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ABSTRACT 
IN SITU REINFORCED POLYMERS USING LOW MOLECULAR WEIGHT 
COMPOUNDS 
 
SEPTEMBER 2011 
 
ONUR SINAN YORDEM, B.S., BOGAZICI UNIVERSITY 
 
M.S., SABANCI UNIVERSITY 
 
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
 
Directed by: Professor Alan J. Lesser 
 
 
The primary objective of this research is to generate reinforcing domains in situ 
during the processing of polymers by using phase separation techniques.  Low molecular 
weight compounds were mixed with polymers where the process viscosity is reduced at 
process temperatures and mechanical properties are improved once the material system is 
cooled or reacted.  Thermally induced phase separation and thermotropic phase 
transformation of low molar mass compounds were used in isotactic polypropylene (iPP) 
and poly(ether ether ketone) (PEEK) resins.  Reaction induced phase separation was 
utilized in thermosets to generate anisotropic reinforcements. 
 
A new strategy to increase fracture toughness of materials was introduced.  
Simultaneously, enhancement in stiffness and reduction in process viscosity were also 
attained.  Materials with improved rheological and mechanical properties were prepared 
by using thermotropic phase transformations of metal soaps in polymers (calcium 
stearate/iPP).  Morphology and thermal properties were studied using WAXS, DSC and 
 viii 
SEM.  Mechanical and rheological investigation showed significant reduction in process 
viscosity and substantial improvement in fracture toughness were attained. 
 
Effects of molecular architecture of metal soaps were investigated in PEEK 
(calcium stearate/PEEK and sodium stearate/PEEK).  The selected compounds reduced 
the process viscosity due to the high temperature co-continuous morphology of metal 
soaps.  Unlike the iPP system that incorporates spherical particles, interaction between 
PEEK and metal soaps resulted in two discrete and co-continuous phases of PEEK and 
the metal stearates.  DMA and melt rheology exhibited that sodium stearate/PEEK 
composites are stiffer.  Effective moduli of secondary metal stearate phase were 
calculated using different composite theories, which suggested bicontinuous morphology 
to the metal soaps in PEEK. 
 
Use of low molecular weight crystallizable solvents was investigated in reactive 
systems.  Formation of anisotropic reinforcements was evaluated using dimethyl sulfone 
(DMS) as the crystallizable diluent and diglycidyl ether of bisphenol-A (DGEBA)/m-
phenylene diamine (mPDA) material system as the epoxy thermoset.  Miscible blends of 
DMS and DGEBA/mPDA form homogenous mixtures that undergo polymerization 
induced phase separation, once the DGEBA oligomers react with mPDA.  The effect of 
the competition between the crystallization and phase separation of DMS resulted in 
nano-wires to micro-scale fiber-like crystals that were generated by adjusting the reaction 
temperature and DMS concentration.   
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CHAPTER 1 
 
INTRODUCTION 
 
The motivation behind this thesis work is the investigation of an alternative 
strategy to simultaneously improve various properties of polymeric materials such as 
stiffness, toughness and process viscosity.  Types of compounds that will be 
investigated will consist of two clasees of materials, low molecular weight 
crystallizables compounds that phase separate in the polymer matrix, and metal soaps 
that undergo distinct mesomorphic phase transformations with changes in temperature.  
This chapter is devoted to the fundamentals of reinforced composites and the physical 
aspects of the formation of a secondary phase in polymeric materials. 
1.1 Structure-Property Relationship of Composites 
Composite materials are made up of two or more different materials that have 
properties resulting from the individual constituents.  The way the constituents are 
incorporated together, their chemical structures and characteristics determine the final 
properties, which may present combined properties of the components or have 
considerably different properties than the individual constituents. 
1.1.1 Short-Fiber Reinforced Composites 
Composites materials are classified based on the nature of the components being 
either organic or inorganic.  A more traditional classification is based on the form of the 
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reinforcing domains and categorizes composite materials as particulate composites, 
flake composites, fiber reinforced composites and laminated composites.  Particle 
reinforced composites are made from randomly dispersed rigid particles in a soft 
matrix.  Flake reinforced composites consist of thin flakes distributed in a matrix.  If the 
flakes are randomly distributed, the resultant material can be isotropic.  If the flakes are 
aligned, an anisotropic material is formed.  Alignment of reinforcing flakes provides 
more uniform properties in the plane of the flakes when compared to the properties of 
particle reinforced composites.   
The most common form of composite materials is fiber reinforced polymer 
composites.  The fibers, introduced as a secondary phase, are generally strong and stiff; 
therefore, they impart increased stiffness and strength to the material.  Fibers can be 
introduced in various forms such as short fibers, long fibers and woven fiber laminates 
as well as in different directions like randomly distributed, oriented, continuous or 
weaved in angle.  Continuous fiber composites provide better mechanical properties 
electrical resistivity and thermal conductivity.  However, they introduce more 
anisotropic properties and their continuous processing by conventional polymer 
processing techniques is a great challenge. 
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Figure 1.1  Form of reinforcement in polymeric composite materials. 
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Short fibers are made by chopping or cutting continuous fiber strands; therefore, 
they are occasionally called chopped-fibers.  Depending on the strand diameter, the 
fiber length to diameter ratio (aspect ratio) of chopped strands can be between 10 and 
100.  Shorter fibers are used for injection molding and longer fibers are used for 
compression molding.  Short fiber reinforced polymers are manufactured by mixing 
short fibers with a liquid polymer resin followed by a molding or continuous extrusion 
process depending on the resin and the aspect ratio of the fiber.  The resin can be a 
mixture of unreacted monomers or partially reacted materials in the case of a thermoset; 
or a molten thermoplastic.   
Short fibers can introduce a reinforcing effect if the stress is transferred from the 
matrix to the fibers.  This requires attaining certain properties in the material: (i) the 
fiber length is greater than the critical length1, (ii) fiber wet-out by the matrix is good, 
and (iii) adhesion between the fiber and matrix is good.  Fiber wet-out and adhesion are 
achieved during processing of the material where the liquid state interactions, resin 
viscosity and chemical functionality at the fiber surface are critical.   
The mechanical properties, for instance tensile strength and modulus of short 
fiber reinforced composites, are dependent on the fiber length distribution and the fiber 
orientation distribution of the short fibers.1-7  Elastic properties such as modulus of 
short-fiber reinforced composites are categorized by many authors according to the 
                                                 
1 The critical length, lc, is given as: f
i
fu
c dl 

2
 , where σfu is the tensile strength 
of the fiber, τi is the interfacial shear stress and df is the fiber diameter. 
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orientation of fibers: unidirectional, random and partially aligned.  Shear lag theory, 
provided by Cox, is one of the earliest attempts to explain the reinforcing effect of short 
fibers in composite materials.8  However, it predicts an underestimation of the strength 
of material due to neglecting stress transfer across the fiber ends.  The elastic modulus 
of fiber reinforced composite materials comprised of aligned and random cylindrical 
fibers has been investigated by many authors and different techniques were attempted to 
calculate the elastic constant of the resultant composite material.8-18   
For a three-dimensional random orientation of short fibers, elastic properties of 
the composite can be predicted by Nielsen and Landel.19  In-plane tensile modulus (Er) 
is given as a function of tensile modulus in the longitudinal direction (E11) and 
transverse direction (E22): 
2211 5
4
5
1 EEEr          (1.1) 
Common material fabrication methods for short fiber reinforced thermoset 
composites include compression molding and matched die molding.  Extrusion and 
injection molding can also be used; however, high viscosity and reduced resultant 
material performance makes these processing methods unfavorable.  
Traditional challenges with short fiber reinforced materials arise from the 
rigidity of carbon or glass fiber based reinforcements.  One of the major problems with 
all rigid reinforcements is the dramatic increase in the process viscosity.20, 21  Melt 
rheology of short fiber reinforced polymers depend on length, stiffness, strength and 
volume fraction of fibers as well as the adhesion between fiber and polymer matrix.  
Flow properties of composites can be tuned by chemically modifying the fiber surfaces 
to enhance fiber-matrix adhesion.21-27  However, this requires additional material 
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development and cost in the fabrication process.  One other drawback in the continuous 
processing of short fibers is that the fibers break during processing.28, 29  Therefore, 
properties of the resultant material would differ from the properties calculated by using 
the spatial information of the ingredient materials, which results in difficulty in 
predicting the final properties.  Because fiber breakage cannot be eliminated, the 
phenomenon was studied theoretically and experimentally to find its relation to final 
properties. 30, 31  Rigidity of the fibers, especially glass fibers, also cause damage to the 
instruments due to high shear rates during extrusion.  Other problems of short fibers 
include air void formation and reduced workability with high fiber volume fraction. 
1.1.2 Particulate Reinforced Composites 
Particulates used in the plastics industry are also known as fillers; however, in 
addition to their service as fillers many of them reinforce the polymers by increasing the 
modulus (talc, mica, etc.) and in some cases also strength and fracture toughness 
(EPDM, EPR, etc.).  Therefore particulate reinforced composites can be viable 
alternatives to the costly and difficult to process fiber reinforced composites.  Similar to 
the fiber reinforced composites; particulate reinforced composites may include 
uniformly dispersed particles with various shapes and sizes.  Particulates have non-
fibrous geometry, some with very irregular shapes and others with plate-like geometry, 
but the particulate material is often assumed to be dispersed uniformly as spherical 
particles.  Average particle size of particles ranges from 5µm to 100µm for many 
particulate reinforced systems.  The size of the particles can be tuned depending on the 
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targeted binder material and its property that is subject to change, i.e. optimum calcium 
carbonate particle size for toughening of isotactic polypropylene is 07µm.  
Particulates can be classified into two categories: inorganic fillers and organic 
fillers.  Common inorganic fillers are natural particles such as talc and mica, and 
synthetic fillers like glass microspheres.  Organic fillers are limited in their use in the 
plastics industry due to their low thermal stability and high moisture absorption.  The 
former will be discussed in more detail in Chapter 2. 
Particulate reinforced polymers are known to alter the unfilled polymer 
properties and, in general, these changes are as follows: 
 Density: The density of particulate reinforced polymer is generally than the 
unfilled polymer, because the inorganic fillers have greater specific gravity.  The 
mass density of the particulate composite can be calculated by a rule of mixture 
type of equation: 
mfffc VV  )1(         (1.2) 
where Vf is the volume fraction of the particles, subscripts c, f and m represent 
composite, particle and the matrix respectively. 
 Modulus: Modulus of composites is significantly higher with the inorganic 
fillers.  The effective modulus, Ec, of the particulate composite can be 
reasonably well predicted by using the Halpin-Tsai-Nielsen Equation,19 
m
f
f
c EB
AB
E 



1
1
        (1.3) 
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B
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       (1.4) 
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1
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ffm

         (1.6) 
where, Em is the tensile modulus of the matrix, Ef is tensile modulus of the 
particulate filler, kE is the Einstein coefficient,19 νf is the volume fraction of the 
filler, νfm is the maximum packing volume fraction of the fillers.32 
 Elongation to failure: Addition of fillers usually decreases elongation o failure, 
which is sometimes considered to be a measure of ductility in the material. 
 Strength: Tensile strength of the composite may either increase or decrease with 
the addition of inorganic fillers. 
 Fracture toughness: Fracture toughness of a composite can increase with the 
addition of rigid or soft particles, either being inorganic or organic.  This will be 
discussed in more detail in the next section of this Thesis. 
Qualitatively, the modulus of a polymer composite material is expected to be in-
between the modulus of the polymer matrix and the filler incorporated.  However, 
material behavior is more complex and the solid-state properties of composite materials 
are determined by those of the components and the interaction between the components 
such as shape and volume fraction of the filler, size and size distribution of filler, 
morphology of the system, adhesion between filler and matrix (interfacial strength).  
For the case of inorganic fillers, modulus of the particles is greater than the modulus of 
the polymer; therefore, as also suggested by Equation 1.3, tensile modulus of the 
composite increases with increasing filler volume fraction.  But, Halpin-Tsai-Nielsen 
Equation does not account for particle size and tensile modulus is shown to be 
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dependent on filler size and filler size distribution as well as filler concentration and 
interfacial strength between filler and matrix.  Experiments showed that modulus 
increases with decreasing particle size and results also illustrated that particle size 
distribution also has an effect on tensile modulus since it affects distribution of particles 
in the matrix, thus the particle packing.33, 34 
Simple micro-mechanical models explain the general trend of the modulus of 
reinforcement.7, 14, 19, 35  These equations assume (i) perfect dispersion of the spherical 
particles and (ii) good adhesion between the filler and the matrix, which is not always 
the case.  The mechanism of reinforcing polymers by particulate fillers is not yet fully 
understood.  Important contributions were derived from research on particle filled 
elastomers.36-41  
1.1.3 Toughening of Polymers 
A new approach to reinforce and toughen polymeric materials with improved 
processability and thermal properties is discussed in Chapter 3.  The new approach is a 
second part of a continuing effort in our group which utilizes low molar mass additives 
to reduce process viscosity at process temperatures and generate rigid particle domains 
upon cooling that reinforce and toughen the polymer matrix.  The first approach in this 
series was investigated by Dr. Yoon which involved the use of thermally induced phase 
separation of low molecular weight crystallizable solvents during processing of isotactic 
polypropylene.  The strategy introduced in this Thesis study employs thermal 
transitions and morphology development of low molar mass metal soaps in semi-
crystalline polymer matrices.  Even though this new strategy is different from 
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conventional particle toughening methods (i.e. rubber and mineral fillers), the 
underlying toughening mechanisms are similar to the general theory of toughening.  
Therefore, it is relevant to review the toughening of plastics and current successful 
methods. 
Fracture behavior of polymeric materials is manifested by two types of failure 
mechanisms: brittle failure and ductile failure.  Fracture behavior is a function of the 
stress state in the material where the hydrostatic stress is opposed by the octahedral 
shear stress as given in Figure 1.2.  Hydrostatic stress is defined by the mean stress in 
the material, 
3
321  m
         (1.7) 
where σm is the mean stress and σi (i=1, 2, 3) are the principal stresses.  The hydrostatic 
stress component only incorporates normal stresses and does not introduce any shear 
stresses to the material. It presents a change in volume of the material without any 
change in shape.  Once the hydrostatic stress component governs the failure 
mechanism, the material will go through a volume change without any change in shape. 
Therefore, the material will create new surfaces rapidly, without any plastic 
deformation, and the material will fracture in a brittle manner.  In contrast, the 
octahedral shear stress component has the shear stresses that are imposed to the material 
where the shear strain introduces plastic deformation in the material, 
      21232231221  oct      (1.8) 
where the τoct is the octahedral shear stress and σi (i=1, 2, 3) are the principal stresses. 
Once the octahedral shear stress component governs the failure, plastic deformation 
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introduced by the shear strains brings both volume and shape change. Thus, material 
fails in a ductile manner.  A representative plot for the failure mechanism in polymeric 
materials is given in Figure 1.2. 
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Brittle Failure
Ductile 
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Figure 1.2 Failure mechanisms of polymers are manifested by two types of 
failures, brittle failure and ductile failure. The failure mechanism is a function of the 
stress state where the hydrostatic stress component (σm) is opposed to the octahedral 
shear stress component (τoct). 
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One can imagine situations where a processing defect or a notch in the material 
concentrates the stress at a particular point in the material (i.e. at the notch tip).   With 
the stresses concentrated around the defect or at notch tip, nearly all semi-crystalline 
polymers fail in a brittle manner.  Therefore, toughening of semi-crystalline polymers 
still continues to be an active area of research and development.  
Soft particles such as rubber inclusions (e.g. EPDM) and rigid mineral fillers 
like calcium carbonate have been commercially successful fillers to toughen polymers 
both semi-crystalline and amorphous.33, 42-48  In the case of soft particles, cavitation of 
particles at the early stages of deformation reduces the plastic resistance.  Cavitation is 
not sufficient to consume large amounts of fracture energy; however, reduced plastic 
resistance allows macroscopic yield and the material presents extensive plastic flow.  
The disadvantage with the soft articles is the reduced modulus of the resultant 
composite.  Conversely, rigid particles are used as reinforcement with which the 
stiffness of the composite increases with increasing filler concentration.  Change in 
toughness, on the other hand, is not that straightforward.  It depends on many 
characteristics of each component such as particle size, particle dispersion, inter-particle 
distance, particle concentration as well as interfacial strength between particle and 
matrix. 
Wu suggested that the interparticle distance is the key factor in governing the 
material’s fracture behavior which is determined by the filler concentration and size.49  
Following Wu’s work, Argon and coworkers showed that the fracture toughness of the 
material is not governed by the mechanical properties of the filler but by the 
interparticle ligament formed at the interface that has a lower plastic resistance.33, 44-48, 50  
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The low energy planes of oriented crystals at the interparticle ligament are formed by 
the crystallization of polymers initiating from the filler surface.  Argon suggested that if 
the interparticle ligaments percolate through the material, the plastic resistance of the 
material is macroscopically reduced and a ductile response is achieved.  This 
mechanism can be triggered only if the cavitation of soft particles or debonding of the 
rigid particles from the matrix is observed.  A similar mechanism of toughening is 
discussed in Chapter 3 by using low molar mass compounds that present thermotropic 
phase transitions. 
1.2 Phase Separation In Polymers 
Multicomponent polymeric materials are comprised of polymer blends, 
composites and combinations of both.  A polymer composite basically consists of a 
polymer component and a non-polymer component as a secondary phase that can be 
introduced to the matrix or generated in the matrix in situ.  Besides the incorporation of 
fillers to the polymer matrix as discussed earlier in this chapter, phase transformation of 
materials is also utilized to generate a secondary phase in the polymer matrix.  The 
physical properties of polymers are dependent on their morphology; therefore, the 
microstructure of the secondary phase influences the mechanical and other properties of 
polymer composites significantly.51, 52  Phase transformation in polymers play a major 
role in controlling the microscopic morphology of the secondary phase in the resultant 
material where the control of the microstructure and the morphology requires 
knowledge of the phase behavior (i.e. phase diagram), the reaction kinetics and the 
thermodynamics of phase separation.  The fundamental aspects of the work presented in 
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this thesis are based on phase transformations in various polymeric materials to develop 
unique composites with distinct reinforcing morphologies and/or simultaneous 
improvements in physical properties.  Thermally induced and reaction induced phase 
separation in polymers and the thermotropic phase transitions of metal soaps are the key 
processes in this study to form the secondary phase in different polymer matrices.  
Therefore, it is valuable to comprehend the general aspects of phase separation 
mechanisms and the phase transformation characteristics of metal soaps.   
1.2.1 Thermally Induced Phase Separation In Polymers 
Liquid-liquid demixing and crystallization are the two general classes of phase 
separation observed in polymeric materials, disregarding the phase behavior of block 
copolymers.  In many cases, both crystallization and liquid demixing are possible,53, 54 
and the competition between these two phase separation phenomena can bring novel 
structures, thus new material properties.  Along these lines, Chapter 2 discusses a 
potential use of this technique to generate in situ reinforcements in a semi-crystalline 
polymer where the competition is three fold: liquid demixing, polymer crystallization 
and diluent crystallization.  Therefore, it is momentous to pay a visit to the theory of 
phase behavior in polymers because constructing an equilibrium phase diagram exhibits 
the behavior of the solution. That is, how and where the liquid demixing and/or 
crystallization occur and what types of structures are developed during these 
transformations. 
The calculation of equilibrium phase diagrams requires expressions for the 
chemical potentials of all species in all phases.  For liquid phases, like in the case with 
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homogeneous solutions of monomers and low molar mass diluent, the free energy of 
mixing has to be calculated by using a solution model.  Kleintjens and Koningsveld 
defined four levels of solution models to approximate the phase equilibria in polymer-
solvent mixtures:55 
1. Solubility parameter theories can be used to predict the miscibility of a blend.  
These do not provide any prediction of the changes in molar mass or 
concentration dependence of the phase behavior. 
2. Flory-Huggins (FH) model deals with the changes in temperature and molar 
mass. Excess volume is assumed zero in the model, thus the prediction of 
concentration is limited.  Any volume or pressure change during mixing cannot 
be predicted either. 
3. FH model is modified by contact statistics and equation-of-state terms which 
provides a better prediction of phase concentrations and changes in pressure. 
4. The extended FH model considers non-uniform segment density and chain 
flexibility to present a better phase prediction. 
Second level of these presented models, the Flory-Huggins lattice treatment,56 is 
assumed to be an adequate solution model in this study with one extra assumption, that 
is the Flory-Huggins interaction parameter, χ, is purely enthalpic; thus, it is 
concentration independent and is only a function of reciprocal temperature (Equation 
1.10).  According to the Flory-Huggins theory, the free energy of mixing can be 
expressed as,  
212
2
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m       (1.9) 
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where, ΔFm represents the free energy of mixing, ϕi is the volume fraction of a 
component, N is degree of polymerization, χ is the Flory-Huggins interaction parameter 
and subscripts 1 and 2 represent diluent and polymer, respectively.  In addition, The 
Flory-Huggins interaction parameter, χ12, is the interaction parameter of the two 
constituents and it can be expressed as a function of reciprocal temperature, 
RT
V
T
1
2
21 )(          (1.10) 
where δi is solubility parameter and V1 is molar volume of the low molar mass diluent. 
The boundary between the thermodynamically stable and metastable solutions is 
described by the binodal curve (also called the coexistence curve).  For a system with 
two phases, the equilibrium between phase A and phase B describes the binodal and it 
is defined at points where the chemical potential (Δµi) of each component (i) in each 
phase (A, B) is equal,  
)2,1(  iBiAi        (1.11) 
The solutions to Equation 1.11 can be described by the chemical potential of 
each component calculated in terms of the extensive value of the free energy of mixing;  
Pni
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         (1.12) 
The two liquid phase regime is comprised of two regions: unstable and 
metastable regions.  The binodal curve is illustrated as the boundary between the one 
phase stable solution and two phase metastable solutions.  The spinodal curve exhibits 
the boundary between thermodynamically metastable and unstable regions.  This 
critical boundary can be found by considering the stability of the polymer solution as 
  18
0
,
2
2
2



 


TPb
m
Tk
F
         (1.13) 
If the second derivative of the free energy (Equation 1.13) with respect to 
composition is positive, then the polymer system is stable against fluctuations.  If it is 
negative, then the polymer system is unstable and a two phase solution is obtained.  For 
a polymer-diluent mixture, the spinodal curve satisfying Equations 1.9 and 1.13, 
assuming that Equation 1.10 is valid, is given by 
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Equation 1.14 yields the solution for polymer volume fraction, from which the 
spinodal curve as a function of polymer volume fraction and free energy of mixing can 
be constructed: 
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1.2.2 Reaction Induced Phase Separation In Thermosets 
There are also two major procedures to generate a secondary phase in a 
thermoset: (i) dispersion of the secondary phase in the starting monomers, or (ii) phase 
separation of the secondary phase during the polymer network formation (reaction 
induced phase separation).  Our interest in one part of this thesis, in Chapter 5, is on the 
reaction induced phase separation (RIPS) in thermosets.  At first, monomer(s) are 
blended with an additive to form a homogenous solution (the additives can be a low 
molecular weight or a polymeric molecule, reactive or not reactive with the monomers).  
Second, monomers are polymerized and the additives phase separate due to the decrease 
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in the entropy of mixing of the system and the increase in the average molar mass of the 
polymer network superimposed by possible variations of the interaction parameter, χ 
with conversion.57, 58  Variations with reaction conversion favor mixing or demixing 
governed by the increase or decrease in the interaction parameter, χ, respectively.  A 
significant first step in analyzing and predicting the phase behavior in a reacting 
thermoset is the calculation of equilibrium phase diagrams which are informative and 
effective in understanding the development of non-equilibrium structures and properties 
as well as predicting new phenomena in the material.   
As discussed in the previous section in Thermally Induced Phase Separation in 
Polymers, an expression for the chemical potentials of all species are required to 
calculate the equilibrium phase.  The Flory-Huggins lattice treatment is assumed to be 
an adequate solution model in this thesis study where, in addition, the interaction 
parameter, χ, is assumed to be purely enthalpic.  Furthermore, following a similar 
approach by Mezzenga and coworkers, the free energy of mixing equation given in 
Equation 1.9 can be written in terms of volume fractions of the solvent and the 
polymer.59  Then the equation is divided by the overall volume to obtain the free energy 
per unit volume, ΔFv. This can be expressed as a function of intensive parameters; 
 12212
2
2
1
1
1 lnln  



 
VVRT
Fv      (1.16) 
where, again, the subscripts 1 and 2 correspond to the two constituents, diluent and 
curing thermoset; ϕi’s are the volume fractions; Vi’s are the molar volumes of the 
compounds; R is the ideal gas constant, and T is the absolute temperature.  The Flory-
Huggins interaction parameter, χ12, is expressed as a function of reciprocal temperature 
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and solubility parameter of the components, as given in Equation 1.10.  In thermosets, 
however, interaction parameter becomes a function of reaction conversion because the 
solubility parameters are changing with the formation of the polymer network. 
Swelling measurements are typical experimental methods to determine the 
solubility parameters in gels and polymer networks.  A sample of the polymer network 
is immersed in solvents with different and known solubility parameters where the 
solvent that swells the network most is assumed to be good match for the solubility 
parameter.  The structure of a thermoset during the cure reaction is complicated because 
it does not belong to any classes of polymers.  Prior to the gelation of the network, the 
thermoset is not a linear chain or a polymer network but has clusters of branched high 
molecular weight molecules, making the described methods inappropriate to measure 
the solubility parameter. 
A partially quantitative method to predict the solubility parameter is to use 
interpolative methods based on molecular group contribution theory such as Van 
Krevelen’s60 or Fedors’61.  The major assumption in these theories is that the solubility 
parameter of the polymer is equivalent to the solubility parameter of the repeating unit, 
which is calculated by summing the contributions of the chemical groups in their 
structure.  The differences in these theories, on the other hand, emerge from the way the 
group contributions of chemical units are calculated and tabulated.  For instance, in an 
evolving epoxy system, the effective repeat unit changes with time due to reaction 
conversion.  It is therefore necessary to identify the exact chemical composition of the 
curing system as a function of time or conversion.  Earlier studies showed that van 
Krevelen’s group theory can be used to estimate the hydrogen, polar, and dispersive 
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contributions to the solubility parameter of an evolving epoxy-amine network as a 
function of reaction conversion:  
V
Fn dii
d
          (1.17) 
V
Fn pii
p
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V
En hii
h
          (1.19) 
where, δd, δp, δh are the dispersive, polar and hydrogen components of the solubility 
parameter, respectively; V is the molar volume of the repeat unit that is changing with 
conversion; ni is the number of groups i, and Fdi, Fpi, Ehi, are the dispersive, polar, and 
hydrogen weights for group i.  The molecular contributions for all major chemical 
groups have been tabulated.60  In order to account for the reaction conversion and 
chemical nature of the molecules, van Krevelen’s theory can be combined with infra-
red spectroscopy and differential scanning calorimeter to estimate the solubility 
parameter of an evolving epoxy network.   Earlier studies on epoxy based monomers 
and diamine crosslinkers showed that the overall solubility parameter, δ, 
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hpd            (1.20) 
is calculated by the dispersive, polar and hydrogen components of the solubility 
parameter and it changes linearly with reaction conversion (error < 1%).59, 62, 63  
Following the results of the detailed studies by other authors, in this work, the initial 
solubility parameters of monomers and additives were calculated by van Krevelen’s 
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molecular contribution theory and the solubility parameter was assumed to increase 
linearly with reaction conversion. 
Solution for the binodal curve is given in Equations 1.11 and 1.12.  For the case 
of polymerizing thermoset network, which is a mixture of monomers, branched chains 
and filler, a quasi-binary model has been accepted to be used to represent the system.  
The locus of solutions to Equation 1.11 is described by the chemical potential of each 
component calculated in terms of the extensive value of the free energy of mixing as 
given in Equation 1.12.   The spinodal curve, on the other hand, is described as the 
boundary between thermodynamically metastable and unstable regions.  This critical 
boundary can be found by considering the stability of the polymer solution as 
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If the second derivative of the free energy (Equation 1.13) with respect to 
composition is positive, then the polymer system is stable against fluctuations.  If it is 
negative, then the polymer system is unstable and a two phase solution is obtained.  For 
the thermosetting polymer-modifier system, the spinodal curve satisfying Equations 1.3 
and 1.13, is given by 
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The solution of Equation 1.21 yields the spinodal curve in conversion versus 
composition coordinates.  A representative phase diagram for a reacting thermoset is 
schematically demonstrated in Figure 1.3. 
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Once the thermoset matrix is defined, the selection of a suitable modifier in 
developing in situ composites by RIPS is critical.  It is important that with the right 
modifier the phase separation precedes gelation and factors such as type and 
composition of modifier are taken into account for the resultant material.  All these 
properties affect the miscibility behavior of the modifier in the thermoset.  For example, 
it was shown that by increasing the polarity of the modifier, the miscibility with a 
DGEBA-based epoxy resin increases.64  It was also shown that an increase in the 
modifier molar mass, i.e. increase in molar volume, shifts the phase separation region to 
lower conversions.65  Though, the discussion of these effects is out of the scope of this 
thesis work.  A good reference to a new comer in this subject is authored by Pascault 
and coworkers.57 
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Figure 1.3 Schematic representation of principle phase diagram of reaction 
induced phase separation (RIPS). 
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Phase diagram of a polymerizing epoxy network will be calculated in Chapter 5 
for mixtures of diglycidyl ether of bisphenol-A, 1,3-phenylene diamine and 
crystallizable diluent dimethylsulfone to investigate the resultant material morphology. 
1.3 Thermotropic Phase Transitions In Metal Soaps 
The long-chain carboxylates metal ions, also called metal soaps, are 
commercially important compounds that find place in polymer industry in applications 
such as paints, lubrications, stabilization, catalysts, additives, etc.  In addition, metal 
soaps are also important chemicals in solvent extraction processes,66 they raised 
attention as Langmuir Blodgett multilayers67-69 and they are used as soft X-ray crystal 
analysers.70  Furthermore, many of the metal carboxylates exhibit one or more 
thermotropic liquid crystalline phases,71 which becomes a great importance in many of 
their applications. 
Metal soaps have the general formula, (CH3(CH2)nCO2)mM+m, where M is the 
metal ion that can be monovalent or polyvalent.  Frequently observed metal soaps have 
even chain lengths, which have between eight and eighteen carbon atoms.  All pure, 
saturated and straight chain metal soaps are reported as solids at room temperature.  
However, the thermotropic behavior of metal soaps makes it necessary for the scientists 
to consider the structure of metal soaps in terms of (i) the coordination of the 
carboxylate group with the metal ion, (ii) conformation of the hydrocarbon chain and 
(iii) packing of the chains in a crystalline lattice.  Possible mechanisms of bonding the 
metal ions to the carboxylate chains are discussed elsewhere.72-75  In general, 
hydrocarbon chains in most lipid systems, e.g. fatty acids,76 present an all-trans 
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conformation in their solid state.  At room temperature, they are packed in 
orthorhombic, monoclinic or triclinic crystal lattice structures.  Once the temperature is 
raised, a hexagonal form of these lipids is usually formed, with a possibility of showing 
polymorphism.77  Similar to alkanes,78 impurities have dramatic affect on the short 
range order of chains. 
Once the metal soaps are heated the solid may go through various mesophases 
before forming a liquid phase.  Phase behaviors of metal soaps were established by 
several authors and it was found to be dependent upon the coordination behavior of the 
metal ion and the structure of the organic moiety.77, 79-81, 81-86  In the case of alkaline 
earth metals, the metal-carboxylate interactions are largely ionic and it was found that 
several liquid crystalline phases can be observed over a wide temperature range.86  The 
proposed structures include lamellae, discs, rods and ribbons with a long range order 
and in various one, two and three dimensional arrangements.  Phase behaviors of 
anhydrous stearates of various metal cations are given in Table 1.1 as examples. 
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Table 1.1 Phase behavior of anhydrous stearates of various metal cations.86  
Mg 
Lamellar (109°C); 2D Hexagonal Array-1 (195°C); 2D Hexagonal Array-2 
(210°C); Melt 
Ca 
Lamellar-1 (100°C); Lamellar-2 (123°C); 2D Square Network (152°C - 179°C); 
2D Hexagonal Array (> 350°C) 
Zn Lamellar (130°C); Melt 
Na 
Rectangular-1 (133°C -175°C); Rectangular-2 (175°C-210°C); Orthorhombic 
(210°C); Rectangular-3 (210°C-256°C); Lamellar (256°C-290°C) 
1.4 Thesis Overview 
This thesis investigates physical methods to generate in situ reinforcements that 
simultaneously improve stiffness, toughness and process viscosity of the modified 
polymer matrix.  The strategy involves using compounds that are either miscible with 
the polymer matrix and undergo phase separation, or are immiscible with the matrix 
that go through thermotropic phase transformations during processing.  This thesis work 
addresses fundamental aspects of engineering such materials and composites. 
In situ reinforcements were generated by utilizing a competition between 
demixing, diluent crystallization and polymer crystallization via thermally induced 
phase separation in isotactic polypropylene (iPP), which is discussed in Chapter 2.  
Thermotropic phase transitions of metal soaps were investigated as means to generate 
isotropic reinforcing domains in iPP and poly(ether ether ketone) (PEEK).  Enhanced 
stiffness, toughness and processibility of iPP and PEEK are visited in Chapter 3 and 
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Chapter 4, respectively.  In Chapter 5, reaction conditions and solution concentration 
were successfully tuned to generate anisotropic reinforcements in thermosets by using 
reaction induced phase separation and low molar mass diluent crystal growth.   
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CHAPTER 2 
 
POLYPROPYLENE REINFORCED WITH CRYSTALLIZABLE SOLVENTS 
 
A new approach to reinforce and toughen thermoplastic polymers was 
developed by using low molecular weight additives that can undergo phase separation 
and/or phase transformation. The change in morphology during phase transitions 
provides enhanced processibility, improved stiffness and superior fracture toughness. 
The concept can practically be applied to any polymer matrix; however, this work 
focuses on the material system formed by isotactic polypropylene (iPP) as the semi-
crystalline polymer matrix.  
First part of this strategy involves using low molecular weight (LMW) organic 
crystals. The method involves melt blending isotactic polypropylene and LMW 
additives at a process temperature where the organic crystal is miscible with the iPP 
melt and reduces the process viscosity.  Upon cooling, LMW crystal phase separates 
and crystallizes to generate reinforcing domains in polymer matrix.  Gibbs free energy 
of mixing calculations were conducted for the LMW organic crystals to assess their 
miscibility in iPP. Crystallization behavior of organic crystals was also studied by 
differential scanning calorimeter (DSC). It was found that, even though the organic 
crystals are small molecules, they tend to supercool and form glass rather than crystals. 
Further emphasis was given to systems with co-additives which improve crystallization 
kinetics as well as mechanical response of the resultant composites. 
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2.1 Introduction 
Crystallizable solvents are organic additives that can be used as diluents in 
polymer matrices. Earlier studies on crystallizable solvents concentrated on directional 
crystallization of these compounds and their direct effect on the formation of ordered 
phase in block copolymers.87-92  In 2000, De Rosa and coworkers proposed the 
crystallization induced phase separation in block copolymers by the use of directional 
crystallization and epitaxial growth characteristic of crystallizable solvents at eutectic 
solidification point. With their technique, it was possible to create large-sized, well-
oriented cylindrical and lamellar micro-domains of semi-crystalline block copolymers 
in thin films.87-90  However, the emphasis of these studies was on the formation of 
highly ordered nano-templated thin films of copolymers rather than utilizing 
crystallizable solvents as a secondary phase in a polymer matrix. 
Most of the work on low molecular weight solvent and polymer blends focused 
on the phase behavior of these systems.  There are few studies that utilized the low 
molecular weight solvents as potential reinforcements. The earliest one to the best of 
our knowledge is by Nielsen and his colleagues at Monsanto Company.93  Their goal 
was to generate a material system by in situ crystallization of low molecular weight 
crystallizable solvents in amorphous polymers.  Their work on styrene-acrylonitrile 
copolymer (SAN)-acetanilide and SAN-anthracene revealed that the crystal morphology 
is thermal-history dependent and it is a function of supercooling.  Dynamic mechanical 
measurements demonstrated a relatively little reinforcement effect due to similar elastic 
moduli of organic crystals and polymers in the glassy state.  They concluded that 
organic crystals cannot stiffen high-modulus polymers; however, in situ crystallization 
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of solvents provides good dispersion and control of the size and shape of the filler 
crystals, depending on the crystal growth habits of crystals. 
Similar to Nielsen’s findings, previous work in our group demonstrated the 
efficacy of LMW crystallizable solvents as reinforcing and toughening additives in 
semi-crystalline polymers such as polyethylene and polypropylene.94-96 
Tetrabromobisphenol-A (TBBPA) was tested as a toughening agent for isotactic 
polypropylene (iPP), which formed a miscible solution at the process temperatures and 
acted as a processing aid.  Upon cooling the mixture, crystalline particles were formed 
by thermally induced phase separation. Even though the tensile toughness was 
increased with the incorporation of TBBPA, Young’s modulus was unchanged.  The 
results indicated that there is a low interfacial adhesion between TBBPA and iPP 
matrix, which was found to emerge due to very low crystallization kinetics of TBBPA 
and its formation of glassy domains.  Therefore, dewetting of TBBPA particle occurs at 
the early stages.  This is combined with poor dispersion and oversized particles, 
yielding a reduction in fracture toughness.  The work presented in this Chapter will 
illustrate that thermal history dependence and glass formation of TBBPA is not unique 
only to TBBPA but it can extend to other organic crystals as well.  
This project is the second part in a series on investigating the utility of low 
molecular weight (LMW) compounds for reinforcing and toughening polymers. The 
aim of this work is to understand the use of different LMW compounds which can 
either be miscible with the matrix and undergo TIPS during processing or interact with 
the polymer backbone and observe phase transformation during heating and cooling 
steps in processing. The strategy involves incorporating LMW compounds in a polymer 
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matrix at the processing temperature, i.e. crystallizable solvents, metal soaps, organic 
crystals. The LMW compound provides improve processing due to its low viscosity. 
The process evolves through phase separation of the LMW compounds to provide 
reinforcing domains similar in morphology to that required for rigid-particle 
toughening. We investigate the addition of LMW compounds to simultaneously 
improve the fracture response of isotactic polypropylene and enhance the tensile 
modulus as well as processability.  A part of this approach is incorporated in a recent 
patent filing by the University of Massachusetts at Amherst.94 
2.2 Materials and Methods 
2.2.1 Materials 
Pellet form isotactic polypropylene (iPP) was kindly supplied by Braskem, 
Brazil. As received neat polymer has a melt flow index of 3.5 g/10 min (2.16 kg at 
230°C) and density of 0.905 g/cm3. Several LMW compounds that were used in this 
work are listed in Table 2.1.  All chemicals were used without further purification. 
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Table 2.1  LMW fillers used in iPP resin. (* Density values are obtained from 
the supplier.)  
Compound Chemical Structure 
Molecular Weight 
(g/mol) 
Density 
(g/cm3)* 
 
LMW Crystallizable Solvents As a Secondary Phase 
Tetrabromobisphenol-A 
(Aldrich) 
 
543.9 2.12 
D-Mannitol (Aldrich) 
HO
OH
H
H
OH
OH
H
OH
H
OH
 
182.2 1.52 
Dipentaerythritol (Aldrich) 
 
254.3 1.4 
4,4'-BisHydroxyDeoxyBenzoin 
(BHDB) (Prof. Emrick) 
HO
OH
O 226.0 N/A 
 
LMW Organic Compounds As Co-Fillers 
Polyethylene-g-maleic anhydride 
(Aldrich) 
 
N/A 0.925 
Maleic anhydride (Aldrich) 
 
98.1 1.314 
Phthalic anhydride (Aldrich) 
 
148.1 1.53 
Succinic anhydride (Aldrich) 
 
100.1 N/A 
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2.2.2 Experimental 
2.2.2.1 Sample Preparation 
Isotactic polypropylene, in pellet form, was supplied by Braskem, Brazil. The 
original neat polymer has a melt flow index of 3.5g/10min (2.16kg at 230°C) and 
density of 0.905g/cm3.  Low molecular weight organic compounds, with various 
molecular formula, polarity and densities, were purchased from different suppliers as 
tabulate in Table1.  All chemicals were dried under vacuum at 50°C overnight before 
use. 
Before the preparation of iPP-LMW organic crystal composites, attempts were 
made first to make mixtures of tetrabromobisphenol-A (TBBPA) and LMW organic 
crystals to study the crystallization behavior of TBBPA.  Previous studies by Dr. Yoon 
showed that the supercooling behavior of TBBPA is one of the drawbacks of iPP-
TBBPA composites.95  As a continuation to Dr. Yoon’s studies, this work examines the 
crystallization behavior of TBBPA in the presence of other LMW organic crystals such 
as the ones given in Table 2.1. 
Another attempt was made to make blends of iPP and LMW organic crystals 
which exhibited crystallization during the thermal studies.  For these samples, the iPP 
pellets were cryo-grinded in a SPEX CertiPrep 6800 Freezer/Mill. One cycle consisted 
of 5 minutes of pre-cooling and 3 minutes of cooling-grinding steps at a grinding rate of 
13impacts/second/side. After 5 cycles of cryo-grinding, fine polymer flakes were 
obtained. The iPP and the corresponding LMW organic crystal were dry-mixed in a bag 
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by shaking the bag vigorously. The mixture was then manually fed into a Brabender 
batch mixer at 200°C, which was purged with nitrogen gas before and during the mix. 
Blends of 20 weight% (wt%) of organic crystals were mixed for 3 minutes. Samples 
were finally quenched in water and vacuum dried overnight before characterization. 
As discussed earlier in the Introduction, two sets of low molar mass additives 
were investigated in this Thesis work. In the first set, several LMW organic crystals 
such as anhydrides and erythritols were selected as potential reinforcements in iPP. The 
selection process was followed regarding the melting and degradation point of the 
organic material.  
Previous to melt blending the compounds, crystallization and miscibility of the 
potential LMW organic crystals with iPP were studied.  Crystallization behavior of 
LMW organic crystals were investigated which was followed by the calculation of the 
solubility parameters of iPP and LMW organic crystals.  Miscibility of the LMW 
organic species were predicted by using the Gibbs free energy of mixing formula and 
plotting free energy diagrams as discussed in detail in Chapter 1.  For the cases that 
demonstrate potential miscibility, thermal investigations were conducted to characterize 
the stability of the organic crystals at processing temperatures.  Successful set of 
compounds were tested mechanically to monitor their reinforcing affect as well as 
interactions with the polymer matrix. 
2.2.2.2 Thermal Property Characterization 
Thermal properties of LMW compounds in their neat state, in blends with 
TBBPA and in composites were investigated by using differential scanning calorimeter 
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(DSC) to monitor the crystallization behavior of the iPP matrix as well as the LMW 
compounds.  Samples of approximately 5mg were taken from the batch mixed blends 
and analyzed using a TA Instruments Q200 DSC. The instrument was calibrated by 
using sapphire disks and keeping the helium flow rate constant at 25µl/min. Two 
heating and cooling cycles were employed between -50°C and +250°C with a constant 
ramp rate of 10°C/min.  
2.2.2.3 Mechanical Property Characterization 
Monotonic tensile tests were performed in an Instron 5800 universal testing 
machine (UTM).  ASTM D638 Type V tensile test specimens were punched from 
compression molded plaques and were tested at room temperature. The crosshead 
displacement rate was 10mm/min and the strain was calculated from the crosshead 
displacement.  Elastic modulus, tensile strength, and elongation at break of both 
modified and unmodified samples were measured. Reported values were averaged over 
10 measurements. 
2.3 Results and Discussion 
2.3.1 On the Crystallization of TBBPA 
In a previous study by Dr. Yoon, he demonstrated that addition of 
tetrabromobisphenol-A (TBBPA) to the iPP matrix enhances processability by reducing 
the viscosity of the resultant material at process temperatures.95  His results showed that 
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the Young’s modulus was not affected with the incorporation of TBBPA but the tensile 
yield stress was decreased while elongation at break and tensile toughness were 
increased.  This indicated that the interfacial adhesion between TBBPA particle and iPP 
matrix was weak and dewetting of TBBPA particle occurs at the early stage of 
deformation.  One reason for low interfacial adhesion between particles and polymer 
resin is the crystallization behavior of TBBPA which is slow and prone to supercooling.  
In this regard, other investigators observed that an efficient filler for toughening is 
supposed to form small crystals very quickly prior to polymer crystallization.42, 44-50, 97, 
98  Thus, the slow crystallization and supercooling observed in TBBPA was one of the 
reasons for reduced fracture toughness in that study. 
The crystallization behavior of TBBPA is displayed in Figure 2.1.  It presents 
the supercooling of TBBPA molecules that do not show any crystallization during a 
cooling scan, but it shows devitrification and formation of crystals around 75°C upon a 
consecutive heating step.  DSC traces of TBBPA mixtures with polystyrene-co-poly 4-
vinylpyridine (PS-co-P4VP), polyhedral oligomeric silsesquioxanes (POSS), phthalic 
anhydride (PhAn), polyethylene-g-maleic anhydride (PEGMA), maltitol, dulcitol, 
dipentaerythritol (DPET) and tetramethyl-cyclotetrasiloxane (D4H) are also reported in 
Figure 2.1.  Mixtures with PS-co-P4VP, POSS and D4H did not show crystal peaks as 
expected; however, their presence affected the crystallinity of TBBPA.  Though, its 
supercooling characteristic was not inhibited.  Similarly, maltitol did not present any 
significant affect towards the supercooling behavior of TBBPA.  PhAn, PEGMAs, 
dulcitol and DPET, on the other hand, presented crystallization behavior, but, TBBPA 
in these mixtures did not show crystallization upon cooling.  The changes in the 
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devitrification (i.e. crystallization) of TBBPA can be interpreted as such that the 
intermolecular interactions between polar and ionic molecules affect packing behavior 
of individual components – yet, this discussion is out of the scope of the current study.   
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Figure 2.1  First cooling (a) and second heating (b) scans of neat TBBPA and 
TBBPA-LMW organic compound mixtures.  Ramp rate is 10°C/min. 
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The significant result of this systematic study is that some of these LMW 
compounds can crystallize upon cooling and they can be utilized as LMW crystallizable 
additives in an iPP matrix.  In the next section, the emphasis will be on three of these 
compounds which showed promising results in terms of in situ crystallite formation. 
2.3.2 LMW Crystals as In Situ Reinforcements: DPET, Mannitol and BHDB 
Among the LMW organic crystals tested in this work, DPET, mannitol and 
BHDB displayed crystal formation within the TBBPA matrix during a cooling scan.  
Due to their potential as reinforcing additives, they were introduced in iPP matrix.  
2.3.2.1 iPP-DPET Composites 
DSC thermograms of the iPP-DPET composites are plotted in Figure 2.2.  Pure 
DPET shows a crystallization exotherm with its maximum at 177°C and a melting 
endotherm with its maximum at 216°C.  The onset of crystallization of the virgin iPP is 
at ~120°C and its crystallization exotherm shows a peak maximum at ~113°C.  Figure 
2.2 presents the effect of DPET crystallites on the packing of iPP molecules.  DPET 
nucleates the iPP crystals and iPP crystallization is advanced to higher temperatures.  
Crystallization of iPP molecules shifted 10°C to the higher temperature direction 
changing from 113°C to 123°C.  
 
  41
0 50 100 150 200
iPP-DPET20
iPP-DPET10
Pure DPET
H
ea
t F
lo
w
 (m
W
) -
 E
xo
 U
p
Temperature (oC)
Virgin iPP
10
m
W
0 50 100 150 200 250
H
ea
t F
lo
w
 (m
W
) -
 E
xo
 U
p
Temperature (oC)
5m
W
Virgin iPP
Pure DPET
iPP-DPET10
iPP-DPET20
(a)
(b)
 
Figure 2.2  DSC cooling (a) and heating (b) scans of iPP-DPET composites.  
Plots display the crystallization and melting behavior of virgin iPP, pure DPET and iPP-
DPET composites.  Note the change in crystallization behavior of iPP with the addition 
of LMW erythritol, DPET. 
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Increased crystallization temperature can be observed in optical microscope 
experiments by which the nucleation effect of DPET is also monitored.  Figure 2.3 
demonstrates the nucleation of iPP crystals by the DPET crystals.  In addition, Figure 
2.4 exhibits the size of the crystallites where crystallites of virgin iPP and of DPET 
nucleated iPP are considerably different.  Nucleation of DPET forms smaller spherulites 
as compared to that of virgin iPP.  This is also validated from the melting endotherms in 
Figure 2.2, where, as DPET is introduced into the matrix, the low temperature shoulder 
in the melting endotherm of iPP crystals widened and the endothermal peak became 
narrower.  It is also present from these images that DPET is not miscible with the iPP 
matrix. 
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Figure 2.3  Optical microscope images obtained by cooling the iPP-DPET20 
composite from its melt.  A Linkam TMS93 heating stage was used to consecutively 
heat and cool samples at a controlled rate.  Cooling rate: 40°C/min. Arrows indicate the 
nucleated crystals. 
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Figure 2.4  Optical images of virgin iPP (a) and iPP-DPET20 samples 
demonstrate the significant difference in the size of the crystallites. 
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Optical microscopy images of compression molded iPP-DPET samples are 
given in Figure 2.5.  Pictures were collected in transmission mode and they evidently 
demonstrate the heterogeneous particle formation and poor mixing in the blends of iPP-
DPET.  Images display that the DPET particles are spherical shape which suggests 
either liquid-liquid phase separation was followed by solidification of iPP matrix and 
then the crystallization of DPET.  However, DPET particles crystallize earlier than do 
the iPP molecules.  Therefore, solid DPET was formed before the iPP matrix solidifies.  
In addition, pure DPET does not exhibit equant crystal growth; rather, it presents a 
faceted crystal growth by which it forms elongated crystals.  These indicate that the 
spherical particle formation is due to the immiscibility of compounds which is also why 
large particle domains on the order of 500microns were formed.  Particle size 
distribution given in Figure 2.3 demonstrate the large scatter in the particle size which 
averages around 60microns, but can be as large as 500microns or as small as 8microns.  
Even at the lower bound, particles are too large for the toughening of iPP. 
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Figure 2.5  Optical micrographs of compression molded (a) virgin iPP, (b) iPP-
DPET10 and (c) iPP-DPET20 samples.  Poor mixing, immiscibility and large particle 
formation can be seen from the images.  (d) Higher magnification image of iPP-
DPET20 is shown.  (e) Particle size distribution in iPP-DPET20 composites, with 
average particle size of 58µm, is plotted. 
2.3.2.2 iPP-Mannitol Composites 
Figure 2.6 shows the DSC thermograms from consecutive heating and cooling 
scans of iPP-Mannitol composites as well as the DSC scans of pure components.  
Similar to the crystallization behavior of neat dimethylsulfone discussed in Chapter 2, 
pure mannitol also displays a significant supercooling behavior.  However, unlike 
TBBPA, its crystallization is not inhibited.  Mannitol and iPP present crystallization 
  47
exotherms as similar temperature regimes. Mannitol molecules begin packing into 
crystals at 120°C and present a maximum in the exotherm at 126°C, where the 
exotherm is forming a loop towards higher temperatures like we observed in 
dimethylsulfone in Chapter 2.  The average temperature between onset and offset 
(113°C) of crystallization is ~116°C.   Packing of iPP molecules is around 122°C, with 
a maximum in the exotherm at 113°C.  The mannitol molecules begin crystallizing 
slightly earlier than iPP molecules; however the crystallization temperatures (peak) are 
comparable.   
Introducing mannitol into the iPP matrix slightly increased the crystallization 
temperature to 115.8°C.  In addition, once the iPP crystallization exotherm is passed, 
small exotherms are also observed as the samples are cooled to lower temperatures.  
This indicates some additional, though minor, crystallization is observed in the 
composites.  Since mannitol is prone to supercooling and the effect of thermal 
hysteresis is known to be increased within a viscous media (see Chapter 1), these 
exotherms are more likely be additional crystals of mannitol formation than iPP 
crystallization. 
Melting of iPP is also affected by the presence of mannitol where the melting 
temperature of iPP (endotherm peak) is slightly decreased and breadth of the melting 
endotherm is noticeably affected by giving a broader endotherm with the addition of 
mannitol. 
Even though mannitol is able to form crystals in its neat form as well as in iPP 
matrix, optical microscope images of compression molded plaques displayed the 
unavoidable immiscibility of mannitol in iPP.  Figure 2.7 presents the poor dispersion 
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and heterogeneity in iPP-mannitol composites where very large crystals on the order of 
half a millimeter are observed.   
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Figure 2.6  DSC cooling (a) and heating (b) scans of iPP-Mannitol composites.  
Plots display the crystallization and melting behavior of virgin iPP, pure Mannitol and 
iPP-Mannitol composites.  Note the slight change in crystallization and melting 
temperatures of iPP with the addition mannitol. 
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Figure 2.7  Optical micrographs of compression molded (a) virgin iPP, (b) iPP-
Mannitol10 and (c) iPP- Mannitol20 samples.  Images show the poor dispersion of 
particles as well as large particle formation during compression molding.   
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2.3.2.3 iPP-BHDB Composites 
BHDB is a low molecular weight organic compound that was prepared by 
Professor Emrick’s Group at UMass, Amherst.99, 100  Emrick and coworkers used 
interfacial polycondensation of BHDB and isophthaloyl chloride to synthesize various 
copolyarylates that possess superior fire resistance properties.100  In this study, purified 
BHDB was utilized as a LMW organic additive in the iPP matrix to impart in situ 
reinforcement as well as flame retardancy.  
The resultant composites of iPP and BHDB displayed properties similar to the 
iPP composites of mannitol and DPET.  Figure 2.8 demonstrates that the BHDB slightly 
affected the crystallization and melting of iPP; however, its immiscibility was a major 
problem from a composite material manufacturing point of view:  Resultant materials 
suffered from poor dispersion and non-uniform crystal size. 
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Figure 2.8  DSC cooling (a) and heating (b) scans of iPP-BHDB composites.  
Plots display the crystallization and melting behavior of virgin iPP, pure BHDB and 
10wt% modified iPP-BHDB composites.  Note the shift in crystallization to higher 
temperatures and the change in the breadth of melting endotherm. 
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2.3.3 Phase Behavior of LMW Crystals in iPP 
Phase behavior of binary blends of polymer and solvent is discussed in Chapter 
1, and it was experimented in Chapter 2 for the case with thermosetting epoxy 
networks.  In this part, miscibility of selected LMW organic compounds is investigated 
by calculating the Gibbs free energy of mixing, following Equation 1.9.   
First, solubility parameters of the selected compounds were calculated using 
Fedors Method. 61  Then, the solubility parameters were used in Gibb free energy 
formula to predict the change in free energy of the system as a function of temperature 
and polymer volume fraction.  Figure 2.9 presents the change in free energy of each 
blend, and it demonstrates that all three compounds, DPET, mannitol and BHDB, are 
immiscible with the iPP matrix in the whole concentration and temperature range.  
The large deviation between the solubility parameters causes the formation of 
immiscible blends for these three systems and it may be the effect of difference in the 
polarity of the compounds.  Polypropylene is a non-polar macromolecule; however, the 
LMW organic compounds experimented in this section are polar species with multiple 
hydroxyl groups, as shown in Table 2.1.  Therefore, first, the theoretical solubility 
parameters of species become larger as the polarity increases.  Second, the lack of any 
interaction between iPP backbone and LMW organic compounds prevents miscible 
blend formation.  
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Figure 2.9  Gibbs free energy of mixing plots of (a) iPP-DPET, (b) iPP-Mannitol 
and (c) iPP-BHDB blends.  Solubility parameters are calculated as follows: δiPP: 
16.40MPa1/2, δDPET: 33.19MPa1/2, δMannitol: 47.90MPa1/2 and δBHDB: 28.69MPa1/2.61 
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2.3.4 Introducing Molecular Similarity 
Resultant materials obtained from blends of non-polar iPP and polar LMW 
organic crystals revealed that the molecular interaction between the components is 
critical in terms of forming miscible systems.  Along these lines, we looked into blends 
of two different species, where there exists molecular similarity which may lead to 
selective miscibility.   
Here, we demonstrate the initial attempts to investigate the molecular similarity 
between compounds and its effect on the physical properties, such as miscibility and 
mechanical properties.  In this part of the work, a polymer with small molecule pendant 
groups was needed; thus, maleic anhydride-grafted-polyethylene was used as the matrix 
and three different low molecular weight anhydride compounds were utilized as a 
secondary phase.  The materials are given in Table 2.2. 
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Table 2.2  Materials, their chemical structures and physical properties are 
tabulated. 
 Polyethylene-
grafted-maleic 
anhydride 
Phthalic 
Anhydride 
Succinic 
Anhydride 
Maleic 
Anhydride 
Chemical Structure 
   
 
Molecular Weight 
(g/mol) 
N/A 148.12 100.07 98.06 
Grafting Density  ~3wt% - - - 
Melting Point (°C) 105 130.8 119.6 52.8 - 60 
Density (g/cm3) 0.925 1.53 N/A N/A 
Solubility 
Parameter (MPa1/2) 
18.63* 22.5 15.4 13.6 
* Solubility parameter of PEGMA is obtained from Belmares et al.101 
 
The chemical similarity is expected to bring significant change in the thermal 
transitions as well as mechanical properties.  Prior to any thermal or mechanical 
characterization, Gibbs free energy of mixing calculation was performed to examine the 
miscibility of the constituents.  Figure 2.10 displays the change in free energy versus 
polymer volume fraction for each blend.  Plots suggest that the anhydride derivatives 
are completely miscible with the PEGMA matrix in the whole temperature and 
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concentration range.  Though, it is apparent from the plots that the miscibility of 
phthalic anhydride and succinic anhydride is better than that of the maleic anhydride.  
This is not surprising owing to the fact that the calculation are based on solubility 
parameters and, as compared to the solubility parameter of maleic anhydride, solubility 
parameters of phthalic anhydride and succinic anhydride are closer to the solubility 
parameter of PEGMA. 
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Figure 2.10  Gibbs free energy of mixing plots of (a) PEGMA-Phthalic 
anhydride, (b) PEGMA-Succinic anhydride and (c) PEGMA-Maleic anhydride blends.  
Solubility parameters are calculated as follows: δPEGMA: 18.63MPa1/2,101 δPhAn: 
22.5MPa1/2, δSucAn: 15.4MPa1/2 and δMA: 13.06MPa1/2.61 
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Following the Gibbs free energy calculations, blends were characterized by DSC 
to examine any changes introduced to the crystallization and melting of the polymer 
matrix due to the presence of LMW anhydride domains.  Figure 2.12 presents 
consecutive cooling and heating scans of PEGMA-anhydride composites where one can 
observe the significant interaction between the constituents and the strong effect of 
anhydride crystals on packing of PEGMA.  First change to note is the crystallization 
temperature of PEGMA which is shifted to slightly lower temperatures.  A more 
significant change is in the breadth of the crystallization and melting peaks which 
became wider with the addition of anhydride derivatives.  Even though the maleic 
anhydride is chemically almost identical to the pendant group in the PEGMA backbone, 
its effect is the smallest.  On the contrary, addition of phthalic anhydride and succinic 
anhydride affected the packing and melting of PEGMA significantly.   
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Figure 2.11  DSC cooling (a) and heating (b) scans of composites with PEGMA-
Anhydride compounds.  Plots display the significant changes in the crystallization and 
melting behavior of virgin PEGMA with the addition of anhydride derivatives. 
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Monotonic tensile tests on modified samples showed that addition of anhydride 
derivatives affected mechanical properties and similar to the changes in thermal 
properties, affect of maleic anhydride is either negligible or aggravating.   However, 
introducing phthalic and succinic anhydride improved Young’s modulus and yield 
stress of the resultant material.  These preliminary results suggest that the miscibility of 
the LMW compound is critical in altering and enhancing the physical properties of the 
primary phase matrix.  However, a detailed study on the morphology of these 
composites is necessary to understand the fundamentals of property enhancement. 
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Figure 2.12  Monotonic tensile test results of the composites made from 
PEGMA and anhydride derivatives.  Cross-head speed is 10mm/min.   
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2.4 Conclusion 
Various low molecular weight (LMW) organic crystalline compounds were 
incorporated in isotactic polypropylene (iPP) as reinforcing and toughening agents.  
Similar to the results of a previous study in our group by Dr. Yoon, LMW organic 
compounds are found to be prone to form supercooled glasses rather than to pack into 
crystals.  TBBPA was revisited by using other LMW organic compounds to nucleate 
TBBPA crystallization.  Even though the attempts were unsuccessful in terms of 
crystallizing TBBPA, few of the compounds were found to crystallize in their neat 
form: dipentaerythritol (DPET), D-mannitol and 4,4'-BisHydroxyDeoxyBenzoin 
(BHDB).  Introducing these selected compounds into the iPP matrix resulted in poorly 
dispersed and immiscible blends which generated agglomerates and large clusters of 
particles on the orders of hundreds of microns that are not suitable for toughening of 
iPP matrix.  The mismatch between the particles and the polymer matrix was found to 
be related to the solubility parameters of the constituents which significantly affected 
the blend quality.   
Another attempt was performed to improve the miscibility of the compounds by 
using chemically similar species such as maleic anhydride-grafted-polyethylene and 
anhydride derivates like phthalic anhydride, succinic anhydride and maleic anhydride.  
Preliminary investigation of the strategy demonstrated that the similarity in the 
chemical structure can yield better mixing and miscibility as well as significant changes 
in physical properties.  In addition to the changes in the crystallization and melting of 
PEGMA matrix, mechanical properties of the resultant materials were also affected by 
the anhydride fillers.  Young’s modulus and yield stress increased with the addition of 
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phthalic and succinic anhydrides.  Effect of maleic anhydride was minimal if not 
deteriorating.  The strategy needs to be re-addressed by a detailed study on the 
morphological features of the components and the relation to the chemical similarity.  
The major limitations of using LMW crystallizable solvents can be listed as, 
 thermal instability of the compounds, which causes processing issues and 
volatile organic compounds;  
 crystallization kinetics of the LMW species, which are initially inclined to form 
supercooled glasses and then crystallize in time.  This causes disrupting the 
interface between the LMW filler95 and the polymer matrix or very low 
interfacial strength. 
Other characteristics of these systems have to be investigated by concentrating 
on the chemically similar species that present faster crystallization kinetics. 
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CHAPTER 3 
 
SELF-REINFORCING AND TOUGHENING OF POLYPROPYLENE USING 
MESOMORPHIC METAL SOAPS 
 
In the previous Chapter, low molecular weight (LMW) organic crystals are 
investigated as potential in situ reinforcements in polymers.  The method involved melt 
blending isotactic polypropylene and a LMW additive at a process temperature where 
the organic crystal is miscible with the iPP melt and reduces the process viscosity. As 
the material is cooled, LMW crystal phase separates and crystallizes to generate 
reinforcing domains in polymer matrix.  Results indicate that the use of LMW 
crystallizable solvent is limited mainly due to their thermal instability and slow 
crystallization kinetics.  
In the second part of this work, the emphasis is on utilizing low molar mass 
metal soap additives such as calcium stearate (CaSt2) that are thermally stable at 
process temperatures and present pseudo-crystal behavior as discussed later in this 
Chapter.  The approach incorporates melt blending iPP and metal stearate at a process 
temperature where, unlike LMW organic crystals, the metal stearate is not miscible with 
the matrix.  However, the metal stearates enhance processing of iPP through the 
characteristic high temperature morphology under high shear rates. Once the mixture 
cools, metal stearate coalesces and solidifies to develop reinforcing domains.  DSC 
analyses demonstrate a significant reduction in the percent crystallinity of iPP with the 
addition of CaSt2. The changes in yield strength and modulus suggest a synergistic 
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effect between the CaSt2 domains and iPP. Addition of 10% CaSt2 increases the fracture 
energy by almost four-fold with a simultaneous increase in the elastic modulus. 
Processability of iPP was improved and showed a dramatic increase in the melt flow 
rate of the composite with CaSt2 incorporation. In addition, reduction in coefficient of 
thermal expansion was observed. Simultaneous positive effects of CaSt2 filler is 
attributed to its rich mesomorphic structure and its interaction with the iPP matrix. 
3.1 Introduction 
As discussed in detail in Chapter 1, fracture behavior of materials is a function 
of the stress state in the material where the hydrostatic stress is opposed by the 
octahedral shear stress.  If the hydrostatic stress component governs the failure 
mechanism, material fractures in a brittle manner. In contrast, if the octahedral shear 
stress component is dominant then the materials presents ductile fracture.  Regarding 
the toughening mechanism discussed in Chapter 1, two commercially significant 
polymer toughening approaches are using soft particles such as rubber inclusions and 
rigid fillers such as minerals, i.e. calcium carbonate (CaCO3).  The key to these 
approaches is to localize the stress around the filler particles and initiate various energy 
dissipation mechanisms: cavitation in rubber particles and dewetting or fillers from the 
matrix in rigid particles.  Even though these methods enhanced fracture toughness by 
several fold, studies showed that incorporating these particles in a polymer matrix 
tremendously increase the process viscosity.  In order to address the processing issue in 
rigid-particle reinforced systems, our group proposed to use low molecular weight 
mesomorphic compounds, i.e. metal soaps, for toughening and reinforcement.   
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Metal soaps are common additives in the plastics industry and used as 
lubricants, heat stabilizers, and anti-scorching agents.72, 102  A few studies utilizing 
metal soaps (fatty acid salts) as rigid-particle reinforcing additives have been reported. 
The reinforcing properties of metal soaps as crystalline polar additives were only 
studied in highly associated ionic macromolecules. Lundberg and co-workers reported a 
marked improvement in the melt viscosity, tensile strength, elongation at break, and 
swelling of sulfonate containing ethylene-propylene-diolefin terpolymer (EPDM) 
ionomers with the addition of metal stearates such as zinc stearate.103-106  Weiss 
reported similar studies on sulfonated-EPDM ionomer where the thermal, 
crystallization and dissolution behaviors of zinc stearate in the ionomer were 
investigated.107-109  Weiss also reported an enhanced shape memory effect in ionomers 
by the introduction of fatty acid salts.110  Wakabayashi and Register utilized saturated 
and unsaturated fatty acid salts of magnesium and sodium to plasticize and reinforce 
ethylene/(meth)acrylic acid ionomers. They suggested that co-assembly of the 
magnesium stearate and the ionomer brings synergistic effects towards increasing the 
modulus by 3 folds.111 The reinforcing effect of metal soaps reported in these studies 
was bridged to the synergistic effect between the ionomers and fatty acid derivatives. 
However, either a detailed fracture mechanism of the composites or the morphology of 
the metal soap domains was not investigated.  In addition to enhanced mechanical 
response of metal soap incorporated composites, a marked improvement in the melt 
viscosity was also observed in sulfonate containing ethylene-propylene-diolefin 
terpolymer (EPDM) ionomers.103-105  Though, again, morphological changes, related to 
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temperature variation, associated with polymer-metal soap interactions were not 
reported. 
This project is the second part in a series on investigating the utility of low 
molecular weight (LMW) compounds for reinforcing and toughening polymers. The 
aim of this work is to understand the use of a LMW metal soap, calcium state to 
introduce simultaneous improvements in stiffness, toughness and process viscosity of 
the resultant composite. 
3.2 Materials and Methods 
3.2.1 Materials 
Pellet form isotactic polypropylene (iPP) was kindly supplied by Braskem, Brazil. As 
received neat polymer has a melt flow index of 3.5 g/10 min (2.16 kg at 230°C) and 
density of 0.905 g/cm3. The calcium stearate filler, palmitic acid and oleic acid co-
additives were purchased from Alfa Aesar and used without further purification. All 
chemicals were dried under vacuum at 50°C overnight before use.  Chemical structures 
of the LMW compounds are given in Table 3.1. 
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Table 3.1  LMW chemicals and their structures.  
Compound Structure 
Molecular Weight 
(g/mol) 
Calcium Stearate 
 
607.02 
Oleic Acid 282.46 
Palmitic Acid 
 
256.42 
3.2.2 Sample Preparation 
Isotactic polypropylene, in pellet form, was supplied by Braskem, Brazil. The 
original neat polymer has a melt flow index of 3.5g/10min (2.16kg at 230°C) and 
density of 0.905 g/cm3. Metal soap fillers were purchased from Alfa Aesar and used 
without further purification. All chemicals were dried under vacuum at 50°C overnight 
before use. 
First, the iPP pellets were cryo-grinded in a SPEX CertiPrep 6800 Freezer/Mill. 
One cycle consisted of 5 minutes of pre-cooling and 3 minutes of cooling-grinding steps 
at a grinding rate of 13impacts/second/side. After 5 cycles of cryo-grinding, fine 
polymer flakes were obtained. The iPP and the choice of metal soap powder were dry-
mixed in a bag by shaking the bag vigorously. The mixture was then manually fed into 
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a Brabender batch mixer at 200°C, which was purged with nitrogen gas before and 
during the mix. Blends of 10 and 20 weight% (wt%) of metal soaps were mixed for 3 
minutes. Samples were finally quenched in water and vacuum dried overnight. 
Rectangular plaques of each composite batch were compression molded in a 40-ton PHI 
Manual Compression Press at 25tonnes and 230°C for 3minutes. 
For the case with calcium stearate (CaSt2), injection molded specimens were 
also prepared owing to generous contributions from Braskem Laboratories in Triunfo, 
Brazil. The procedure was as follows: isotactic-PP and CaSt2 powder were dry mixed at 
25 rpm for 5 minutes in a Mixaco mixer. The mixture was extruded in a Coperion ZSK 
18 twin screw type extruder with a length/diameter ratio (L/D) of 18, operated at 250 
rpm with a barrel mixing temperature profile of 200°C/200°C /205°C /205°C /205°C 
/210°C /215°C. The injection molded samples were produced in an Arbur 270U 
equipment, according to ASTM D4101. Different sample types were prepared in the 
injection molder:  ASTM D-638 Type I for stress/strain analysis; ASTM D-256 for Izod 
impact test (63.5x10.16x3.2mm bars); ASTM D-790 for flexural modulus 
(127x13x3mm bars); and ASTM 648 for heat deflection temperature (HDT) 
measurements (127x13x3mm bars). 
3.2.3 Experimental 
3.2.3.1 Rheology 
Rheological behaviors of composites were conducted for iPP-CaSt2 composites.  
Calcium stearate forms skin layer on the outer surface of the composite films, known as 
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the skin effect.112 It is difficult to take the skin effect into account; therefore, indirect 
measurements of composite viscosity were obtained by using Ceast Modular Flow 
Index (MFI) instrument, following ASTM D1238. 5 grams of each batch with different 
CaSt2 concentrations was packed inside the MFI instrument barrel. Samples were 
preheated to 230°C for 3 minutes. After the preheating, a specified weight was 
introduced onto the piston. Gravimetric weights of 2.16 kg, 5 kg, and 10kg were used to 
screen the effect of pressure on material flow. 
3.2.3.2 Thermal Properties Characterization 
Thermal properties of metal soaps in their neat state and in composites were 
investigated by using differential scanning calorimeter (DSC) to monitor the phase 
transitions of metal soaps as well as the crystallization and melting behavior of iPP 
matrix.  Samples of approximately 5mg were taken from rectangular plaques and 
analyzed using a TA Instruments Q200 DSC. The instrument was calibrated by using 
sapphire disks and keeping the helium flow rate constant at 25µl/min. Two heating and 
cooling cycles were employed between -50°C and +250°C with a constant ramp rate of 
10°C/min. Crystallization and melting analyses were performed on the first cooling and 
the second heating ramps.  
Additional thermal characterization was conducted at Braskem Laboratories. 
HDT measurements were carried out in a Ceast HDT*VICAT – AUTO equipment 
according to ASTM D648 at a heating rate of 2 ± 0.2°C/min. Coefficient of linear 
thermal expansion (CLTE) measurements were carried out in a TA Instruments 2950 
TMA instrument according to ASTM D696. Samples with 3.1mm diameter were 
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machined from Izod specimen and the reported values represent the average of at least 2 
measurements. 
3.2.3.3 Mechanical Property Characterization 
Monotonic tensile tests were performed in an Instron 5800 universal testing 
machine (UTM).  ASTM D638 Type V tensile test specimens were punched from 
compression molded plaques and were tested at room temperature. The crosshead 
displacement rate was 10mm/min and the strain was calculated from the crosshead 
displacement.  Elastic modulus, tensile strength, and elongation at break of both 
modified and unmodified samples were measured. Reported values were averaged over 
10 measurements. 
Fracture tests were performed in an Instron 5800 UTM.  Single edge notched 
beam (SENB) rectangular bar specimens with dimensions of 42x8.7x3.5mm were 
machined from 4mm thick plaques. Specimens were tested with a crosshead 
displacement rate of 50mm/min. Total fracture energies were calculated following the 
non-linear elastic fracture mechanics approach using the ASTM-E1820-01standard. 
3.2.3.4 Mechanical Property Characterization at Braskem Laboratories (iPP-
CaSt2 Composites Samples) 
Tensile properties were measured at room temperature using an Instron 4466 
testing machine in accordance to the ASTM D638 using Type I specimen dimensions. 
A crosshead speed of 10 mm/min was employed and the average value of 10 specimens 
was taken for each sample. 
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The notched Izod impact strength was measured using a pendulum-type Ceast 
6545 at 23°C with an impact speed of 3.46m/s according to ASTM D-256. The reported 
values were averaged over 10 measurements. The standard specimen dimension is 
63.5x10.16x3.2mm (notched angle of 45 ±1°   with a radius of curvature at the top of 
the notch of 0.25 ± 0.05mm). 
The flexural modulus was measured at room temperature using an Instron 4466 
testing machine according to ASTM D790, at a crosshead speed of 13 mm/min. 
3.2.3.5 Morphology 
Morphology of the cryo-fractured extruded blends was investigated by a Zeiss 
Evo50 Scanning Electron Microscopy (SEM). Compression molded plaques were 
machined into 2x6cm rectangular specimens which were notched to a depth of 1mm 
and cryo-fractured in a flexure setup. Fractured surfaces were sputter- coated by using 
with a thin layer of gold (~30nm) prior to analysis.  
Crystal structures of the composite samples were analyzed by using a 
simultaneous measurement of small-angle (SAXS) and wide-angle x-ray scattering 
(WAXS) by a Rigaku S-Max3000 X-Ray instrument with a Cu-Kα radiation source (λ: 
0.154nm).   
  74
3.3 Results and Discussion 
3.3.1 Rheology 
As discussed in the Introduction, one of the significant drawbacks of both rubber 
and CaCO3 fillers in commercial systems is the tremendous increase in the process 
viscosity of the matrix.113 However, metal soaps present an advantage by demonstrating 
a substantial improvement in the processability of polymers, even at low volume 
fractions.  Makowski and Lundberg, demonstrated increased melt flow in metal stearate 
filled EPDM ionomers and Riley showed a reduction in process viscosity with the 
addition of minute amounts of CaSt2 in poly(vinyl chloride) matrix.103-105, 114 Similar to 
their findings, Figure 3.1 exhibits the significant increase in the melt flow rate of iPP 
with the incorporation of CaSt2. Effect of CaSt2 is much more pronounced at heavier 
gravimetric weights. This suggests that at high shear rates, CaSt2 is more effective in 
easing the flow of iPP resin.   
Even though the melt flow rates of the composite blends are significantly higher 
than the matrix, they are also higher than the melt flow rate of neat CaSt2. Thus, the 
melt flow rates of composites do not follow any composite theories, suggesting that 
there is some other interaction and/or property between the polymer and CaSt2 at 
elevated temperatures under shear. This phenomenon will be discussed in Chapter 4 
within the context of co-assembled reinforcements in PEEK. However, a brief 
explanation is needed for the reader’s interest: CaSt2 and other metal soaps are liquid 
crystalline-like mesomorphic materials, thus they change morphologies under particular 
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circumstances such as variations at different temperature, pressure, pH, etc.  Besides, 
earlier work done by Luzzati and Spegt demonstrated that stearates with divalent 
metals, i.e. CaSt2, have a tendency to form bilayers like lipid molecules. Their 
crystallographic studies have shown a long range organization of the metal soaps which 
can be strictly periodic in multi dimensions, yielding a mesomorphic structure. 
Following our morphological investigations, reduced viscosity in the iPP-CaSt2 blend is 
attributed to the co-continuous bilayer morphology of CaSt2 formed at elevated 
temperatures. Even though the CaSt2 in its bulk is gel-like and extremely viscous, once 
it is introduced into the iPP resin, the interaction between the short hydrocarbon tails of 
CaSt2 in the co-continuous phase and iPP chains results in an increased flow rate at high 
shear rates at the process temperatures. 
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Figure 3.1  Significant increase in melt flow rate suggests that incorporation of 
CaSt2 enhances the process viscosity.  Higher gravimetric weights exhibit pronounced 
increase in melt flow rate, suggesting that the process viscosity is lower at higher shear 
rates. 
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3.3.2 Thermal Data 
In general, metal soaps such as CaSt2 do not exhibit a true melting behavior.  
Rather, they soften at an elevated temperature and undergo phase transformation, i.e. 
change in morphology.  When they are heated to even higher temperatures, they exhibit 
further additional phase transitions where different liquid-crystalline-like orders are 
formed within the same sample.  The mesomorphic behavior of several monovalent, 
divalent and trivalent metal soaps is reported by Vold and Luzzati.80, 81, 86 The formation 
of mesomorphic CaSt2 phases may alter the crystallization and melting behavior of iPP 
matrix either due to either altering the heat exchange with the environment or by 
changing the mobility of the polymer chains. Relevant results from DSC experiments 
are given in Figure 3.2 and Table 3.2. 
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Figure 3.2  Cooling (a) and heating (b) scans of virgin iPP and iPP-CaSt2 
composites. Composites with 10wt% and 20wt% CaSt2 are labeled as PCa10 and 
PCa20, respectively. Ramp rate is 10°C/min. 
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Table 3.2  Thermal analysis data that is collected from consecutive heating and 
cooling DSC scans of iPP-CaSt2 composites is given below. Peak of crystallization 
enthalpy (Tc), peak of melting enthalpy (Tm), enthalpy of melting (ΔHm)and percent 
crystallinity that is normalized with respect to the weight fraction of the additives (%Xc) 
are given. 
Specimen Code Tc – peak 
(°C) 
Tm – peak 
(°C) 
ΔHm      
(J/g) 
Normalized 
% 
Crystallinity *
     
Neat iPP 112.8 166.8 111.2 53.7 
iPP-CaSt210 111.5 164.5 98.4 52.8 
iPP-CaSt220 111.4 164.8 77.5 46.8 
* Calculated from normalized ΔHm values, using ΔHm= 207J/g for 100% 
crystalline iPP.47 
 
Figure 3.2 demonstrates the consecutive heating and cooling scans of iPP 
composites which do not exhibit any significant variation either the melting or 
crystallization behavior of the iPP matrix. There are slight deviations from the baselines 
that correspond to the temperatures where CaSt2 shows phase transformations. The key 
results of thermal analyses are tabulated in Table 3.2 where change in crystallization of 
iPP matrix is negligible and there is minor reduction in the peak melting temperature. 
However, a significant change is observed in the crystallinity of the iPP matrix that will 
be discussed in more detail in the morphology section.  
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Raw data obtained from conventional DSC was limited in terms of 
understanding the effect of CaSt2 inclusions on the crystallization and melting kinetics 
of iPP matrix. Therefore, the raw data is normalized with respect to the baseline to point 
out the changes due to CaSt2 fillers. Results are plotted in Figures 3.3.  Figure 3.3a 
demonstrates the phase transformations of CaSt2 and the effect of CaSt2 on the melting 
behavior of iPP. The plot demonstrates the phase transformations of CaSt2 at 50°C and 
120°C, typical to the softening temperatures of neat CaSt2.  Melting endotherms of neat 
iPP and the composites are magnified in Figure 3.3a and the change in the kinetics of 
iPP crystallites is negligible. This suggests that the softened CaSt2 phase is ineffective 
in the melting of iPP crystals. 
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Figure 3.3  DSC scans are normalized with respect to their baselines to 
emphasize the effect of CaSt2 phase transformations. Morphological changes in CaSt2 
can be seen clearly in normalized heating scans (a). Similarly, cooling scan (b) also 
present the effect of CaSt2 on the crystallization behavior of iPP (see inset on the right). 
Inset on left presents one of the phase transformations of CaSt2, pseudo-crystallization. 
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The same cannot be said to the packing of iPP chains when the sample is 
cooling. First point to note in Figure 3.3b is presented in the inset on the right. The plot 
shows that the softened CaSt2 phase retards the crystallization of iPP matrix and this 
effect is more pronounced at 10% CaSt2 concentration. It was shown previously that 
CaSt2, and many other metal soaps, do not present a true melting behavior, thus a liquid-
like form.86 They were shown to develop a gel-like phase, which is also observed in our 
later rheological studies with PEEK-Metal Soap composites (see Chapter 4). Therefore, 
retardation of packing of iPP chains can be attributed to the highly viscous phase of the 
softened CaSt2 domains that reduce the mobility of the polymer chain; thus, impede the 
crystal formation. These studies showed that the softened CaSt2 phase is solid like and 
has high melt strength. In addition, similar to the normalized melting endotherms, 
cooling scans also exhibit the characteristic phase transformations of CaSt2 domains as 
given in the left inset of Figure 3.3b. 
An important change occurring with incorporation of CaSt2 is the significant 
decrease in the normalized percent crystallinity of iPP matrix. This reduction can be due 
to interaction between the metal stearate and the polymer chain. Similar interactions 
were proposed in EPDM-metal stearate blends where the predominant molecular 
interaction was believed to be ionic. In our case, iPP is a non-polar and a non-ionic 
polymer; therefore, the expected molecular interactions may be due to solvation 
properties: 18 carbon aliphatic tails of the stearic unit may extend into the polymer 
matrix where the short aliphatic chain can interact with the polypropylene chain. In 
addition to high viscosity of CaSt2 as discussed earlier, extension of these molecules 
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into the entangled polymer prevents the mobility of some polymer chains; therefore, 
they cannot pack into crystals as easily as they would in neat state. 
Overall, effect of CaSt2 comes from the softened phase it encounters at high 
temperatures and its interaction with the entangled polypropylene backbone. This 
potential interaction will be discussed further within the context of crystal structures in 
the morphological investigation section. Even though CaSt2 has a significant effect on 
the crystallization behavior of iPP, concentration of CaSt2 does not appear to directly 
correlate with the observed changes in crystallization kinetics, peak crystallization 
temperatures and also melting behavior. 
The full width at half maxima (FWHM) values were measured from the 
crystallization exotherms. Similar to the uncorrelated results observed in melting and 
crystallization temperatures, FWHM values do not present any gradual change either. 
FWHM of virgin iPP is 5.81 and it decreases with 10% CaSt2 loading to the value of 
4.82, whereas it increases with 20% CaSt2 loading to the value of 6.68. This suggests 
that iPP spherulites have a narrower crystal size distribution with addition of 10wt% 
CaSt2, and a broader size distribution with 20wt% of CaSt2 filler. There is an inherent 
complexity of the mesomorphic structures of CaSt2 in its bulk and further within the iPP 
matrix which makes this system difficult to interpret in the solid state.  
In addition to the effects of CaSt2 on melting and crystallization behavior of iPP 
matrix, coefficient of linear thermal expansion (CLTE) and heat deflection temperature 
(HDT) were also investigated and the results are shown in Table 3.3. The CaSt2 filler is 
capable of decreasing the CLTE due to the CaSt2 domains, presumably, having a lower 
CLTE than the iPP matrix resulting in a reduced composite CLTE. The reduction in 
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CLTE is also associated with the decrease in the crystallinity of the iPP matrix. Unlike 
an improvement in CLTE, HDT of the composites is either lower than (0.455MPa) or 
relatively unchanged (1.820MPa) with respect to the HDT of neat iPP. Even though it is 
a slight change, it could affect the processing of the material, especially injection 
molding of the parts.  
 
Table 3.3  HDT and CLTE data of iPP-CaSt2 composites. Samples were tested 
in Braskem facilities in Triunfo, Brazil. 
Sample 
HDT (0.455 Mpa) 
[ºC] 
HDT (1.820 Mpa) 
[ºC] 
CLTE 
[m/m°C] 
Neat iPP 105 ± 2 58 ± 2 218 
PCa5 107 ± 1 60 ± 2 198 
PCa10 101 ± 1 59 ± 2 195 
PCa20 99 ± 3 58 ± 1 197 
3.3.3 Particle Size 
Figure 3.4 exhibits the shape, size and dispersity of CaSt2 particles generated in 
iPP matrix. CaSt2 particles have a relatively uniform dispersion at low weight fractions, 
i.e. 10% loading. There is a minimal agglomeration of filler particles and the geometry 
of the filler domains is mostly spherical. It is important to note the spherical geometry 
formation of the LMW organo-metallic domains because the LMW crystallizable 
solvents and most organic crystals usually grow in faceted geometries due to the surface 
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free energy variations in their unit cells.94-96, 115  Metal soap domains, on the other hand, 
maintain a spherical morphology due to molecular interactions and interfacial forces 
with the polymer chains. Regarding the interface between the particle and the matrix, 
and particle debonding from the matrix, the circular morphology and geometry of the 
fillers becomes critical under an applied load. In addition to the stiffness of the filler 
domain, strength of the interface will also determine the stiffening and toughening 
response of the filler. 
The average sizes of the particles for two different CaSt2 weight fractions are 
given in Table 3.4. One of the important results in Table 3.4 is that the average CaSt2 
particle size is close to the optimum filler size of 0.7μm that is required for toughening 
iPP, as proposed by Argon and coworkers.47, 98  As CaSt2 concentration is increased, the 
particle size and the size distribution of the particles increase, yielding a more 
heterogeneous blend with different sized particles. In addition, particles begin 
agglomerating and tend to lose their circularity to some extent. This tendency will be 
discussed in the context of Stratified Morphology later in this Chapter. However, it is 
important to note that the complexity of CaSt2 particle morphology is relevant for 
defining the filler geometry; thus, the mechanical response of the composites.  
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Figure 3.4  SEM images of cryo-fractured (a) PCa10 and (b) PCa20 composites. 
Images present shape, size and dispersity of CaSt2 particles. 
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Table 3.4  Average size and geometry of calcium stearate particles generated in 
the iPP matrix. Volume fraction of the filler is also reported. 
Sample 
Filler Volume 
Fraction (%) 
Average Particle 
Size* (m) 
Average Particle 
Circularity 
    
PCa10 9 1.08 ± 0.64 0.991 ± 0.029 
PCa20 18 2.01 ± 1.05 0.985 ± 0.032 
* CaSt2 particle size is averaged over 50 measurements obtained from the SEM 
images of cryo-fractured samples. 
3.3.4 Tensile Properties 
Tensile tests were conducted on both injection molded and compression molded 
specimens which were prepared in Braskem Chemical Co. Laboratories and at UMass 
laboratories, respectively. The results of the measurements are presented in Table 3.5. 
Regardless of the processing method, the tensile strength and elongation at 
break values decreased with the addition of CaSt2 filler. However, similar to the results 
in thermal analysis of composites, the changes do not correlate with the increasing 
concentration of CaSt2. Rather, there exists a saturation limit for CaSt2 concentration, 
above which the mechanical properties either do not change or decrease. This result 
suggests that the filler forms a co-continuous pseudo-network within the polymer 
matrix. 
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Table 3.5  Monotonic tensile test results of injection molded and compression 
molded iPP-CaSt2 composites.  
Sample 
Code 
Injection Molded Samples Compression Molded Samples 
Young’s 
Modulus† 
[GPa] 
Yield 
Strength 
[MPa] 
Elongation 
at Break 
[mm] 
Young’s 
Modulus [GPa]
Yield 
Strength 
[MPa] 
Elongation at 
Break [mm] 
Neat iPP 1.267 ± 0.012 36 696 ± 133 1.32 ± 0.6 37.8 ± 3.8 596.4 ± 37.0 
PCa5 1.505 ± 0.015 34 ± 1 196 ± 33 - - - 
PCa10 1.508 ± 0.010 33 ± 1 165 ± 17 1.31 ± 1.2 25.5 ± 1.1 341.0 ± 175.5 
PCa20* 1.489 ± 0.016 33 201 ± 15 1.2 ± 0.5 23.2 ± 1.3 93.0 ± 89.1 
† corresponds to the flexural modulus
* CaSt2 content of the injection molded iPP-CaSt220 samples are measured as 7wt%. This will be 
discussed in the context of stratified morphology. 
 
The flexural modulus obtained from the injection molded bars exhibit an 
increase with the addition of CaSt2.  Although, the percent crystallinity of iPP matrix is 
decreased from 53.7% to 52.8%, introducing 10wt% of CaSt2 increases the flexural 
modulus by 19%. The stiffening effect is accompanied with a possible co-assembled 
morphology obtained with iPP chains and CaSt2 molecules which forms a composite 
reinforcement rather than two separate phases of neat CaSt2 and neat iPP. A similar co-
assembled morphology was proposed by Lundberg and coworkers in the case of zinc 
stearate filled EPDM ionomers.103, 106 Unlike our composite with iPP and CaSt2, their 
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material system comprises high ionic interactions. However, the short aliphatic tails in 
CaSt2 may interact with iPP chains and form a co-assembled, though weakly interacted, 
micelle-like micro domains. A detailed morphological study is required to explicitly 
understand the interaction between iPP matrix and CaSt2 domains that is beyond the 
scope of this work. 
The compression molded samples have different absolute results but the overall 
trend is similar where sudden changes in the depression of yield stress and strain at 
break are observed. The initial decline in the yield stress with the addition of CaSt2 is 
much sharper than the reductions observed with increasing CaSt2 concentration. 
Contrary to injection molded samples, the tensile modulus shows a slight reduction with 
increasing CaSt2 concentration. Regarding the decreased percent crystallinity in iPP 
matrix, the discrete trend in the modulus demonstrates a slightly weaker stiffening 
effect. However an increase in the flexural modulus but a decrease in the tensile 
modulus can be a result of the stratified morphology where the resistance to 
deformation may higher near the edges due to the highly oriented and co-continuous 
phase of the co-assembled domains.  The reduction in elongation at break, on the other 
hand, is not uncommon to observe in rigid particle filled systems. In our system, the 
elongation at break decreases tremendously as the size of the CaSt2 particles become 
larger at higher concentration and act as defects. Similar to injection molded specimens, 
a reduction in yield stress is also observed in the compression molded samples. A 
reduced yield strength is indicative of a de-bonding mechanism that one sees with 
typical rigid particle fillers46, 47that will be discussed next. 
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The size of the CaSt2 particles given in Table 3.4 exhibits a distinct effect than 
the previously reported CaCO3 fillers. Bartczak and his colleagues showed that their 
material system gets slightly stiffer as CaCO3 fillers get bigger in size; however, CaSt2 
particles present a stiffer response with smaller filler size. Furthermore, the mechanical 
response of the iPP-CaSt2 composites is not controlled by the volume fraction of the 
modifier as discussed for CaCO3 filled HDPE and iPP by Bartczak et al.46, 47  
Additionally, a gradual depression in yield stress with an increase in particle size is not 
observed in CaSt2. In fact, neither of the tensile properties demonstrates a gradual 
change with particle size or filler volume fraction. Therefore, the results reported here 
indicate a potential existence of a synergistic effect between the CaSt2 particles and the 
iPP matrix, in contrast to a CaCO3 modified system where the effects are accredited to 
the volume fraction of the filler and the filler stiffness. The synergistic effect may be 
due to interaction at the molecular scale where the aliphatic stearic chain cooperates 
with the polypropylene chain. It may also be an effect of morphological developments 
where the aliphatic stearic tail is intertwined with the entangled polymer chain to form a 
co-continuous composite reinforcing domain. Our studies on PEEK-metal soap 
composites will shed some light on these hypotheses; however, more detailed 
morphological study is needed. 
A reduction in yield stress indicates a dewetting mechanism occurring in the 
system and this effect was visually observed in the iPP-CaSt2 composites. Upon the 
application of tensile force, samples immediately whitened throughout, suggesting the 
debonding of the particles from the matrix. Further investigation showed that the 
whitening was also due to the formation of crazes perpendicular to the loading direction 
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during uniaxial tensile tests. Figure 3.5 below demonstrates the extensive crazing that 
occurs throughout the sample at low stress levels. Crazes bridge and form larger crazes 
that presents macroscopic yield in the sample; however, material flow (yielding) occurs 
at the weakest region in the sample. This rapid dewetting of CaSt2 domains, similar to 
the cavitation of rubber particles, relieves dilatational stress, changes the stress state in 
the matrix and favors an enhanced toughening response. 
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Figure 3.5  Digital camera images of a sample (PCa10) under monotonic tensile 
testing which present the extensive crazing right after the sample is loaded and before 
the sample reaches the rejuvenation. Strain rate is 10mm/min. 
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3.3.5 Mechanism of Fracture 
Testing of the samples in the SENB geometry revealed a significant change in 
the fracture behavior of the resultant material. Neat iPP is a brittle plastic whereas the 
final composites of iPP-CaSt2 are ductile. Therefore, a non-linear elastic fracture 
mechanics approach was utilized in determining the toughness of the composites. We 
followed the ASTM-E1820-01 standard to calculate the total fracture energy consumed 
by the samples. 
For a specimen geometry given as in Figure 3.6, where W is the width of the 
sample, L is the total length of the sample, S is the span length between two supports, B 
is the thickness and a is the crack length introduced to the sample.  For a specimen that 
is bent at a load Pi, the stress intensity factor, K, of the sample can be calculated as: 
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Figure 3.6  One of the most widely used fracture toughness test configuration, 
the single edge notch bend (SENB or three-point bend) specimen is represented. 
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A load-displacement curve is required to calculate the total fracture energy, JQ; 
and the total crack length of each specimen is measured by using an Olympus 
BX51optical microscope after the samples are fractured. For the SENB specimen, JQ is 
calculated by summing the elastic and plastic contributions of fracture to the J-integral: 
plasticelasticQ JJJ          (3.3) 
E
KJelastic
)1( 22          (3.4) 
oN
plastic
plastic bB
A
J
2         (3.5) 
where, ν is the Poisson’s ratio of the material, E is the Young’s Modulus, Aplastic is the 
area of the load-displacement curve as schematically represented in Figure 3.7, BN is the 
net specimen thickness and bo is the original remaining ligament (distance from the 
original crack front to the back edge of the specimen, bo = W – ao). 
Aplastic was calculated by a particular cut-off point for each specimen and it was 
selected as 50% of the yield load.  A line, with a slope equal to the original loading 
slope of the sample, was drawn from the selected cut-off point.  Aelastic and Aplastic were 
calculated according to the original slope and the selected cut-off point, respectively.  
The procedure is depicted in Figure 3.8 for clarification. 
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Figure 3.7  Schematic representation of the definition of Area for JQ calculation. 
 
 
Figure 3.8  Aelastic (Ael) and Aplastic (Apl) contributions to the total fracture energy 
calculations are schematically represented. Green shaded regions were not used in the 
calculations. Plot is not scaled and does not correspond to real data. 
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As Figure 3.8 suggests, calculations reveal a conservative value for the fracture 
energy of each sample because some portion of the load-displacement curve is not used 
in Aplastic calculation. However, a cut-off point is needed to have a valid relative 
comparison.  Following this approach, our studies demonstrate that CaSt2 modified 
composites present higher ductility that can introduce greater than a 3 fold increase in 
total fracture energy (JQ). This indicates that the energy imparted to the material is 
dissipated and the inherently brittle plastic matrix developed into a ductile material 
which undergoes significant plastic deformation (see Figure 3.10c). Furthermore, SENB 
specimens of injection molded samples were tested to determine their Izod impact 
strength and an improvement up to 40% in Izod values is also reported. Collection of 
these analyses is given in Figure 3.9.  
The fracture surface morphologies of the SENB specimens were analyzed under 
SEM to investigate possible fracture mechanisms. Neat iPP shows little or no plastic 
deformation as given in Figure 3.10a. Whereas, the fracture surfaces of the CaSt2 filled 
samples given in Figures 3.10b and 3.10c show extensive plastic deformation of the iPP 
matrix, where debonding of the CaSt2 particles is observed together with extensive 
fibrillation of the iPP matrix. The morphology of deformed domains, particle-matrix 
interface and the effect of calcium stearate’s complex morphology should be 
investigated in more detail to better assess the fracture mechanism and the role of CaSt2 
particles in the process. Though, it is important to note the promising effect of CaSt2, as 
a single additive, which simultaneously improves process viscosity, stiffness and 
toughness. 
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Figure 3.9  Total fracture energy (JQ) of compression molded SENB specimens 
and Izod values of injection molded specimens are plotted. Incorporation of CaSt2 is 
reported to change the fracture response of the material significantly. 
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Figure 3.10  Surface morphology analyses of the fractured specimens 
demonstrate that the (a) neat iPP fractures without any plastic deformation. (b) CaSt2 
co-assembled reinforcing domains in PCa10 composite specimen dewet from the 
polymer matrix and (c) exhibit extensive plastic deformation, i.e. macroscopic yield, 
material flow and fibrillation. 
  100
3.3.6 Crystallinity 
We have discussed that the thermal analysis by DSC demonstrates changes in 
the crystallization behavior of the iPP matrix when CaSt2 filler is introduces. However, 
the changes observed in DSC do not give sufficient information to claim any effect of 
CaSt2 on the crystal structure of ordered polypropylene chains. WAXS experiments 
were conducted to monitor CaSt2 crystal structure in the iPP matrix as well as changes 
in the crystallinity of iPP molecules in the composites. The crystal information of iPP is 
reflected predominantly on the higher angle 2θ peaks. Crystal plane information is 
given in Figure 25 which suggests that the materials mainly present α-phase iPP 
crystals.  Thus, iPP matrix is predominantly in its α-form both in the neat polymer and 
in the iPP- CaSt2 composites. As the CaSt2 concentration is increased, the relative 
intensity of the iPP peaks at 21.1° (peak 5) and 21.7° (peak 6) change, and the peak at 
16.8° (peak 2) exhibits a significant decrease. An additional peak is also formed at 
15.9° at the highest CaSt2 loading, which is attributed to the (113) plane of a γ-form iPP 
crystal lattice. These results suggest that the crystal lattice structure of the iPP matrix is 
altered to some extent. Indeed, γ-form iPP is actually a lattice structure that is similar to 
the α-form but distorted in the c-axis. This distortion may be attributed to the fact that 
some of the CaSt2 molecules are intertwined with the polypropylene chain, and as the 
material is compression or injection molded, CaSt2 domains tend to orient and assemble 
into bilayers. Thus, CaSt2 domains distort the packing of iPP molecules. Nevertheless, 
the strong characteristic peak of the γ-phase at 20.27° is still absent, the change in 
crystallinity is not significant enough to completely transform the α-phase structure into 
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a γ-phase. This is also corroborated by the slightly varied crystallization and melting 
temperatures obtained in DSC. 
The short spacing peaks (larger than 10 2θ) given in Figure 3.11 do not reveal 
any information on the CaSt2 crystallinity because the intensity of the iPP crystals in 
that range is higher. However, as the CaSt2 concentration is increased, it is possible to 
see the trace of CaSt2 molecules from the slight increase in the peak intensity at 9.05°.  
It is not possible to procure any additional information on the configuration of the CaSt2 
particles in the iPP matrix by looking at higher angle peaks due to the strong intensity 
of iPP. 
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Figure 3.11  2D X-ray spectrums of iPP-CaSt2 composites. Peaks numbered 
from 1 to 8 represent the peaks coming from the planes of iPP crystals: 1: (110) - α; 2: 
(113) – γ; 3: (040) - α or (008) – γ; 4: (130) – α; 5: (111) - α or (202) – γ; 6: (041) – 
α/(131) - α or (026) – γ; 7: (150) - α /(060) - α; and 8: (200) - α planes. 
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3.3.7 Stratified Morphology 
As the CaSt2 filled iPP tensile bars were stretched, the outer layer of the 
specimens began to fail and delaminate during necking. The material continued to neck 
until other layers failed and this layered failure mechanism continued until the 
specimen fractured completely.   
The layered failure mechanism is a consequence of the co-continuous 
morphology of the CaSt2 particles at the free surfaces, which was observed earlier and 
referred as the skin effect.112  Figures 3.12b and 3.12c present the morphology of the 
CaSt2 particles where the particle geometry deviates from spheres to ellipsoids with 
high anisotropy at the co-continuous phase, in other words, at the skin of compression 
molded plaques (see arrows on Figure 3.12b).  
The concentration gradient of the CaSt2 particles affects the performance of the 
material. As noted in Table 3.4, for the case of PCa20, a lower concentration of CaSt2 is 
observed at different regions of the sample due to the skin effect. At higher filler 
loadings, the CaSt2 concentration is 20wt% on average, but it may be lower in the 
center and higher at the edges. This can cause the divergence of the mechanical 
properties given in Table 3.4. Further work is necessary to stabilize the particle size and 
geometry and the stabilization of CaSt2 domains will be discussed in the next section. 
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Figure 3.12  Layered failure mechanism due to the “skin effect” of CaSt2 is 
demonstrated. (a) Tensile bar specimen showing a layered fracture mechanism. (b) 
Morphology of CaSt2 particles from the fractured surfaces of the cryo-fractured PCa10, 
and (c) PCa20 samples. (d) SAXS image of Neat iPP. (e) SAXS image of PCa20 
specimen showing the orientation of the iPP chains parallel to oriented CaSt2 particles. 
X-Ray beam is parallel to the CaSt2 orientation. 
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As suggested by the SAXS image given in Figure 3.12e, the elongated CaSt2 
particles force the iPP chains to orient in a direction parallel with the co-continuous 
CaSt2 particle domains. It is possible that this iPP chain orientation leads to the 
formation of iPP crystals with the CaSt2 sandwiched in between that are distorted; thus, 
form γ-phase with a slight variation from the α-phase. 
3.4 Summary of Results for iPP-Calcium Stearate Composites 
Toughening of isotactic polypropylene was investigated by using the low 
molecular weight additive calcium stearate which is a liquid crystalline-like 
mesomorphic material.  CaSt2 was melt blended with iPP and the resultant blend 
revealed enhanced processing by reducing the die pressure during extrusion as well as 
increasing the melt flow rate in MFI measurements.  Extrusion of the blend introduces 
the characteristic co-continuous morphology of CaSt2 additive which formed bilayers of 
CaSt2 that lubricated the iPP chains and enhanced the flow at processing temperatures.  
Once cooled, mesomorphic CaSt2 co-assembled with the iPP matrix generating 
spherical domains in the bulk, and elongated ellipsoidal particles at the free surfaces of 
the specimen as a result of its co-continuous morphology, i.e. the skin effect. The sizes 
of the reinforcing domains increase with increasing weight fraction of the filler.  
The crystallinity of iPP matrix was reduced with the incorporation of calcium 
stearate.  Reduction in crystallinity is explained by the presence of iPP chains in the co-
assembled domains; thus, some of the iPP chains are hindered in these domains and did 
not take part in the packing of iPP crystals.  In addition, a change in the crystal lattice 
structure was observed due to the bilayer formation of CaSt2 which distorted the iPP 
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chain packing and introduced slightly tilted unit cells.  Furthermore, contrary to 
expected decrease in modulus due to reduced crystallinity, the complex behavior of 
CaSt2 filler stiffened the iPP matrix.  Addition of 10% (by weight) CaSt2 increased the 
flexural modulus by 20%. 
Intricate CaSt2 morphology is suggested to form co-assembled domains of CaSt2 
and iPP which increased the fracture energy of the iPP matrix by almost four-fold, 
producing a super tough composite at relatively low filler volume fractions (9%).  
These results suggest that the synergism of CaSt2 additive within the iPP matrix 
demonstrates that CaSt2 is a potential filler to tremendously increase the fracture energy 
and stiffness while improving processing conditions of the material significantly.  
Additional enhancements observed in linear thermal expansion coefficient as well as 
heat deflection temperature, made the CaSt2 a unique filler which can simultaneously 
improve various physical properties of the resultant material. 
3.5 Breaking the Co-Continuous Morphology of Metal Soaps 
Figures 3.12 demonstrates that the co-continuous morphology of the CaSt2 
presents heterogeneity in the morphology, crystallinity and mechanical response due to 
its characteristic molecular conformation.  Molecular architecture of metal soaps such 
as CaSt2 is similar to the amphiphilic molecules which tend to aggregate in a host 
medium, i.e. a polymer matrix. The intermolecular forces in CaSt2 like the polar 
interactions between the calcium metal cations and the C18 stearic anion favor the 
formation of large particulates. The thermodynamics of the formation of these particles 
is a function of both the metal ion head group and the aliphatic tail.  Figure 3.13 
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presents a schematic representation of a typical amphiphilic molecule and the 
significant geometric characteristics of the tail and the headgroup. 
The geometric traits of the amphiphilic molecules are determined by the 
chemistry of the molecule, the molecular structure and the intermolecular interactions. 
These properties are critical in terms of the final morphology of the particulates. Luzzati 
developed a geometric packing factor (GPF) for amphiphilic molecules by which the 
molecular conformation can be predicted.86  Luzzati and coworkers suggested that for a 
sufficiently large headgroup area with a small aliphatic volume, these molecules can 
pack into micelles. Besides, when the headgroup area is small and the aliphatic volume 
is relatively large, then the molecules will form inverted micelle structures. In addition 
to these spherical morphologies, lipids with two hydrocarbon chains usually have a 
headgroup to volume ratio of 1, which makes them to form bilayers or a co-continuous 
morphology as previously shown in Figure 3.12. Doubling the hydrocarbon chains 
increases the hydrophobicity of the molecule which results in decreasing the critical 
micelle concentration significantly. Therefore, space requirements in the system and the 
attractive forces in the molecule favor bilayer formation. 
Breaking the bilayer formation may be essential from a toughening mechanism 
perspective. If the bilayer formation is prevented and spherical domains are generated, 
particles with uniform size and distribution can be formed. Therefore, the tendency of 
calcium stearate to form bilayers should be avoid. 
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Figure 3.13  Illustration of a typical amphiphilic molecule. Volume covered by 
the aliphatic tail (v), area of the headgroup (a0) and the critical chain length (lc) are 
shown. Molecule is not drawn to scale. 
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CaSt2 can be compelled to form spherical morphologies if it can be packed in 
micellar conformation. There are different means to generate the micellar morphology 
in amphiphilic molecules. One strategy is to decrease the hydrocarbon volume by using 
a metal soap with a single aliphatic chain that has a large metal headgroup. Another one 
is to increase the headgroup area which can be done by increasing the repulsion 
between the headgroups. Decreasing the ionization of the positively charged 
headgroups can increase the repulsion between headgroups and the ionization can be 
decreased by lowering the pH of the medium. In addition, reverse micellar 
conformation can also bring spherical domains and it can be achieved by using trivalent 
ionic metal headgroups.86 
In this section, the acidic fatty acid co-additives were utilized to increase the 
repulsion between headgroups and break the order in calcium stearate. Samples with co-
additives were prepared by first adding different fatty acids to the CaSt2 powder above 
the softening point of CaSt2 (120°C). Palmitic acid and oleic acid were blended at 
130°C until homogenous mixtures were formed. After the blends were solidified, they 
were grinded at room temperature. Composites of iPP-CaSt2-fatty acid were prepared 
by a Brabender batch mixer and test specimens were compression molded in plaques, 
similar to the iPP-CaSt2 samples. 
3.5.1 CaSt2 – Fatty Acid Blends 
Palmitic acid and oleic acid co-additives were added to the CaSt2 powder above 
softening point of CaSt2. The homogenous solutions of the CaSt2 and fatty acids were 
low viscosity, transparent and yellowish liquids unlike neat CaSt2 which is a white 
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powder. The transparency of the blends suggests that the molecular conformation of 
CaSt2 is disrupted and the blend is composed of a mixture of calcium cations with 
different fatty acids. Once CaSt2 is blended with different fatty acids, calcium cation 
and stearic anion dissociate and calcium cation associates with other fatty acids 
resulting in a different blend of fatty acids and metal soaps. The free radicals of stearate 
anion favor hydroxylation from the fatty acid. Upon cooling, the blend not only has 
calcium stearate but also a mixture of calcium stearate, calcium oleate, calcium 
palmitate, stearic acid, palmitic acid and oleic acid. The interaction between the acidic 
domain and the metal soap changes the molecular architecture and it is expected to 
disfavor the bilayer formation of the existing metal soap molecules.  
The change in the molecular conformation of CaSt2 molecules and the effect of 
different fatty acids were investigated by using WAXS. The goal of investigating 
different weight fractions of CaSt2-fatty acid mixtures was to determine a transition 
point where the CaSt2 crystalline order breaks. It is important to impede this behavior 
so that the formation of a CaSt2 co-continuous phase can be discarded in the non-polar 
polymer- CaSt2  systems which lack strong molecular interactions such as iPP- CaSt2 
composites. It is important to point out that the blending procedure is limited due to gel 
like behavior of CaSt2 at high CaSt2 concentrations. Figure 3.14 presents the WAXS 
data obtained from mixtures of oleic acid and CaSt2 at different CaSt2 concentrations. 
Similar experiments were conducted for CaSt2-Palmitic Acid blends with different 
CaSt2 concentrations.  Resultant WAXS spectra of CaSt2-Palmitic Acid blends are 
given in Figure 3.15. 
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Figure 3.14  2D x-ray diffraction spectra of CaSt2-Oleic Acid mixtures. Percent 
values given on the plot correspond to the weight percentages of CaSt2 in the blends. 
Traces of CaSt2 crystalline order is lost below 50% CaSt2 by weight. 
 
 
Figure 3.15  2D x-ray diffraction spectra of CaSt2-Palmitic Acid mixtures. 
Percent values given on the plot correspond to the weight percentages of CaSt2 in the 
blends. Traces of CaSt2 crystalline order is lost below 50% CaSt2 by weight. 
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The WAXS spectra given in Figure 3.14 present that the addition of oleic acid 
alters the molecular conformation of CaSt2 dramatically. The conformational change 
might be observed either i) due to hydroxylation between different acidic alkyl chains 
and their interactions with the calcium cations; or ii) due to changes in the conformation 
of the  CaSt2 molecules in a mixture with lower acidity where the repulsion between the 
headgroups is increased. In either case, pseudo-crystalline order of CaSt2 is broken and 
new order is attained.   
3.5.2 Mechanical Properties 
Mechanical properties of fatty acid modified iPP- CaSt2 composites were 
investigated as a means to understand the effect of the fatty acid co-additive. Results of 
monotonic tensile tests of neat and modified iPP are tabulated in Table 3.6.  
Changes in the mechanical response strongly depend on the additive and 
concentration, and, results suggest that even a slight change in concentration alters the 
overall response. First change to note is the dramatic reduction in the elongation of the 
composites. The decrease in ultimate extension is more than 90% in the case of fatty 
acid co-additive modified samples. This is attributed to the liquid-like behavior of fatty 
acid in mixtures which significantly softens the resultant material and makes it easier 
for the molecules to be separated. The stiffness of each composite presents a different 
response; however, the trend is that the modulus is increasing with increasing CaSt2, 
though, up to a certain limit.  When the amount of palmitic acid is increased, stiffness of 
the composites decreases significantly. By adding 2.2wt% of palmitic acid reduces the 
modulus to its half. However, modulus can be increased about 16% when low amounts 
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of palmitic acid are introduced to the mixture. This suggests that there is a saturation 
limit for palmitic acid in the mixture which generates interactions between molecules 
and increases the resistance to deform.  
 
Table 3.6  Monotonic tensile test results of iPP-CaSt2 composites with fatty acid 
co-additives palmitic acid and oleic acid. 
Sample 
Concentration 
(CaSt2 wt%) 
Modulus 
(GPa) 
Yield Stress 
(MPa) 
Elongation at 
break (%) 
Neat iPP 0 1.32 ± 0.06 37.82 ± 3.84 596.37 ± 37.0 
PCa10 10 1.31 ± 0.12 25.50 ± 1.11 341.03 ± 175.5 
Blends with Palmitic Acid  
PCa86-PA 8.6 1.53 ± 0.01 24.89 ± 1.84 14.21 ± 8.0 
PCa83-PA 8.3 1.39 ± 0.03 19.54 ± 5.09 9.51 ± 7.0 
PCa78-PA 7.8 0.78 ± 0.01 12.92 ± 0.35 18.24 ± 12.0 
Blends with Oleic Acid  
PCa83-OA 8.3 1.47 ± 0.01 25.84 ± 1.53 59.85 ± 105.1 
PCa78-OA 7.8 1.41 ± 0.01 23.50 ± 2.41 66.07 ± 96.5 
 
 
Yield stress and ultimate elongation decrease as the amount of fatty acid co-
additive is increased. Similar to the previous systems, changes in yield stress and 
elongation at break are not gradual. This again suggests a saturation limit for the 
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additives, beyond which material deteriorates.  The reduction in elongation at break is 
not uncommon to observe in rigid particle filled systems. In this material system, the 
elongation at break decreases tremendously as the fatty acid co-additive concentration 
increases. Increasing the fatty acid content softens the matrix and forms a liquid-like 
lubricating phase between polymer chains which makes the chains easier to separate.  
An increase in the modulus in the modified iPP material suggests that at lower 
stress levels the composite material tends to give a stiffer response. As the stress level is 
increased, reduction in yield stress suggests that the fillers may debond from the matrix 
at higher stresses and concomitantly increase the total fracture energy dissipated in the 
material system. Thus, the reduction in yield stress suggests that iPP with CaSt2 and 
fatty acid additives can present a tougher material system.  
Tensile modulus and total fracture energy of iPP-CaSt2 blends with fatty acid 
co-additives are given in Figure 3.15. Tensile moduli of the blends with fatty acids 
present a higher modulus when the CaSt2 concentration is between 7.5% and 10%. The 
blend with palmitic acid co-additive shows the highest modulus 1.54GPa at 8.3% CaSt2 
(1.7% palmitic acid) concentration. Composites with palmitic acid present a reduction 
in toughness as the amount of CaSt2 is decreased.  The toughness of the resultant 
material is even lower than that of the neat iPP.  On the other hand, oleic acid co-
additive improves the total fracture energy of the neat iPP where the improvement is not 
changing gradually with oleic acid concentration.  Composites with oleic acid 
demonstrate lower toughness than the composites with only CaSt2 filler. However, the 
total fracture energy of oleic acid modified systems is still 2 to 3 fold higher. 
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Figure 3.16  Tensile modulus and total fracture energy of resultant iPP-CaSt2 
composites that are modified with (a) palmitic acid, and (b) oleic acid. 
  116
3.5.3 Filler Morphology 
Morphology of the filler particles presents a significant variation when the 
concentration of CaSt2 is changed or when different fatty acid co-additives are used. 
When the iPP matrix is modified only with CaSt2 filler, it exhibits spherical particle 
domains as well as co-continuous ellipsoids/platelets at the edges. When palmitic acid 
is introduced to the system, the particle geometry stays almost the same presenting 
spherical domains throughout the sample. However, the rigid particle domains tend to 
have distinct morphologies in the particles themselves. This distinct inner-particle 
morphology is demonstrated in Figure 3.17. At lower palmitic acid concentrations such 
as 1.4wt% PA (sample: PCa86PA) the rigid particles show uniform spherical domains 
with relatively uniform fracture surface. Once the palmitic acid concentration is slightly 
increased to 1.7wt% (sample: PCa83-PA), particles present a fracture surface with more 
surface roughness, suggesting higher plastic deformation. At the highest palmitic acid 
concentration, 2.2wt% (PCa78-PA), the fracture morphology of the particles get even 
rougher and smaller particles are formed in the large spherical domain of fillers.  
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Figure 3.17  Fractured surface SEM images of cryo-fractured samples are given 
in two pages. Images of the following samples are given: (a) edge and  (b) middle 
section of neat PCa10; (c) edge and (d) middles section of PCa86PA; (e) edge and (f) 
middles sections of PCa83PA. Samples modified with palmitic acid do not demonstrate 
a co-continuous morphology at the edges. 
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Figure 3.18  Second part of the fractured surface SEM images of cryo-fractured 
samples is given. Above images are from the following samples: (g) edge and  (h) 
middle section of neat PCa78PA; (i) edge and (j) middles section of PCa83OA; (k) edge 
and (l) middles sections of PCa78OA. Samples modified with oleic acid also do not 
demonstrate a co-continuous morphology at the edges. Oleic acid modified samples 
present a distinct core-shell like spherical morphology.  
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Figures 3.17e and 3.17f present a similar result observed in the specimens with 
oleic acid co-additives. Increased oleic acid concentration brings particles with rough 
fracture morphologies. The filler particles with 1.7wt% oleic acid (PCa83OA) present 
smooth spherical particles, whereas the filler domains with 2.2wt% oleic acid 
(PCa78OA) have hollow, or core-shell like, spherical geometries and a larger size 
distribution. The variations in the filler particle geometry and morphology suggest a 
synergistic effect between the CaSt2 and fatty acids which in turn affects the mechanical 
performance of the composites. It is also shown that the interactions between the 
additives can bring new filler geometries and domains that have never studied before. 
3.6 Conclusion 
Reinforcing and toughening of isotactic polypropylene was investigated by 
utilizing various low molecular weight additives.  Initial attempts were performed to 
develop blends of iPP and LMW crystallizable solvents (or organic crystals) that are 
miscible at the process temperatures and can phase separate and crystallize upon 
cooling.  Exploration of various LMW organic compounds demonstrated that the LMW 
compounds are prone to forming supercooled glasses rather than crystals which did not 
crystallize upon cooling but did crystallize upon a consecutive heating procedure.  
Dipentaerythritol (DPET), D-mannitol and 4,4'-BisHydroxyDeoxyBenzoin  (BHDB) 
were the LMW compounds that showed potential in terms of generating in situ crystal.  
However, their blends with iPP resulted in composites with particles which were poorly 
dispersed, non-uniform and large in size. A further theoretical investigation of the 
miscibility behavior of these blends displayed that the change in Gibbs free energy is 
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always positive and favors two phase systems.  Another effort was tried to form 
miscible blends with chemically similar components.  The preliminary results of this 
strategy showed promising results in terms of generating miscible blends and enhancing 
the mechanical properties of the resultant composites.  Composites with maleic 
anhydride-grafted-polyethylene and small molecule anhydride derivative compounds 
revealed negative change in free energy and improved Young’s modulus and yield 
stress.  Though, the morphological aspects of this strategy require further attention to 
better assess the fundamental miscibility and reinforcing mechanisms. 
In the second part of this study, an unusual compound was investigated as filler 
in semi-crystalline polymers such as isotactic polypropylene (iPP).  A liquid crystalline-
like mesomorphic material, calcium stearate was investigated as a reinforcing and 
toughening agent in iPP.  Resultant blends formed co-assembled domains of CaSt2 and 
iPP which introduced the characteristic co-continuous morphology of CaSt2 and 
enhanced processing by reducing the die pressure during extrusion as well as increasing 
the melt flow rate.  Upon cooling, CaSt2 goes through phase transformations and co-
assemble with iPP chains to generate spherical domains in the bulk, and elongated 
ellipsoidal particles at the free surfaces of the specimen as a result of its co-continuous 
morphology.  Size of the spherical domains increase with concentration of the filler and 
addition of 10% (by weight) CaSt2 developed particles close to a size required for iPP 
toughening.  The co-assembled morphology reduced the crystallinity of the iPP matrix 
where some of the chains are included in the co-assembled domains and hindered from 
packing.  Besides, the co-continuous morphology of CaSt2 bilayers distorted the 
packing of iPP and generated slightly tilted unit cells, i.e. γ-form.   
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In addition to the processing, thermal and morphological changes introduced to 
the material, the unusual mesomorphic filler CaSt2 enhanced tensile and fracture 
behavior of the resultant materials.  Incorporating 10% of CaSt2 increased flexural 
modulus by 20% and the intricate morphology formed by the components enhanced the 
fracture energy by almost four-fold, producing a super tough composite at relatively 
low filler volume fractions (9%).  These results suggest that the synergistic effect of 
CaSt2 introduced simultaneous enhancements in the rheological, tensile and fracture 
properties of the material as well as improvements in thermal expansion coefficient and 
heat deflection temperature. 
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CHAPTER 4 
 
IN SITU GENERATED BICONTINUOUS REINFORCEMENTS FOR PEEK 
 
The principle subject discussed in the current study is a method to form 
bicontinuous reinforcement within a polyether ether ketone (PEEK) polymer matrix.  
X-ray scattering, differential scanning calorimeter, dynamic mechanical analysis 
(DMA) and melt rheology were used to investigate the dynamics of the material and the 
structure of the components.  Metal stearates affect the packing of PEEK molecules and 
reduce the total crystallinity by changing the crystal growth of PEEK slightly with no 
change in the unit cell.  Melt rheology and DMA results suggest that PEEK is a 
dominant phase in the composites and the metal stearates form like a secondary 
continuous phase in the polymer resin.  The reinforcing effect of the metal stearates at 
low temperatures is maintained up to their melting temperature around 100°C beyond 
which PEEK begins to dominate the mechanical behavior.  Effective moduli of metal 
stearates in composites suggest that the secondary metal stearate phase forms 
bicontinuous morphology.   
4.1 Introduction  
Poly(aryl ether ether ketone) or PEEK is a highly aromatic semi-crystalline 
thermoplastic with exceptional mechanical properties, solvent resistance, and heat 
resistance.  Thus, it has found its place as a high-performance plastic in numerous 
demanding engineering applications including aerospace, automotive, and medical 
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industries.  Its inherent adhesion to carbon and glass fibers also make PEEK an ideal 
matrix for thermoplastic composites.  Either in its nascent state or in a composite, it is 
suitable for use in high-precision molded objects through conventional compression 
molding or injection molding techniques.  
Even though it has exceptional properties and relatively convenient process 
characteristics, it has a rather high melt viscosity.  Studies on improving the processing 
of PEEK are limited due to the inaccessibility of the compounds compatible to high 
process temperature of PEEK.  Blending PEEK with other aromatic and polar polymers 
is one way to enhance its processability where PEEK and poly(ether imide) (PEI)  
attracted considerable attention due to being a set of very few polymer systems which 
are completely miscible in their amorphous states.116, 117  Another system to enhance 
processing of PEEK is to use liquid crystalline polymers (LCPs) which reduce process 
viscosity and generate in situ reinforcements to improve stiffness and strength.118-120  
The limitation of this approach is the need for specific chemistries for the LCP domains 
and the necessity for external force fields to generate anisotropic reinforcements.  
Micron- and nano-scale minerals and inorganic fillers have also been used as a 
secondary phase; however, their purpose has been to impart additional mechanical 
strength, stiffness and toughness to the matrix.  Since these are rigid and immiscible 
particles suspending in the PEEK matrix, they fail to improve processing of PEEK.121, 
122  Organic plasticizers such as solvents may be another class of materials that can 
impart enhanced processing. They are successfully utilized in some polymer systems 
such as polyolefins94-96 and thermosets.123, 124  Nevertheless, they do not possess 
required thermal stability at the process temperatures of PEEK. Thus their use is limited 
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in high temperature thermoplastics as a secondary phase to simultaneously bring 
improved mechanical and rheological performance.  
One other approach to improve processing of polymers in general is to reduce 
the intermolecular affinity in the polymer backbone by the addition of ionic species. 
The methodology was successful for the case of ion-containing polymers, i.e. 
ionomers.125, 126  These studies demonstrated that rheological and mechanical properties 
as well as relaxation behavior of polymers can be affected significantly.103-105, 105, 106  
Earlier studies investigated a diverse group of ionomers, extensively ethylene-103, 104 
and styrene-based materials127, 128.  These studies demonstrated that the addition of ionic 
species into a polymer matrix can provide drastic modification to the bulk properties. In 
some cases, a reduced viscosity was observed103 but in others inverse dependence on 
temperature was noted.105  All of these studies suggest that the drastic changes can arise 
from the strong intermolecular interactions that form clusters composed of both ionic 
species and polymer chains.  
Metal soaps have also attracted some attention due to their lubricative 
characteristics, commercial viability and similar ionic behavior to inorganic salts.  
Metal soaps, or fatty acid salts, have the general formula (CH3(CH2)nCO2)mMm+  and 
are common additives in the food and plastics industries, used as heat stabilizers, 
lubricants and anti-scorching agents.72, 102  Their use in the plastics industry is so far 
limited; however, as materials, metal soaps deserve attention due to their morphological 
potential.  Crystallographic studies demonstrated that metal soaps are mesomorphic 
materials, displaying variety of phases with strictly periodic long range order at 
different temperatures.81, 8681, 86  Luzzati, Vold and Delamare showed that metal salts 
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form materials ranging from two-dimensional continuous phases to three-dimensional 
networks.80, 81, 85, 86, 129  Soaps with metal cations are capable of forming waxy, super 
waxy, subneat and neat phases where the structure of these phases can vary from 
rectangular to lamellar that extend like a network in the material in both two-
dimensions and three-dimensions.  Formation of distinct phases is a function of metal 
cation, structure of organic moiety, temperature and pH.  The interaction between the 
aliphatic group and the metal cation is the key in determining the diverse phases.   
The strong ionic characteristics of fatty acid salts were investigated first to 
provide reduced viscosity in ionomers. Makowski and co-workers, for example, report a 
marked improvement in melt flow, and a notable several-fold enhancement in tensile 
strength and tensile toughness of sulfonate containing ethylene-propylene-diolefin 
terpolymer (EPDM) ionomers by the addition of several metal stearates.103, 104, 106104  
Three metal stearates, the zinc, barium and magnesium stearates, were examined with 
the barium, zinc and magnesium sulfonate-containing EPDM ionomers.  They show an 
increase in melt flow and a remarkable enhancement in tensile strength with the 
addition of metal soaps.103  Following Makowski’s work, similar studies were reported 
on ionomers plasticized with metal stearates, where thermal, crystallization and 
dissolution behaviors of metal stearates and mechanical response of composites were 
investigated.107, 109-111. Similar to the ionic clusters in ionomers, clusters of fatty acid 
molecules and polymer chains are proposed to form co-assembled morphologies to 
provide improved properties to the polymer matrix.   
A later study by Belfiore and his coworkers concentrated on investigating metal 
containing polymer blends of poly(vinyl pyridine) and d-block model compounds such 
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as zinc and magnesium salts of acetic acid, lauric acid, and stearic acid that form 
coordination complexes in the solid state.130  The coordination complexes were studied 
by FT-IR and high-resolution carbon-13 solid-state NMR spectroscopy to probe micro-
environmental factors that influence blending.  The carboxyl carbon is sensitive to the 
interactions therefore its resonance in the zinc salts is perturbed in blends with 
poly(vinyl pyridine) when the nitrogen ligand is structurally accessible, i.e. poly(4-
vinylpyridine), (P4VP). Their results demonstrated that small molecules containing zinc 
cations form coordination complexes with P4VP but magnesium acetate did not.  
Resultant materials with zinc metal-polymer complexes exhibit synergistic mechanical 
performance similar to Makowski’s results.  Belfiore and colleagues focused on the 
concept of hard-and-soft acids and bases to explain the fact that the borderline acid Zn2+ 
preferentially coordinates to the borderline base P4VP.  Whereas, the divalent 
magnesium cation is classified as a hard acid and it favors hard bases like the acetate 
anion rather than P4VP.  However, Makowski and coworkers did not explain the 
differences in physical properties with the use various metal soaps.  All of these studies 
concentrated on the use of highly ionic mixtures. 
A recent study by our group investigated the utility of compounding a low 
molecular weight (LMW) mesomorphic metal soap into isotactic polypropylene (iPP).  
We showed that incorporating calcium stearate (CaSt2) to the isotactic polypropylene 
(iPP) matrix results in co-assembled domains of CaSt2 rich particles.131  At process 
temperatures, the co-assembled morphology enhanced melt flow by several folds. Once 
the system is cooled, iPP-CaSt2 blend evolve to provide reinforcing domains similar in 
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morphology to that required for rigid-particle toughening.46, 47, 47  Addition of CaSt2 
simultaneously improved the processing, fracture response and stiffness of iPP.   
Even though the resultant composites of iPP and CaSt2 form a tougher and 
stiffer material that can be processed easily, the interaction between highly ionic metal 
soap and the non-polar iPP is limited.  This work described herein follows studies by 
Makowski, Lundberg, and Belfiore and focuses on the effect of mesomorphic metal 
soaps on the morphological, rheological and relaxation behavior of a polar-polymer 
system, PEEK.  The strategy involves incorporating metal soaps of calcium stearate and 
sodium stearate with PEEK at the processing temperature, and the fatty acid molecule 
evolves through distinct phase transitions to co-assemble and provide reinforcing 
domains during cooling.  Crystallinity of PEEK in composites was investigated by x-ray 
scattering and differential scanning calorimeter measurement.  Short range 
morphological changes at the phase transformations of metal soaps were explored by 
dynamic mechanical analysis and using melt rheology.  Modulus of the reinforcing 
secondary phase was calculated by using different composite theories assuming 
spherical morphology and two phase mixtures in the composites to explain the 
association between the morphological changes with mechanical response.   
4.2 Experimental 
4.2.1 Sample Preparation 
Poly(ether ether ketone) (PEEK) was generously provided by Greene Tweed Co. 
as Arlon 1000 free flowing granules.  Arlon 1000 is an unfilled PEEK which is a 
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Victrex 450G grade polymer.  Its molecular weight is not known, but PEEK samples 
with the same grade have been found to have Mw of 50,000g/mol132 and Mn of 
100,000g/mol133).  Our samples had a density of 1.32g/cm3, melting point of 342°C and 
glass transition of 164°C as measured by DMA. The metal stearates of calcium and 
sodium were purchased from Alfa Aesar and Pfaltz and Bauer, respectively. All 
chemicals were used without further purification. 
Blends of PEEK and metal soaps were prepared by extrusion followed by 
compression molding. First, PEEK pellets were cryo-grinded in a SPEX CertiPrep 6800 
Freezer/Mill. One cycle consisted of 5 minutes of pre-cooling and 3 minutes of cooling-
grinding steps at a grinding rate of 13impacts/second/side. After 5 cycles of cryo-
grinding, fine polymer flakes were obtained. Calcium stearate (CaSt2) and PEEK; and 
sodium stearate (NaSt) and PEEK were dry-mixed in separate bags by vigorous 
shaking. The mixtures were compounded by using a C.W. Brabender D6/2 twin screw 
compounder with L:D ratio equal to 7:1. Blends of 5, 10, and 15 weight% (wt%) of 
metal soaps were compounded with the temperature zones of the compounder being set 
to 340°C, 370°C, 390°C, and 390°C. Samples were quenched in water immediately 
after compounding and vacuum dried overnight. PEEK-metal soap composite 
extrudates were cryo-grinded following the same procedure: 5 cycles of cryo-grinding, 
consisting of 5 minutes of pre-cooling and 3 minutes of cooling-grinding steps at a 
grinding rate of 13impacts/second/side. 50mmx100mmx1mm rectangular plaques and 
disks with 25mm diameter and 2mm thickness were compression molded in a 40-ton 
PHI Manual Compression Press at 5tonnes at 370°C for 3 minutes that was followed by 
compressing in a cold press at room temperature for 3 minutes. 
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4.2.2 Thermal Analysis 
Changes in crystallization and melting temperatures as well as crystallinity of 
composites were investigated by using a TA Instruments Q200 differential scanning 
calorimeter (DSC).  The instrument was calibrated by using sapphire disks and keeping 
the helium flow rate constant at 25µl/min. 5 mg of molded samples were hermetically 
sealed in aluminum pans and two consecutive heating and cooling scans were employed 
between 0°C and 400°C with a constant ramp rate of 10°C/min. Crystallization and 
melting analyses were performed on the first cooling and the second heating ramps, 
respectively.  
4.2.3 Dynamic Mechanical Analysis 
Dynamic mechanical properties were measured using a TA Instruments DMA 
2980 dynamic mechanical analyzer (DMA). 30mmx5mmx1mm rectangular strips were 
oscillated in bending mode with a single cantilever geometry under inert atmosphere.  
Measurements were recorded at a constant frequency of 1Hz and amplitude of 5µm, 
across the temperature range of -100°C to 350°C; a ramp rate of 2°C/min was used. 
4.2.4 Parallel Plate Rheology 
A TA Instruments AR2000 strain-controlled rheometer in parallel plate (25 mm 
diameter) configuration was used in oscillatory frequency mode.  The dynamic 
oscillatory measurements were conducted at constant temperature and frequency, 380°C 
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and 1Hz.  1% strain amplitude was selected to correspond to the linear viscoelastic 
regime.134 
Melt flow rate of the composite blends were obtained by using Ceast Modular 
Flow Index (MFI) instrument, following ASTM D1238.  5 grams of each batch with 
different metal soap concentrations was packed inside the MFI instrument barrel. 
Samples were preheated to 390°C for 3 minutes.  After the preheating, gravimetric 
weights of 2.16 kg, 5 kg, and 10kg were separately introduced onto the piston.  Total 
weight of material that came out of the dye was measured in a 10 minute interval. 
4.2.5 Morphology and Molecular Interactions 
A Zeiss Evo50 Scanning Electron Microscopy (SEM) was used for the 
morphological analysis of cryo-fractured composite samples.  Fractured surfaces were 
coated with a ~10nm layer of gold by using an Edwards Auto 306 Automatic Thickness 
Monitor Thermal Evaporator.  Morphology of samples was determined by secondary 
electron and metal content in the samples were investigated by backscattered electrons 
and x-ray elemental microanalysis.  
Further analyses on the crystallinity of the composites were conducted by using 
a simultaneous measurement of small-angle (SAXS) and wide-angle x-ray scattering 
(WAXS) by a Rigaku S-Max3000 x-ray instrument with a Cu-Kα radiation source. 
Attenuated total reflectance infrared (ATR-IR) spectra for virgin PEEK and 
PEEK composites were measures at room temperature using Perkin–Elmer Spectrum 
400 spectrometer.  PEEK samples were prepared by extrusion and hot press following 
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the procedure given earlier in Sample Preparation Section.  256 scans were coadded, 
and a spectral resolution of 4 cm−1 was maintained for each sample.  
4.3 Results and Discussion 
4.3.1 Melting and Crystallization Behavior of Blends 
In their pure form, neat metal soaps are normally solid, crystalline materials at 
room temperature.  Common to hydrocarbons and similar lipid systems, the solid phase 
of metal soaps have the hydrocarbon completely extended in all-trans conformation 
which may pack in monoclinic, triclinic, orthorhombic or hexagonal unit cells.  It is 
usually difficult to obtain information on the crystallinity of metal soaps; however, X-
ray diffraction studies by Luzzati, Spegt and Skoulios already revealed the packing of 
calcium and sodium stearate, in addition to many other metal soaps. 80-83, 86   
Consecutive heating and cooling scans were employed on neat metal soap 
samples to analyze thermotropic phase transitions in their native states.  Second heating 
and first cooling DSC scans of pure CaSt2 and NaSt are given in Figure 4.1.  As pure 
metal soaps are heated, one or more first order transitions are observed at temperatures 
around 100°C where intermolecular packing disintegrates and conformational 
disordering in the hydrocarbon chain begins.76, 135  Solid phase metal stearates can go 
through several intermediate mesophases before forming an isotropic liquid, and 
eventually decomposing.  Multiple phase transitions existing in the thermal scans are 
due to the changes in molecular conformations of compound formed by the metal cation 
and the stearic anion.  Even though there is a wide range of distinct phase transitions 
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observed both in CaSt2 and NaSt, the predominant phase transitions mainly occur in 
two regimes: between100°C - 150°C and 200°C - 250°C.  Stability and structure of 
these phases are thermal history dependent and, besides, molecular interactions in the 
host matrix are also known to be a significant part of the metal soap morphology. 
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Figure 4.1  Heating and cooling DSC scans of neat CaSt2 and NaSt are plotted.  
Note the existence of multiple thermotropic phase transitions which represent the 
dependence and richness of morphological features.  Also note that the molecular 
architecture is significant in determining the mesomorphic structures. 
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Figures 4.2a and 4.2b display the heating and cooling DSC scans of PEEK-
Metal Soap composites.  Predominant phase transitions of metal soaps are clearly seen 
in the composites near 100°C and 250°C.  Onset and peak temperatures of transitions, 
reported in Table 4.1, demonstrate that the effect of CaSt2 on the peak melting 
temperature of PEEK matrix is negligible.  To the contrary, increasing the amount of 
NaSt decreases the peak melting temperature of PEEK. Although there is a weak 
variation, it is apparent.  Incorporation of metal soaps impedes the packing of PEEK 
chains to several degrees below the crystallization peak of its virgin form.  This may be 
due to either the existence of significant molecular interaction between the metal 
stearates and polymer backbone, or an increased viscosity of the medium which reduces 
the mobility of polymer chains.  However, changes observed in CaSt2 and NaSt are 
relatively similar; therefore, it is difficult to verify the differences in the strength of 
interactions from the thermal transformations measured by DSC.  
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Figure 4.2  Heating (a) and cooling (b) DSC scans of PEEK-CaSt2 and PEEK-
NaSt composites. First order phase transitions of metal soaps are marked with an arrow. 
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Similar to our previous findings with isotactic polypropylene131, addition of 
metal soaps demonstrate non-gradual changes to the physical properties of the PEEK as 
well.  At low concentrations, effect of CaSt2 on percent crystallinity of PEEK matrix is 
negligible.  As the concentration is increased to 10wt%, an increase in crystallinity of 
PEEK is observed.  However, a further increase in concentration to 15wt% decreases 
the degree of crystallinity again. This non-gradual effect of can be explained by a 
possible favorable molecular interaction between CaSt2 and PEEK, where the 
synergistic effect is pronounced at particular concentrations.  Contrary to CaSt2, NaSt 
presents a gradual effect on the crystallization behavior of PEEK where the 
crystallization is strongly impeded with increasing concentration of NaSt and degree of 
crystallinity is also reduced.  The reduction in percent crystallinity may suggest a strong 
affinity between the ionic filler and the polar groups on the polymer backbone, i.e. 
carbonyls.  As proposed by Kim et al., the ionic groups restrict the mobility of chains in 
lamellar stacks which leads to a co-assembled cluster of particles and a low degree of 
crystallinity.136  The different phenomena observed in CaSt2 and NaSt is accredited to 
their molecular architecture; thus, to their valencies.   
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Table 4.1 Crystallization, melting and percent crystallinity value measured from 
DSC scans are reported.  Enthalpy of formation for 100% crystalline is PEEK 130J/g.137 
Sample 
Crystallization 
Peak (°C) 
Melting 
Peak (°C) 
Enthalpy of 
Melting (J/g) 
Normalized 
Percent 
Crystallinity (%) 
Virgin PEEK 298.8 342.0 35.7 27.5 % 
PCa5 295.3 341.2 34.1 27.6 % 
PCa10 291.1 339.8 36.8 31.5 % 
PCa15 290.4 339.6 30.8 27.9 % 
PNa5 290.5 339.6 33.3 27.0 % 
PNa10 289.6 339.2 28.2 24.1 % 
PNa15 286.7 338.0 17.85 11.7% 
 
In addition to molecular interactions and quiescent conditions of the medium, 
reduction in crystallization temperature can also be a result of a change in chain 
packing.  DSC traces did not provide any strong evidence for altered crystal structure; 
therefore, WAXS experiments were conducted.  WAXS measurements of composites 
are given in Figure 4.3 and the scattering profiles display slight changes in the crystal 
structure and percent crystallinity of PEEK.  Table 4.2 shows that the use of metal 
stearate fillers does not affect the total percent crystallinity of PEEK. 
Figure 4.3 presents the x-ray scattering profiles of neat metal stearates, virgin 
PEEK and the composites.  Metal soap diffraction peaks at low diffraction angles begin 
to show even at low percentages.  The intensity of these peaks increases as the 
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concentration of the metal soaps increase. Unchanged lower diffraction angle peaks 
suggest that the long spacing order formed by the aliphatic tails was not affected by the 
presence of PEEK.  Interestingly, even though the intensity of the diffraction peaks 
between 15 and 30 2theta are strong in neat calcium and sodium stearate, these peaks 
are not observed in neither of the composites.  This suggests that the short range order 
of metal stearates changes; however, the effect of this change on the metal stearate 
order is not completely clear.  
The diffraction peak positions of PEEK did not change with the addition of 
metal stearates.  Even though the peak positions did not change, Table 4.3 displays the 
variation in the relative intensities of diffraction peaks with the addition of metal soaps.  
In order to capture these variations, WAXS peaks are normalized with respect to the 
intensity of the diffraction peak at 29° which has the minimum intensity at all 
compositions.  
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Figure 4.3  X-ray scattering profiles of (a) PEEK-CaSt2 and (b) PEEK-NaSt 
composites are plotted.  Amorphous portions of the WAXS measurements were 
removed by using the Peak Analysis Tool in OriginPro 8.5.0 SR1.  Relative changes in 
the peak intensities are given in Table 4.2.  Principle X-Ray diffraction peaks of 
crystalline PEEK are numbered from 1 to 5, which correspond to the following crystal 
planes: 1: (110), 2: (111)-(102), 3: (200), 4: (112), 5: (211)-(202) planes. Lattice 
parameters for orthorhombic PEEK unit cell are a=7.75Å, b=5.86 Å, and c=10.0 Å.  
Lattice and crystal plane information are adapted from Dawson and Blundell.137 
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Table 4.2  Normalized intensities of principle x-ray diffractions and percent 
crystallinity of PEEK are tabulated below.  Intensities are normalized with respect to 
the intensity of the scattering peak at 28.8° 2θ.  d-spacings of the crystal planes are 
calculated from Bragg’s angles, using λ: 0.154nm.  
Sample 
Normalized Intensities (a.u.) Percent 
Crystallinity 
(%) 
d:   4.70Å 
(110) 
4.28Å    
(111) 
3.90Å    
(200) 
3.37Å 
(CaSt2) 
3.09Å     
(211) 
Virgin PEEK 4.40 2.61 2.51 - 1 11.14 
PCa5 4.31 2.75 2.38 - 1 9.41 
PCa10 4.27 2.92 2.52 - 1 9.61 
PCa15 4.13 3.06 2.54 0.92 1 9.99 
PNa5 4.31 2.68 2.38 - 1 10.92 
PNa10 4.39 2.69 2.39 - 1 9.90 
PNa15 4.58 2.84 2.47 - 1 9 
 
Addition of CaSt2 reduces the intensity of x-ray diffraction coming from the 
(110) while increasing the intensity of diffraction coming from the (111) plane.  Higher 
diffraction intensity coming from (111) plane is due to the preferred orientation in 
PEEK crystals that systematically increases with increasing CaSt2 concentration.  
Intensification of diffraction peaks from a particular crystal plane direction suggests 
that the morphological or molecular effects of CaSt2 alter the packing arrangement of 
PEEK molecules within the crystallites.  These interactions within the co-assembled 
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domains change the orientation of the crystals so that they are slightly tilted with 
respect to the PEEK’s form I crystal structure.137  Disorientation in the crystal growth 
direction is depicted in Figure 4.4 by using descriptive figures of crystal planes and 
corresponding Miller indices.  Following the work by Rueda et al., Lovinger and Davis 
suggested that the PEEK backbones are aligned in a direction parallel to the b-axis of 
the orthorhombic unit cell that is coupled with the favorable nucleation planes (110) 
and possibly (020).138, 139  They further proposed that the arrangement of zig-zag PEEK 
chains in the b-direction leaves the (200) planes more susceptible to misorientation, due 
to stresses at growth fronts.  This is how they explain the nucleation of PEEK crystals 
in planes other than (110).  Figure 4.4b represents the disorientation from the favorable 
growth direction [110] to a less favorable direction along [111] and [112] directions.  A 
possible arrangement of these crystals is depicted in a highly schematic manner in 
Figure 4.5.   
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Figure 4.4  (a) (110), (111) and (112) crystal planes and their corresponding 
Miller indices are depicted.  (b) Schematic representation of the disorientation observed 
in the PEEK crystal growth direction due to the presence of CaSt2 filler as a secondary 
phase. 
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Resultant tilt and disorientation in the PEEK crystals are analogous to our earlier 
discussion with isotactic polypropylene-CaSt2 composites in Chapter 3, where higher 
content of CaSt2 led to the transformation of some portion of the monoclinic α-phase 
isotactic polypropylene crystals to the formation of a triclinic γ-phase, which is a 
slightly tilted form of α-phase.131 
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Figure 4.5  PEEK crystal growth is predominant in [110] direction and the 
packing arrangement is schematically represented (a).  Addition of CaSt2 intensifies the 
out of a-b plane growth (b).  Molecular conformation and unit cell information are taken 
from ref 139. 
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Besides the changes in the relative intensities of PEEK’s crystalline peaks, a 
new diffraction peak at 26.3° Bragg’s angle was formed beyond a critical CaSt2 
concentration, i.e. at 15wt%.  The position of this peak is at 3.37Å which slightly 
deviated from the diffraction peak of (112) plane at 3.44Å.   
Fingerprints of CaSt2 can also be seen from the differences in the scattering 
profiles of composites and virgin PEEK.  In order to display the CaSt2 fingerprints, 
virgin PEEK scattering profile was subtracted from PEEK-CaSt2 composite scattering 
profiles and the resultant plots are presented in Figure 4.6.  An attempt to demonstrate 
the fingerprint of CaSt2 at higher scattering angles did not work due to the change in 
relative intensities of the scattering profiles that make it difficult differentiate the CaSt2 
peaks.  However, long range order peaks at low scattering angles do display the 
existence of ordered CaSt2 domains within the PEEK matrix.  As given in Figure 4.6a, 
intensity of long range order CaSt2 peaks increase with increasing CaSt2 concentration.  
The scattering peak at 1.75° 2theta shifts to higher diffraction angles within the 
composites, suggesting that the presence of PEEK molecules reduced the d-spacing in 
ordered CaSt2 domains.  This is in parallel with iPP-CaSt2 composites. 
Even though the change in percent crystallinity of PEEK is low, it is important 
to point out the fact the total crystallinity of the composites is enhanced with the 
additional crystalline contribution coming from the metal stearate content.  Total 
crystallinity in the composite is significant in terms of the stiffness and strength of the 
material.   
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Figure 4.6  Fingerprints of CaSt2 were detected in the (a) long spacing and (b) 
short spacing regions.  Long spacing peaks were plotted as they are.  Short spacing 
peaks were plotted by subtracting the composites scattering peaks from that of the 
virgin PEEK.  X-ray scattering patterns of Virgin PEEK and PEEK-CaSt2 composites 
were normalized with respect to the intensity of the scattering peak at 4.71Å before 
subtraction.  Arrows in (b) indicate the calculated peaks after subtracting composite 
normalized X-ray scattering profiles from that of the virgin PEEK. 
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4.3.2 Dynamic Mechanical Analysis 
Relaxation behavior of virgin PEEK has been investigated by a number of 
researchers by using dynamic mechanical analysis or dielectric spectroscopy 
methods.134, 140-151  Majority of these studies concentrated on the relation between PEEK 
semi-crystalline morphology, glass transition and sub-glass relaxations.  Bulk 
crystallization of PEEK has been found to be similar to that of poly(ethylene 
terephthalate) (PET) where polymer crystallites influence the amorphous regions of the 
matrix.152  Therefore, semi-crystalline phase and amorphous phase of PEEK are found 
to be strongly related and interconnected.   
PEEK presents unique relaxation behaviors in sub-Tg, post-Tg, and even at Tg 
regions.142, 145-148  Sub-Tg relaxation of PEEK represents the broad β-relaxation (-
100°C–50°C) and the localized γ-relaxation that is observed as a shoulder at the lower 
temperature end of β-relaxation (around -125°C).  Sub-Tg γ-relaxation is suggested to 
originate from the uncorrelated wagging of polar bridges along the polymer bridges as 
proposed by Jonas and Legras.146  The β-relaxation corresponds to a wide distribution 
of relatively short-range motions which reflects the constraining influence of the 
crystallites on the amorphous-phase motions in the vicinity of crystal-amorphous 
interphase.  Studies by David and Etienne demonstrated that the β-relaxation is 
comprised of two overlapping components, β1 and β2.145  dynamic mechanical 
relaxation studies in amorphous and cold-crystallized PEEK demonstrated that the 
magnitude of β2-relaxation is enhanced for semi-crystalline samples, which appears to 
present the relaxation of the amorphous phase constrained by the crystalline regions.  
Subsequent dielectric relaxation studies show that this second component does not 
  149
correspond to a separate relaxation but reflects the influence of water as a plasticizer 
where the relaxation magnitude increases with increasing water content.  However, both 
methods indicate that β-relaxation shows a broad response and is sensitive to the 
presence of crystalline morphology. 140, 141, 145, 147, 153 
Glass-rubber relaxation, α-relaxation, of PEEK also demonstrates strong 
dependence to the crystalline morphology of the polymer.140, 141, 143, 146, 147, 150, 153  In the 
α-relaxation region, completely amorphous PEEK exhibits a dramatic decrease in the 
storage modulus and a sharp narrow loss tangent (tan δ) peak.  Whereas the semi-
crystalline PEEK introduces an increase in the storage modulus value and an additional 
relaxation process as a broad shoulder on the high temperature side of the loss tangent 
peak, presenting an upwards shift by as much as 15°C.  Increase in the modulus is 
accompanied by the self-reinforcing of PEEK by its crystalline domains and the 
additional relaxation at the higher temperature side is described by the constraint 
imposed by the crystalline phase on the amorphous domains.  Besides the broader 
relaxation temperature and an additional relaxation, semi-crystalline PEEK presents a 
disproportionate reduction in relaxation intensity as well.  This decrease is explained by 
the existence of “rigid amorphous-phase” which is immobilized by the constraining 
crystalline phase across the glass transition region.  Difference in the relaxation 
behavior of amorphous and semi-crystalline PEEK is well described by Jonas and 
Legras as well as Krishnaswamy and Kalika.146-148  In this section, our work is devoted 
to investigate and understand the effect of unusual mesomorphic characteristics of fatty 
acid salts on the relaxation behavior of PEEK.  
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4.3.2.1 Behavior in the Glass Transition Region 
Storage modulus and loss tangent measurements of the PEEK-metal soap 
composites are displayed in Figure 4.7.  Earlier studies on completely amorphous PEEK 
demonstrate that the storage modulus presents a rapid increase right after Tg due to cold 
crystallization of the sample during the DMA measurements.147, 148  Figure 4.7 presents 
a gradual decrease in storage modulus after 150°C, typical for semi-crystalline PEEK.  
However, our samples are made by quenching them from melt in a cold press, and 
therefore, unlike annealed samples which are isothermally crystallized at particular 
temperatures, a second decrease in storage modulus due to low temperature melting is 
not observed in our samples.  Similarly, DSC measurements do not show two distinct 
melting behaviors either.  Thus, our samples do not present any double melting 
behavior.  A considerable discussion on the double melting behavior of PEEK and its 
origin have been reported and investigated by several authors.154-157 
 Storage moduli of resultant composites present significant variation from that of 
the virgin PEEK.   CaSt2 modified PEEK composites show a reduction in storage 
moduli whereas incorporation of NaSt increased the storage modulus.  In addition, 
similar to the results from DSC and WAXS, changes with CaSt2 are not gradual.  At 
temperatures below room temperature (~25°C), storage modulus of the material is 
reduced with the addition of 5wt% and 15wt% CaSt2 and it is relatively unchanged once 
10wt% CaSt2 is added.  Above the room temperature, but before the glass-rubber 
relaxation, a gradual decrease in storage modulus is observed and all composites 
demonstrate significantly lower storage modulus than that of the virgin PEEK.  PCa10 
and PCa15 samples also present additional decrease around 100°C which correspond to 
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their thermal transitions observed in DSC in Figure 4.1 and Figure 4.2.  The interaction 
of the salts with the polymer backbone results in distinct co-assemblies of particles by 
which at certain concentrations a stiffer material can be obtained. Although, the change 
in the storage modulus was not as high as one would attain in ionomers with the 
addition of fatty acid salts, the synergistic effect of CaSt2 reaches an optimum 
concentration between 10% and 15%, beyond which agglomeration begins and co-
assembled morphology no longer dominates the physical response. 
NaSt stiffens the PEEK matrix slightly when 5wt% of NaSt is introduced, and 
significantly for 10wt% composites of PEEK-NaSt.  Once the concentration reaches 
15%, it becomes difficult to mold the samples without forming voids.  Therefore, the G′ 
of the PNa15 sample is significantly lower than all of the composites and virgin PEEK.  
Once the samples are heated above the glass transition temperature, storage moduli of 
all samples plateau to the same value.  This suggests that the composite properties are 
dominated by the PEEK matrix beyond the major thermal transition of metal stearates 
around 100°C.  In addition, observing distinct phase transition peaks of metal stearates 
indicates that there exists a two phase system which presents composite like behavior at 
low temperatures and matrix dominated behavior at higher temperatures.  This implies, 
there exists a composite formation with two distinct co-continuous phases.   
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Figure 4.7  Dynamic mechanical results for PEEK-Metal soap composites.  (a) 
Storage modulus, G′, (b) loss modulus, G″, and (c) tan d are plotted as a function of 
temperature.  Storage modulus is plotted in linear scale to emphasize the effect of metal 
soaps on the dynamic mechanical properties of the resultant material.  Inset in (c) 
magnifies the sub-Tg temperature range between 0°C and 150°C.  Measurements were 
collected in bending mode with single cantilever geometry, frequency: 1Hz, amplitude: 
5µm. 
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Completely amorphous PEEK presents a single, sharp and narrow peak around 
150°C with a strong magnitude of tan δ (~4).  However, magnitude of the tan δ of semi-
crystalline PEEK is significantly lower, the peak is wider and a bimodal relaxation 
behavior is observed, where the first relaxation is between 150°C and 200°C and the 
second relaxation peak extends to temperatures around 250°C.146-148  Loss tangent (tan 
δ) measurements of the PEEK-metal soap composites display typical relaxation 
behaviors of semi-crystalline PEEK as discussed.  The reduction in loss tangent 
intensity and the increase in breadth of the peak have been investigated by 
Krishnaswamy and coworkers and these changes are attributed to the presence of 
crystallinity in the material.148  As the crystalline domains confine the amorphous 
phase, the mobility of the amorphous domains is reduced and a “rigid” amorphous 
phase is introduces.  The presence of the constrained amorphous phase generates wider 
temperature range for the relaxation process and also retards the relaxation process 
resulting in a secondary relaxation above 200°C.  Addition of metal soaps does not 
affect the position of the first relaxation peak, but it slightly changes the magnitude of 
tan δ.  Intensity of tan δ is relatively unaffected for the PEEK-CaSt2 composites and it is 
decreased for composites with PEEK and NaSt.  As discussed earlier, the reduction in 
intensity can be explained by the increase in crystallinity of the samples (due to 
constraints).  In our case, changes in the intensity do not precisely follow the variation 
in percent crystallinity values, which suggests that the mobility of PEEK molecules is 
affected through the cooperative motion by the presence of metal soaps and a 
synergistic effect between PEEK and metal soaps.  However, the drastic change in the 
PNa15 sample corresponds to the void formation during molding procedure.  The 
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second relaxations observed in loss tangent plots correspond to the primary melting of 
PEEK molecules which is also affected by the surrounding metal soap phase.  As 
opposed to CaSt2, which forms a solid-like gel, NaSt liquefies; thus, higher mobility of 
NaSt molecules shifts the second relaxation in loss tangent to the lower temperature 
side.  Relaxation of PEEK composites observed beyond 250°C will be discussed in the 
next section in conjunction with rheological behavior of composites.   
A comparison for the glass-rubber relaxation intensity for PEEK-metal soap 
composites is provided in terms of reduced modulus (log G′/log Go′) plotted against 
reduced temperature (T/Tg) in Figure 4.8.  This correlation was used to provide a 
qualitative indication of the relaxation strength for the samples with different fractions 
of crystalline domains.  It was shown by Krishnaswamy and Kalika that the reduced 
modulus presents a systematic reduction across the glass transition region owing to the 
increase in crystalline fraction in samples.148  In our samples, the first incremental 
decrease in the reduced modulus is observed below the glass transition temperature.  A 
reduction in this temperature region is not correlated with crystallinity of samples, but it 
is an effect of phase transitions of metal soaps.  The onset of softening temperatures for 
both CaSt2 and NaSt falls approximately at 50°C and another drop in modulus is also 
observed around 120°C.  However, even though both NaSt and CaSt2 exhibit 
thermotropic transitions at that range, the reduction in modulus is greater in composites 
with CaSt2.  This implies that the CaSt2 forms a discrete secondary phase in PEEK 
whereas NaSt generates a co-phase with PEEK. 
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Figure 4.8  Reduced modulus (log G′/log Go′) versus reduced temperature (T/Tg) 
plot is displayed for PEEK-metal soap composites.  Sub-Tg region is magnified in the 
inset. Solid arrows in the inset show metal soap phase transitions.  Dashed arrow in the 
inset shows the direction of increasing concentration of metal soaps. 
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A second reduction in modulus is also observed across the glass transition 
region.  However, the change in the crystalline fraction of PEEK composites is 
relatively small; therefore, the incremental drop in the modulus in this region is 
attributed to the presence of softened metal soap co-assemblies which facilitate the 
relaxation of the rigid amorphous domain between Tg and melting of crystals in the 
composites.  These transitions are due to the phase transitions correspond to the 
conformational changes of the metal cation-aliphatic ion clusters of metal stearates 
where the PEEK-CaSt2 composites present stronger deviation.  Higher intensity of 
relaxations in this region for PEEK-CaSt2 composites can also be observed in the inset 
of Figure 4.7c.  Observation of stronger individual relaxations for CaSt2  suggests that 
the interaction between PEEK backbone and CaSt2 is low.  Even though the bulk NaSt 
showed multiple phase transitions, two of which were around 100°C and 250°C, the 
conformational changes in NaSt are not seen easily in the composites.  Considering the 
NaSt has a significant stiffening effect and less pronounced bulk relaxation intensity, 
interaction between PEEK and NaSt may be more eminent. 
4.3.3 Rheology 
4.3.3.1 Enhanced Processing – Melt Flow Index 
Metal soaps are known to affect the melt flow when they are incorporated in a 
polymer matrix. Makowski and coworkers showed a 3 fold increase in the melt index of 
EPDM ionic polymers stabilized with zinc ions with the incorporation of zinc stearate.  
Comparable enhancements were also displayed for various metal counter ion-metal 
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stearate mixtures103, 104.  Similar to their findings, Riley showed the enhanced 
processing of poly(vinyl chloride) with the addition of minor amounts of calcium 
stearate, though this system is devoid of strong ionic interactions as in EPDM.114  In a 
similar vein, our earlier work demonstrated a dramatic increase in the melt index of iPP 
with the addition of CaSt2.  Our results indicated that as the gravimetric weight is 
increased the melt flow index is also increased due to a likely particular morphology 
attained by the co-assembly of CaSt2 and iPP.131  
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(a)      (b) 
Figure 4.9 Melt flow rates of (a) PEEK-CaSt2 and (b) PEEK-NaSt composites.  
Measurements are done at 390°C.  
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Correlatively, incorporation of CaSt2 and NaSt enhanced the processibility of 
highly viscous PEEK. Figures 4.9a and 4.9b demonstrate the change in melt flow rate 
(MFR) with respect to CaSt2 and NaSt concentrations, respectively.  MFR of neat CaSt2 
increases with higher gravimetric weights.  Thus, shear stress has significant effect on 
the flow characteristics of CaSt2.  In contrast, shear stress is less effective in virgin 
PEEK’s flow.  Once CaSt2 is incorporated to the PEEK matrix, composites demonstrate 
abrupt and dramatic increase in MFR.  First thing to note is that the flow of composites 
is susceptible to change in gravimetric weight akin to CaSt2.  A more interesting 
outcome is the effect of CaSt2 on composite materials’ flow.  PEEK-CaSt2 composites 
display a considerably higher MFR than virgin PEEK and neat CaSt2.  Conventional 
reinforced composite materials utilize the behavior of each constituent and result in an 
average material property that falls in between the properties of individual parts.  Here, 
on the other hand, PEEK-CaSt2 composites do not follow any traditional composite 
theories.  This synergistic behavior suggests two possible mechanisms: (i) there is a 
strong interaction between PEEK chains and CaSt2 molecules where the interaction 
reduces the molecular friction between PEEK chains and results in enhanced melt flow; 
(ii) PEEK and CaSt2 form co-assembled domains with a particular morphology which 
promotes higher flow rate at high shear stress.  PEEK is a polar macromolecule but 
PEEK and highly ionic CaSt2 are not expected to have strong interactions like in 
EPDM-metal salt systems.  For instance, Muthukumar and his colleagues investigated 
the polymer-salt mixtures for the case of polyelectrolyte solutions with monovalent and 
divalent salts.158  They showed that the interaction between the divalent cations and 
polyelectrolytes is more profound than the solutions with monovalent cations. They 
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calculated that the radius of gyration of the polyelectrolytes decreases significantly with 
increasing divalent cation concentration. Their results present that the interaction 
between the highly ionic polymer backbone and the ionic divalent cations exhibit a 
bridging effect which makes the interaction much stronger than with the case of 
monovalent cations. However, their simulations only covered the low concentration 
regime and their studies did not present any data above the overlapping concentrations, 
besides they point out the fact that the system dynamics become very slow at high 
concentrations.  However, PEEK backbone is hardly ionic and, in fact, ATR-IR 
measurements on the thin films of PEEK-metal soap composites given in Figure 4.9 
suggest that these composites do not present any strong ionic interactions.  
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Figure 4.10 ATR-IR absorption spectra of pure CaSt2, virgin PEEK and PEEK-
CaSt2 composites.  C=O stretching vibrations were not affected by the introduction of 
CaSt2.  Measurements are done at room temperature. 
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Figure 4.11 ATR-IR absorption spectra of pure NaSt, virgin PEEK and PEEK-
NaSt composites.  C=O stretching vibrations were not affected by the introduction of 
NaSt.  NaSt fingerprint is more prominent in PNa10 samples that have 10% NaSt in 
their composition.  Measurements are done at room temperature. 
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Thus, formation of a characteristic morphology is more likely and previous 
studies on CaSt2 discussed the mesomorphic merit of CaSt2 where it tends to form 
highly ordered, co-continuous bilayers.  Calcium stearate is one of the divalent metal 
stearates that forms a gel-like phase and does not show a true liquid behavior above its 
so called melting, but a true softening point.  Even though it is gel-like phase, a co-
continuous co-assembly formed by PEEK and CaSt2 provides higher MFR in 
composites. 
Measuring the MFR of sodium stearate was not trivial since NaSt melts and 
forms a very low viscosity liquid above 250°C.  This has been limitation in our study to 
characterize the MFR of neat NaSt at 390°C.  Although the MFR of NaSt is not 
reported here, a similar behavior as in CaSt2 is expected since NaSt also forms a 
lamellar morphology at elevated temperatures.86  Parallel with the results of calcium 
stearate, Figure 4.9b demonstrated that NaSt also enhances the processibility of PEEK 
by increasing the MFR of the composite blends by more than 5 fold.  However, NaSt 
does not provide any enhancement at low gravimetric weights resulting in same MFR 
value for virgin PEEK and PEEK-NaSt composites.  At higher gravimetric weights, 
MFR is enhanced with the addition of NaSt to levels comparable with PEEK-CaSt2 
composites.  Again, the dependence on gravimetric weights, i.e. shear stress, is 
surprising and it suggests a morphological change with varying shear stress in the 
material.  
During the melt flow measurements, an importation behavior of the metal soaps 
was observed, that is, the total volume of the materials expand tremendously, and 
quickly, with the incorporation of metal soaps.  As far as our literature survey is 
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concerned, the volume expansion behavior was not reported in the literature before.  
However, it is an important fact and the thermotropic behavior of metal soaps suggests 
that it is related to the conformational changes of the aliphatic chains in metal soap 
structure.  Kovalenko et al. explains the thermotropic behavior of potassium and 
sodium stearates, change in the conformational chain arrangements of the aliphatic 
groups as the temperature is altered.  Their work suggests that, at high temperatures, 
“chain melting” occurs and conformational chain rearrangements increase the average 
cross-section of chains and shortening of aliphatic chains and the chains “stand up”, as 
they suggest, to a direction normal to the plane of the bilayer structure.  As observed 
with other alkaline metal soaps, the rearrangement increases the interfacial space as the 
material changes its phase from a crystalline state to anisotropic melt in the temperature 
range of 100°C – 130°C.  As the temperature is raised further, the cooperative discrete 
rearrangements of the ionic bilayer structure changes by increasing the space between 
carboxylate ions and metal ions.  Earlier discussion of this phenomenon suggests that 
the large expansion in volume is related to the carboxylate ions rearranging into 
conformations with increased interfacial space. 
4.4 Melt Rheology 
Rheological behavior of a polymer melt or a polymer composite melt is critical 
in understanding the fundamentals of processing of the material, its solidification and 
notably its structure.  From the dynamic frequency sweep experiments of PEEK-metal 
soap composites the storage modulus G′ and the loss modulus G″ data for the resultant 
materials are plotted in Figure 4.11.  Virgin PEEK presents a typical viscoelastic 
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behavior, where G″ is higher than the corresponding G′, and both moduli decrease with 
decrease in frequency.  A crossover point between G′ and G″ is not observed at the 
frequency limits of our instrument.  Regarding the molecular weight of virgin PEEK 
(Mw: 50,000 g/mol133), G′ and G″ values of our virgin PEEK sample is similar to the 
experimental values obtained by Yuan et al. for a similar molecular weight range.134   
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Figure 4.12  Storage modulus G′ (filled symbols) and loss modulus G″ (open 
symbols) data of (a) PEEK-CaSt2 composites and (b) PEEK-NaSt composites are 
plotted as a function of angular frequency (ω).  The measurements were collected at 
380°C, under nitrogen atmosphere. TA Instruments, AR2000 rheometer with parallel 
plate geometry was used. Specimens are at 1% strain. 
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Neat CaSt2 demonstrates a typical solid-like behavior: G′ is higher than G″ for 
all frequencies and G′ is nearly frequency-independent.  This suggests that at an 
elevated temperature (380°C) above it softening point, CaSt2 behaves like a solid rather 
than a liquid.  In addition to the solid-like behavior, both G′ and G″ values of CaSt2 is 3 
orders of magnitude greater than those of Virgin PEEK.  Storage modulus of neat CaSt2 
is relatively high, being on the order of 105Pa in its melt state.  This kind of high storage 
modulus in the melt state is observed in material systems which have strong ionic 
interaction of dipole-dipole interactions in the backbone of the macromolecule.  One 
example to such system is polyacrylonitrile (PAN) which presents very high melt 
viscosity (>100,000 Pa.s) as well as high storage modulus in melt (>10,000 Pa) that is 
constant in the whole frequency range.159  It is suggested that the dipole-dipole 
interactions between the nitrile groups creates a large and strong order in the PAN 
system, thus, leading to high viscosity and storage modulus in melt.  Another example 
of a system that presents a G′ plateau is linear polyethylene which is synthesized using 
single centered-catalysts like chromium and vanadium catalysts that result in broad 
molecular weight distributions, thus a broad relaxation time spectrum.160, 161  Therefore, 
a plateau modulus in the whole frequency range can be function of either intermolecular 
ionic interactions or broad molecular weight distribution in the molecule.  Since CaSt2 
is a small molecule, high storage modulus (and also high viscosity given in Figure 4.13) 
of CaSt2 indicates that the CaSt2 molecules have strong ionic interactions.   
High storage modulus of neat CaSt2 explains the higher G′ and G″ values of the 
PEEK-CaSt2 composites observed in Figure 4.11a.  However, increase in relatively low 
when compared to the modulus of CaSt2 which suggests that the melt state properties 
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are governed by the continuous phase formed by the PEEK matrix.  Yet, PEEK-CaSt2 
composites do not display a typical viscoelastic behavior: Rather, a crossover point of 
G′ and G″ is observed which suggests that the composites present traces of metal soaps 
and demonstrate solid-like behavior at high frequencies.  Another interesting result is 
the non-gradual variation in G′ and G″ across the CaSt2 concentration range where 5% 
and 10% CaSt2 modified PEEK show almost same results.  PCa15, on the other hand, 
presents higher G′ and G″ then virgin PEEK, PCa5 and PCa10.    
Figure 4.11 also displays a behavior of loss modulus, G″, that is not typical to 
heterogeneous mixtures which comprise a continuous matrix phase and a discrete 
secondary phase.  The response of the loss modulus suggests that the metal soap, as a 
secondary phase, forms a co-continuous or percolated morphology in the matrix.  
However, the similarity between the viscoelastic response of the composites and the 
PEEK indicates that the composite properties are still dominated by the PEEK matrix. 
Similar to the PEEK-CaSt2 composites, PEEK-NaSt composites also present 
higher G′ and G″ values with increasing NaSt concentration.  Once again, the data 
obtained from 5% and 10% NaSt do not show any significant variation.  A similar 
behavior observed in metal soaps with different molecular architecture suggests that 
there is a concentration threshold between 10% and 15%, above which the composite 
behavior changes. 
The loss tangent plots given in Figure 4.12 present any existing localized 
motions in the material at high frequencies or cooperative motions of the molecules at 
low frequencies.  Neat CaSt2 does not show any cooperative motions in the whole range 
of frequencies suggesting that the phase transitions in CaSt2 are related to the 
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dissociation of molecules rather than any cooperative motions among the molecules.  
For, CaSt2 molecules do not have long chains to present any short- or long-range 
cooperative motions.  Virgin PEEK and PEEK-CaSt2 composites present cooperative 
motions at low frequencies suggesting that the continuous and dominant phase in the 
resultant material is PEEK and the resultant material act more like a composite system.  
However, PEEK-NaSt composites behave different than virgin PEEK, suggest that NaSt 
may have phase separated from the matrix and dominate the response.  Besides, it is 
unlikely to have the NaSt as the continuous phase at these low filler concentrations.  
NaSt may have phase segregated and bloomed to the plate surface presenting a wall slip 
condition where NaSt filler dominates the response.  Besides, generally, showing a low 
loss tangent values suggest good elastic recovery, whereas higher values indicate 
viscous behavior.  Higher loss tangent values for PEEK and PEEK-CaSt2 composites 
suggest a more viscous nature of these systems as compared to neat CaSt2 and PEEK-
NaSt composites.  Also, a decrease in the loss tangent at low frequencies, as well as a 
plateau in G′, is indicative of elastic behavior arising from physical network formation 
which is observed in neat CaSt2 and PEEK-NaSt composites.  Regarding the ionic 
characteristics of metal soaps and high polarity of PEEK, CaSt2 and NaSt molecules 
have strong ionic interactions to form co-continuous networks of CaSt2 and NaSt.   
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Figure 4.13  Loss tangents (tan δ) of PEEK-metal soap composites are plotted as 
a function of frequency (ω).  The measurements were collected at 380°C, under 
nitrogen atmosphere. 
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Figure 4.13 displays the logarithmic plots of viscosity as a function of angular 
frequency for all materials at 380°C.  In the frequency range below 100rad/s, η* of neat 
CaSt2 is always greater than the virgin PEEK and the PEEK composites.  Complex 
viscosity, η*, of a viscoelastic material reaches a steady-state (Newtonian) condition as 
the frequency reaches zero.  Viscosity, η*, of virgin PEEK and PEEK composites 
demonstrate a steady-state behavior at low frequencies where virgin PEEK, PCa5, 
PCa10, PNa5 and PNa10 reach steady state behavior below 2x10-1 rad/s.  However, 
neat CaSt2 presents a linear decreasing trend (in log scale) in the whole frequency 
range, without showing any steady-state behavior.  As discussed Yoshikawa et al. for 
ionomers, increase in viscosity with decreasing frequency indicates strong self-
association of ionic groups, in this case in clusters of CaSt2, which leads to the 
formation of ionic networks of CaSt2.162  
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Figure 4.14  Complex viscosity, η*, versus angular frequency (w) data of PEEK 
composites are plotted.  The measurements were collected at 380°C, under nitrogen 
atmosphere. 
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It is important to know the steady-shear viscosity of the polymer of interest 
because small changes of material structure express themselves most sensitive in the 
steady-shear stress.  Since we know the relation between the complex viscosity and 
frequency, it can be converted to steady-shear viscosity assuming that Cox-Merz163 
relation is valid for PEEK and its composites with metal soaps.  Cox-Merz rule states 
that, for many polymer melts and solutions, the shear viscosity as  a function of shear 
rate is almost identical to the complex viscosity as a function of frequency.  Within the 
accuracy of Cox and Merz’s experiments, these two values are practically identical (i.e. 
for polystyrene melts): 
)(*)(    with )(
       (4.1) 
Similarly, a slight rearrangement of the classical Cox and Merz rule indicates 
that the oscillatory complex modulus, G*(ω), and the shear stress value of steady-state 
shear flow, )(
 , are identical in many aspects.  First, stress values are obtained by 
multiplying the steady shear viscosity with shear rate as given in Equation 2 and then, 
in Equation 3, the complex viscosity value is multiplied by frequency to obtain complex 
modulus: 
)()(
             (4.2) 
)(*
*
)(*  G
G 



       (4.3) 
This representation shows that the angular frequency, ω [rad/s] is equal to the 
shear rate 
  [1/s].  this relation gives a meaning to the complex modulus, G*(ω), which 
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becomes the linear viscoelastic equivalent of the steady shear stress, τ.164  Figure 4.14 
presents the complex viscosity, η*, plotted against complex modulus, G*.  This plot 
demonstrates the dramatically high viscosity of neat CaSt2 which extends to infinity at 
low shear stresses, and decreases rapidly at high shear stresses, even becoming lower 
than the viscosity of virgin PEEK.  PEEK-metal soap composites follow an interesting 
behavior with the addition of CaSt2 and NaSt.   The non-linear variation of complex 
viscosity with respect to complex modulus suggests the non-Newtonian behavior of 
composites.  With the addition of both metal soaps, a significant increase in viscosity is 
observed at low shear rates.  At higher shear rates, on the other hand, both composites 
display a steep decrease in viscosity, catching up with the virgin PEEK.  However, 
PEEK-NaSt composites become less viscous at relatively lower shear rates when 
compared to the PEEK-CaSt2 composites.  The steep negative slope in the viscosity-
modulus curves of PEEK-CaSt2 composites suggests that the viscosity of melt PEEK-
CaSt2 system can be lower at higher (higher than the limit of these measurements) shear 
rates.   
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Figure 4.15  Complex viscosity, η*(ω), versus complex modulus, G*(ω), data is 
plotted.  The correlation given in this plot explains the viscosity of composites as a 
function of shear rate.  The measurements were collected at 380°C, under nitrogen 
atmosphere. 
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Such η*(ω) - G*(ω) plots are also important for observing the yield shear stress 
behavior of the materials.162, 165  A sharp upturn in η*(ω) at low G*(ω) indicates the 
presence of yield stress, which generally exists in immiscible and filled polymer 
systems.  Viscous flow in a material occurs only when the applied stress exceeds a 
critical value, the yield stress for viscous flow in material, τy.  In that case, viscosity 
becomes infinite at the yield point, when the viscosity, η*, is plotted against shear 
stress, τ.163  Neat CaSt2 shows an upturn of η*(ω) which suggests the possible existence 
of a yield stress.  This is also indicative of strong self-association in the bulk material, 
CaSt2.  PEEK-CaSt2 blends, on the other hand, approach Newtonian behavior at low 
G*(ω) values, which suggests the disruption of the ionic association of CaSt2 in PEEK 
matrix.162  With the disruption of the ionic interactions in CaSt2, bulk morphology of 
the calcium soap is changed and the material assembled with the PEEK chains to form a 
new morphology.  Formation of a new morphology, similar to a pseudo-network of 
PEEK and CaSt2 explains the inconsistency of changes in the resultant composites as 
the concentration of CaSt2 is varied.  Figure 4.14 also shows the dramatic increase in 
η*(ω) with the addition of metal soaps.  This is contradictory to the melt flow index 
measurements which suggests that in a tubular flow, i.e. melt flow index measurement, 
there may exist a significant contribution of wall slip effect.   
4.5 Composites Models and Prediction of Metal Soap Phase Transitions 
Storage modulus represents the storage of elastic in energy in the material.  Melt 
rheology measurements provided the storage modulus of virgin PEEK and the PEEK-
metal soap composites.  With these, it is possible to calculate the storage modulus of the 
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reinforcing additive by using appropriate composite models with suitable filler 
geometry.   
Qualitatively, the modulus of a polymer composite is expected to be 
intermediate between the modulus of the matrix polymer and the modulus of the 
reinforcing filler.  Nevertheless, quantitatively, the solution is more complex, that is, in 
addition to the modulus of the matrix and the filler as in the case of Takayanagi models, 
the composite moduli is also a function of the filler volume fraction of the filler, filler 
shape, phase morphology and phase continuity.  There are several mathematical 
relationships to calculate composite modulus besides the Takayanagi equations.  The 
key models one can find are the Kerner equation, the Davies equation, the Halpin-Tsai 
equations and the simple composite models such as Voigt and Reuss models.  Kerner 
equation will be a good model to use when the polymer matrix is glassy or semi-
crystalline and the secondary filler phase is discrete and spheroidal in shape.  Davies 
equation is more suitable for polymer-elastomer blends where both of the phases are co-
continuous in the blend.  Halpin-Tsai equations, on the other hand, are more general and 
are adaptable for a variety of reinforcing geometries, especially for discontinuous 
fillers.  The shape parameter introduced in the Halpin-Tsai model defines the filler 
geometry and adjusts the resultant composite modulus.  Contrary to our system with 
metal soaps, all of these models assume rigid filler as the reinforcement in the polymer 
matrix.  However, metal soaps soften and change phase as they are heated; therefore, 
their morphology and phase will be temperature-dependent as well. 
In this section, different composite models were utilized to the storage moduli of 
PEEK-metal soap composites and the storage moduli of the CaSt2 and NaSt fillers were 
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calculated. The Kerner equation, as given in Equation 4, was used to calculate the filler 
modulus: 
 
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where, GC is the composite modulus, GM is the modulus of the polymer matrix, GF is 
the filler modulus, ν (or νM) is the poisson’s ratio (equal to 0.5 in the polymer melt) and 
ϕ is the filler concentration.  Kerner equation resulted in negative values in the whole 
frequency range which suggests that it is not appropriate to use for this mixture.  
Halpin-Tsai equation was developed to adapt various particle geometries 
especially discontinuous fillers to predict stiffness of composites as a function of aspect 
ratio.  Shear modulus of the composite, for instance, is given as 
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.14  Here, ζ represents the filler 
geometry reinforcement parameter and is a unique function of the Poisson’s ratio of the 
polymer matrix which has different expressions for different composite moduli.  In this 
study, metal soaps are assumed to have spherical geometry. However, assuming 
spherical particle geometry and solving for filler modulus (GF) by using the Halpin-Tsai 
Equations also yielded negative results. 
Davies derived an equation,166 
5/15/15/1 )1( FVC GGG          (4.6) 
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which is useful plastics and elastomer blends that exhibit dual phase continuity.  
Following this equation and solving for filler effective modulus yields positive but non-
linear results as function of frequency (see Figure 4.15). 
In addition, an effective modulus for neat metal soap filler was calculated from 
each blend by using classical Voigt and Reuss composite models: 
MFC EEE )1(           (4.7) 
MFC EEE
)1(1  
        (4.8) 
Similar to Kernel’s and Halpin-Tsai Equations, using Reuss Model in the melt 
flow data also yielded negative effective modulus for fillers.  Voigt model, on the other 
hand, generated positive and non-linear effective moduli that increase with increasing 
frequency.  Results from the Voigt Model and the Davies Equation are plotted in Figure 
4.15.  Even though the non-linearity of the resultant plots are quantitatively erroneous, 
qualitatively, the compatibility to the Davies Equation suggests that there exists a dual 
co-continuous phase in the composites and anisotropy in the filler phase – which is 
consistent with the preferred bilayer formation of metal soaps at elevated temperatures. 
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Figure 4.16 Effective modulus plots of neat CaSt2 and neat NaSt fillers which 
are calculated from the composite modulus and virgin PEEK modulus using Davies 
Equation (dashed lines) and Voigt Equation (solid lines).  Labels indicate the composite 
modulus data that is used in the calculation of neat filler modulus: PCa5 (■), PCa10 (●), 
PCa15 (▲), PNa5 (), PNa10 (♦), and PNa15 (*).  Measured G′ data of virgin PEEK is 
given as a comparison.  
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4.6 Conclusion 
Incorporation of ionic metal soaps, calcium stearate (CaSt2) and sodium state 
(NaSt), as fillers to the polar PEEK matrix was investigated.  Thermotropic transitions 
of metal soaps generate a secondary phase in PEEK matrix.  The formation and change 
of phases affects the kinetics of packing of PEEK molecules, especially retarding the 
crystallization of PEEK.  Influence of NaSt on PEEK’s crystallinity was more 
pronounced, suggesting a stronger interaction between NaSt and PEEK backbone.  X-
ray scattering measurement of the PEEK-metal soap composites displayed the distortion 
in the crystal structure of PEEK with the addition of metal soaps which altered crystal 
growth of PEEK.  Crystal growth in the [111] direction increased while the growth in 
[110] direction is decreased.  
Dynamic mechanical analyses of the composites showed that the metal soaps 
have a stiffening affect below their major transition temperature, <100°C.  Above this 
phase transition, they soften and the PEEK matrix dominates the mechanical response 
until a second transition is observed in the metal soaps around 250°C.  Then the 
resultant materials began to stiffen again, which is also shown by the melt rheological 
measurements.  Thermotropic transitions of metals soaps were observed in DMA 
measurement, CaSt2 showing the highest relaxation, suggesting that the CaSt2 forms a 
discrete phase in PEEK. 
Melt rheological analysis of the composites revealed that the neat CaSt2 presents 
a constant plateau storage modulus in the whole frequency range suggesting strong 
ionic interaction within the CaSt2 molecules.  In addition, storage modulus of CaSt2 was 
measured to be greater than it loss modulus, which indicates a solid like behavior. 
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Composites of PEEK-metal soaps, on the other hand, displayed typical viscoelastic 
behaviors similar to the virgin PEEK, suggesting that the PEEK is dominating the 
material response. 
Morphology of metal soaps was further investigated by utilizing composite 
models on the melt rheology measurements.  Effective moduli of the metal stearate 
secondary phase were calculated by using several composite models where Voigt and 
Davies equations only resulted in acceptable solutions.  Validity of these models 
suggested that the metal stearates form bicontinuous phase in PEEK.   
 
  185
CHAPTER 5 
 
INITIAL INVESTIGATIONS IN REACTING SYSTEMS USING REACTION 
INDUCED PHASE SEPARATION  
 
In situ generated reinforcements were formed using the competition between 
crystallization and reaction induced phase separation of low molecular weight 
crystallizable solvents.  The approach is to generate reinforcements with distinct 
morphologies in thermosetting polymers through crystal growth of crystallizable 
solvents.  Reaction conditions that lead to suitable reinforcement were indentified in 
selected compounds.  Crystallization behavior and miscibility of dimethylsulfone 
(DMS) in diglycidylether of bisphenol-A epoxy monomer was investigated.  Phase 
diagrams for the evolving network of thermosets were calculated in isothermal reaction 
conditions by using the Flory-Huggins theory of solution thermodynamics.  The FH-
theory was modified and used as a function of change in molar volume with respect to 
the polymer network formation.  Small angle laser scattering and optical microscopy 
were utilized to monitor phase separation and crystallization of DMS at different 
isothermal conditions during the cure process.  It is shown that DMS crystals grow 
anisotropically to form faceted geometries and demonstrate possible structures to 
anchor into the epoxy matrix.  The growth mechanism and the agility of crystals are 
shown to be affected by the cure reaction as well as depth of super-cooling.  A 
completely cured sample with 15 weight% DMS shows a broad map of rich 
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morphologies from nano-scale particles to uniformly distributed macro-scale 
discontinuous fiber-like crystals generated by adjusting the curing conditions only. 
5.1 Introduction 
A composite material consists of two or more components which has the 
properties of both its components. A typical example for a traditional composite 
material is the reinforced concrete where the steel provides tensile and torsional 
strength and the concrete brings compressive strength as well as a matrix to hold the 
steel bars together. Multi-component, heterogeneous structures of polymeric materials 
with customized physical properties have been an interest for several decades. Inorganic 
fiber reinforced composites are one of the initial methods to fabricate high performance 
polymer composites. The fiber introduced into a polymer matrix is most often glass, but 
sometimes Kevlar, carbon or polyethylene can be used. The matrix is usually 
a thermoset, like an epoxy resin, polydicyclopentadiene, polyimide or a polyolefin.  
Reinforced polymer composites are now widely used in various industries 
ranging from aerospace to consumer products.  Among different reinforcing 
mechanisms such as particle reinforcing and fiber reinforcing, fiber reinforced polymer 
composites are widely common.  Such materials may be reinforced with short fibers 
that are randomly distributed in the polymer matrix or a three-dimensional textile 
structure is used to provide a particular anisotropy to the matrix.  Textile reinforcements 
can introduce anisotropy in the desired direction by controlling the fiber orientation in 
the textile. Short fibers such as glass and carbon, on the other hand, are usually 
incorporated into the matrix in a random orientation where the resultant composite 
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material is isotropic.  In both cases, reinforcing fibers improve strength, modulus and 
dimensional stability of the matrix.  However, many intricacies occur during the 
manufacturing of composites.  Some of which include increase in process viscosity, 
difficulty in dispersing the fibers uniformly and difficulty in predicting the resultant 
material properties due to fiber breakage during compounding.  Other non-material 
related drawbacks of these systems are high energy consumption and damage in the 
machinery due to use of rigid particles.  Use of rigid fibers, i.e. glass, can also limit the 
choice of processing method.  For instance, it is not possible to use fiber reinforcement 
in conventional blow molding methods.  
The problems arising in the fabrication of fiber reinforced polymers introduced 
new concepts such as self-reinforced and in situ reinforced polymers.  Conventional 
reinforced polymers are based on larger solid reinforcements, usually fibers, where the 
mobility and flexibility of fibers are highly limited.  So far, there have been three 
prominent methods to reinforce thermosets during the processing of the material.  First 
one is the mechanical dispersion of additives such as thermoplastic polymers, low 
molecular weight organic compounds, carbon nanotubes, liquid crystalline polymers or 
silica derivatives.  These compounds may be either miscible or immiscible with the 
polymer resin.  Second method is to use a liquid crystal polymer backbone and form 
anisotropic structures under external force fields.  Third approach utilizes the formation 
of particles (reinforcements) inside the polymer through phase separation mechanisms 
during the synthesis or processing of the material.  Reaction induced phase separation 
(RIPS) and thermally induced phase separation (TIPS) mechanisms have been widely 
used techniques to form reinforcing domains in the resin.  Ordered structures of linear 
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or block copolymers of thermoplastics are formed in small scales, during the 
polymerization of thermosets, in which they are incorporated.167-170  Therefore, using a 
reinforcement that is in liquid phase during processing and becomes a solid after the 
process will be highly advantageous.  This requires that the reinforcement will have 
normal flowability at process temperatures and forming rigid domains upon 
solidification of the reinforcement at a later stage during processing.  Inorganic fibers 
such as glass and carbon cannot provide such behavior since they are not miscible with 
the polymer resin and their melting temperatures are significantly higher than the 
degradation temperatures of all the conventional polymers regardless of being a 
thermoplastic or a thermoset. 
Thermoset matrix composites comprise an important class of engineering 
materials in a variety of industries.  Discontinuous or chopped fiber-reinforced polymer 
matrix composites are attractive as the discrete fibers impart enhanced stiffness and 
strength acquired beyond that which the polymer matrix can provide.  Therefore, they 
are commonplace in many applications today, ranging from marine, to automotive, to 
sporting goods.  However, as discussed above, the major drawbacks of this reinforcing 
strategy include increased process viscosity by the addition of the rigid 
reinforcements.20, 21  Final composite performance can also be affected detrimentally as 
the fibers themselves can fracture during processing, i.e. extrusion or molding.171-173 
As the need for lower energy consumption amplified, the subject of in situ 
reinforced polymers became an active area of research where both thermoset and 
thermoplastic materials have been investigated.174-177  For the case of thermosetting 
polymers, in situ formed liquid crystalline thermosets (LCT) have seen a vast amount of 
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interest in the last few decades.  Following the introduction of crosslinked liquid 
crystalline (LC) materials in 1969 by DeGennes178, LC thermosets have been 
investigated179, 180180 to tune physical properties such as diffusion 181, coefficient of 
thermal expansion182 and fracture toughness.183  The chemistry to form a liquid 
crystalline cross-linked network requires specific epoxy monomers to impart the rigid 
LC phase as the reinforcing domain.177, 179, 184  Even though improved processability 
and mechanical response were achieved, the reinforcing options were limited with 
anisotropic structures due to the alignment of the LC domains under a force field and 
the selective chemistry of the LC domains.119, 174, 177, 180  In addition, development of 
anisotropic reinforcement in LC composites requires an application of external force 
field during curing.179  LC domains have little aspect ratio when cured in quiescent 
conditions.  The requirement of an external force field, such as electric, magnetic or 
shear, to generate anisotropy, indicates a practical limitation to mass production, in 
addition to imparting non-uniform orientation with increased thickness of the sample.177  
The generated LC phase is fixed in the network during the cure reaction; thus, the level 
of anisotropy depends on the thermal cure conditions and applied force fields.184  
Besides the practical limitation due to external force field dependence, LC based 
reinforcements are limited to only fibrillar morphologies.  However, a complete 
morphological map consisting of rectangular, fibrillar, and spherical domains should be 
provided in order to attain diverse properties. 
Compared to the limited reinforcing morphologies generated by LC domains, it 
is known that LMW organic compounds form needle-like, dendritic, and small sphere-
like but faceted crystals.185, 186  There have been studies on the isothermal crystallization 
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of compounds dispersed and crystallized in glassy polymers such as polystyrene.  These 
studies showed that the rheological properties of thermoplastic polymer resin can be 
affected by the crystal nucleation and growth during processing.  However, in the case 
of thermoset polymers, in addition to the rheological properties of the polymer, 
crystallization and thermoset network formation are interrelated.  There are very few 
studies in the literature where LMW crystallizable solvents were dispersed in 
thermosets.187  These studies concentrate on the network formation and filler dispersion; 
nevertheless, potential morphologies due to the crystallization of the low molecular 
weight solvent were not investigated.  
A relatively new method that was introduced by our Group incorporates the use 
of low molecular weight crystallizable solvents to generate in situ reinforced 
polymers.94  The initiative investigates the potential use of crystallizable solvents as a 
means to provide distinct reinforcing domains in thermosets.  The approach involves 
introducing a LMW organic additive that melts and becomes miscible with the resin 
before the cross-linking in the matrix.  At this early stage, earlier efforts in our group 
demonstrated that the resin (either a thermoset123 or a thermoplastic95) has a lower 
viscosity than that of the unmodified resin.  Thereby, the processability of the resin can 
be enhanced.  As the resin is allowed to polymerize, the evolution in the molar mass of 
the polymerizing network changes the solubility of the forming network.  This change 
creates a mismatch between the LMW compound and the network where the LMW 
additive phase separates from the blend.  By selecting a LMW compound with a 
crystallization temperature in the vicinity of the curing temperature window of the 
epoxy resin, competition between phase separation and isothermal crystallization can be 
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achieved.  This competition can lead to formation of composites containing a broad 
range of reinforcement morphologies.  If the crystallization is possible, then the phase 
separation will be followed by or concomitant with crystallization.  In the end, discrete 
crystals of the LMW compound that are grown and embedded within the polymer 
network can be produced.  
In this particular project, LMW organic compounds are selected to phase 
separate in the epoxy matrix and form crystals with a variety of rich morphologies by 
tuning the reaction conditions and solution properties.  The aim in this project is to 
provide insights into the in situ generation of reinforcing morphologies by focusing on a 
model material system.  The emphasis will be on the morphologies obtained by 
allowing dimethylsulfone (DMS) to undergo phase separation and subsequent 
crystallization inside a thermally curing epoxy network formed by diglycidyl ether of 
bisphenol-A and m-phenylenediamine. 
5.2 Materials and Methods 
5.2.1 Materials 
Epoxide oligomer, diglycidyl ether of bisphenol-A (DGEBA) resin (185-192 
g/equivalent epoxy), was supplied by Resource Resins Inc.  The thermoset networks 
were formulated by using an aromatic cross-linker, 1,3-phenylenediamine (m-PDA) 
(CAS:108-45-2, Aldrich, >99+% purity) crosslinking agent. DGEBA and m-PDA can 
be reacted in a temperature range of 50°C to 150°C to form an epoxy network.  
Dimethylsulfone (DMS) (CAS: 67-71-0, Aldrich, 98% purity) was used as the low 
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molecular weight crystallizable solvent. In its pristine condition, DMS crystallizes at 
two temperatures, 66°C and 74°C. mPDA and DMS were purchased from Sigma-
Aldrich Chemicals.  The properties and structures of the chemicals are given in Table 
5.1 and Table 5.2, respectively. 
 
Table 5.1  Properties of materials. 
Chemical 
Name 
Molecular 
Weight 
(g/mol) 
Density at 
25°C (g/cm3) 
Melting 
Temperature 
(°C) 
Solubility 
Parameter 
(MPa1/2) 
DGEBA 350 1.16 N/A 18.5 
mPDA 108.14 1.139 61 N/A 
DMS 94.12 1.45 111 14.59 
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Table 5.2 Materials chemical structures. 
Chemical Name Structure 
DGEBA 
O
O O
O
1,3-phenylenediamine 
H2N NH2
 
Dimethylsulfone 
O
S
O  
 
5.2.2 Sample Preparation 
This work comprises three parts.  In the first part of this work, crystallization, 
solubility, and miscibility limit of DMS in DGEBA resin was investigated by using TA 
instruments Q200 Differential Scanning Calorimeter (DSC).  Samples were prepared in 
two steps.  First, the DMS and DGEBA were melt-blended at 120°C in scintillation 
vials until a homogeneous solution was formed.  Later, the vials were quenched in 
liquid nitrogen for 5 minutes.  Blends of 5, 10, 15, 20, and 25 weight% (wt%) DMS 
were prepared.  It is important to point out that the cross-linking agent (mPDA) was not 
added to any of these samples for the miscibility experiments. 
Following experiments were conducted to investigate the theoretical basis of the 
phase separation behavior of DMS in a curing epoxy.  Blends of DMS, DGEBA and 
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mPDA were prepared by melt blending the compounds at 120°C in scintillation vials 
and quenching the homogenous solutions for further characterization.  Polymerization 
of the networks was performed by using DSC and Fourier Transform Infrared (FT-IR) 
spectroscopy to investigate the change in the molar volume of the network with respect 
to temperature and DMS concentration to develop phase diagrams. 
Additional studies focused on the phase separation and crystallization of DMS 
during the cure reaction of epoxy.  These studies involved the use of a home-made 
small angle laser scattering (SALS) set-up, DSC, optical microscopy and scanning 
electron microscopy.  Samples were prepared in three steps. DGEBA resin and DMS 
were melt-blended at 120°C in scintillation vials.  Following a homogenous solution 
formation, cross-linking agent (mPDA) was added at this temperature under continuous 
vigorous stirring for 30 seconds.  Finally, the solution was quenched in liquid nitrogen 
for 5 minutes to minimize the curing reaction. Blends of 5, 10, 15, 20, and 25 wt% 
DMS were prepared.  All of the samples were kept at -10°C before analysis and used in 
2 days period at most.  Larger specimens were produced in scintillation vials and glass 
plaques following the same procedure given here. 
5.3 Experimental 
5.3.1 Miscibility and Crystallization Analysis 
Differential scanning calorimeter (TA Instruments Q200) was used to monitor 
the change in crystallization behavior of DMS in the DGEBA medium as well as the 
miscibility limit of the DMS-DGEBA solution.  After the specimens were prepared 
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following the previously given procedure, 5 to 10mg of sample was collected from the 
quenched mixture and each DMS-DGEBA sample was hermetically sealed in an 
aluminum DSC pan.  Two consecutive heating and cooling cycles were applied to the 
samples in the temperature range -50°C and +130°C with a constant rate of 10°C/min. 
The first heating ramps show effects of thermal histories as a consequence of initial 
preparation of the DGEBA-DMS blends.  Therefore, the miscibility and crystallization 
characterizations were performed on the cooling and the second heating ramps after 
erasing the thermal history.  Peak maxima were taken as melting and crystallization 
temperatures. 
5.3.2 Phase Diagram Calculations 
In order to control the morphology of any type of two phase materials, prepared 
via a phase separation process, the phase separation mechanism must be identified.  
From a basic thermodynamic standpoint, phase separation results from a change in the 
free energy of the system.  It can be promoted during processing either by temperature 
changes (TIPS) or by reaction induced phase separation (RIPS).  In both cases, a resin-
rich phase and a modifier-rich phase are formed.  For a binary system composed of a 
linear polymer and a miscible solvent (diluent), the free energy of mixing, ΔGm, had 
been derived independently by Flory and Huggins in the early 1940s based on the 
lattice model.56  Details of the Flory-Huggins solution thermodynamics method can be 
found in Chapter 1. 
Thermodynamic equilibrium of a system at constant pressure is described by the 
Gibbs free energy of mixing, which was derived by Flory and Huggins for linear 
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polymer and solvent mixtures.56  However, it may be applicable to thermoset polymers 
when certain assumptions are considered.59, 62, 63, 188 As given in Chapter 1, Flory-
Huggins equation can be written in terms of extensive parameters.  When n1 moles of 
polymer are mixed with n2 moles of solvent, the free energy of mixing, ΔGn, is: 
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where T is the temperature expressed in Kelvin (absolute temperature), R is the perfect 
(ideal) gas constant, ϕ 1 and ϕ2 are the volume fractions of components, 1 and 2 
correspond to the polymerizing epoxy network and the diluent (DMS in this case), and 
χ’12 is the interaction parameter expressing the interaction enthalpy between the two 
constituents, polymer and solvent.  
Following a similar approach by Mezzenga and coworkers, the free energy of 
mixing equation can be written in terms of volume fractions of the solvent and the 
polymer.59  Then the equation is divided by the overall volume to obtain the Gibbs free 
energy per unit volume, ΔGv. This can be expressed as a function of intensive 
parameters; 
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where, again, the subscripts 1 and 2 correspond to the two constituents, polymerizing 
epoxy and DMS; ϕi’s are the volume fractions; Vi’s are the molar volumes of the 
compounds; R is the ideal gas constant, and T is the absolute temperature.  In addition, 
χ12 is the interaction parameter of the two constituents and it can be expressed as a 
function of the solubility parameters. 
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where, the subscripts designate the hydrogen (h), polar (p) and dispersive (d) 
components of the solubility parameters of the two constituents, polymerizing epoxy (1) 
and DMS (2). 
The solubility parameters of a polymer will refer to its repetitive unit cell and it 
is a function of chain length; thus, molecular weight.  At a fixed concentration in 
unreactive thermoplastic polymer blends, molar volume, density and solubility 
parameter are fixed as well.  Therefore, any change in free energy is induced only by 
temperature variations.  In thermoset polymer blends, on the other hand, the molecular 
structure is evolving with network formation; thus, Gibbs free energy of mixing is also 
controlled by the reaction conversion due to the evolution of molar mass and structure.  
Reaction conversion directly affects the entropy of mixing since the molecular weight 
increases.  This results in a decrease of the entropy of mixing.  Vasquez and coworkers 
studied the evolution of the molar volume as a function of reaction conversion in 
epoxy–amine-based systems.188  They used a carboxyl terminated butadiene (CTBN) 
and epoxy–amine resin blend where the CTBN modifier is the unreactive component 
and the polymerizing network is an evolving monodisperse pseudo component.  
Unreactive components such as CTBN do not present any changes in the molar volume, 
density or solubility parameter.  The three-component system, with the constituents 
bifunctional epoxy, tetrafunctional diamine and diluents, can thus be considered as a 
thermosetting binary blend and the molar volume of the stoichiometric mixture of 
bifunctional epoxy and tetrafunctional amine, can be calculated from, 
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In Equation 2.2, p1 represents the reaction conversion of the epoxy–amine 
component, MA is the molecular weight of the amine, MEP is the molecular weight of the 
epoxy and ρ1 is the 62, 63density of the amine–epoxy mixture.  The interaction parameter 
is also a function of the molar volume.  Thus, the change in the solubility parameters of 
the curing thermoset with respect to the solubility parameter of diluents expresses the 
interaction parameter as a function of reaction conversion.  
The molecular structure of thermosets evolves throughout polymerization.  Prior 
to the gel point, thermosets are considered to be neither linear chains nor polymer 
networks, but clusters of branched high molecular weight molecules.  Therefore, unlike 
linear polymers, solubility parameter theory by Small, Hildebrand and Scott cannot be 
utilized.  Its molecular evolution makes the use of solubility parameter theories 
inappropriate to the measurement of solubility parameters in polymerizing epoxies.  
Thus, interpolative methods based on group contribution theory can be used.  These 
theories, such as Van Krevelen’s, calculate the solubility parameter of the repeating unit 
by summing the contributions of the chemical groups it contains.  In an evolving 
polymer network such as a curing epoxy, the effective repeat unit changes with time 
due to chemical reactions.  Therefore, the chemical nature and composition of the 
system should be identified as function of reaction conversion. 
As reported by other authors, group contribution theory can be used to show that 
the solubility parameter presents a significant change during the cure of epoxy-amine 
network forming systems.62, 63  In the case of small molecules like DMS, and in the case 
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of macromolecules like polymers, the solubility parameter of the epoxy-diamine system 
can therefore be calculated by utilizing molecular contribution theory as proposed by 
Van Krevelen.60  The evolution of the solubility parameter of a curing thermoset was 
modeled by Kiefer et al. and it was shown to be increasing almost linearly with reaction 
conversion.62  An isophorone diamine cured DGEBA system was investigated in a later 
study by Mezzenga and coworkers, where they observed a linear relation as well, with a 
slight deviation (~1%) from linearity.63  The tendency is expected to be universal for 
amine cured epoxies and it is small enough to be neglected.  Along these lines, 
solubility parameter of the DGEBA-mPDA systems can be assumed as such it is 
increasing linearly with reaction conversion.  Resultant change in free energy was 
calculated by accounting for a linearly increasing trend in solubility parameter and a 
corresponding change in the molar volume due to polymerization. 
5.3.3 Observation of Reaction Induced Phase Separation 
The small angle laser scattering (SALS) setup used in this investigation is 
comprised of a linear polarized laser (Uniphase 1125P, HeNe λ: 632.8nm); a polarizer 
set parallel to the laser polarization, a heating stage (Linkam TMS93) where the sample 
is placed; and an image screen to collect scattered image.  The image is captured from 
the projected scattering beams using a CCD Camera (Panasonic CCTV camera 
WVBP330).  The scattered light intensity is measured by a photodiode. A home-made 
LabVIEW protocol was used to collect all information simultaneously.  An illustration 
of the SALS setup is given in Figure 5.1. 
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Polymerization reaction of DGEBA resin and mPDA at an isothermal condition 
(50°C, 60°C, 70°C, 80°C, and 90°C) was conducted simultaneously with the 
crystallization of DMS.  The samples were collected from quenched mixtures of 
DGEBA, DMS, and mPDA that were prepared following the previously given recipe in 
Sample Preparation.  A small amount of mixture was placed between two clean cover 
slips which were then placed into a heating stage.  As the sample was isothermally 
reacted, data from scattered image, intensity, temperature, and time were captured every 
10 to 30 seconds in accordance with the rate of crystallization of DMS. 
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Figure 5.1  Small angle laser scattering set-up for the phase separation and 
crystallization characterization. 
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Optical Microscopy (Olympus BX51) was used to analyze samples after SALS 
experiments to examine the size and morphologies of the DMS crystals. Scanning 
electron microscope (Carl Zeiss EVO50 variable pressure scanning electron 
microscope) was used to investigate the broader range morphologies that were formed 
in macro-scale samples formed in plaques and scintillation vials. 
5.4 Results and Discussion 
5.4.1 Anticipated Phase Behavior 
Phase behavior of the isothermally cured epoxy-diamine binary system was 
calculated for a curing epoxy that consists of 15wt% DMS at 50°C.  Reaction 
conversion; therefore, the change in molar volume, was calculated from the DSC traces.  
Reaction conversion was calculated by measuring the enthalpy of the DSC exotherm at 
each time step and dividing it by the enthalpy for complete curing (378.3 J/g). Changes 
in the conversion and molar volume are given in Figure 5.2.  
Polymerization that was performed isothermally at 50°C brings relatively low 
reaction conversion.  Comparing the cuing kinetics of pristine epoxy and DMS 
modified epoxy reveals that the neat epoxy (pristine) that is cured with diamine without 
DMS modifier presents faster reaction kinetics.  DMS molecules in the blend reduce the 
mobility of epoxy and diamine molecules.  The pristine system, thus, shows a plateau at 
an earlier reaction time.  Even though the DMS molecules slow down the reaction 
kinetics, they do not significantly affect the extent of curing at this temperature.  
Isothermal curing at 50°C is a low temperature for the crosslinking of DGEBA and 
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mPDA, thus, the reaction conversion is limited with 60%.  However, the key point of 
this study was to determine the change in molar volume to determine the change in free 
energy of the binary system.  
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Figure 5.2 Reaction conversion with respect to reaction time (solid lines) and 
change in molar volume calculated from reaction conversion (dashed line). Reaction 
conversion for neat epoxy-diamine system shows faster kinetics. Data is obtained from 
isothermal DSC experiments conducted at 50°C. 
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Time resolved DSC experiments were used to calculate the change in Gibbs free 
energy.  Equation 1.16 was utilized to determine the free energy with respect to changes 
in molar volume and solubility parameter.  As discussed earlier, change in solubility 
parameter was assumed to be linear with increasing reaction conversion.62, 63  Change in 
free energy is plotted in Figure 5.3 where the binary blends of DGEBA-mPDA with an 
unreactive modifier DMS is presenting a negative free energy thus it is miscible at 
earlier stages of the polymerization reaction.  As the reaction conversion increases with 
time, free energy of the system evolves as well and becomes positive.  Then, the blend 
becomes immiscible with the polymerizing network when it is cured to a point beyond 
t=325min.  The time of reaction at t=325min corresponds to a polymer network 
conversion of ~17%; therefore, the blend can befall into an immiscible region at 
relatively low conversions depending on the concentration of the diluent.  
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Figure 5.3 Change in free energy of mixing was calculated by using the reaction 
conversion data from the time-resolved isothermal DSC experiments conducted at 
50°C. Epoxy-diamine-DMS blends starts with a miscible mixture at t=0min and 
immiscibility was monitored as the polymer network evolves and cures to t=790min. 
Arrow shows the increase in reaction time, thus the direction of cure.  
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Gibbs free energy plot given in Figure 5.3 was used to construct the bimodal and 
spinodal curves by using Equations 1.14 and 1.21.  Following the calculations, phase 
behavior of the DGEBA-mPDA binary system with DMS diluents was plotted in Figure 
5.4.  There are three important outcomes of this phase behavior.  First, the binary 
system demonstrates a two phase system under particular concentration and reaction 
conditions.  Second, phase separation of DMS is theoretically predicted below the 
gelation point of the curing system for an isothermal curing at 50°C.  This is an 
important outcome from an experimental feasibility point of view, since the DMS 
molecules require enough mobility to crystallize once they are phase separated.  
Observation of a two phase system below gelation point, states that the binary blend is 
still liquid like.  Therefore, molecules are relatively mobile at this phase.  Third 
significant point is the dependence of phase behavior on concentration.  Dashed lines 
show the volume fractions that we are interested in this work.  Figure 5.4 suggests that 
for higher DMS volume fractions, it is possible to see a two phase system at low 
reaction conversion.  However, as the DMS concentration decreases to 5vol%, system 
gets closer to its gelation point. Therefore, it becomes difficult to form a two phase 
system.  Thus, besides the reaction temperature, concentration of the diluent is critical 
in the phase separation process. 
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Figure 5.4 Phase behavior of DGEBA-mPDA binary system modified with 
unreactive DMS diluent. The phase behavior is for the blend that was isothermally 
cured at 50°C. Binodal and spinodal curves were calculated from ΔGv plots in Figure 
5.3. Phase separation is predicted below gelation point. Arrow on the right represents 
the direction of cure: increasing reaction conversion. Polymer volume fraction is a 
pseudo-volume fraction because polymer is evolving with time. 
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The aim of this prediction is not to prove or validate the phase separation 
behavior of DMS, indeed, it is conducted solely for a screening purpose to present that 
a system comprised of DGEBA, mPDA and DMS can phase separate at different 
temperature and concentration settings.  A good deal amount of work needs to be done 
accounting for more precise assumptions, such as molecular interactions like hydrogen 
bonding, yet this discussion is out of the scope of this work.  However, calculations to 
predict the phase behavior in Figure 5.4 clearly demonstrates that by changing the 
volume fraction of the diluents in epoxy, one can adjust the phase behavior, especially 
its kinetics. 
5.4.2 Miscibility and Crystallization Behavior 
Theoretical basis for the phase behavior of DMS in a curing epoxy was followed 
by its miscibility and crystallization studies.  In order to understand the crystallization 
behavior of DMS, miscibility and crystallization of DMS in neat epoxy were 
investigated through DSC experiments.  In these set of experiments, the crosslinker 
diamine was not used.  Miscibility and crystallization behavior of DMS was initially 
investigated only in the epoxy monomer matrix. 
Following the consecutive heating and cooling scans of the DGEBA-DMS 
blends, first cooling scans and second heating scans were used to investigate the 
miscibility and crystallization behavior.  Figure 5.5 presents the first cooling scans of 
DGEBA-DMS blends.  First point that should be pointed out is that the DMS compound 
in its pure state can crystallize.  This is an important result because further along our 
studies with crystallizable solvents and low molecular weight organic crystals we 
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ascertained that crystallizable solvents are, indeed, very difficult to crystallize due to 
their highly favored supercooling behavior (see Chapter 2).  Like other LMW 
crystallizable compounds, DMS demonstrates significant supercooling; however, it can 
also crystallize in its virgin state. 
Pure DMS crystals show two distinct crystallization exotherms. The maxima of 
these exotherms, the peaks (Tc), are at 66°C and 74°C and each crystallization exotherm 
forms a loop.  The loops in the exotherm are formed due to the very rapid 
crystallization.  The DSC instrument cannot keep up with the self-heating of DMS; 
thus, the DSC cell heats up and the cooling curve forms a loop.  This is a typical 
response observed in super-cooled liquids, often in supercooled metals.189  Same 
phenomenon was observed even at lower ramp rates and a DSC trace without a loop 
was not achieved. 
DGEBA-DMS blend with 25wt% DMS shows crystallization exotherms at two 
distinct temperatures, 50°C and 71°C.  Whereas, the 20% blend shows two 
crystallization peaks at 37°C and 34°C which are roughly superposed into one 
exotherm.  Even though it is difficult to detect the exotherm at this scale, 15% blend can 
crystallize in bulk and presents a small crystallization exotherm at 4°C.  
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Figure 5.5 DSC thermograms from the first cooling scans of the DGEBA-DMS 
blends.  Samples were ramped at a rate of 10°C/min.  Curves are shifted vertically to 
display the changes in crystallization behaviors clearly. 
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Packing of DMS molecules into an ordered crystalline phase shifts to lower 
temperatures as the DMS composition is decreased.  The effect of supercooling is 
combined with the miscibility of DMS in DGEBA.  As the DGEBA matrix vitrifies 
before the DMS molecules can crystallize, it is possible for the DMS molecules in 
5wt% and 10wt% blends to be arrested in a super-cooled liquid or just in the solvent as 
a solute.  The effect of the vitrification of the DGEBA matrix is more pronounced in 
Figure 5.6 where the thermal hysteresis between the melting and crystallization curves 
of the pure DMS and DGEBA-DMS blends are plotted.  Thermal hysteresis, which 
presents the supercooling of molecules, of DMS increases rapidly with decreasing DMS 
weight fraction.  At higher DMS concentrations, hysteresis is relatively low because the 
concentration is close to the saturation limit in the DGEBA matrix.  However, at lower 
concentrations, hysteresis is not observed as the DMS molecules cannot pack into a 
crystalline order due to the vitrification of the DGEBA matrix.  The molecules, 
therefore, stay miscible in the DGEBA matrix. 
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Figure 5.6 Supercooling in DMS can be observed by the thermal hysteresis 
between the melting and crystallization temperatures of DMS. Blends with low DMS 
concentration (<15%) do not exhibit crystallization, thus hysteresis, due to the 
vitrification of the DGEBA matrix. An axis break is introduced in the plot to present the 
relative changes between DMS concentrations. 
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The enthalpies of crystallization (ΔHc) of pure DMS coming from two distinct 
crystallization temperatures reveal similar values.  However, the relative ΔHc in the 
25% blend shows a large deviation from 38J/g to 0.6J/g between the two exotherms.  
The 20% blend also presents a similar variation in the relative intensity of the 
enthalpies, where the deconvoluted peaks have ΔHc values of 13J/g and 23J/g.  
Crystal size distribution in the blends of DGEBA and DMS was obtained by 
analyzing the full width at half maxima (FWHM), Δw, of the crystallization exotherms 
for each blend.  Δw is dependent on the crystal size distribution, that is, the larger the 
Δw value, the wider the size distribution of the crystals is.190  Figure 5.8 demonstrates 
that the Δwc values decrease as the DMS composition in the blend increases.  This 
indicates that the size distribution of DMS crystals get narrower as one puts more DMS 
into the blends.  Therefore, at higher DMS concentrations, DMS crystals would be more 
uniform in size.  Narrower size distribution further suggests that as the DMS 
concentration increases, it is easier for DMS molecules to form crystals.  Therefore, the 
rate of crystal nucleation is faster, which in turn yields crystals with a uniform and 
similar sizes, and narrows the distribution.  
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Figure 5.7 DSC thermograms from the second heating scans of the DGEBA-
DMS blend. Samples were ramped at a rate of 10°C/min. Curves are shifted to show the 
changes in melting behaviors and glass transition temperatures clearly. 
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Melting behavior and miscibility of DMS in DGEBA matrix was investigated 
through the heating scans conducted by using DSC.  Figure 5.7 illustrates the second 
heating scan of the blends following the initial cooling scan presented in Figure 5.5.  
The first point to note is that the melting point of DMS crystals is reduced within the 
DGEBA matrix and the depression in melting point increases with decreasing DMS 
concentration.   Pure DMS crystals melt at 111°C with an enthalpy of melting (ΔHm) of 
207J/g.  The ΔHm of DMS crystals in DGEBA blends decreases with decreasing DMS 
concentration.  Crystallization and melting enthalpies, FWHM and percent crystallinity 
values are tabulated in Table 5.1.  The percent crystallinity of DMS in the blends is 
normalized with respect to the weight fraction of the DMS content and the percent 
values are calculated by dividing the relative enthalpies to bulk DMS melting enthalpy.  
Figure 5.8 presents that the crystallinity is very low at lower DMS weight fractions, 
which suggests that most of the DMS is in its super-cooled liquid state or in its glassy 
state and miscible in the DGEBA matrix.  The percent crystallinity shows a maximum 
at 20% blend with 86% crystallinity.  Though, 14% of the DMS molecules are still 
miscible in the DGEBA matrix.  The results show a reduction in DMS crystallinity for 
the 25% blend which is attributed to the poor mixing of the blend.  The actual DMS 
content within the 25% blend was not uniform; therefore, the DMS concentration in the 
DSC sample cannot be reliably evaluated. 
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Figure 5.8 Percent crystallinity (filled squares) of DMS in DGEBA and FWHM 
(open circles) obtained from the crystallization exotherms are plotted. 
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The theoretical size-dependent melting point of a material can be calculated 
through classical thermodynamic analysis.191  The result is the Gibbs-Thomson 
relation, as given below in Equation 5.3: 



 
dH
TrT
sf
slo
MM 
41)(        (5.3) 
where, TMo is the bulk melting temperature of DMS, σsl is the solid liquid interface 
energy of DMS molecules, Hf is the bulk heat of fusion (enthalpy of melting), ρs is the 
density of DMS and r is the particle diameter (size).  The correlation between the 
change in melting temperature and change in the DMS crystallite size is evaluated 
qualitatively by using the Gibbs-Thomson relation.192  The relation between the particle 
size and melting temperature is briefly, 
rT
rT
o
M
M 11)(           (5.4) 
In this relation, it is assumed that the DMS retains its bulk properties for ΔHc 
and density and any changes in bulk properties due to molecular interactions are out of 
the scope of this work.  Gibbs-Thomson relation is found to be in good agreement with 
experimental data when the crystal size is greater than 10nm.192, 193  These studies 
showed that the melting point of the DMS crystals decreases with a reduction in the 
crystal size.  In correlation with our findings, melting point depression, in turn, implies 
that the size of the DMS crystals decreases with DMS concentration. 
Change in the crystal size may not be the only reason for melting point 
depression. The deviations in the crystallization behavior, such as changes in relative 
crystallization peaks and relative enthalpies, raises questions about altering the packing 
of molecules and; thus, the DMS crystal structure.  However, X-ray film diffraction 
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studies on the DGEBA-DMS blends do not present a significant change in the crystal 
packing of the DMS molecules as given in Figure 5.9.  The crystal structure of bulk 
DMS is compared to the crystal structure DMS that is crystallized in DGEBA matrix.  
For the blend with 25% DMS in DGEBA, Figure 5.9 does not show a significant 
change in peak positions or formation of new peaks at different scattering angles.  
Though, there is a difference in relative intensities at some scattering angles such as 
16.36 and 20.43 2θ.  XRD analysis suggests that DMS crystallinity is not significantly 
affected and polymorphs are not observed when the DMS is blended with DGEBA. 
Changes in melting and crystallization temperatures are related with the crystal size 
and, probably with crystal perfection. 
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Figure 5.9 X-ray Diffraction measurements obtained from neat DMS and blend 
with 25%DMS. The results do not show any significant deviation in the crystal lattice 
structure of DMS from its pure state.  
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In addition to the crystallization and melting behavior of DMS in DGEBA 
matrix, miscibility of DMS was also investigated.  The glass transition temperature (Tg) 
of the DGEBA oligomer presents the molecular interaction between the DMS and 
DGEBA.  Therefore, any changes in Tg will be accounted for the solubility of DMS in 
DGEBA.  Glass transition temperature of DGEBA was obtained from the heating scans 
in Figure 5.7.  The plot shows that the DMS is miscible with DGEBA at all 
concentration levels, being partially miscible at high weight fractions.  The decrease in 
Tg for the 5wt% to 15wt% blends suggests an increased DMS miscibility.  Tg increases 
at higher DMS loadings since the majority of the DMS molecules precipitate out in the 
DGEBA matrix and crystallize upon cooling.  
Miscibility experiments present that the blends will be miscible at all 
concentrations.  In addition, crystallization studies show that it is possible to crystallize 
DMS in its bulk and also in a blend with DGEBA.  Miscibility and crystallization 
behaviors are significant for understanding the solution and crystal growth properties 
which becomes eminent in the next step of the study where the reaction induced phase 
separation was performed to generate and control the DMS crystals. 
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Figure 5.10 Glass transition temperatures of DMS-DGEBA blends.  Miscibility 
of DMS was observed at all concentration levels, being slightly lower at higher weight 
fractions. 
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5.4.3 Phase Separation 
Phase separation and crystallization of the DMS was monitored simultaneously 
using SALS. A typical data from the SALS experiment is given in Figure 5.11.  
Following same procedure given in Miscibility and Crystallization Analysis Section, a 
quenched blend was placed between two glass cover slips and heated to 120°C to form 
a homogenous mixture, point A in Figure 5.11.  Then the sample was brought to the 
desired isothermal curing temperature and the system was kept at that temperature 
during the course of the experiment.  Phase separation and crystallization were 
monitored by a sudden drop in transmitted light intensity (point B) and a change in the 
scattering pattern in the collected image.  
SALS experiments were conducted isothermally at 50°C, 60°C, 70°C, 80°C and 
90°C. Figure 5.12 shows the results from the samples that were isothermally cured at 
80°C and 90°C. In the SALS experiments, phase separation followed by crystallization 
is presented by a sudden reduction in the transmitted light intensity such as the sample 
cured at 80°C in Figure 5.12. However, sample cured isothermally at 90°C does not 
present any reduction, therefore any phase separation. The scattering profiles given in 
Figure 5.12 suggest that the DMS molecules phase separate and crystallize under 
isothermal conditions below 80°C.  This agrees with the DSC results discussed in 
Miscibility and Crystallization Analysis Section.  
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Figure 5.11 Typical data obtained from SALS experiments. Scattering intensity 
and scattered image are collected as a function of curing time. Evolution of scattering 
profile in a SALS experiment is plotted for blend with 20% DMS.  The representative 
data is from an experiment conducted isothermally at 50°C. 
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Figure 5.12 Transmitted light intensity from the SALS experiments conducted at 
80°C (black filled squares) and 90°C (red filled circles) are plotted. Sample that is 
isothermally cured at 90°C does not show any change in intensity, thus reaction induced 
phase separation, during the course of crosslinking reaction. Intensities are normalized 
with respect to the minimum intensity to emphasize differences. 
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Figure 5.13 presents the phase behavior of blends at lower isothermal reaction 
conditions during the SALS experiments.  Here the data is represented by normalizing 
the transmitted light intensity with respect to the minimum intensity during that 
experiment.  Thus, the data can be compared clearly to emphasize the effect of DMS 
concentration on the kinetics of the processes.  The profiles further illustrate the onset 
time for initial crystal nucleation and it is observed to increase with the isothermal 
curing temperature, which suggests the degree of supercooling plays a significant role 
in crystallization kinetics.  
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Figure 5.13 Transmitted light intensity data of the samples that are isothermal 
cured at (a) 50°C, (b) 60°C and (c) 70°C during the SALS experiment. Intensities are 
normalized with respect the minimum intensity to emphasize the different phase 
separation and crystallization kinetics of blends. 
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Clearly, blends with 25% DMS demonstrate the phase separation and 
crystallization earlier than the other blends because the material system is at or close to 
its saturation limit.  The reduction in light intensities are not gradual, rather they show 
sudden drops with reaction time.   Therefore, the crystal nucleation of DMS is rapid 
once the molecules phase separate from the matrix.  The 20 and 25wt% blends show 
phase separation and crystallization of DMS by measuring a significant decrease in 
scattering intensity.  However, the reductions observed in the experiments do not follow 
a common pattern.  For instance, 20% blend that is cured isothermally at 50°C present a 
sudden formation of crystals which is followed a gradual decrease in intensity, thus 
gradual growth of crystals with time.  But, 25% blend under same conditions only 
shows a sudden crystal nucleation and growth.  Similar irregularities are observed for 
other isothermally cured samples.  Indeed, 15% blend that is isothermally cured at 50°C 
does show crystals in the epoxy matrix when the sample is observed under optical 
microscope.  These results are given in Figure 5.19 and will be discussed later in this 
Chapter. 
In addition to the transmitted light intensity, scattering patterns of the curing 
samples were obtained simultaneously from SALS.  A representative picture is already 
given in Figure 5.11 to demonstrate the typical scattering patterns obtained during the 
course of SALS experiment.  The evolution of the scattering profiles follows a similar 
pattern for every sample.  Transmitted light intensity is zero in the beginning because 
the quenched blends have crystals in the specimen.  Then the specimen is heated until a 
homogeneous solution is formed.  At this temperature all crystals melt, a homogenous 
solution is formed and specimen transmits light completely.  The specimen is then 
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brought to the desired isothermal curing temperature.  At a particular reaction 
conversion, DMS phase separates and crystallizes which is presented by a change in the 
scattering pattern.  Then the crystals grow until the reaction is completed.  A cross-like 
pattern with a bimodal distribution was formed in every case.   
Similarity in the scattered patterns in each blend under different isothermal 
conditions comes from the preferred orientational distribution of the DMS crystals.  
Even though the samples present similar patterns where there is a predominant bimodal 
distribution of crystal growth direction, angle between the principal growth directions 
deviates with temperature.  The variant growth habit of crystals is further triggered by 
the competition between the crystallization behavior and different isothermal reaction 
conditions.  Figure 5.14 presents the variation in bimodal distribution as a function of 
isothermal condition for 15% blend.  It is apparent from Figure 5.14 that the DMS 
crystals do not disperse readily at lower isothermal conditions (i.e. 50°C); whereas, the 
mobility of DMS molecular is greater at higher isothermal reaction conditions.  There is 
a significant effect of the viscosity of the medium on the crystal growth kinetics.  At 
lower reaction temperatures, the viscosity is higher; thus, the mobility of DMS 
molecules is low.  Therefore, at lower isothermal conditions the phase separation and 
crystallization of DMS brings higher anisotropy.  On the contrary, isotropic samples can 
be produced by reaction of the blends at higher temperatures.  The dependence of 
bimodal distribution on the isothermal reaction condition can be utilized as a tool to 
tune the diluents crystal growth and final composite structure.  
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Figure 5.14 Final scattering images obtained at different isothermal conditions. 
Angles between the two average predominant directions are given on the right as a 
function of temperature. 
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Favored orientation with a bimodal distribution results from the faceted crystal 
front surface morphology as shown in Figure 5.15a.  Optical microscope studies show 
that the crystal front face, as given in Figure 5.15a, is not perpendicular to the radial 
growth direction.  Rather, it forms a faceted front face with a preferred angle that 
ultimately dictates growth in specific directions.  The faceted growth of organic crystals 
is a well known phenomenon and it is described by part of the surface energy theory.186  
Surface energies of crystal planes direct the growth direction of crystals.  When all 
planes have equal surface energies such as the case with Figure 5.15b, then the crystal 
grows equally in all directions forming rectangular or spherical crystallites.  If one of 
the crystal planes has a lower surface free energy, i.e. Figure 5.15c, then the plane with 
low surface energy grows faster than the crystal planes with higher surface energies.  
This leads to an anisotropic growth of crystals resulting in needle like crystallites that 
are much longer in one dimension than the other two. Therefore, the competition 
between crystallization of DMS due to its growth mechanism and phase separation due 
to the polymerization reactions leads to producing rich and distinct morphologies as 
discussed next, in the Reinforcing Morphologies Section. 
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Figure 5.15 Growth habits of crystals are presented. (a) Optical micrograph of 
DMS crystals with faceted crystal front faces. (b) Schematic of a crystal growth in a 
direction normal to the crystal plane with the lowest surface free energy (C-plane). (c) 
Schematic of a crystal growth equally in all directions due to crystal planes all having 
the same surface free energies. Scale bar: 25microns. 
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5.4.4 Reinforcement Morphologies 
Figure 5.14 demonstrates a potential where one can tune the isotropy within the 
material by adjusting the reaction conditions.  At low reaction temperatures, we 
observed local but highly anisotropic crystal growth.  So, unlike a liquid crystalline 
system where external force fields are needed, anisotropy can be controlled by reaction 
kinetics and crystal geometry by using reaction induced phase separation.  
 
Following the same reaction and concentration conditions, discrete chopped 
fiber reinforced morphology was observed.  This is illustrated in Figure 5.16 for the 
case of 15%DMS loaded epoxy that is isothermally cured at 50°C.  The sample was 
prepared in a scintillation vial following the same procedure given in the experimental 
section.  Figure 5.16a suggests that fiber like crystals can be generated in a reacting 
epoxy under certain reaction and concentration conditions.  The fibers can be uniformly 
distributed within the matrix, just like randomly oriented chopped fiber reinforced 
composite.  Furthermore, size distribution of crystals are uniform where a high volume 
fraction of reinforcements can be generated with crystals that are tens of microns width 
and have high aspect ratio, ~40.  These high aspect ratio crystallites are randomly 
oriented inside the epoxy matrix, having a high local anisotropy, but effectively 
forming isotropic structures in macro-scale.  Figure 5.16b shows that the fiber-like 
crystals are actually forming bundles of DMS crystallites, where each crystal grows 
adjacent to each other in the same direction and forms a bundle of crystallites.  It is 
important to note that the self-alignment of the locally anisotropic fibers is a part of the 
phase separation and crystallization processes and also crystal growth mechanism of 
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DMS molecule which allow the formation of discrete fiber like reinforcements without 
any external force fields.  
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Figure 5.16 Discrete fiber formation of DMS crystals by using the competition 
between RIPS and crystallization as well as using the crystal growth mechanism is 
presented. (a) 15% DMS loaded composite that shows the macroscopically isotropic, 
randomly distributed, chopped-fiber like crystals. (b) Crystals of DMS that are locally 
anisotropic and grow adjacent to one another to form fiber-like crystal bundles. The 
contrast is enhanced to increase clarity. 
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Discrete fiber morphology can be obtained at a particular reaction condition, 
isothermal curing at 50°C, under certain composition, 15wt% DMS in network forming 
epoxy.  However, the morphologies one can obtain in this system are not limited with 
discrete fibers.  The scattering patterns from the SALS experiments suggest that size 
and distribution of DMS crystals can be tuned with reaction conditions.  As a support, 
Figure 5.15 demonstrates the potential in various morphologies that can be obtained at 
different isothermal conditions for one composition.  
With this motivation in mind, composite of 15wt% DMS was prepared at 
different isothermal reaction conditions by making the sample from the same batch of 
15% blend and by curing the blend between two glass plaques under a temperature 
gradient from one side to the other.  Schematic representation of the temperature 
gradient is given in Figure 5.17.  A home-made, thermally insulator cage was 
constructed and the gradient was applied to the material that was placed in this cage.  
One end of the plaque was kept at room temperature, where the other end was kept at 
70°C.  Thermocouples were placed inside the cage to determine the regions of different 
temperature settings. 
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Figure 5.17  Schematic representation of the home-made chamber where the 
samples were cured under a temperature gradient. One end of the plaque was kept at 
70°C and the other end was kept at room temperature (~25°C). 
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The resultant sample imparted a broad range of morphologies under these 
different temperature conditions.  Figure 5.18 shows a selective map of these various 
morphologies where the effect of temperature is seen clearly.  The map includes the 
formation of nano-scale wires growing into dendritic type micron-scale crystallites as 
well as large fiber-like crystals and particles with a wide range of sizes.  Figure 5.18a 
and 18b correspond to a sample initially cured at 70°C which exhibits nanoscale growth 
of crystals in different geometries. Figure 5.18a shows nanowire-like crystals growing 
into dendritic crystals and Figure 5.18b demonstrates crystals clusters in sub-micron 
sizes and random geometries. At the lowest temperature tested, such as the room 
temperature, even though the supercooling of DMS molecules is high, the viscosity of 
the medium and the reaction kinetics is so high that the DMS molecules cannot form 
large, continuous and uniform crystals (Figure 5.18c).  Sub-micron sized crystals can be 
grown at this temperature regime; nonetheless, due to slow crystallization kinetics 
continuous, i.e. elongated, crystal formation cannot be achieved.  In contrast, at high 
temperatures, i.e. 70°C, the reaction kinetics are much faster.  Therefore, the DMS 
molecules can grow into wire-like elongated nano-scale crystals.  However, the rapid 
gelation time at 70°C reduced the time for DMS molecules to grow thicker crystals like 
they do at an intermediate temperature regime, 50C°, as given in Figure 5.18d.  At this 
particular temperature, an optimum condition for uniform crystal reinforcement can be 
achieved.  For the blends with 15% DMS, this optimum reaction conditions resides at 
50°C where the competition between RIPS and crystallization of DMS brought fiber-
like crystals with uniform size and spatial distribution. 
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Figure 5.18 Rich range of morphologies that can be generated by adjusting the 
cure conditions of the 15%DMS blend.  SEM images are obtained from samples that 
were initially cured at 70°C (a, b), 25°C (c) and 50°C (d). 
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The images in Figure 5.18 were obtained for a particular composition of the 
blend with 15% DMS.  However, the morphological map of DMS crystals is much 
larger when other compositions are taken into account.  Therefore, optical microscopy 
was utilized to better assess the effect of concentration on the DMS crystal morphology.  
These observations were conducted on the SALS samples following the SALS 
experiments that are described in the Phase Separation Section.  Figure 5.19 shows a 
wider expansive map of crystals that can be generated in-situ at various temperature and 
concentration settings.  Similar to the findings in Figure 5.18, changing the DMS 
concentration alters the crystallites from dendritic to needle like in morphology as well 
as from nano-scale to macro-scale in size.  This variation is a result of the competition 
between reaction induced phase separation and crystallization processes which suggests 
that the reinforcements can be generated and controlled in a curing epoxy by tuning the 
reaction conditions and composition.  These results indicate that, it is possible to 
produce these fruitful morphologies only by adjusting the curing temperature and DMS 
concentration.  
Morphological map of DMS often presents elongated crystals with different 
aspect ratios and orientation.  In addition, the crystals follow dendritic growth under 
certain conditions.  Arising from the prismatic external form, needles or acicular 
growth indicates the predominance of growth in one direction (see also Figure 5.20a).  
This phenomenon was explained by surface free energy in Figure 5.15.  In extreme 
conditions, such as in a bulk epoxy with 15% DMS, the crystal growth can be called 
fibrous.  The fibrous morphology is observed at many concentration levels but the 
thickness and the uniformity of the crystals deviate with isothermal reaction conditions.  
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The rapid reaction kinetics at high isothermal conditions form fine and moderately 
dispersed crystals at high DMS concentrations, i.e. 25%.  At the same concentration 
level, much finer crystals that are extensively dispersed are obtained at low isothermal 
reaction conditions.  It suggests that the crystal morphology is not only a function of 
isothermal reaction condition but also a function of extent of super-cooling. 
Tree-like dendritic crystal patterns are known to be observed when crystals 
grow together and extend variously in different directions during growth as illustrated 
in Figure 5.20b.  Dendritic growth is determined by growth rate and the dynamic 
conditions of the media such as rapid growth rate, sudden supercooling and quiescent 
conditions of the medium.194  These factors favor the dendritic growth of crystals and it 
can be seen in the structures given in Figure 5.19.  The dendritic crystals are either 
observed at low isothermal conditions or, on the opposite, at high reaction conditions.  
For the samples that are isothermally cured at 50°C, there exists a sudden supercooling 
of the samples.  However, the growth rate is not rapid due to high viscosity of the 
medium.  Whereas, for the samples that are cured at 70°C, supercooling is not a 
significant issue; but, the rapid growth due to quiescent conditions of the matrix favors 
the formation of dendritic crystals.  
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Figure 5.19 Crystal morphological map of DMS is given. Images are obtained 
from SALS experiment samples that had different composition and reaction conditions. 
 
 
  243
 
Figure 5.20 Growth habit of crystals is represented. (a) Equant, stunted growth 
and elongated growth of crystals. (b) Tree-like pattern, dendritic growth of crystals. 
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This dendritic morphology of crystals is subject of future investigation as it may 
exhibit different load transfer characteristics.  For instance, the dendritic end of fiber-
like crystals can be used as an anchoring mechanism to the matrix. In addition, it is also 
possible to form particles around 200 to 500nm scale at this high temperature region but 
the challenge is to maintain a uniform concentration, crystal dispersion and crystal size 
distribution.  On the other hand, at higher DMS concentrations the system generates 
fiber-like crystals.  These discrete fibers grow adjacent to each other to a width of 50µm 
and to a length of couple of centimeters as also discussed in Figures 16 and 18.  This 
type of morphology is very promising in terms of creating long micro-channels for 
micro-fluidics applications and distinct reinforcement characteristics since the aspect 
ratio of these in-situ generated crystals is greater than 25.  Figure 5.19 also suggests that 
as one goes further down the temperature scale in isothermal curing conditions, where 
the system is initially cured at room temperature, then particles with a wide range of 
crystal sizes are observed.  Although whiskers are grown, here, the long whisker 
formation is lost to a great extend because the DMS molecules are entrapped in the high 
viscosity resin at low temperatures.  Instead, nano- to micron-scale particles are mostly 
formed and the whiskers are much shorter and thinner.  The size distribution of these 
crystals is not optimized yet, but this study emphasizes the great potential to generate 
distinct, rich morphologies via this approach.  Moreover, contrary to liquid crystalline 
thermosets, the anisotropy of our in-situ generated crystals is formed without applying 
any external force fields. In our case, the anisotropy is a pure effect of the 
crystallization behavior of DMS molecule that can be tuned with reaction conditions 
and concentration.  In addition to the broad range of crystal morphologies, the aspect 
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ratio of these in-situ generated potential reinforcements is remarkably high.  Depending 
on the isothermal conditions, the aspect ratio of the crystal fibers can be more than 100.  
Note that the DMS crystals extend to hundreds of microns in length when the 
conditions are suitably met (Figure 5.16).  
5.4.5 Thermal Characteristics of In Situ Generated Crystals 
An interesting problem to look at in situ reinforced composites is the melting 
and recrystallization of DMS crystals after the crystal are generated and the matrix is 
completely cured.  Specimens from three different temperature regions were collected 
and a heating scan was conducted by using conventional DSC.  Figure 5.21 
demonstrates the melting behavior of composites with 15% DMS.  Depending on the 
initial isothermal reaction temperature the stability of the crystals can be adjusted. 
Crystals that are generated at high initial isothermal conditions (70°C) do not present 
any melting behavior even if they are heated to 200°C, well above their bulk melting 
temperature (TMo = 111°C).  A melting endotherm is observed only for the sample that 
is initially cured at room temperature. There is also a slight melting endotherm for the 
sample that is cured initially at 50°C; however, the intensity of the endotherm is small 
enough to be negligible.  The stability of crystals may be affected by the matrix 
pressure exerted on the crystals and may be a function crosslinking density.  These 
results are still under investigation, yet it is important to note the significant change in 
the melting behavior of crystals within the thermoset matrix.  Moreover, this 
experiment presents the potential persistence of the local anisotropy of fiber-like 
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crystals in the epoxy matrix at high temperatures, without the need to use specific 
chemistries like in liquid crystalline thermosets.  
 
 
Figure 5.21 Re-melting studies of DMS crystals that are generated in fully cured 
epoxy. DSC heat scans of composites with 15% DMS are plotted. Samples are named 
according to their initial cure temperatures and all samples are post-cured at 130°C. 
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5.5 Conclusions 
Low molecular weight crystallizable solvent dimethylsulfone was investigated 
as potential in-situ reinforcement in an epoxy thermoset polymeric system. 
Crystallization behavior of DMS molecules in epoxy monomer was monitored and it 
was found that the composition has significant effect on the crystallization kinetics and 
crystal size distribution. With increasing DMS concentration, the rate of DMS crystal 
nucleation and percent crystallinity increases. Furthermore, it was shown that some 
amount of DMS molecules always stay miscible in the DGEBA monomer even after 
crystallization of DMS.  
Cross-linking agent m-phenylenediamine was added to DMS-DGEBA mixtures 
to monitor phase separation simultaneously with crystallization of DMS crystals during 
the curing reaction of epoxy. First, theoretical basis and feasibility of the phase 
separation mechanism was studied by using the Flory-Huggins solution theorem. Phase 
behavior of DMS was calculated by looking at the extent of epoxy curing with DSC. 
Upon measuring the change in molar volume, solubility parameter and Gibbs free 
energy were calculated. It was found that binary blends of DGEBA-mPDA with DMS 
can form a two- phase system and the phase separation is a function of DMS 
concentration as well as extent of curing. Our results demonstrated that a two-phase 
system can be formed at the early stages of network formation (low reaction 
conversion) when the DMS concentration is high. On the contrary, it becomes difficult 
to observe phase separation when lower DMS volume fraction is utilized. Because the 
reaction conversion needed for phase separation gets closer or passes beyond the 
gelation point of the network. 
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Experimental investigation of phase separation was conducted by utilizing 
SALS. Scattering image profiles obtained from the SALS experiments showed faceted 
growth mechanisms of organic crystals which lead to the formation of locally 
anisotropic but spatially isotropic crystal reinforcements. This suggests that the effect of 
isothermal curing temperature not only affects the mobility of the crystals; thus, level of 
anisotropy, but also affects the agility of individual molecules forming the crystals with 
different growth habits such as dendritic and needle-like crystals.  
Blends with 15wt% DMS revealed the crystals grow in bundles, forming a 
chopped-fiber-like composite structure. The investigation of the effect of temperature in 
the 15% DMS blends revealed that the anisotropic reinforcements are formed in 
quiescent conditions and further hybrid morphologies are generated as polymerization 
reaction continues. We were able to present the formation of nano-scale particles to 
centimeter long fiber-like crystals by adjusting the cure conditions. The DSC 
experiments suggest that at higher initial curing temperatures it is possible to grow 
crystals that show interesting melting behavior with a stability up to 200°C, well above 
the melting point of pure DMS, 111°C. 
Changing the cure temperature and LMW compound additive illustrate even a 
wider map of morphologies which shows extremely high aspect ratio crystals and 
distinct hybrid morphologies. The interplay between the cross-linking reaction and the 
crystallization of DMS generates these morphologies and they can be changed from 
compound to compound. 
This study demonstrated an alternate approach to reinforce thermosets in-situ, 
by using low molecular weight crystallizable solvents. LMW additives generate very 
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rich morphologies of reinforcements via the competition between the curing reaction of 
the thermoset and the phase separation-crystallization of the additive. The authors 
believe that the broad range of morphologies generated in-situ by this approach is 
propitious in a wide variety of engineering applications such as electronics, micro-
fluidics and novel anchoring mechanisms of the discrete fibers to the matrix to improve 
mechanical properties. 
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APPENDIX 
 
EFFECT OF CONFINEMENT ON THE PHOTO-POLYMERIZATION 
INDUCED PHASE SEPARATION 
 
The work on reaction induced phase separation described in Chapter 5 is 
extended in UV curable thermoset resins to control and frustrate LMW crystal growth 
in confined geometries using photo-lithography masking techniques.  Commercially 
available UV-curable epoxy resin was blended with dimethylsulfone and a thin film of 
the mixture was reacted under UV irradiation with a lithography mask on top of the 
film.  Changing the UV exposure area resulted in frustrating the crystal growth and 
tuning the crystal growth direction.  Consecutive heating and cooling of the samples 
under an optical microscopy showed that the crystals generated in the unmasked regions 
can be melted and recrystallized.  DSC measurement on the same samples demonstrated 
that the crystal formation can be altered during the re-melting and re-crystallization 
steps.  This work shows promise in tuning and controlling the organic crystal growth in 
polymer matrices by using photo-reaction induced phase separation combined with 
lithography masking.   
A. 1. Introduction 
It has been known for many decades that it is possible to generate interesting 
morphological features with advanced functions by utilizing phase separation 
mechanisms in polymer solutions.57  Examples for practical uses of phase separation in 
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polymer solutions include foams with isotropic and anisotropic pores,96, 195, biological 
scaffolds,196 optically-active films,197 and toughened and reinforced polymer 
composites57, 95, 115, 131.  Some of these uses were discussed in this Thesis work in 
Chapter 2 and Chapter 5. 
Reaction induced phase separation (RIPS), also called viscoelastic phase 
separation,198 is an attractive field, in virtue of understanding the competition between 
reaction kinetics and phase separation dynamics of this non-equilibrium and non-linear 
system.  This physical question has been studied both experimentally and 
theoretically,56, 57, 59  and the physical details of the phenomenon can be found in 
Chapter 1.   
Special emphasis was given to thermally cured reaction systems where the 
thermoset polymer is set to cure at a temperature the secondary domain will phase 
separate and create morphological features in various length-scales.  However, photo-
polymerization reaction induced phase separation systems were not investigated 
significantly enough. Ultra-violet (UV) photochemistry is often attractive for potential 
large scale manufacturing, due to the expeditious reaction and phase separation times, 
and the simple integration of patterning techniques. 
Similar to thermally activated polymerization reaction, during the course of 
photo-polymerization reaction, the molar mass of the reactive species increase as the 
polymer network is formed. Increased density, in turn, creates an unstable system and 
drives phase separation of the blend.  In recent years, many of the  reports on photo-
polymerization induced phase separation in the literature concentrated on the binary 
blends of photo-curable polymers with linear polymers,199, 200 liquid crystals (LC),201-203 
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and low molecular weight solvents with low boiling points.204  Anazawa and his 
colleagues, for instance, controlled the phase structure in photo-curable/linear polymer 
blends and achieved a network-like pattern.199  In addition, Shau and his coworkers 
studied the formation of a new polymer disperse LC film by employing a mixture of 
thermally a curable epoxy and a UV-curable acrylic.202, 203  They obtained irregular 
shaped LC domains by exploiting a two stage photo-polymerization induced phase 
separation followed by a thermally induced phase separation. On the other hand, 
Guenthner et al. utilized the low molecular weight solvents as the secondary phase and 
remarked a wide range of interconnected features where they claim that the rapid 
evaporation of the solvents has dramatic effects on the final morphology.204 
In Chapter 5, we reported the origination of rich morphologies by utilizing 
thermally activated RIPS in an epoxy monomer/crystallizable organic solvent mixture.  
It was shown that RIPS is a potential mechanism to generate nano-scale to micron-scale 
reinforcing domains with spherical, dendritic or discrete fiber-like geometries.115  In 
what follows, we investigate the morphological features which phase separate in a 
thermoset network formed by utilizing a photo-curable epoxy monomer.  Here, we 
emphasize the effect of confinement on the competition between rapid curing kinetics, 
the dynamics of phase separation with concomitant crystallization of the low molecular 
weight solvent. 
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A.2. Experimental 
A.2.1. Materials  
A single component, UV curable epoxy, Epotek OG142, was purchased from 
Epoxy Technology, Inc.  Detailed chemical structure of Epotek was not provided by the 
supplier.  It is a high Tg epoxy, ideal for semiconductor and electro-optics applications.  
Low molecular weight compound dimethylsulfone (DMS) was purchased from Aldrich 
and it was used as the crystallizable organic solvent in the glassy network.  All of the 
chemicals were used without further purification; however, they were dried overnight at 
50°C to remove water from the compounds.  A hand-held UV light source (UVP 
UVGL-25) was used to cure the samples.  Epotek OG142 will be referred as epoxy 
oligomer in the rest of the document. 
A.2.2. Sample Preparation 
Solutions of epoxy oligomer with 15wt% DMS were prepared in scintillation 
vials at 120°C. Following a homogeneous solution formation, the mixture is poured on 
a glass slide and the sample is placed on a hot plate that is heated to various 
temperatures: 45°C, 50°C, 55°C and 60°C.  Then, a photolithography mask (purchased 
from CAD/Art Services, Inc.) is placed on the film and a two step curing scheme is 
applied to the sample, as illustrated in Figure A.1.  In the first stage, the masked sample 
is exposed to UV for 5 minutes and the unmasked part of the sample is cured.  In the 
second stage, the mask is removed and the sample is heated to 100°C to keep the 
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mixture above the liquidus line.  At this elevated temperature, the liquidus line cannot 
exceed the reaction temperature; therefore, phase separation can be inhibited. Another 
dose of 5min UV exposure is applied to cure the rest of the sample.  In the end of the 
second cure cycle, a self-standing, patterned composite film with a thickness of 
~500µm is obtained. 
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Figure A.1  Schematic description of the two step curing sample preparation.  
First stage involves the formation of crystals in a specific pattern adjusted by the mask.  
Sample is completely cured in the second stage to form a self-standing composite. 
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A.2.3. Characterization 
A.2.3.1. Differential Scanning Calorimeter 
Differential scanning calorimeter (DSC) was performed using TA Instruments 
Q200 DSC.  Following the sample preparation given in the previous section, 5mg of the 
completely cured sample was placed in an aluminum hermetic DSC pan.  
Crystallization and melting behavior DMS crystals in the confined geometries were 
investigated by applying two consecutive heating and cooling cycles to the samples, in 
the temperature range -50°C and +130°C with a constant ramp rate of 10°C/min.  The 
calibration was done following the TZero calibration method using sapphire disks and 
keeping the helium flow rate constant at 25l/min.205  
A.2.3.2. Optical Microscopy 
Optical Microscopy analysis was conducted with Olympus BX51 and it was 
used to analyze the samples after complete curing, to examine the spatial geometry and 
morphology of the DMS crystals.  A Linkam TMS93 heating stage was used to 
investigate the melting and recrystallization behavior of DMS crystals in their various 
confined spaces.  A sample placed in the heating stage and heated up to 130°C.  
Followed by an isothermal for 3 minutes, sample was cooled to room temperature.  
Ramp rate for both heating and cooling steps was 10°C/min. 
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A.3. Results and Discussion 
A.3.1. Effect of Confined Geometry on Crystal Formation 
An attempt was made to generate and frustrate DMS crystals in confined 
geometries by using a lithography mask with three rectangular transparent regions (i.e. 
lines).  The pattern used is schematically shown in Figure A.2.  Three different line 
patterns, with 500µm, 100µm and 50µm in width, were used to investigate the effect of 
reaction volume on crystal growth.  Patterns are coded as L500, L100 and L50 with 
respect to the width of the lines, 500µm, 100µm and 50µm, respectively. 
UV cured samples were fabricated following the scheme provided in Figure A.1.  
Similar to the crystal formation discussed in Chapter 5, DMS crystals formed in the 
L500 pattern, are fiber-like and randomly distributed in the reaction volume, forming an 
isotropic material.  Size of the crystals in L500 is almost uniform with an average 
thickness of ~30microns.  As the reaction space is reduced, growth of crystals is altered 
significantly.  For instance, crystals in L100 pattern grow perpendicular to the long axis 
of the line pattern, generating a ladder-like morphology with significant anisotropy.  
This morphology suggests that the DMS molecules in the masked region diffuse into 
the unmasked reaction space during the first stage of curing.  The effect of diffusion 
yielded in the formation of crystals growing normal to the side of the rectangle pattern.  
Once the reaction space was reduced further to a line pattern with 50µm in width, L50, 
crystal growth behavior changed completely.  It resulted in crystals growing parallel to 
the long axis of the line pattern introducing directional growth of crystals.  This 
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preliminary investigation demonstrates the use of RIPS in confined spaces to tune the 
crystal growth directions and to introduce directional growth of crystals in polymer 
matrices, the use of which becomes important if conductive organic crystals can be in 
situ patterned during polymerization. 
 
 
Figure A.2  Schematic representation of the lithography mask used in these 
experiments, which had rectangular patterns with widths of 500µm (L500), 100µm 
(L100) and 50µm (L50).  Patterns and the mask are not drawn to scale. 
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Figure A.3  Crystallization of DMS in confined geometries.  Images were 
obtained from a sample cured by using a lithography mask with 3 unmasked rectangular 
portions (i.e. lines).  Lines with (a) 500µm width, (b) 100µm width and (c) 50µm width 
were used to frustrate DMS crystal growth. 
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A.3.2. Melting and Re-crystallization of Confined DMS Crystals 
A.3.2.1. Optical Microscopy 
In situ generated DMS crystals were further investigated by using a heating 
stage under a microscope to monitor the crystals’ melting and recrystallization 
behavior.  Figure A.4 presents the sample fabricated in L500 pattern, which has a 
thickness of 500µm.  Because the sample is relatively thick for an optical microscope 
measurement, crystals at the bottom of the sample melted only.  Preliminary results 
show that the melting behavior, followed by the recrystallization of DMS molecules, 
can be monitored easily.  Though, thinner samples should be fabricated for a better 
resolution of the recrystallization behavior.  The melting and recrystallization behavior 
of LMW diluent raises questions regarding the re-formation of organic crystals such as 
whether the crystals are re-formed in the same space once they are melted, how the 
crystal formation will change if the sample is deformed above its Tg, etc.   
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Figure A.4  Melting and recrystallization of DMS crystals that were in situ 
generated in the UV cured sample.  Scale bars show 200µm.  Arrows indicate the 
heating and consecutive cooling directions.  Sample from Figure 2a was used. 
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A.3.2.2. Differential Scanning Calorimeter 
In the end of Chapter 5, DSC analyses of cured samples showed that the in situ 
generated DMS crystals can be heated up to 200°C without melting the crystals.  Here, 
DMS crystals that were generated due to photo-reaction can be melted and 
recrystallized as shown in optical microscopy images given in Figure A.4.  However, 
the kinetics and the change in the crystal form cannot be eluted from these optical 
images.   
DSC analysis of L500 samples given in Figure A.5 present the changes in the 
melting and crystallization behavior of in situ generated DMS crystals.  Consecutive 
measurements show that the melting and crystallization temperatures were depressed as 
compared to that of the neat DMS.  Also, the crystallization and melting behavior of in 
situ generated crystals present a significant change in consecutive heating/cooling 
cycles.  In the first cycle, heating ramp shows one broad melting endotherm, and the 
cooling ramp shows a broad crystallization exotherm.  Following the first cooling cycle, 
the second heating cycle demonstrates two broad melting endotherms suggesting either 
the formation of two different crystal structures of DMS, or a bimodal distribution of a 
broader range of crystal sizes at two distinct temperatures.   
Melting and crystallization enthalpies of in situ generated crystals are tabulated 
in Table A.2 and the measurements show that the enthalpies are lower than that of the 
neat DMS.  This suggests that only a portion of the crystals in the matrix melted.  
Therefore, a possible mechanism for a bimodal crystal size distribution is, first, the 
formation of regular DMS crystals and, second, the formation of a different DMS 
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crystal that nucleated from unmelted crystals, resulting in a broader crystal size 
distribution or crystal structure. 
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Figure A.5  Consecutive heating (black line) and cooling (red line) scans of 
cured composites.  Solid and dashed lines represent first and second cycles, 
respectively.  Ramp rate is 10°C/min.  
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Table A.1  Results of the DSC measurements. 
 Tm (°C) Tc (°C) ΔHm (J/g) ΔHc (J/g) 
Pure DMS 111 74 and 66 16.1 11.7 and 7.6 
First Cycle 
Heating 101.7 - 4.69 - 
Cooling - 89.3 - 2.66 
Second Cycle 
Heating 67.7 and 102.9 - 7.73 and 3.39 - 
Cooling - 79.2 - 4.17 
A.4. Conclusions 
It was demonstrated that the crystal growth direction of low molecular weight 
diluents can be altered by using photo-reaction induced phase separation.  Changing the 
size of the UV exposure area during the photo-polymerization reaction was required to 
tune the crystal growth direction.  Solutions with 15% DMS was used to generate in situ 
crystals.  Patterning was successfully maintained by using a two step curing 
mechanism: First step involved the formation of crystals using RIPS in the unmasked 
regions and the second step completed the curing of the whole sample at a temperature 
above the liquidus line.  Crystals with uniform size distribution were formed in all 
cases.  In large exposure areas, crystals grow randomly in all directions with no 
preference in path.  As the exposure area is reduced, patterning introduced directionality 
in crystal growth.  At a certain pattern size, crystals grew perpendicular to the direction 
  265
of the long axis of the pattern, yielding anisotropy.  Reducing the pattern size more, 
frustrated the crystal growth further and generated highly anisotropic domains where 
the crystals grew parallel to the direction of the long axis of the pattern.  DSC 
experiments show that the in situ generated crystals can be melted and recrystallized.  
However, recrystallization does not follow the original crystal formation; indeed, 
crystal size formation is changed dramatically.  These results demonstrate that 
photolithography patterning during photo-reaction is potentially useful to introduce 
patterned composites and control the growth of crystals in certain directions. 
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