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LARGE DEVIATIONS FOR STOCHASTIC EQUATIONS IN
HILBERT SPACES WITH NON-LIPSCHITZ DRIFT
UMBERTO PAPPALETTERA
Abstract. We prove a Freidlin-Wentzell result for stochastic differential equa-
tions in infinite-dimensional Hilbert spaces perturbed by a cylindrical Wiener
process. We do not assume the drift to be Lipschitz continuous, but only
continuous with at most linear growth. Our result applies, in particular, to a
large class of nonlinear fractional diffusion equations perturbed by a space-time
white noise.
1. Introduction
We investigate Large Deviations for the family of stochastic differential equations
indexed by ε > 0 in a infinite dimensional separable Hilbert space H
(1.1) dXεt = (AX
ε
t +B(X
ε
t )) dt+ εdWt, t ∈ [0, T ],
with initial condition Xε0 = x0. We assume that A : D(A) ⊆ H → H is self-
adjoint, with eigenvalues 0 > −λ0 ≥ · · · ≥ −λn ≥ . . . and such that (−A)
−1+δ is
trace class for some δ ∈ (0, 1), B ∈ C(H,H) with at most linear growth, namely
‖B(x)‖H ≤ a+b‖x‖H for finite constants a, b andW is a cylindrical Wiener process
on H . On the initial condition x0 we assume that x0 ∈ D((−A)
δ/2), see section 3
for details. The condition on the initial datum is important in proving the so called
exponential tightness for solutions of (1.1), see Definition 2.1 and Lemma 3.7 below.
In the present paper we interpret (1.1) in (probabilistically) weak mild formulation,
see [6, Theorem 13] for well-posedness of the equation. Hence for every ε > 0, there
is a stochastic basis (Ωε, (F
ε
t ),Pε) which supports a cylindrical Wiener process W
ε
and a process Xε solution of
Xεt = e
tAx0 +
∫ t
0
e(t−s)AB(Xεs )ds+ ε
∫ t
0
e(t−s)AdW εs , t ∈ [0, T ].
To ease notation, we drop the apex on W ε in the following. For brevity we denote
by (H) the assumption:
• (H): A : D(A) ⊆ H → H self-adjoint, with eigenvalues 0 > −λ0 ≥ · · · ≥
λn ≥ . . . and such that (−A)
−1+δ is trace class for some δ ∈ (0, 1).
Our main result is the following:
Theorem 1.1. Assume (H) and B ∈ C(H,H) with at most linear growth. Let
α ∈ (0, δ/2). Then there exists T sufficiently small such that a Large Deviations
Principle on C([0, T ], D(−A)α) holds for the family of laws (L(Xε))ε>0 with rate
ε2 and action functional given by (5.2). Moreover, if B ∈ Cb(H,H), the thesis
holds for every choice of T <∞.
Our result generalizes the celebrated theorem of Freidlin and Wentzell [12] to
the infinite dimensional setting. As far as we know, there is no abstract result
in infinite dimension covering the case of non-Lipschitz drift. On the other hand,
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the literature concerning Large Deviations Principles for particular equations with
irregular drift is very rich, we mention among the others [2, 3, 4, 5, 11]; however,
in the aforementioned works it usually happens that the (deterministic) limit equa-
tion, obtained imposing ε = 0, is well posed and this fact plays a central role in
the proof of Large Deviations estimates. As a consequence, usually the action func-
tional vanishes only at one point, that is the unique solution to the deterministic
dynamics. On the contrary, in our work we do not necessarily have uniqueness
for the unperturbed equation and so our action functional vanishes on a wide set,
made of all solutions to the deterministic equation. The same phenomenon also
appears in [15, 13] for finite dimensional SDEs and in [17] for a class of SPDEs. In
these works the authors study a second Large Deviations Principle, which selects,
among all the solution of the unperturbed dynamics, some special solutions with
additional properties. We do not treat this difficult problem in the abstract case,
being it dependent of the particular equation under investigation, and we limit
ourselves to the first Large Deviations Principle.
Our method, inspired by [14], consists in the approximation of the drift with a
sequence of Lipschitz and bounded drifts, cfr. Theorem 4.1. The approximation
itself relies on the Kirszbraun extension theorem. Once such approximation is
given, one can prove Large Deviations estimates for the solutions of (1.1) using an
auxiliary equation, with a more regular nonlinearity, for which Large Deviations
estimates are easier to obtain.
The paper is organized as follows. In section 2 we recall definitions and first
results of Large Deviations; in section 3 we give a concise presentation of classical
Large Deviations results for SDEs with regular coefficients; in section 4 we prove
Theorem 4.1, which is the key to approximate the solution of (1.1) with more
treatable processes; in section 5 we prove our main result, Theorem 1.1; in section 6
we discuss some application of our results.
2. Large Deviations
For the convenience of the reader, here we give basic definitions about Large
Deviations. Being interested in Large Deviations for (1.1) we do not work in settings
more general than we need and we refer to the [10, 12] for a specific discussion on
the topic. Let (X , d) a Polish space and let (µε)ε>0 be a family of Borel probability
measures on (X , d). Suppose we are given the following two objects:
• a positive sequence aε → 0 as ε→ 0, called rate;
• a map S : X → [0,∞] with compact sublevels, called action functional.
We say that a Large Deviation Principle (in the following LDP) holds for the
family (µε)ε>0 if the following bounds are verified:
• Lower Bound: for any open A ⊆ X
(2.1) lim inf
ε→0
aε logµ
ε(A) ≥ − inf
x∈A
S(x);
• Upper Bound: for any closed C ⊆ X
(2.2) lim sup
ε→0
aε logµ
ε(C) ≤ − inf
x∈C
S(x).
[12, Theorem 3.3] gives an useful criterion (that is actually an equivalent defini-
tion of LDP) to check lower bound , namely
• Lower Bound’ for every δ > 0, γ > 0 and x ∈ X there exists ε0 > 0 such
that for every ε > ε0
(2.3) µε (y ∈ X : d(y, x) < δ) ≥ exp
(
−a−1ε [S(x) + γ]
)
;
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Definition 2.1. We say that the family (µε)ε>0 is exponentially tight in (X , dX )
(with rate aε) if for every M <∞ there exist a compact set KM ⊆ X such that
lim sup
ε→0
aε logµ
ε (KcM ) ≤ −M.
We conclude this section with two general results, called contraction principles,
which allow to transfer LDPs from one metric space to another.
Theorem 2.2 (Contraction Principle). [10, Theorem 4.2.1] Let the family (µε)ε>0
satisfy a LDP on a Polish space (X , dX ) with rate aε and action functional S
X and
let f be a continuous mapping from (X , dX ) to another Polish space (Y, dY). Define
νε := f∗(µ
ε). Then the family (νε)ε>0 satisfies a LDP on (Y, dY) with rate aε and
action functional
SY(y) := inf
x∈f−1(y)
SX (x),
the infimum over the empty set being equal to +∞.
Theorem 2.3 (Inverse Contraction Principle). [10, Theorem 4.2.4] Let (X , dX ),
(Y, dY) be Polish spaces and let g : (X , dX )→ (Y, dY) be a continuous injection. If
the family (µε)ε>0 is exponentially tight in (X , dX ) and the family (ν
ε)ε>0, ν
ε :=
f∗(µ
ε), satisfies a LDP on (Y, dY) with rate aε and action functional S
Y , then the
family (µε)ε>0 satisfies a LDP on (X , dX ) with rate aε and action functional
SX := SY ◦ g.
3. Notation and preliminaries
In this section we recall some result concerning Large Deviations for SDEs with
regular coefficients, perturbed by a cylindrical Wiener process. The results exposed
here are classical, see [9, Chapter 12] for a reference. However, we prefer to give the
proof of some well-known fact for the sake of presentation, also because our setting
is slightly different from the classical one, see Proposition 3.4 and Proposition 3.8.
3.1. Cylindrical Wiener process. Let H be a infinite dimensional separable real
Hilbert space and let (en)n∈N be a complete orthonormal system of H . On H one
can consider a cylindrical Wiener process W , formally given by the infinite sum
(3.1) Wt =
∑
n∈N
βnt en,
where (βn)n∈N is a sequence of independent standard brownian motions on a com-
mon filtered probability space (Ω, (Ft),P). It is well known (see [9]) that the series
(3.1) converges in L2(Ω, E) for some separable real Hilbert space E larger than H ,
with Hilbert-Schmidt embedding H →֒ E. Moreover, by Kolmogorov continuity
criterion, the process W has trajectories in C([0, T ], E) almost surely.
An interesting feature of W is the following: if one denotes by µ the law of
W on C([0, T ], E), then µ is a symmetric gaussian measure on C([0, T ], E) with
reproducing kernel W 1,20 ([0, T ], H), the space of Sobolev functions vanishing at
zero. This fact is the key ingredient in proving the next result, which generalizes
the celebrated Schilder’s Theorem for Brownian motion in the infinite-dimensional
setting.
Proposition 3.1. The familiy of laws (L(εW ))ε>0 satisfies a LDP on C([0, T ], E)
with rate ε2 and action functional
(3.2) S0(ϕ) :=
1
2
‖ϕ‖2
W 1,2
0
([0,T ],H)
=
1
2
∫ T
0
‖ϕ˙t‖
2
Hdt,
if ϕ ∈W 1,20 ([0, T ], H) and S0(ϕ) = +∞ otherwise.
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Proof. It follows from [9, Theorem 12.7]. Notice that since the continuous em-
bedding W 1,20 ([0, T ], H) →֒ C([0, T ], E) is compact, the function S0 has compact
sublevels and is indeed an action functional. See also [1] for the same result in the
stronger topology of Ho¨lder continuous functions. 
3.2. Stochastic convolution. Let W be a cylindrical Wiener process on H , de-
fined on some filtered probability space (Ω, (Ft),P). Define the stochastic convolu-
tion
WA(t) :=
∫ t
0
e(t−s)AdWs,
which is the unique (probabilistically) strong mild solution of the stochastic differ-
ential equation
dWA(t) = AWA(t)dt+ dWt, t ∈ [0, T ], WA(0) = 0.
It is well known that under the assumption (H) for every α ≤ δ/2 the stochastic
convolution WA has trajectories in C([0, T ], D((−A)
α) a.s., where D((−A)α) is a
separable Hilbert space with norm ‖x‖D((−A)α) := ‖(−A)
αx‖H . Moreover, the law
of WA is a symmetric Gaussian measure on C([0, T ], D((−A)
α)) for every α ≤ δ/2.
Fix α ∈ (0, δ/2). Hereafter we denote
V := D((−A)α), V0 := D((−A)
δ/2),
which are separable Hilbert spaces which enjoy compact embeddings V0 →֒ V →֒ H .
Proposition 3.2. The familiy of laws (L(εWA))ε>0 satisfies a LDP on C([0, T ], H)
with rate ε2 and action functional given by (3.3).
Proof. Let πN : H → πNH be the projection from H onto the linear span of
e1, . . . , eN , where (en)n∈N is a basis of eigenvectors of A, and let W
N
A := πNWA.
Then εWNA satisfies the following equation in C([0, T ], πNH):
dεWNA (t) = AεW
N
A (t)dt+ dπNεWt, t ∈ [0, T ],
with initial condition εWNA (0) = 0. Since A : πNH → πNH is Lipschitz, mild
solutions coincide with strong solutions, and by classical Freidlin-Wentzell Theorem
for every integer N a LDP holds for (L(εWNA ))ε>0 on C([0, T ], πNH) with rate ε
2
and action functional given by
SN (ϕ) =
1
2
∫ T
0
‖ϕ˙t −Aϕt‖
2
Hdt,
if ϕ ∈ W 1,20 ([0, T ], πNH), and SN (ϕ) = +∞ otherwise. By [10, Theorem 4.6.1], a
LDP holds on C([0, T ], H) for (L(εWA))ε>0 with rate ε
2 and action functional
(3.3) S(ϕ) = sup
N∈N
SN (ϕ).

Proposition 3.2 above can be refined to a LDP in the space C([0, T ], V ) thanks
to the following lemma. The validity of this stronger LDP will be very useful in
the proof of Theorem 1.1.
Lemma 3.3. Assume (H). Then there exists constants c, C > 0, depending only
on T,A, such that for every ε,R > 0:
P
(
‖εWA‖C([0,T ],V0) > R
)
≤ C exp
(
−cε−2R2
)
.
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Proof. Since the law of WA is a symmetric Gaussian measure on C([0, T ], V0), by
Fernique Theorem there exists c > 0 such that
E
[
exp
(
c‖WA‖
2
C([0,T ],V0)
)]
<∞,
therefore by Markov inequality we have
P
(
‖εWA‖C([0,T ],V0) > R
)
= P
(
exp
(
c‖WA‖
2
C([0,T ],V0)
)
> exp
(
cε−2R2
))
≤ exp
(
−cε−2R2
)
E
[
exp
(
c‖WA‖
2
C([0,T ],V0)
)]
≤ C exp
(
−cε−2R2
)
.
Notice also that the constant c can be chosen to be decreasing with respect to T .
This property plays a role in the detection of the constraint on T in Theorem 1.1.

Proposition 3.4. Assume (H). Then the familiy of laws (L(εWA))ε>0 satisfies a
LDP on C([0, T ], V ) with rate ε2 and action functional given by (3.3).
Proof. Since the embedding V0 →֒ V is compact, Lemma 3.3 above implies ex-
ponential tightness with rate ε2 (in the sense of Definition 2.1) of the family
(L(εWA))ε>0 in the space C([0, T ], V ). Therefore by Theorem 2.3 the LDP for
the family (εWA)ε>0 in the space C([0, T ], H) transfers back to a LDP in the space
C([0, T ], V ) with same rate and action functional. 
3.3. SDEs with Lipschitz nonlinearity. In this subsection we derive Freidlin-
Wentzell Theorem for (probabilistically) strong mild solutions of the stochastic
differential equation
(3.4) dXεt = (AX
ε
t +B(X
ε
t )) dt+ εdWt, t ∈ [0, T ],
with initial condition Xε0 = x0 ∈ D((−A)
δ/2) and Lipschitz nonlinearity B. Well
posedness of (3.4) is proved in [9, Chapter 7]. The results stated here are classical
and relies on Contraction Principle (Theorem 2.2).
Proposition 3.5. Assume (H) and B ∈ Lipb(H,H). For ε > 0, let X
ε be the
unique mild solution of (3.4). Then a LDP on the space C([0, T ], H) holds for the
family of laws (L(Xε))ε>0 with rate ε
2 and action functional given by (3.5).
Proof. By definition of mild solution we have
Xεt = e
tAx0 +
∫ t
0
e(t−s)AB(Xεs )ds+ εWA(t),
hence defining ΓB : C([0, T ], H)→ C([0, T ], H) to be the map that to a continuous
function w associates the unique solution z of the equation
zt = e
tAx0 +
∫ t
0
e(t−s)AB(zs)ds+ wt,
by Lipschitzianity of B the map ΓB is continuous and invertible, with inverse:
Γ−1B (z)t = zt − e
tAx0 −
∫ t
0
e(t−s)AB(zs)ds.
Since Xε = ΓB(εWA), by Theorem 2.2 a LDP for (L(X
ε))ε>0 holds with rate ε
2
and action functional
(3.5) SB(ϕ) = S(Γ
−1
B (ϕ)) = S
(
ϕ− e·Ax0 −
∫ ·
0
e(·−s)AB(ϕs)ds
)
,
where S is given by (3.3). 
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As already done for the stochastic convolution, now we promote the LDP on
C([0, T ], H) into a stronger LDP on C([0, T ], V ). We prove first exponential tight-
ness of the family of laws (L(Xε))ε>0, using the following lemma.
Lemma 3.6. For every β > 0 there exists a constant C = Cβ > 0 such that for
every x ∈ H and t > 0
‖(−A)βetAx‖H ≤
C
tβ
‖x‖H .
Proof. For every x ∈ H one has (−tA)βe−tAx =
∑
n t
βλβne
−tλn〈x, en〉en, where
(en)n∈N is a basis of eigenvectors of A. Since the real function f(r) := r
βe−r is
bounded from above by a constant Cβ uniformly in r ≥ 0, the thesis follows. 
Lemma 3.7. Assume (H) and B ∈ Lipb(H,H). Then the family of laws (L(X
ε))ε>0
is exponentially tight in C([0, T ], V ) with rate ε2.
Proof. The thesis follows from Lemma 3.3 and the following inequality, holding for
every t ∈ [0, T ]
‖Xεt ‖V0 ≤ ‖x0‖V0 + C‖B‖∞,H + ‖εWA(t)‖V0 ,
where ‖B‖∞,H = supx∈H ‖B(x)‖H and C = CA,T is a constant independent of ε.
Indeed we have
‖Xεt ‖V0 ≤ ‖x0‖V0 +
∫ t
0
∥∥∥e(t−s)AB(Xεs )∥∥∥
V0
ds+ ‖εWA(t)‖V0
= ‖x0‖V0 +
∫ t
0
∥∥∥(−A)δ/2e(t−s)AB(Xεs )∥∥∥
H
ds+ ‖εWA(t)‖V0 ,
and by Lemma 3.6 the integral can be estimated with∫ t
0
∥∥∥(−A)δ/2e(t−s)AB(Xεs )∥∥∥
H
ds ≤
∫ t
0
Cδ
(t− s)δ/2
‖B(Xεs )‖H ds ≤ C‖B‖∞,H .

Lemma 3.7 above allows to tranfer the LDP for the family (L(Xε))ε>0 on the
space C([0, T ], H) to a LDP on the space C([0, T ], V ) with same rate and action
functional, as stated in the following:
Proposition 3.8. Assume (H) and B ∈ Lipb(H,H). For ε > 0, let X
ε be the
unique mild solution of (3.4). Then a LDP on the space C([0, T ], V ) holds for the
family (L(Xε))ε>0 with rate ε
2 and action functional given by (3.5).
4. Approximation of B
In this section we want to construct a sequence of functions BR ∈ Lipb(H,H)
which approximates B in a suitable sense, see Theorem 4.1 below.
Recall that the embedding V →֒ H is compact, therefore FR := {‖x‖V ≤ R} is
compact in H for every R > 0. The main result of this section is the following:
Theorem 4.1. Assume (H) and B ∈ C(H,H) with at most linear growth. Then
there exists C > 0 and a sequence BR ∈ Lipb(H,H) such that for every R ≥ 1 one
has ‖BR‖∞ ≤ a+ bR+ 2 and
sup
x∈FR
‖BR(x)−B(x)‖H ≤
C
R2
.
Proof. We artificially bound B in the following way: take a smooth cut-off function
ρ : [0,∞)→ [0, 1] such that ρ(r) = 1 if r ≤ a+ bR and ρ(r) = 0 if r ≥ a+ bR+ 1,
and consider from now on B′R(x) = ρ(‖B(x)‖H)B(x). By the assumptions on the
growth of B, B′R coincides with B in FR. Since B
′
R ∈ C(H,H), the restriction of
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B′R to FR+1 is uniformly continuous, and let δR be a positive number such that
‖B′R(x) − B
′
R(y)‖H < 1/R
2 for every x, y ∈ FR+1, ‖x − y‖H < δR. Without any
loss of generality, we can also suppose δR < 1/R. Denote also τR = δ
3
R/2λ0. Let
νR := L(WA(τR)) be the law on H of the random variable WA(τR), and define
BR(x) :=
∫
H
B′R(e
AτRx+ y)νR(dy).
It is well known (see [8, Theorem 6.2.2]) that with this construction BR ∈
C∞b (H,H) for every integer R. Moreover, BR approximates B
′
R (and hence also
B) uniformly on FR: indeed
BR(x)−B
′
R(x) =
∫
‖y‖H<δR
‖y‖V ≤1
(
B′R(e
AτRx+ y)−B′R(x)
)
νR(dy)
+
∫
‖y‖H<δR
‖y‖V >1
(
B′R(e
AτRx+ y)−B′R(x)
)
νR(dy)
+
∫
‖y‖H≥δR
(
B′R(e
AτRx+ y)−B′R(x)
)
νR(dy).
The last two summands in the expression above are easily bounded with the
following quantities∥∥∥∥∥∥
∫
‖y‖H<δR
‖y‖V >1
(
B′R(e
AτRx+ y)−B′R(x)
)
νR(dy)
∥∥∥∥∥∥
H
≤ 2(a+ bR+ 1)νR (‖y‖V > 1) ,
∥∥∥∥∥
∫
‖y‖H≥δR
(
B′R(e
AτRx+ y)−B′R(x)
)
νR(dy)
∥∥∥∥∥
H
≤ 2(a+ bR+ 1)νR (‖y‖H ≥ δR) ,
which are easily seen to be smaller than C/R2 for some constant C > 0 independent
of R and any R ≥ 1. Concerning the first term, we have∥∥∥∥∥∥
∫
‖y‖H<δR
‖y‖V ≤1
(
B′R(e
AτRx+ y)−B′R(x)
)
νR(dy)
∥∥∥∥∥∥
H
≤ sup
‖y‖H<δR
‖y‖V ≤1
∥∥B′R(eAτRx+ y)−B′R(x)∥∥H .
Since ‖eAτR − Id‖L(H,H) ≤ δR and x, x + y, e
AτRx + y ∈ FR+1, by triangular
inequality and the very definition of δR one finally obtain
(4.1) sup
x∈FR
∥∥BR(x) −B′R(x)∥∥H ≤ CR2 .
Notice that since FR is compact in H for every integer R ≥ 1, the restriction
of BR to FR is Lipschitz for every R. Now we state a fundamental result which
allows us to extend the restriction of BR to FR to a Lipschitz function defined on
the whole of H .
Lemma 4.2 (Kirszbraun extension Theorem). [19, Theorem 1.31] Let H be a
Hilbert space, S any subset of H, and f : S → H a Lipschitz map. Then f can be
extended to a Lipschitz map defined on all of H with the same Lipschitz constant
of f .
By Lemma 4.2 the restriction ofBR to FR can be extended to a globally Lipschitz
function B˜R. Clearly also B˜R satisfies (4.1). Now we artificially bound B˜R again,
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defining
(4.2) BR(x) := ρ
(
‖B˜R(x)‖H
)
B˜R(x).
Clearly BR so defined is bounded by a + bR + 1. To check that BR is still a
Lipschitz function, take x, y ∈ H and consider ‖BR(x)−BR(x)‖H . If x, y are such
that both ‖B˜R(x)‖H and ‖B˜R(y)‖H are greater than a + bR + 1 there is nothing
to prove, and if both ‖B˜R(x)‖H and ‖B˜R(y)‖H are smaller than a + bR + 2 then
one has the following bound
‖BR(x)−BR(y)‖H ≤ ‖B˜R(x) − B˜R(y)‖H
+ ‖B˜R(x)‖H
(
ρ
(
‖B˜R(x)‖H
)
− ρ
(
‖B˜R(y)‖H
))
≤
(
‖B˜R‖Lip + (a+ bR+ 2)‖ρ‖Lip‖B˜R‖Lip
)
‖x− y‖H .
We are left with the case where, let say, x, y are such that ‖B˜R(x)‖H ≤ a+bR+1
and ‖B˜R(y)‖H ≥ a+ bR+2. Then the Lipschitz property of B˜R implies the bound
‖x − y‖H ≥ ‖B˜R‖
−1
Lip (of course unless ‖B˜R‖Lip = 0, occurrence which trivializes
this construction). So in this last case one has
‖BR(x) −BR(y)‖H = ‖BR(x) −BR(y)‖H
‖x− y‖H
‖x− y‖H
≤ 2‖B˜R‖Lip‖x− y‖H .
Recalling that B′R coincides with B on FR, the proof is complete. 
5. Main result
In this section we prove Theorem 1.1 for solutions of (1.1)
dXεt = (AX
ε
t +B(X
ε
t )) dt+ εdWt, t ∈ [0, T ],
with initial condition Xε0 = x0 ∈ D((−A)
δ/2), under the assumptions (H) and
B ∈ C(H,H) with at most linear growth. Although here our assumptions are
weaker, we recover the same expression for the action functional valid for the case
B ∈ Lipb(H,H):
(5.1) SB(ϕ) = S
(
ϕ− e·Ax0
∫ ·
0
e(·−s)AB(ϕs)ds
)
,
where S is given by (3.3). The strategy of the proof is the following, and it is adapted
from [14]. To prove the lower bound (2.1), we approximate the nonlinearity B with
a sequence BR given by Theorem 4.1 and use the fact that a LDP does hold for the
family (L(Xε,R))ε>0, where X
ε,R is the (probabilistically) strong solutions of (1.1)
with B replaced by BR, defined on the same stochastic basis (Ωε, (F
ε
t ),Pε) which
supports Xε and W . Then, by exponential tightness of the family (L(Xε))ε>0
(Lemma 5.2) we deduce compactness of the sublevels of SB by the validity of the
lower bound. Finally, upper bound (2.2) is proved using the same calculations of
the lower bound and compactness of the sublevels of SB.
5.1. A remark on the expression of SB. In this subsection we prove an equiv-
alent expression for the action functional SB given by (5.1), more similar in the
spirit to the action functional given by the Freidlin-Wentzell theorem for finite-
dimensional diffusions (see [12]). We prove the following formula:
(5.2) SB(ϕ) =
1
2
∫ T
0
‖ϕ˙t −Aϕt −B(ϕt)‖
2
Hdt,
if ϕ ∈ W 1,2([0, T ], H) ∩ L2([0, T ], D(A)), ϕ(0) = x0 and SB(ϕ) = +∞ otherwise.
The main issue in proving the formula above consists in the identification of the
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domain of finiteness of SB: indeed, if ϕ ∈ W
1,2([0, T ], H) ∩ L2([0, T ], D(A)) then
clearly SB(ϕ) < +∞, the opposite implication is the content of the following
Proposition 5.1. If S(ϕ) < +∞ then ϕ ∈ W 1,2([0, T ], H) ∩ L2(0, T ], D(A)) and
ϕ(0) = x0.
Proof. To ease notations define ψt := ϕt − e
tAx0 −
∫ t
0
e(t−s)AB(ϕs)ds. One has
SB(ϕ) = S(ψ) = sup
N
SN (πNψ) <∞,
and πNψ ∈W
1,2
0 ([0, T ], πNH) for every N follows, from which one can deduce also
πNϕ ∈W
1,2([0, T ], πNH) and ϕ(0) = x0. Moreover, it is also easy to check that
d
dt
(πNψt)−AπNψt =
d
dt
(πNϕt)−Ae
tAπNx0 − πNB(ϕt)−A
∫ t
0
e(t−s)AπNB(ϕs)ds
−AπNϕt +Ae
tAπNx0 +A
∫ t
0
e(t−s)AπNB(ϕs)ds
=
d
dt
(πNϕt)−AπNϕt − πNB(ϕt),
and therefore supN SN (πNψ) <∞ implies
sup
N
∫ T
0
∥∥∥∥ ddt (πNϕt)−AπNϕt − πNB(ϕt)
∥∥∥∥
2
H
dt <∞.
By our assumption on the growth of B, from the line above one can deduce
sup
N
∫ T
0
∥∥∥∥ ddt (πNϕt)−AπNϕt
∥∥∥∥
2
H
dt <∞.(5.3)
Developing the square and using that A is negative definite, the uniform bound
above gives ϕ ∈ W 1,2([0, T ], H) ∩ L2([0, T ], D(A)) as soon as x0 ∈ D((−A)
1/2).
However, this last hypothesis can be removed with the following argument. Call
gN : [0, T ]→ πNH the function
gN (t) :=
d
dt
(πNϕ) (t)−AπNϕt.
Since supN ‖gN‖L2([0,T ],H) <∞ there exists a subsequence (that we still denote
gN) which converges weakly to some g in L
2([0, T ], H). From the identity
d
dt
(πNϕ) (t) = AπNϕt + gN (t)
and thus
〈ϕt, πNh〉H = 〈x0, πNh〉H +
∫ t
0
〈ϕs, πNAh〉Hds+
∫ t
0
〈gN (s), h〉Hds
for every h ∈ D (A), we deduce by Lebesgue Theorem
〈ϕt, h〉H = 〈x0, h〉H +
∫ t
0
〈ϕs, Ah〉Hds+
∫ t
0
〈g(s), h〉Hds.
Since weak solutions are mild solutions, we deduce the expression of ϕ:
ϕt = e
tAx0 +
∫ t
0
e(t−s)Ag (s) ds.
Now take a positive time τ → 0 and notice that ϕτ ∈ D((−A)
1/2): therefore by
(5.3) we have ϕ ∈ W 1,2([τ, T ], H)∩ L2([τ, T ], D(A)) and taking τ → 0 we have the
thesis.

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Now (5.2) follows, since we have the strong convergences in L2([0, T ], H):
d
dt
(πNϕ)(·)→ ϕ˙·, AπNϕ· → Aϕ·, πNB(ϕ·)→ B(ϕ·),
and therefore
sup
N
∫ T
0
∥∥∥∥ ddt (πNϕt)− AπNϕt − πNB(ϕt)
∥∥∥∥
2
H
dt =
∫ T
0
‖ϕ˙t −Aϕt −B(ϕt)‖
2
H dt.
5.2. Preliminary lemmas.
Lemma 5.2. Assume (H) and B ∈ C(H,H) with at most linear growth. Then the
family of laws (L(Xε))ε>0 is exponentially tight in C([0, T ], V ) with rate ε
2.
Proof. Arguing as in the proof of Lemma 3.7, one has
‖Xεt ‖V0 ≤ ‖x0‖V0 +
∫ t
0
∥∥∥e(t−s)AB(Xεs )∥∥∥
V0
ds+ ‖εWA(t)‖V0
= ‖x0‖V0 +
∫ t
0
∥∥∥(−A)δ/2e(t−s)AB(Xεs )∥∥∥
H
ds+ ‖εWA(t)‖V0 ,
and by Lemma 3.6 the integral can be estimated with∫ t
0
∥∥∥(−A)δ/2e(t−s)AB(Xεs )∥∥∥
H
ds ≤
∫ t
0
Cδ
(t− s)δ/2
‖B(Xεs )‖H ds
≤
∫ t
0
Cδ
(t− s)δ/2
(a+ b‖Xεs‖H) ds.
Hence we have for some constant C = CA,B,T the inequality
‖Xεt ‖V0 ≤ ‖x0‖V0 + ‖εWA(t)‖V0 + C +
∫ t
0
C
(t− s)δ/2
‖Xεs‖V0ds.
By [20, Theorem 1, Corollary 2] there exists another constant C = CA,B,T such
that
‖Xεt ‖V0 ≤ C (‖x0‖V0 + ‖εWA(t)‖V0 + 1) ,
and the thesis follows by Lemma 3.3. 
Lemma 5.3 (Girsanov Formula). [6, Theorem 13] Assume (H) and B ∈ C(H,H)
with at most linear growth. Let P˜ε be the probability measure on (Ωε, (F
ε
t )) implicitly
given by
Pε = exp
(
ε−1
∫ T
0
〈B(Xεs ), dW˜s〉 −
ε−2
2
∫ T
0
‖B(Xεs )‖
2
Hds
)
P˜ε,
where W˜t := Wt −
∫ t
0 B(X
ε
s )ds. Then LP˜ε(W˜ ,X
ε) = LPε(W,Z
ε), where Zεt =
etAx0 + εWA(t) is the stochastic convolution starting at x0.
Lemma 5.4 (Exponential trick). Let W be a cylindrical Wiener process on H, de-
fined on some filtered probability space (Ω, (Ft),P) and let Y ∈ L
∞(Ω, L∞([0, T ], H))
be a progressively measurable process. Then for every c > 0 we have
P
(∫ T
0
〈Ys, dWs〉 > c
)
≤ exp
(
−
c2
2‖Y ‖2∞T
)
.
Proof. Take a real number λ and rewrite the event we are interested in as{
exp
(
λ
∫ T
0
〈Ys, dWs〉 −
λ2
2
∫ T
0
‖Ys‖
2
Hds
)
> exp
(
λc−
λ2
2
∫ T
0
‖Ys‖
2
Hds
)}
,
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so that the desired probability is less or equal to the probability
P
(
exp
(
λ
∫ T
0
〈Ys, dWs〉 −
λ2
2
∫ T
0
‖Ys‖
2ds
)
> exp
(
λc−
λ2
2
‖Y ‖2∞T
))
.
Since λY is bounded it satisfies the Novikov’s condition, therefore the LHS of
the expression above is the value of a martingale at time T and thus its expected
value is equal to 1. Markov inequality gives
P
(∫ T
0
〈Ys, dWs〉 > c
)
≤ exp
(
−λc+
λ2
2
‖Y ‖2∞T
)
,
and choosing λ = c/‖Y ‖2∞T the thesis follows. 
5.3. Proof of Theorem 1.1.
Proof of the lower bound. We check lower bound in the formulation (2.3). Fix δ >
0, γ > 0 and ϕ ∈ C([0, T ], V ). Denote Uδ the open ball of radius δ centered in ϕ
with respect to the distance of C([0, T ], V ). By Lemma 5.3 we have the following
identity
Pε (X
ε ∈ Uδ) = E˜ε
[
1{Xε∈Uδ} exp
(
ε−1
∫ T
0
〈B(Xεs ), dW˜s〉 −
ε−2
2
∫ T
0
‖B(Xεs )‖
2
Hds
)]
,
where E˜ε stands for the expectation with respect to the probability P˜ε; a similar
formula holds for Xε,R. To ease notation, denote
ξ := ε−1
∫ T
0
〈B(Zεs ), dWs〉 −
ε−2
2
∫ T
0
‖B(Zεs )‖
2
Hds,
ξR := ε−1
∫ T
0
〈BR(Z
ε
s ), dWs〉 −
ε−2
2
∫ T
0
‖BR(Z
ε
s )‖
2
Hds,
so that we have the following identities
Pε (X
ε ∈ Uδ) = Eε
[
1{Zε∈Uδ}e
ξT
]
, Pε
(
Xε,R ∈ Uδ
)
= Eε
[
1{Zε∈Uδ}e
ξRT
]
.
Now introduce the auxiliary sets, depending of parameters α > 0 and integer R
Eα := {|ξT − ξ
R
T | > α}, GR := {‖Z
ε‖C([0,T ],V ) ≤ R}.
A simple computation (we refer to [14, Proposition I.14] for the details omitted
here) yields
Pε (X
ε ∈ Uδ) ≥ Pε
(
Xε,R ∈ Uδ
)
e−α − Pε (E
c
α)
1/2
Eε
[
e2ξ
R
]1/2
.
Now take α = ε−2γ. Our next step is to prove that the second summand in the
RHS above does not play any role in Large Deviations for the law of Xε, namely it
can be absorbed into the γ when checking (2.3). Let us estimate first the expected
value
Eε
[
e2ξ
R
]1/2
= Eε
[
exp
(
2ε−1
∫ T
0
〈BR(Z
ε
s ), dWs〉 − ε
−2
∫ T
0
‖BR(Z
ε
s )‖
2
Hds
)]1/2
.
Since BR is bounded, Novikov condition applies and therefore
Eε
[
exp
(
2ε−1
∫ T
0
〈BR(Z
ε
s ), dWs〉 − 2ε
−2
∫ T
0
‖BR(Z
ε
s )‖
2
Hds
)]1/2
= 1.
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We deduce the following bound
Eε
[
e2ξ
R
]1/2
≤ exp
(
ε−2T (a+ bR+ 2)2
2
)
.
Regarding the other term, in general one has the inequality
Pε
(
Ecε−2γ
)1/2
≤ Pε
(
Ecε−2γ ∩GR
)1/2
+ Pε
(
Ecε−2γ ∩G
c
R
)1/2
.
The second term is easily controlled with Lemma 3.3
Pε
(
Ecε−2γ ∩G
c
R
)
≤ Pε (G
c
R) ≤ C exp
(
−cε−2(R− ‖x0‖V0)
2
)
.
To estimate the other term, notice that on GR we have∣∣∣∣∣ε
−2
2
∫ T
0
‖B(Zεs )‖
2
H − ‖BR(Z
ε
s )‖
2
H
∣∣∣∣∣ ≤ ε
−2TC(a+ bR+ 1)
R2
,
and therefore by Lemma 5.4 we can control the probability of the event Ecε−2γ ∩GR
for R such that 2TC(a+ bR+ 1) < γR2 simply with
Pε
(
Ecε−2γ ∩GR
)
≤ Pε
(∣∣∣∣∣ε−1
∫ T
0
〈B(Zεs )−BR(Z
ε
s ), dWs〉
∣∣∣∣∣ > ε
−2γ
2
, GR
)
≤ 2 exp
(
−
ε−2γ2R4
8C2T
)
.
Putting all together we obtain uniformly in ε,R, with 2TC(a+ bR+ 1) < γR2:
Pε (X
ε ∈ Uδ) ≥ Pε
(
Xε,R ∈ Uδ
)
e−ε
−2γ
− C exp
(
ε−2T (a+ bR+ 2)2
2
−
cε−2(R− ‖x0‖V0)
2
2
)
− 2 exp
(
ε−2T (a+ bR+ 2)2
2
−
ε−2γ2R4
16C2T
)
.
Now we fix R = Rγ,ϕ large enough such that the following inequalities hold
2TC(a+ bR+ 1) < γR2, SBR(ϕ) < SB(ϕ) + γ,
T (a+ bR+ 2)2
2
−
c(R− ‖x0‖V0)
2
2
< −SB(ϕ) − 5γ,
T (a+ bR+ 2)2
2
−
γ2R4
16C2T
< −SB(ϕ)− 5γ.
Notice that here arises the condition on T , since the third inequality can be
satisfied only for T < c/b2 (recall that the constant c is non increasing in T , hence
it is always possible to find such a T ). However, in the case of B ∈ Cb(H,H),
this additional condition does not appear, since one can take b = 0 and the third
inequality can be always satisfied for R large enough. With this choice of R and
the fact that L(Xε,R) satisfies a LDP we finally get for every ε < ε0
Pε (X
ε ∈ Uδ) ≥ exp
(
−ε−2[SB(ϕ) + 3γ]
)
− (2 + C) exp
(
−ε−2[SB(ϕ) + 5γ]
)
≥ exp
(
−ε−2[SB(ϕ) + 4γ]
)
.

Proposition 5.5. Assume (H) and B ∈ C(H,H) with at most linear growth. Then
SB is an action functional on C([0, T ], V ).
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Proof. Closedness of the sublevels of SB is easy: indeed, take a sequence ϕ
n → ϕ∞
in C([0, T ], V ). Since any converging sequence is bounded, for some constant C
and R sufficiently large we have for every ϕ = ϕn or ϕ = ϕ∞
SB(ϕ) ≤ SBR(ϕ) + C/R
2, SBR(ϕ) ≤ SB(ϕ) + C/R
2.
Since SBR is an action functional it is lower semicontinuous, hence
SB(ϕ
∞) ≤ SBR(ϕ
∞)+C/R2 ≤ lim inf
n→∞
SBR(ϕ
n)+C/R2 ≤ lim inf
n→∞
SB(ϕ
n)+2C/R2,
and closedness follows from the arbitrarity of R.
For the compactness we consider KM given by the definition of exponential
tightness; if ϕ ∈ KcM , then by lower bound (2.3) for any δ > 0 small enough:
−SB(ϕ)− γ ≤ lim inf
ε→0
ε2 logPε (X
ε ∈ Uδ)
≤ lim inf
ε→0
ε2 logPε (X
ε ∈ KcM ) < −M,
that implies SB(ϕ) ≥M by arbitrarity of γ. This means that Φ(s) ⊆ KM for every
M > s. Being a closed subset of a compact set, Φ(s) is compact as well. 
Proof of the upper bound. We check (2.2) for K ⊆ C([0, T ], V ) compact, see [10,
Lemma 1.2.18]. Arguing as in the proof of lower bound, one obtains
Pε (X
ε ∈ K) ≤ Pε
(
Xε,R ∈ K
)
eα + Pε (E
c
α)
1/2
Eε
[
e2ξ
R
]1/2
.
Taking α = ε−2γ and R sufficiently large such that 2TC(a+ bR+ 1) < γR2 we
obtain uniformly in ε:
Pε (X
ε ∈ K) ≤ Pε
(
Xε,R ∈ K
)
eε
−2γ
+ C exp
(
ε−2T (a+ bR+ 2)2
2
−
cε−2(R− ‖x0‖V0)
2
2
)
+ 2 exp
(
ε−2T (a+ bR+ 2)2
2
−
ε−2γ2R4
16C2T
)
.
Let s = infϕ∈K SB(ϕ). The case s = ∞ is the easy one, since one can make
RHS in the equation above arbitrarily small using that L(Xε,R) satisfies a LDP,
hence suppose s <∞. If s = 0 there is nothing to prove, otherwise take R = Rγ,K
sufficiently large such that the following inequalities hold
2TC(a+ bR+ 1) < γR2,
T (a+ bR+ 2)2
2
−
c(R − ‖x0‖V0)
2
2
< −2s,
T (a+ bR+ 2)2
2
−
γ2R4
16C2T
< −2s.
With this choice of R we get for every ε < ε0 sufficiently small
Pε (X
ε ∈ K) ≤ Pε
(
Xε,R ∈ K
)
eε
−2γ + (2 + C) exp
(
−ε−22s
)
≤ Pε
(
Xε,R ∈ K
)
eε
−2γ + exp
(
−ε−2s
)
.
Now we use the fact that L(Xε,R) satisfies a LDP to estimate
lim sup
ε→0
ε2 logPε (X
ε ∈ K) ≤ max
{
γ + lim sup
ε→0
ε2 logPε
(
Xε,R ∈ K
)
,−s
}
(5.4)
≤ max
{
γ − inf
ϕ∈K
SBR(ϕ),−s
}
.
By lower semicontinuity of SBR and compactness of K, the infimum is attained
at a certain ϕR ∈ K, namely infϕ∈K SBR(ϕ) = SBR(ϕ
R). By compactness, there
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exists a subsequence (which we still denote by ϕR) such that ϕR converges in
C([0, T ], V ) to a certain ϕ∞ ∈ K. Moreover, the whole sequence ϕR is uniformly
bounded in C([0, T ], V ), hence contained in a certain FR with R sufficiently large.
By Proposition 5.5 SB is lower semicontinuous and therefore
SB(ϕ
∞) ≤ lim inf
R→∞
SB(ϕ
R)
= lim inf
R→∞
1
2
∫ T
0
∥∥ϕ˙Rt −AϕRt −BR(ϕRt ) +BR(ϕRt )−B(ϕRt )∥∥2H dt
≤ lim inf
R→∞
(
(1 + c2)SBR(ϕ
R) +
1 + c−2
2
∫ T
0
‖BR(ϕ
R
t )−B(ϕ
R
t )‖
2
Hdt
)
≤ lim inf
R→∞
(
(1 + c2)SBR(ϕ
R) +
(1 + c−2)TC2
2R4
)
= (1 + c2) lim inf
R→∞
(
SBR(ϕ
R)
)
.
Plugging this inequality into (5.4) and taking c→ 0, γ → 0 we finally obtain
lim sup
ε→0
ε2 logPε (X
ε ∈ K) ≤ −s = − inf
ϕ∈K
SB(ϕ).

6. Applications
In this section we briefly discuss some particular equation to which our general
result applies.
6.1. Degenerate operator A. As pointed out in [7, Remark 2], Theorem 1.1 still
holds under the more general assumption that there exists ω ∈ R such that the
operator A− ωId satisfies (H). Indeed one can rewrite (1.1) in the form
dXεt = (AX
ε
t − ωX
ε
t ) + (ωX
ε
t +B(X
ε
t )) dt+ εdWt, t ∈ [0, T ].
6.2. Fractional diffusion equation. Consider the fractional diffusion equation
on the one-dimensional torus T
∂tu(t, x) + (−∆)
σu(t, x) = 0, (t, x) ∈ [0, T ]× T, σ > 0.
This PDE arises naturally when considering, for instance, the limiting behaviour
of Boltzmann equation, see [18, 16]. Notice that in the sub-case σ > 1/2 the
equation above satisfies the hypotheses of our abstract setting with H = L2(T),
A = −(−∆)σ (with possibly some additional boundary conditions, that we neglect
for simplicity) and B = 0, therefore we deduce the validity of a LDP on the space
C([0, T ], Hα(T)), α < 1− 12σ , for the perturbed equation
∂tu(t, x) + (−∆)
σu(t, x) = εη˙(t, x), (t, x) ∈ [0, T ]× T, σ > 1/2,
where η is a space-time white noise and the initial condition is u0 ∈ H
1−1/2σ(T),
with rate ε2 and action functional
S(u) =
1
2
∫ T
0
∫
T
|∂tu(t, x) + (−∆)
σu(t, x)|
2
dxdt,
if u ∈ W 1,2([0, T ], L2(T)) ∩ L2([0, T ], H2σ(T)), u(0, x) = u0(x) and S(u) = +∞
otherwise.
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6.3. Nonlinear fractional diffusion equation. One natural extension of the
fractional diffusion equation above is clearly its nonlinear counterpart:
∂tu(t, x) + (−∆)
σu(t, x) = b(u(t, x)).
An interesting choice of b is, for example, b(u) = |u|γ , γ ∈ (0, 1), so that, as
far as we know, the nonlinear equation above does not fall into the scope of any
previous work concerning Large Deviations (cfr. [2, 4] for the locally-Lipschitz case).
Quite remarkably, uniqueness of strong solutions to the unperturbed equation above
does not hold in general, but also in this case a LDP holds on C([0, T ], Hα(T)),
α < 1− 12σ , σ > 1/2, for the perturbed equation on [0, T ]× T
∂tu(t, x) + (−∆)
σu(t, x) = |u(t, x)|γ + εη˙(t, x),
with rate ε2 and action functional
S(u) =
1
2
∫ T
0
∫
T
|∂tu(t, x) + (−∆)
σu(t, x)− |u(t, x)|γ |
2
dxdt,
if u ∈ W 1,2([0, T ], L2(T)) ∩ L2([0, T ], H2σ(T)), u(0, x) = u0(x) and S(u) = +∞
otherwise. Notice that the action functional vanishes at u if and only if u is a
strong solution to the unperturbed equation, a phenomenon similar to [15, 13] and
[17].
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