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Summary. The choice of the summary statistics used in Bayesian inference and
in particular in ABC algorithms has bearings on the validation of the resulting in-
ference. Those statistics are nonetheless customarily used in ABC algorithms
without consistency checks. We derive necessary and sufficient conditions on
summary statistics for the corresponding Bayes factor to be convergent, namely
to asymptotically select the true model. Those conditions, which amount to the
expectations of the summary statistics differing asymptotically under the two mod-
els, are quite natural and can be exploited in ABC settings to infer whether or not
a choice of summary statistics is appropriate, via a Monte Carlo validation.
1. Introduction
1.1. Summary statistics
In Robert et al. (2011), the authors showed that the now popular ABC (approxi-
mate Bayesian computation) method (Tavare´ et al., 1997, Pritchard et al., 1999,
Toni et al., 2009) is not necessarily validated when applied to Bayesian model
choice problems, in the sense that the resulting Bayes factors may fail to pick
the correct model even asymptotically.
The ABC algorithm is progressively getting accepted as a necessary compo-
nent of the Bayesian toolbox for handling intractable likelihoods. Since it is not
the central topic of this article, but rather both a motivation and an immedi-
ate application domain for our derivation, we do not embark upon a complete
description of its implementation, referring to Marin et al. (2011) and Fearn-
head and Prangle (2012) for details. We simply recall here that the core feature
of this approximation technique is to run simulations (θ, z) from the prior dis-
tribution and the corresponding sampling distribution until a statistic T (z) of
the simulated pseudo-data z is close enough to the corresponding value of the
statistic T (y) at the observed data y. The degree of proximity (also called the
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tolerance) can be improved by an increase in the computational power. However
the choice of the statistic T is particularly crucial in that the resulting (approx-
imately Bayesian) inference relies on this statistic and only on this statistic. It
thus impacts the resulting inference much more than the choices of the tolerance
distance and of the tolerance value.
When conducting ABC model choice (Grelaud et al., 2009), the outcome of
the ideal algorithm associated with zero tolerance and zero Monte Carlo error is
the Bayes factor
BT12(y) =
∫
pi1(θ1)g
T
1 (T (y)|θ1) dθ1∫
pi2(θ2)gT2 (T (y)|θ2) dθ2
,
namely the Bayes factor for testingM1 versusM2 based on the sole observation
of T (y). This value most often differs from the Bayes factor B12(y) based on
the whole data y. As discussed in Didelot et al. (2011) and Robert et al. (2011),
in the specific case when the statistic T (y) is sufficient for both M1 and M2,
the difference between both Bayes factors can be expressed as
B12(y) =
h1(y)
h2(y)
BT12(y) , (1)
where the ratio of the hi(y)’s often behaves like a likelihood ratio of the same
order as the data size n. The discrepancy revealed by the above is such that
ABC model choice cannot be trusted without further checks. Indeed, even in the
limiting ideal case, i.e. when the ABC algorithm achieves a zero tolerance, the
ABC odds ratio does not take into account the features of the data besides the
value of T (y). Robert et al. (2011) warn that this difference can be such that
BT12(y) leads to an inconsistent model choice. (The same is obviously true for
point estimation, e.g. when considering the extreme case of an ancillary T (y).)
This is also the reason why Ratmann et al. (2009, 2010) consider the alternative
approach of assessing each model on its own under several divergence measures,
defining a new algorithm they denote ABCµ.
Beyond ABC applications, note that many fields report summary statistics
in their publications rather than the raw data, for various reasons ranging from
confidentiality to storage, to proprietary issues. For instance, a dataset may be
replaced by several p-values, pi(y), against several specific hypotheses. Handling
a model choice problem based solely on T (y) = (p1(y), . . . , pk(y)) is therefore a
relevant issue, with the coherence of the corresponding Bayes factor at stake.
Another relevant instance outside the ABC domain is provided in Dickey and
Gunel (1978), who exhibit the above differences in the Bayes factors when using a
non-sufficient statistic, including an example where the limiting Bayes factor, as
the sample size grows to infinity, is 0 or∞. Similarly, Walsh and Raftery (2005)
compare point processes via Bayes factors constructed on summary statistics.
They discuss those summary statistics (second order statistics and some based
on Vorono¨ı tesselations) depending on the misclassification rates of the corre-
sponding Bayes factors through a simulation study. However, the connection
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with the genuine Bayes factor is not pursued. (A connection with the ABC set-
ting appears in the conclusion of the paper, though, with a reference to Diggle
and Gratton (1984) which is often credited as one originator of the method.)
The purpose of the current paper is to study asymptotic conditions on the
statistic T under which the Bayes factor BT12(y) either converges to the correct
answer or it does not. We obtain a precise characterisation of consistency in
terms of the limiting distributions of the summary statistic T (y) under both
models, namely that the true asymptotic mean of the summary statistic T (y)
cannot be recovered under the wrong model, except for nested models. As ex-
plained below, this characterisation shows that using point estimation statistics
as summary statistics is rarely pertinent for testing while ancillary statistics are
more likely candidates, at least formally. Once stated, the condition on the statis-
tic T is quite natural in that the Bayes factor will otherwise favour the simplest
model. Our main result implies that a validation of summary statistics providing
convergent model choice is available for ABC algorithms. The practical side is
computational in that the mean values of the summary statistics can be checked
by simulation. Further properties of the vector of summary statistics can also
be tested via these simulations, including the comparison of several summary
statistics or, equivalently, the selection of the most discriminant components of
the above vector.
1.2. Insufficient statistics
The above connection (1) between the Bayes factor based on the whole data y
and the Bayes factor based on the summary T (y) is only valid when the latter
is sufficient for both models. In this setting, and only in this setting, the ratio of
the hi’s in (1) is equal to one solely when the statistic T is furthermore sufficient
across modelsM1 andM2, i.e. for the collection (m,θm) of the model index and
of the parameter. A rather special instance where this occurs is the case of Gibbs
random fields (Grelaud et al., 2009). Otherwise, the conclusion drawn from using
T (y) necessarily differs from the conclusion drawn from using y. The same is
obviously true outside the sufficient case, which implies that the selection of a
summary statistic must be evaluated against its performances for model choice,
because it is not guaranteed per se. The following example illustrates this point:
Example 1. To illustrate the impact of the choice of a summary statistic on
the Bayes factor, we consider the comparison of model M1: y ∼ N (θ1, 1) with
modelM2: y ∼ L(θ2, 1/
√
2), the Laplace or double exponential distribution with
mean θ2 and scale parameter 1/
√
2, which has a variance equal to one. Since
it is irrelevant for consistency issues, we assume throughout the paper that the
prior probabilities of both models M1 and M2 are equal to 1/2.
In this formal setting, we considered the following statistics:
– the sample mean y;
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– the sample median med(y);
– the sample variance var(y);
– the median absolute deviation mad(y) = med(|y −med(y)|);
– the sample fourth moment n−1
∑n
i=1 y
4
i ;
– the sample sixth moment n−1
∑n
i=1 y
6
i .
Given the models under comparison, the first statistic is sufficient only for the
Gaussian model, the second, fifth and sixth statistics are not sufficient but their
distributions depend on θi in both models, while both the sample variance and
the median absolute deviation are ancillary statistics.
As explained later in Section 2.2, the most important feature of those statis-
tics is that all statistics but the fourth one have the same expectation under both
models (when using appropriate values of the θi’s) while the median absolute
deviation always has a different expectation under model 1 and model 2.
Since we are facing standard models in this artificial example, the analytic
computation of the true Bayes factor would be possible, even in the Laplace case.
However, if we base our inference only on one or several of the above statistics,
the computation of the corresponding Bayes factors requires an ABC step. Fig.
1 shows the distribution of the posterior probability that the model is normal
(as opposed to Laplace) when the data is either normal or Laplace and when
the summary statistic in the ABC algorithm is the collection of the first three
statistics above. The outcome is thus that the estimated posterior probability
has roughly the same predictive distribution under both models, hence ABC
based on those summary statistics is not discriminative. Fig. 2 represents the
same outcome when the summary statistic used in the ABC algorithm is only
made of the median absolute deviation of the sample. In this second case, the
two distributions of the estimated posterior probability are quite opposed under
each model, concentrating near zero and one as the number of observations
n increases, respectively. Hence, this summary statistic is highly discriminant
for the comparison of the two models. From an ABC perspective, this means
that using the median absolute deviation is then satisfactory, as opposed to
the first three statistics. Finally, Fig. 3 and 4 represents the same outcome
when the summary statistics used in the ABC algorithm are respectively the
empirical fourth moment and both the empirical fourth and sixth moments.
When using solely the empirical fourth moment, the posterior probability for the
normal model is highly concentrated near 1 when the observations are normally
distributed, while the posterior probability for the normal model slowly decreases
to zero with the number of observations when they are Laplace distributed.
When using both the fourth and the sixth moments, the convergence (to zero) in
the Laplace case occurs faster. We note that the distance used for the latter case
is an Euclidean distance with weights 1 and 1/100 on the fourth and the sixth
components, in order to compensate for the one-hundred-fold larger values of
the square differences of the sixth moments. Using a regular Euclidean distance
led to account only for the empirical sixth moment statistic. In Section 3.1,
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the experimental results obtained in Fig. 3 and 4 will be analysed in terms of
theoretical results of 2.2. J
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Fig. 1. Comparison of the distributions of the posterior probabilities that the data is from
a normal model (as opposed to a Laplace model) with unknown mean θ when the data is
made of n = 10, 100, 1000 observations (left, centre, right, resp.) either from a Gaussian
or Laplace distribution with mean equal to zero and when the summary statistic in the
ABC algorithm is the vector made of the collection of the sample mean, median, and
variance. The ABC algorithm uses a reference table of 104 simulations (5, 000 for each
model) from the prior θ ∼ N (0, 4) and selects the tolerance  as the 1% distance quantile
over those simulations.
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Fig. 2. Same legend and same calibration as in Fig. 1 when the ABC algorithm is based
on the median absolute deviation of the sample as its sole summary statistic.
The above example illustrates very clearly the major result of this paper,
namely that the mean behaviour of the summary statistic T (y) under both
models under comparison is fundamental for the convergence of the Bayes factor,
i.e. of the Bayesian model choice based on T (y). This result, described in the
next section, thus brings an answer to the question raised in Robert et al. (2011)
about the validation of ABC model choice, although it may require additional
simulation experiments in realistic situations.
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Fig. 3. Same legend and same calibration as in Fig. 1, for n = 100, 1000, 10000 obser-
vations, when the ABC algorithm is based on the empirical fourth moment as its sole
summary statistic.
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Fig. 4. Same legend as in Fig. 3 when the ABC algorithm is based on both the fourth
and sixth empirical moments as summary statistics.
The paper is organised as follows: Section 2 contains the theoretical deriva-
tion of the asymptotic behaviour of the Bayes factor BT12(y), Section 2.1 covering
our main assumptions and exhibiting the asymptotic behaviour of the marginal
likelihoods, Section 2.2 detailing the consequences of this result for model choice
based on summary statistics. Section 3 illustrates the relevance of our criterion
for evaluating summary statistics, including a non-trivial population genetics
example. Section 4 details the practical implementation of a validation mech-
anism based on the above results. Section 5 concludes the paper with a short
discussion.
2. Convergence of Bayes factors using summary statistics
Let y = (y1, . . . , yn) be the observed sample, not necessarily iid. We de-
note by y ∼ Pn the true distribution of the sample, and by T (y) = T n =
6
(T1(y), T2(y), · · · , Td(y)) a d-dimensional vector of summary statistics, T n ∼
Gn. The distribution Gn is the projection of Pn under the map T n : Rn 7→ Rd
and we denote its density by gn.
There are two competing models M1 and M2 that we wish to compare:
– under M1, y ∼ F1,n(·|θ1) where θ1 ∈ Θ1 ⊂ Rp1 ,
– under M2, y ∼ F2,n(·|θ2) where θ2 ∈ Θ2 ⊂ Rp2 .
The distributions of T n under M1 and M2 are denoted by G1,n(·|θ1) and
G2,n(·|θ2), respectively. We also assume that the distribution functions Fi,n(·|θi),
Gi,n(·|θi) have densities fi(·|θi) and gi(·|θi) with respect to some dominating
measures (i = 1, 2), respectively. Under the respective prior distributions pi1 and
pi2 on θ1 and θ2, the posterior distributions given T
n are denoted by pi1(·|T n)
and pi2(·|T n).
2.1. Assumptions and asymptotic behaviour of the marginal likelihoods
Before stating the main result in the paper, we detail theoretical assumptions on
both the models and the summary statistics under which the main result holds.
We start with a brief primer on our notations. The letter C denotes a generic
positive constant (independent of n), whose value may change from one occur-
rence to the next, but is of no consequence. We write a ∧ b to denote min(a, b).
For two sequences {an}, {bn} of real numbers, an . bn (resp. &) means an ≤ Cbn
(resp. an ≥ Cbn). Similarly, an ∼ bn means that
1/C ≤ lim inf
n→∞ |an/bn| ≤ lim supn→∞ |an/bn| ≤ C .
The symbol  denotes convergence in distribution.
Technical assumptions that are necessary for establishing the main result of
the paper are as follows:
(A1) There exist a sequence of positive real numbers {vn} converging to +∞, a
distribution Q on Rd, and a vector µ0 ∈ Rd, such that
vn(T
n − µ0) Q, under Gn .
(A2) For i ∈ {1, 2}, there exist sieves Fn,i ⊂ Θi and constants τi, αi, Ci, x0,i > 0,
such that
pii(Fcn,i) = o(v−τin ) . (2)
For all θi ∈ Fn,i, the asymptotic means µi(θi) ∈ Rd of T n under this model
satisfy: for all 0 < x < x0,ivn
Gi,n
[
vn|T n − µi(θi)| > x
∣∣∣θi] ≤ Cix−αi . (3)
We define the sets Sn,i ⊂ Fn,i (i = 1, 2) as
Sn,i(u) =
{
θi ∈ Fn,i; |µi(θi)− µ0| ≤ u v−1n
}
, u > 0 .
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We say that Mi is compatible with T
n if
inf{|µi(θi)− µ0|; θi ∈ Θi} = 0 ,
meaning that the asymptotic mean of T n is found within the range of the means
of T n in model Mi.
(A3) IfMi is compatible with T
n, then there exists a constant di < τi∧ (αi−2)
such that
pii(Sn,i(u)) ∼ udiv−din , ∀u . vn . (4)
(A4) If Mi is compatible with T
n, then for any  > 0 there exist U, δ > 0 and a
set En such that for all θi ∈ Sn,i(U)
En ⊆ {t; gi(t|θi) ≥ δgn(t)} and Gn (Ecn) <  . (5)
Even though these assumptions might appear overwhelming, we claim that
(A1)—(A4) are both mild and relatively easy to check in applications. A de-
tailed discussion on those assumptions is provided in Section 2.3. Furthermore,
we will later illustrate why they hold in both the Gaussian versus Laplace ex-
ample (Section 3.1) and a realistic population example (Section 3.3).
The following result provides a fundamental control on the convergence rate
of the marginal likelihoods. In Lemma 1, m1(·) and m2(·) denote the marginal
densities of T n under models M1 and M2, respectively, namely (i = 1, 2)
mi(t) =
∫
Θi
gi(t|θi)pii(θi) dθi . (6)
Lemma 1. Under assumptions (A1)–(A4), for i = 1, 2, there exist constants
Cl, Cu = OPn(1) such that, ifMi is compatible with T
n, and τi > di, αi > di+2,
Clv
−di
n ≤
mi(T
n)
gn(T
n)
≤ Cuv−din (7)
and, if Mi is not compatible with T
n,
mi(T
n)
gn(T
n)
= OPn [v
−τi
n + v
−αi
n ]. (8)
The above lemma, or more precisely (7), provides an equivalence result for
the marginal densities mi(T
n) when µ0 ∈ {µi(θi), θi ∈ Θi} but it does not
specifically require that Gn belongs to model Mi. Appendix 2 details the proof
of Lemma 1. The following result is a corollary on the use of T n for inference
purposes other than model choice:
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Corollary 1. Under the assumptions of Lemma 1, if Mi is compatible
with T n, the posterior distribution pii(.|T n) concentrates at the rate 1/vn on
{θi;µi(θi) = µ0}, provided τi > di and αi > di + 2. Hence, under the posterior
distribution pii(.|T n), µi(θi) converges to µ0 at the rate 1/vn.
Proof. Equation (7) of Lemma 1 yields that
mi(T
n)
gn(T
n)
& v−din
with large probability. For all sequences {wn}n converging to +∞, calculations
performed in the proof of Lemma 1 (see Appendix 2) yield that with probability
going to 1 under Gn,∫
Sn,i(wn)c
gi(T
n|θi)
gn(T
n)
pii(θi) dθi . w−αin v−αin + v−τin = o(v−din ) .
Therefore the posterior distribution of µi(θi) has its tail probability given by
pii(|µ0 − µi(θi)| > wnv−1n |T n) =
∫
Sn,i(wn)c
gi(T
n|θi)pii(θi) dθi
mi(T
n)
= oPn(1)
and the corollary follows. 2
Lemma 1 helps in understanding the meaning of the parameter di in assump-
tion (A3) when Mi is compatible with T
n. Indeed, we then have
mi(T
n)
gn(T
n)
∼ v−din ,
thus log(mi(T
n)/gn(T
n)) ∼ −di log vn and v−din appears as a penalisation factor
resulting from integrating θi out in the very same spirit as the effective number
of parameters appears in the DIC (Spiegelhalter et al., 2002) criterion and in the
discussions in Rousseau (2007) and Rousseau and Mengersen (2011). In regular
models, di corresponds to the dimension of µ(Θi), leading to the usual BIC
approximation; however, in non-regular models, which may occur with the kind
of applications where ABC methods are required, di can be different. This is
illustrated in the examples of Section 3. We now present the major implication
of these results on the relevance of some summary statistics to compute Bayes
factors.
2.2. Bayes factor consistency
Lemma 1 implies that the asymptotic behaviour of the Bayes factor is driven by
the asymptotic mean value of T n under both models. It is usual to assume that
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one of the competing models is true, when studying the behaviour of testing pro-
cedures (here posterior probabilities and Bayes factors). Here, in full generality,
it is actually enough that one of the models is compatible with the statistic T n.
Hence, without loss of generality we assume that the true distribution belongs
to model M1 and we first consider the case where model M2 is also compatible
with T n, i.e.
inf{|µ0 − µ2(θ2)|; θ2 ∈ Θ2} = 0 .
Under assumptions (A1)–(A4),
Clv
−(d1−d2)
n ≤
m1(T
n)
m2(T
n)
≤ Cuv−(d1−d2)n ,
where Cl, Cu = OPn(1), irrespective of the true model. Thus the asymptotic
behaviour of the Bayes factor depends solely on the difference d1 − d2. For
instance, if d1 > d2 (as in the embedded case) and Gn is inM1, the Bayes factor
goes to 0, instead of infinity. If instead d1 = d2, the Bayes factor is bounded
from below and from above and is thus useless to separate the two models. Note
that the asymptotic (non-convergent) behaviour remains the same even when
Gn is in neither model, provided
inf{|µ0 − µ2(θ2)|; θ2 ∈ Θ2} = inf{|µ0 − µ1(θ1)|; θ1 ∈ Θ1} = 0 .
On the contrary, assume that the true distribution is in model M1 and that
modelM2 is not compatible with T
n, then the Bayes factor, under assumptions
(A1)–(A4), satisfies
m1(T
n)
m2(T
n)
≥ C` min
(
v−(d1−α2)n , v
−(d1−τ2)
n
)
,
and if min(α2, τ2) > d1,
lim
n→+∞
m1(T
n)
m2(T
n)
= +∞,
which leads to choosing the right model asymptotically. The above then im-
plies the following consistency result, which is the core derivation of our paper,
providing a characterisation of relevant summary statistics:
Theorem 1. If, under assumptions (A1)–(A4), models M1 and M2 are
both compatible with T n, and τi ∧ αi − 2 > di, then the Bayes factor BTn12
has the same asymptotic behaviour as v
−(d1−d2)
n , irrespective of the true model.
Therefore, it always asymptotically selects the model with the smallest effective
dimension di.
If model M1 is compatible with T
n and model M2 is incompatible with T
n,
then
0 = inf{|µ0 − µ1(θ1)|; θ1 ∈ Θ1} < inf{|µ0 − µ2(θ2)|; θ2 ∈ Θ2} ,
and if min(α2, τ2) > d1, then the Bayes factor B
T
12 is consistent.
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Note that, for ancillary statistics, the condition min(α2, τ2) > d1 is vacuous
since τ2 = ∞ and d1 = 0. The theorem therefore also applies to compatible
ancillary statistics.
An essential practical consequence of Theorem 1 is that the Bayes factor
is merely driven by the means µi(θi) and the relative position of µ0 in both
sets {µi(θi); θi ∈ Θi}, i = 1, 2. If Gn is in neither model but µ0 belongs to
{µ1(θ1), θ1 ∈ Θ1} and not to {µ2(θ2), θ2 ∈ Θ2}, then the Bayes factor will
asymptotically select M1. Note that the result does not cover the behaviour of
the Bayes factor when neither model is compatible with T n, since there is no
simple characterisation in this case.
The following heuristic argument sheds some light on why the above results
hold.
Suppose the summary statistics (appropriately rescaled) are asymptotically
normal under each model. Assume that the Kullback-Leibler divergence between
the distributions of
√
n(T n − µi(θi)) can be approximated by the Kullback-
Leibler divergence between the respective asymptotic Gaussian distributions
√
n|V0|−1/2qG{
√
nV
−1/2
0 (T
n − µ0)}
and √
n|Vi(θi)|−1/2qG{
√
nVi(θi)
−1/2(T n − µi(θi)} ,
where V0, V1(θ1), and V2(θ2) denote the asymptotic variances under the various
models, where |V | denotes the determinant of the matrix V , and where qG is the
pdf of the standard Gaussian distribution. Then
1
n
KL{gn(T n), gi(T n|θi)} ≈ (µ0 − µi(θi))
tVi(θi)
−1(µ0 − µi(θi))
2
+ o(1) . (9)
In that case a usual Laplace argument would imply that
mi(T
n)
gn(T
n)
≈
∫
exp{−n(µ0 − µi(θi))
tVi(θi)
−1(µ0 − µi(θi))
2
}pii(θi)dθi.
So that the difference between µ0 and µi(θi) is the key measure to evaluate the
distance between gn and gi,n(·|θi). The above argument is purely illustrative
since requiring (9) is very strong and not realistic in most cases.
Formally, an ideal statistics T n would be an ancillary statistics for both mod-
els with different expectation under both models. Indeed, in this case, the sets
{µi(θi), θi ∈ Θi} (i = 1, 2) are singletons and they only have to differ for the
Bayes factor to be consistent. For instance, in Example 1, both the empirical
variance and the empirical mad statistic are ancillary. In the first case, the expec-
tation is the same under both distribution, which explains why the Bayes factor
cannot discriminate between models (Fig. 1). In the second case, the expecta-
tions differ, hence a consistent Bayes factor as exhibited in Fig. 2. Concerning
the assumptions (A1)–(A4), some simplifications occur under ancillarity:
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– assumption (A2) must hold for a single distribution and Fn,i = Sn,i(u) =
Θi;
– assumption (A3) holds automatically since di = 0;
– assumption (A4) must also hold for the fixed distribution of T n under
model Mi (and obviously holds when Mi is the true model).
Unfortunately, it is very hard to extract useful ancillary statistics from complex
models: while examples of ancillary statistics abound, for instance rank statistics
(Sidak et al., 1999), they either do not apply to non-iid settings or have identical
means under different models. Example 1 is thus truly a toy example in that
it constitutes the exception to this remark. When considering the population
genetics models of Section 3, we cannot provide such solutions.
In the special case ofM1 being a submodel ofM2, and if the true distribution
belongs to the smaller model M1, any summary statistic satisfies
µ0 ∈ {µ1(θ1); θ1 ∈ Θ1} ⊂ {µ2(θ2); θ2 ∈ Θ2},
so that the Bayes factor is of order v
−(d1−d2)
n . If the summary statistic is in-
formative merely on a parameter which is the same under both models, i.e., if
d1 = d2, then the Bayes factor is not consistent. Else, d1 < d2 and the Bayes
factor is consistent under M1. If the true distribution does not belong to M1,
then the same phenomenon as described above occurs and the Bayes factor is
consistent only if µ1 6= µ2 = µ0. This case will be illustrated for a quantile
distribution in Section 3.2.
2.3. About the assumptions (A1)–(A4)
Assumptions (A1)–(A4) may appear too stringent or too abstract to be of any
practical relevance and we now discuss why they make perfect sense.
Assumption (A1) is quite natural. It is often the case that summary statistics
T n are chosen as empirical versions of quantities of interest (under second order
moment conditions) and it is natural to assume that they concentrate since they
are chosen to be both low dimensional and informative on some aspects of the
model (even though the result also applies to ancillary statistics). For instance,
when the summary statistics are empirical means or empirical quantiles, (A1)
is satisfied with vn =
√
n and the Gaussian distribution being the limiting Q
(a most common occurrence). However, if T n is a distance (e.g., of the type
induced by chi-square like statistics) then Q will be the chi-square distribution.
We also note that (A1) holds for some ancillary statistics, like those of Example
1.
Assumption (A2) requires that under each model T n concentrates around the
model asymptotic mean values µi(θi) at rate vn, even though it is not necessary
to have convergence in distribution. More precisely, (A2) controls the moderate
deviations of the estimator T n from the asymptotic mean µ(θ) under each model.
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For instance, when T n is an empirical mean, i.e., T n = n−1
∑n
i=1 h(yi) for a
given function h, Markov inequality implies that for every θi ∈ Θi,
Gi,n
[√
n|T n − µi(θi)| > u
∣∣∣θi] ≤ E
[ ∣∣∣∑ni=1{h(yi)− µi(θi)}∣∣∣θi∣∣∣p ]
up np/2
. u−p, (10)
for large values of p (typically, larger than di+ 2) and under very weak assump-
tions (much weaker than being in an i.i.d. setting).
Assumption (A3) describes the behaviour of the prior distribution of the mean
of T n near the true asymptotic value µ0. This assumption needs only hold on a
compatible model and it is often found in the Bayesian asymptotic literature, see
for instance condition (2.5) of Theorem 1 in Ghosal and van der Vaart (2007).
Usually referred to as the prior mass condition, it corresponds to the fact that
if the prior vanishes in regions where the likelihood is not too small (i.e., near
µ0 in our case) then the marginal becomes very small. The exponents di can be
viewed as effective dimensions of the parameter under the posterior distributions,
as discussed after Corollary 1. If the maps θi 7→ µi(θi) are locally invertible near
µ0, under the usual continuity conditions on the maps θi 7→ |µ0 − µi(θi)|, for
any u > 0, there exists a finite collection of points θ∗ij ∈ Θi such that the sets
Sn,i(u) can be bounded both from above and from below by sets of the form
J⋃
j=1
{θj : |θj − θ∗ij | . uv−1n }, J ∈ N . (11)
Thus if the prior density pii is bounded from above and below near the points θ
∗
ij ,
we immediately deduce that pii{Sn,i(u)} ∼ udv−dn and di = d, verifying (A3).
In most cases we will have di ≤ d, since assuming that di > d would imply that
the prior density of µ(θ) explodes at µ0.
Assumption (A4) states that, if there are θi’s such that µi(θi) = µ0, then uni-
formly in θ close to one of those θi’s, gi(t|θi) is bounded from below by δgn(t)
on a set having large probability in terms of Gn. There are various instances
under which this assumption is satisfied. First, if Mi is the true model and T
n
is ancillary under this model, it automatically holds since for all θi ∈ Sn,i(u)
gi(·|θi) = gn(·). Secondly, if vn(T n − µi) converges in distribution to Q and if
the densities are close, then (A4) is satisfied. This requires in particular that
T n has the same support under Gn and Gi, but not necessarily that Gi or Gn
are continuous distributions. Assumption (A4) may become difficult to check
when the sets Sn,i(u) are not compact, which is typically the case when the
sets {θi;µi(θi) = µ0} are not compact. The important point here is that, in
such cases, the posterior distribution pii(·|T n) is not informative on the whole
parameter θi (at least no further than the prior) but instead informative on a
fraction of it, summarised by µi(θi). Re-parametrising θi into (µi(θi), ψi) where
ψi represents the part of θi which is not informed by the asymptotic distribution
of T n, T n is asymptotically ancillary for ψi. In such a case, (A4) will still hold
13
in situations where the prior distribution does not assign too much mass near
the tails, so that the sieves Fn,i can be chosen not too large to ensure that the
distributions Gi,n of T
n hardly depend on ψi.
3. Illustrations
3.1. Gaussian versus Laplace distributions
Recall that in the setting of Example 1, we denote byM1 the Gaussian model and
by M2 the Laplace model. In each model, the prior on the mean θi is a centred
Gaussian distribution with variance 4 and in each case the data are simulated
under θi = 0. For illustrating our main result on consistency, we consider the
summary statistics made of the empirical fourth moment, T n = n−1
∑n
i=1 y
4
i ,
such that µ1(θ) = θ
4 + 3 + 6θ2 and µ2(θ) = θ
4 + 6 + 6θ2.
We now endeavour to check that assumptions (A1)–(A4) hold for that statis-
tic. Given that this is an empirical moment, (A1) is trivially satisfied as a
consequence of the Central Limit theorem, with vn =
√
n.
For assumption (A2), µi(θi) is already defined above. For both models, we
set Fn,1 = Fn,2 = {|θ| ≤ 2
√
log n} = Fn for (A2) to hold, so that
pi1(Fcn,1) = pi2(Fcn,2) = o(n−1)
under a Gaussian prior on θ under both models, which implies τi = 2. The
second part of (A2) is verified using Markov inequality. Indeed,
Gi,n
∣∣∣∣∣∣n−1
n∑
j=1
(y4j − µi(θ))
∣∣∣∣∣∣ > x
∣∣∣∣∣∣ θ
 ≤ Ei[(Y 4 − µi(θ))4|θ]
n2x4
.
which implies αi = 4.
Addressing (A3), in modelM1 if the mean is equal to zero then µ0 = 3 and,
in model M2 if θ2 = 0, then µ0 = 6. Thus Sn,1(u) and Sn,2(u) can be bounded
from above and below by balls of the form
|θ| ≤ C u1/2n−1/4 ,
so that d1 = d2 = 1/2 in those cases. Note that, if the mean is different from
zero, µ0 > 3 in model M1 and µ0 > 6 in model M2. Then Sn,1(u) and Sn,2(u)
can be bounded from above and below by balls in the form
|θ2 − θ2∗| ≤ C un−1/2, |θ∗| > 0
so that d1 = d2 = 1 in those cases.
Addressing (A4), since both distributions satisfy Cramer condition, the empiri-
cal fourth moment allows for an Edgeworth expansion under both models, which
can be made uniform in sets in the form {|θ| ≤ Cn−1/4}, see Bhattacharya and
Rao (1986, Theorem 19.1). Hence, (A4) is satisfied.
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In conclusion, if the true distribution belongs to model M2 and the mean is
equal to zero, µ0 ∈ {µi(θ); θ ∈ R} for both i = 1, 2 and we have d1 = 1 and
d2 = 1/2. On the other hand, if the true distribution belongs to modelM1 then
d1 = 1/2 and
inf{|µ0 − µ2(θ2)|; θ2 ∈ R} > 0 .
Following from Theorem 1, the Bayes factor is then consistent but at the rate
n−1/4 under model M2. This is to some extent an accidental result, merely
due to the fact that, in that very special case when the mean is equal to zero,
d1 > d2. Fig. 3 presented in Section 1.2 illustrates the above discussion. Finally,
note that, if the mean is different from zero, then a similar argument leads
to the lack of consistency of the Bayes factor, since then d1 = d2 = 1 and
µ0 ∈ {µi(θ); θ ∈ R}, for both i = 1, 2.
3.2. Quantile distributions
We now consider the example of a four-parameter quantile distribution, defined
through its quantile function
Q(p;A,B, g, k) = A+B
(
1 + 0.8
1− exp{−gz(p)}
1 + exp{−gz(p)}
)(
1 + z(p)2
)k
z(p)
where z(p) is the pth standard normal quantile and the parameters A,B, g and
k represent location, scale, skewness and kurtosis, respectively (Haynes et al.,
1997). While the quantile function is well-defined, and the distribution easy
to simulate, there is no closed-form expression for the corresponding density
function, which makes the implementation of an MCMC algorithm quite delicate.
Allingham et al. (2009) introduce a ABC procedure that uses the order statistics
as summary statistics. We consider here a model choice perspective.
In this experiment, we set A = 0 and B = 1. We then oppose two models:
– model M1, in which g = 0, with a single unknown parameter θ1 = k and
a prior θ1 ∼ U [−1/2, 5]. In the simulation process, when M1 is true, we
choose θ1 = 2.
– model M2, with two unknown parameters θ2 = (g, k) and a prior θ2 ∼
U [0, 4]⊗U [−1/2, 5]. In the simulation process, whenM2 is true, we choose
θ2,1 = 1 and θ2,2 = 2.
This obviously is a case of embedded models, sinceM1 is a sub-model ofM2. As
in the previous experiments, we use an ABC procedure relying on 104 proposals
from the prior and a tolerance set at the 1% quantile of the L1 distances between
some empirical quantiles. In the comparison below, we first use the empirical
quantile of order 10% as sole summary statistic. Then, we consider the empirical
quantiles of order 10% and 90%, and, at last, the empirical quantiles of order
10%, 40%, 60% and 90%. The results are summarised in Fig. 5. They show
complete agreement with Theorem 1.
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When the summary statistic T n is restricted to the empirical quantile of
order 10%, the Bayes factor is not consistent. Indeed, in such a case, we have
µ1(θ1) =
(
1 + z(0.1)2
)θ1
z(0.1) ,
and
µ2(θ2) =
(
1 + 0.8
1− exp(−θ2,1z(0.1))
1 + exp(−θ2,1z(0.1))
)(
1 + z(0.1)2
)θ2,2
z(0.1) .
WhenM1 is true with k = 2, then µ0 ≈ −8.95 and inf{|µ0−µ1(θ1)|; θ1 ∈ Θ1} =
inf{|µ0 − µ2(θ2)|; θ2 ∈ Θ2} = 0. Similarly, when M2 is true with g = 1 and
k = 2, then µ0 ≈ −4.90 and
inf{|µ0 − µ1(θ1)|; θ1 ∈ Θ1} = inf{|µ0 − µ2(θ2)|; θ2 ∈ Θ2} = 0 .
Therefore, the Bayes factor has the same asymptotic behaviour as n−(d1−d2)/2,
irrespective of the true model. We can prove that d1 = d2 = 1 in this case,
therefore that the Bayes factor is not consistent.
When the summary statistics T n is the vector made of the empirical quantiles
of order 10% and 90%, the Bayes factor is consistent. Indeed, in such a case, we
have
µ1(θ1) =
[(
1 + z(0.1)2
)θ1
z(0.1),
(
1 + z(0.9)2
)θ1
z(0.9)
]
,
and
µ2(θ2) =
[(
1 + 0.8
1− exp(−θ2,1z(0.1))
1 + exp(−θ2,1z(0.1))
)(
1 + z(0.1)2
)θ2,2
z(0.1),
(
1 + 0.8
1− exp(−θ2,1z(0.9))
1 + exp(−θ2,1z(0.9))
)(
1 + z(0.9)2
)θ2,2
z(0.9)
]
.
When M1 is true with k = 2, then µ0 ≈ [−8.95, 8.95] and
inf{|µ0 − µ1(θ1)|; θ1 ∈ Θ1} = inf{|µ0 − µ2(θ2)|; θ2 ∈ Θ2} = 0 .
We can prove that d1 < d2 and hence that the Bayes factor is consistent. More-
over, when M2 is true with g = 1 and k = 2, then µ0 ≈ [−4.90, 12.99], and
inf{|µ0 − µ2(θ2)|; θ2 ∈ Θ2} = 0 but inf{|µ0 − µ2(θ1)|; θ1 ∈ Θ1} > 0 .
We can prove that min(α1, τ1) > d2 and therefore that the Bayes factor is again
consistent.
Finally, when the summary statistics T n is the larger vector made of the em-
pirical quantiles of order 10%, 40%, 60% and 90%, the Bayes factor is obviously
consistent. However, the results obtained in Fig. 5 are very similar to the ones
obtained with only two empirical quantiles.
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Fig. 5. Comparison of the distributions of the posterior probabilities that the quantile
distribution data is from model M1 when the data is made of 100 observations (left
column), 1000 observations (central column) and 10,000 observations (right column)
either fromM1 (M1) orM2 (M2) when the summary statistics in the ABC algorithm are
made of the empirical quantile at level 10% (first row), the empirical quantiles at levels
10% and 90% (second row), and the empirical quantiles at levels 10%, 40%, 60% and
90% (third row), respectively. The boxplots rely on 100 replicas and the ABC algorithms
are based on 104 proposals (5, 000 for each model) from the prior, with the tolerance
being chosen as the 1% quantile on the distances.
3.3. Population genetics experiment
We now examine a Monte Carlo experiment that more directly relates to the
genesis of ABC, namely population genetics. As in Robert et al. (2011), we
consider two populations (1 and 2) having diverged at a fixed time t′ in the past
and a third population (3) having diverged from one of those two populations
(models 1 and 2, respectively). Times are set to t′ = 60 generations for the first
divergence and t = 30 generations for the second one. The effective population
size is assumed to be identical for all three populations and equal to Ne =
60. Recall that the effective size of a population is defined as the size of an
ideal (Wright-Fisher) population that would show the same behaviour as the
population of interest, in terms of loss of genetic variation due to random drift.
17
We assume we observed 50 diploid individuals per population genotyped at 5,
50 or 100 independent microsatellite loci, this number acting as a proxy to the
sample size. These loci are assumed to evolve according to the stepwise mutation
model: when a mutation occurs, the number of repetitions of the mutated gene
increases or decreases by one unit with equal probability. For each configuration
(defined in terms of loci numbers), we generate 100 observations for which the
mutation rate θ is common to all loci and set to 0.005. In these experiments,
both scenarios have a single parameter, the mutation rate θ. We chose a uniform
prior distribution U [0.0001, 0.01] on this parameter θ.
For the ABC analysis, we use three summary statistics associated to the (δµ)2
distances (Goldstein et al., 1995, Cooper et al., 1999). Let xl,i,j be the repeated
number of allele in locus l = 1, . . . , n (n = 5, 50, 100) for individual i = 1, . . . , 100
(corresponding to 50 diploid individuals) within population j = 1, 2, 3. The (δµ)2
distance between population j1 and j2, denoted by (δµ)
2
j1,j2
, is:
(δµ)2j1,j2 =
1
n
n∑
l=1
(
1
100
100∑
i1=1
xl,i1,j1 −
1
100
100∑
i2=1
xl,i2,j2
)2
.
Let us consider two copies of the locus l with allele sizes xl,i,j1 and xl,i′,j2 ,
and assume that the most recent time in the past for which they have a common
ancestor, defined as the coalescence time τj1,j2 , is known. The two copies are then
separated by a branch of gene genealogy of total length 2τj1,j2 . As explained in
Slatkin (1995), according to the coalescent process, during that time the number
of mutations is a random variable distributed from a Poisson distribution with
parameter 2µτj1,j2 . Therefore, if the stepwise mutation model is adopted, we
get (under models 1 and 2)
Ei
{
(xl,i,j1 − xl,i′,j2)2 |τj1,j2
}
= 2θτj1,j2 .
In addition, if j1 = 1 and j2 = 2, we have (under models 1 and 2)
E {τ1,2} = (2Ne + t′) ,
and
E
{
(xl,i,1 − xl,i′,2)2
}
= 4Neθ + 2θt
′ .
Moreover,
(xl,i,1 − xl,i′,2)2 =
(
xl,i,1 − 1
100
100∑
i1=1
xl,i1,1 +
1
100
100∑
i1=1
xl,i1,1
+
1
100
100∑
i2=1
xl,i2,2 −
1
100
100∑
i2=1
xl,i2,2 − xl,i′,2
)2
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Table 1. Theoretical expectations of
the (δµ)2a,b statistics under both mod-
els
Model 1 Model 2
E
{
(δµ)21,2
}
2θ1t
′ 2θ2t′
E
{
(δµ)21,3
}
2θ1t 2θ2t
′
E
{
(δµ)22,3
}
2θ1t
′ 2θ2t
And
E

(
xl,i,1 − 1
100
100∑
i1=1
xl,i1,1
)2+ E

(
xl,i′,2 − 1
100
100∑
i2=1
xl,i2,2
)2+
E

(
1
100
100∑
i1=1
xl,i1,1 −
1
100
100∑
i2=1
xl,i2,2
)2 = 4Neθ + 2θt′ .
The coalescent process associated to the stepwise mutation model gives
E

(
xl,i,1 − 1
100
100∑
i1=1
xl,i1,1
)2 = E

(
xl,i′,2 − 1
100
100∑
i2=1
xl,i2,2
)2 = 2Neθ ,
and then
E
{
(δµ)21,2
}
= 2θt′ .
We can apply the same type of reasoning to the other (δµ)2 distances, and if µi
denotes the mutation rate under model i, we get the results given in Table 1.
Given the complexity of this genetic model, it provides a realistic example
of relevant statistics satisfying the assumptions (A1)–(A4). Let us consider the
associated statistics (δµ)21,2. This is an empirical mean of variables
Yl =
(
1
100
100∑
i1=1
xl,i1,1 −
1
100
100∑
i2=1
xl,i2,2
)2
,
which are independent and identically distributed. Moreover, since for each
couple (i1, i2), (xl,i1,1 − xl,i2,2) is bounded by a Poisson random variable, then,
under each model, Yl has moments of all orders and (100)
2Yl ∈ Z. Thus, using
Theorem 2.2.1 of Bhattacharya and Rao (1986), we obtain that for all s ≥ 2 and
all θi
(1 + |t|s)
∣∣∣gi(t|θi)− pn,s,θi(n1/2(t− µi(θi)))∣∣∣ = o(n(s−1)/2) (12)
where
(i) the order o(n(s−1)/2) is uniform over t ∈ Z/(1002n) and over compact
subsets of Θi ⊂ R+,
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(ii) pn,s,θi(n
1/2(t−µi(θi))) is the Edgeworth expansion of the density of (δµ)21,2:
pn,s,θi(n
1/2{t− µi(θi)}) = n−1/2φ(n1/2(t− µi(θi))/σi(θi)) + o(n−1/2)
for some σi(θi) > 0.
If under the true distribution Yl also has at least s ≥ 2 moments, then
gn(t) = n
−1/2φ(n1/2(t− µ0)/σ0) + o(n−1/2), ∀t ∈ Z/(1002n) (13)
for some µ0 ∈ R and
√
n((δµ)21,2 − µ0)  N (0, σ20) thus (A1) is satisfied with
vn =
√
n. Introducing En = {t ∈ Z/(1002n); |t − µ0| ≤ n−1/2γ}, Gn(Ecn) < 
from (13) and (12) implies that, if |µi(θi)−µ0| ≤ δ0n−1/2, gi(t|θi) ≥ δgn(t) for all
t ∈ En by choosing δ0 small enough. Hence (A4) is verified. Moreover, if model
Mi is compatible, µ1(θ1) = 2θ1t
′ and µ2(θ2) = 2θ2t′, for µ0 ∈ (0.0002t′, 0.02t′),
pii (Sn,i(u)) ∼ un−1/2
and (A3) is satisfied with di = 1. It is straightforward to verify (A2). Indeed, if
modelMi is not compatible, choosing i > inf{|µ0−µi(θi)|; θi ∈ (0.0001, 0.01)},
for all θi ∈ (0.0001, 0.01), using (12) we get
Gi,n[|(δµ)21,2 − µi(θi)| > i|θi] = o(n−(s−1)/2)
uniformly in θi for all s ≥ 2. If modelMi is compatible, using Markov inequality,
Gi,n[|(δµ)21,2 − µi(θi)| > x|θi] ≤
Eθi
[|(δµ)21,2 − µi(θi)|4]
x4
(14)
and (A2) is satisfied with αi = 4. We can use the same arguments to show that
assumptions (A1)–(A4) holds also if T n(y) = ((δµ)21,3, (δµ)
2
2,3).
Table 1 indicates that whatever model the data originates from (whetherM1
or M2), the Bayes factor based only on the distance (δµ)
2
1,2 as the summary
statistic does not converge. Indeed, if θ1 = θ2, we get the same expectation
on the first line of Table 1. The same occurs when only (δµ)21,3 (resp. (δµ)
2
2,3)
is used. Indeed, in that case, if θ1 = 2θ2 (resp. 2θ1 = θ2) we get the same
expectation on the second (resp., the third) row of Table 1. Now, if either two
or three of the distances are used, the Bayes factors do converge. Indeed, in
these settings, no value of θ1 and θ2 can produce equal expectations.
Fig. 6 shows how the empirical results confirm this theoretical analysis. Even
the medium case of 50 loci indicates whether the use of the corresponding sum-
mary statistic(s) is valid or not. Under both models, the ABC computations
have been performed using the DIY-ABC software (Cornuet et al., 2008).
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Fig. 6. Comparison of the distributions of the posterior probabilities that the data is from
model 1 for 5, 50 and 100 loci (left, centre, right, resp.) when the summary statistic in
the ABC algorithm is made of different (δµ)2 distances. The ABC algorithm uses 2×105
proposals (105 for each model) from the prior and selects the tolerance  as the 0.5%
distance quantile.
4. Checking for relevant statistics
4.1. A practical procedure
While Theorem 1 operates in an asymptotic and theoretical framework, it is
nonetheless possible to find a methodological consequence from this character-
isation of consistent summary statistics for testing. This result states that the
summary statistic T n is not consistent (and thus unacceptable) for testing be-
tween models when both models are compatible with T n, in other words when
inf{|µ1(θ1)− µ0|; θ1 ∈ Θ1} = inf{|µ2(θ2)− µ0|; θ2 ∈ Θ2} = 0 .
Based on this our asymptotic result, we propose to run a practical check of the
relevance (or non-relevance) of T n. The null hypothesis of this test is expressed
as both models are compatible with the statistic T n. The testing procedure then
provides estimates of the mean of T n under each model and checks whether or
not those means are equal. For the sake of clarity, we assume without loss of
generality thatM1 is the true model (recall that it is enough to have this model
compatible with the statistic T n), so checking the relevance of T n means testing
for
H0 : inf{|µ2(θ2)− µ0|; θ2 ∈ Θ2} = 0
against
H1 : inf{|µ2(θ2)− µ0|; θ2 ∈ Θ2} > 0.
Corollary 1 implies that, when model Mi is compatible with T
n, the pre-
dictive value of the summary statistic, Epi [T n(ynew)|T n(y)], is approximately
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equal to µ0 (y denotes the observed summary statistic):
Epi [T n(ynew)|T n,Mi] =
∫
tgi,n(t|θi)dtdpii(θi|T n(y))
=
∫
Θi
µi(θi)dpii(θi|T n(y))
= µ0 +
∫
Θi
(µi(θi)− µ0)dpii(θi|T n(y)) .
When |µi(θi)| is bounded on Θi (for instance when Θi is compact and µi(·) is
continuous) ∫
Θi
(µi(θi)− µ0)dpii(θi|T n(y)) = op(1).
Thus, under the null (non-relevance of T n), we have
Epi [T n(ynew)|T n(y),M1] = Epi [T n(ynew)|T n(y),M2] + op(1) = µ0 + op(1)
and the proximity of both predictive values indicates that the statistic T n is not
discriminant.
To quantify what this notion of proximity means we advocate using the
following practical procedure. Under each model Mi, i = 1, 2, run an ABC
sample producing a sample θi,l, l = 1, · · · , L from the approximate posterior
distribution of θi given T
n(y). Note that L can be chosen to be arbitrarily large.
For each value θi,l, generate yi,l ∼ Fi,n(·|ψi,l), derive T n(yi,l) and compute
µˆi =
1
L
L∑
l=1
T n(yi,l), i = 1, 2 .
Conditionally on T n(y), we have
√
L(µˆi − Epi [µi(θi)|T n(y)]) N (0, Vi),
for some Vi, as L goes to infinity. Therefore, we propose to test for a common
mean
H0 : µˆ1 ∼ N (µ0, V1) , µˆ2 ∼ N (µ0, V2)
against the alternative of different means
H1 : µˆi ∼ N (µi, Vi), with µ1 6= µ2 .
This test is implemented using the fact that asymptotically the decision statistic
(µˆ1 − µˆ2)T(V1 + V2)−1(µˆ1 − µˆ2)
converges to a chi-squared distribution even in the case the covariance matrices
V1 and V 2 are estimated by convergent estimators, e.g. empirical covariances. If
the null hypothesis H0 cannot be rejected, we conclude that the statistic T
n(y)
is not adequate for model choice.
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4.2. Gaussian versus Laplace distributions
In the case of the normal versus Laplace toy problem, we ran a hundred eval-
uations based on three and four statistics, i.e. the empirical mean, median and
variance, without and with the empirical mad. The two choices of the sum-
mary statistic vector led to two different ABC approximations of the posterior
distribution. Under each model, the ABC procedure is based on a fixed refer-
ence table of 5 × 104 proposals from the prior θ ∼ N (0, 4) and the respective
model, and it selects the tolerance  as the 1% quantile of the deduced simulation
distances. Then, under each model, we get a 500-sample as an approximation
of the posterior distributions. For each of those values, we simulated samples
from the models, with the same size as the original sample, producing samples
T n(yi,l), and we derived from those samples χ
2 tests about the equality of the
means. Fig. 7 evaluates the impact of including the empirical mad within those
summary statistics on the result of the χ2 test. The result of this simulation
experiment (based on 100 replications) is quite satisfactory in that in approxi-
mately 95% of cases the difference between the two empirical means falls within
the null hypothesis acceptance interval associated with a 5% error when the em-
pirical mad is not included, therefore concluding on the inappropriateness of the
summary statistics to conduct the ABC model comparison. On the opposite,
the difference always is outside the null hypothesis acceptance interval when the
empirical mad is included.
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Fig. 7. Boxplot representation of the variability of the test statistics (left) and correspond-
ing p-values (right) comparing the expectation of two vectors of summary statistics: the
empirical mean, median and variance (left block within each graph) and the previous
three ones plus the empirical mad (right block within each graph).
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4.3. Population genetics experiment
For the population genetics example, we ran a comparison experiment between
the case when we use (δµ)21,2 as sole summary statistic and when we use instead
the vector
(
(δµ)21,3, (δµ)
2
2,3
)
. The results are presented in Fig. 8. For each of
the 100 points used for the boxplots, the data is made of n = 100 loci and
the t-statistics are based on 500 samples under each model. In fact, the ABC
algorithm relies on a fixed reference table of 105 proposals from the prior and
the respective model, and it selects the tolerance  as the 0.5% quantile of the
deduced simulation distances. As for the previous example, the result of this sim-
ulation experiment is quite satisfactory. It highlights the ability of our empirical
procedure to detect inappropriate summary statistics. We can truly compare the
expectation of a summary statistics under both models using parameter values
drawn from the ABC posterior approximation.
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Fig. 8. Boxplot representation of the variability of the test statistics (left) and corre-
sponding p-values (right) comparing the mean of the summary statistics (δµ)21,2 and(
(δµ)21,3, (δµ)
2
2,3
)
.
5. Discussion
This paper has produced sufficient conditions for a summary statistics to pro-
duce a consistent or an inconsistent Bayesian model choice. It thus brings an
answer to the question raised in Robert et al. (2011), which was warning the
ABC community about the potential pitfalls of an uncontrolled use of ABC ap-
proximations to Bayes factors. The central condition that the true asymptotic
mean of the summary statistic should not be recovered under the wrong model if
model choice is to take place (in a convergent manner) is both natural, in that the
asymptotic normality implies that only first moments matter, and fundamental,
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in that it drives the choice of summary statistics in practical settings, first and
foremost for the ABC algorithm. Indeed, Theorem 1 implies that estimation
statistics should not be used in ABC algorithms aiming at model comparison,
unless their expectation can be shown to differ under both models. This means
that (a) different statistics should be used for estimation and for testing and (b)
that they should not be mixed in a single summary statistic. Note that the dis-
tinction differs from the sufficient versus ancillary opposition found in classical
statistics (Cox and Hinkley, 1994) in that it is enough that the summary statis-
tic T n has a different asymptotic mean under both models. In addition, and as
shown in the normal-Laplace example in Section 3.1, some ancillary statistics
may not be appropriate for testing.
At a methodological level, the classification of summary statistics resulting
from the present study is paramount: when comparing models with a given
range of potential summary statistics, the expectations of the various summary
statistics can be evaluated by simulation under all models. For instance, in ABC
settings, the production of pseudo-data is a requirement for the implementation
of the method; it is therefore quite straightforward to test via a preliminary
experiment whether the condition of Theorem 1 holds.
Neither the final choice of summary statistics as in Fearnhead and Pran-
gle (2012), nor the comparison with alternative model comparisons techniques
such as ABCµ (Ratmann et al., 2009) are covered in the current paper. These
obviously are issues worth investigating and they constitute seeds for future
development in the area.
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Appendix 1
Proof of Lemma 1
Recall that Gn is the true distribution of T
n. Let us first assume that inf{|µ0 −
µi(θi)|; θi ∈ Θi} = 0 and let Sn,i be defined as in (A3). Note that from (A1), for all
δ > 0, there exists Mδ > 0 such that for n large enough
Gn(|T n − µ0| > Mδ/vn) < δ. (15)
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and note that Mδ goes to infinity as δ goes to 0. Let  > 0 and consider the set En, and
the positive constants U and δ defined in (A4). From (6) we have for all T
n ∈ En,
mi(T
n) ≥
∫
Sn,i(U)
gi(T
n|θi)pii(θi) dθi
≥ δgn(T n)pii(Sn,i(U)) ≥ cgn(T n)v−din
for some positive constant c, where the second inequality follows from the definition
of En and the last from (A3). Formally, since Gn(En) ≥ 1− , there exists c > 0 such
that for n large enough
Gn
[
mi(T
n) ≥ c gn(T n)v−din
]
≥ 1− . (16)
We now obtain an upper bound for mi(T
n). Using (6) we write,
mi(T
n) =
∫
Fn,i
gi(T
n|θi)pii(θi) dθi +
∫
Fcn,i
gi(T
n|θi)pii(θi) dθi .
As before fix δ > 0 and let Mδ be defined as in (15). Applying Markov inequality and
Fubini’s theorem, we obtain that, for all  > 0,
Gn
(∫
Fcn,i
gi(T
n|θi)pii(θi) dθi >  gn(T n)pii(Sn,i)
)
≤ Gn[|T n − µ0| > Mδv−1n ]
+
∫
Fcn,i
∫
vn|t−µ0|≤Mδ
1
 gn(t)pii(Sn,i)
gn(t)gi(t|θi)dt pii(θi) dθi
≤ Gn[|T n − µ0| > Mδv−1n ]
+
∫
Fcn,i
1
 pii(Sn,i)
∫
Rd
gi(t|θi)dt pii(θi) dθi
≤ δ + pi(F
c
n,i)
pii(Sn,i)
≤ 2δ,
(17)
given the conditions imposed by (A2) and (A3), when n is large enough.
We can represent Fn,i as a finite disjoint union of the following sets:
Fn,i =
Jn+1⋃
j=0
Hj , Jn = J0vn, for some J0 ∈ N ,
Hj = Sn,i((j + 1)Mδ) ∩ Sn,i(jMδ)c, j ≤ Jn ,
HJn+1 = Fn,i ∩ Scn,i(MδJn) .
Now we have ∫
Fn,i
gi(T
n|θi)pii(θi) dθi =
Jn+1∑
j=0
∫
Hj
gi(T
n|θi)pii(θi) dθi . (18)
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Set c0 =
∑∞
j=2 j
−(αi−di)/2 < +∞ since αi > 2 + di. Then, if j = 0, H0 = Sn,i(Mδ)
and if K is a constant such that K > di we obtain
Gn
[∫
Sn,i(Mδ)
gi(T
n|θi)pii(θi) dθi > MKδ gn(T n)v−din
]
≤ 1
MKδ v
−di
n
pii(Sn,i(Mδ)) + δ
= O(Mdi−Kδ ) + δ, (19)
where the last inequality follows from (4) in (A3). Since lim supδ→0 Mδ = ∞, the
bound in (19) goes to 0 as δ goes to zero. Using (A2) and following exactly the same
argumentation as for (17), i.e. Markov inequality and Fubini’s theorem, we obtain that
for 0 < j ≤ Jn,
Gn
({∫
Hj
gi(T
n|θi)pii(θi) dθi > MKδ gn(T n)v−din j(di−αi)/2
}
∩
{
vn|T n − µ0| ≤Mδ/2
})
≤ c0v
di
n
MKδ j
(di−αi)/2
∫
Hj
Gi,n
(|T n − µ(θi)| > (j − 1/2)Mδv−1n |θi) pii(θi) dθi
.Mdi−αi−Kδ j
(di−αi)/2
(20)
for n large enough, and similarly
Gn
(∫
HJn+1
gi(T
n|θi)pii(θi) dθi > gn(T n)v−din
)
≤ vdin
∫
HJn+1
Gi,n (|T n − µ(θi)| > J0/2|θi) pii(θi) dθi
+Gn (vn|T n − µ0| > Mδ)
≤ δ +O(vdi−αin ) ≤ 2δ,
(21)
for n large enough, under assumption (A3). Combining the above inequalities (17),
(20), and (21) with (18), we obtain for n large enough,
Gn
(∫
Fn,i
gi(T
n|θi)pii(θi) dθi > (2MKδ + 1)gn(T n)v−din
)
≤ Gn
(
vn|T n − µ0| > 1
2
Mδ
)
+O(Mdi−Kδ )
which can be made arbitrarily small by choosing δ small enough. Combining the above
with (17) implies that ∫
Θi
gi(T
n|θi)
gn(T
n)
pii(θi) dθi = OPn(v
−di
n ) .
The above estimate together with the lower bound obtained in (16) proves the first
claim (Equation (7)) of Lemma 1.
Now suppose inf{|µi(θi) − µ0|; θi ∈ Θi} > 0. Then there exists j0 > 0 such that
Sn,i(j vn) = ∅ for all j ≤ j0. A computation identical to (21), together with (17), yields
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that for all sequences wn going to infinity and all  > 0,
Gn
(∫
Fn,i
gi(T
n|θi)pii(θi) dθi > gn(T n)(v−τin + wnv−αin )
)
≤ Gn (vn|T n − µ0| > Mδ) + pi(F
c
n,i)
v−τin
+
vαin
wn
∫
Fn,i
Gi,n (|T n − µi(θi)| > j0vn/2) pii(θi) dθi
≤ 2δ,
for n large enough. This proves the second claim (Equation (8)) of Lemma 1. 2
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