PET/CT imaged with ^18^F-FDG is widely utilized for the clinical management of a variety of malignancies.^[@R1]--[@R4]^ Because neoadjuvant treatment is currently used as the de facto standard treatment in an increasing number of cancers, a procedure to accurately evaluate the treatment response quantitatively, especially in the early phase, is imperative, so that response-adaptive treatment may be tailored to the individual.^[@R5]--[@R10]^ In view of this, PET/CT, with its ability to functionally detect metabolic changes before anatomical response occurs, is a feasible method to evaluate early treatment response.^[@R11]^ However, PET/CT-based functional quantitative parameters are dependent on multiple factors, such as blood glucose level, injected dose, and uptake time, and so on.^[@R12],[@R13]^ As a result, fundamental standardization is needed to ensure the necessary reproducibility so as to obtain comparable quantitative parameters between scans.^[@R14],[@R15]^

To date, 2 criteria have been recommended for quantitative PET/CT-based response evaluation, the European Organization for Research and Treatment of Cancer Recommendations criteria^[@R16]^ and the PET Response Criteria in Solid Tumors 1.0 (PERCIST) criteria.^[@R17]^ Both of them require standardization of technical factors, that is, injected dose, uptake time, scan time, and glucose level, to assure comparability for the assessment of SUV normalized by the lean body mass (SUL) values at designated lesions. For any trial, the comparability should be verified before response evaluation. To achieve this comparability, ideally, there should be zero discrepancy in these parameters between scans. However, this may not be easily implemented or controllable in clinical practice.^[@R18]^ Practically, a case with change in mean SUL in the reference volume of interests (VOIs) placed in the liver (3-cm sphere in right lobe, when liver is disease free) or descending aorta (1 × 2 cm cylinder, when liver is involved) of less than 20% (and 0.3 SUL mean units) at baseline and follow-up scans is still considered reasonably comparable, rendering minor discrepancies in the technical parameters acceptable for the response assessment.^[@R17]^ In light of this, we aim to evaluate the effect of the discrepancies of these factors on comparability. Thus, the extent of discrepancy that can be allowed to produce adequate comparability can be determined in a clinical practice.

PATIENTS AND METHODS
====================

Patient Recruitment
-------------------

This is a retrospective review of consecutive patients with pathologically proven esophageal cancer who underwent baseline (PET 1) and response assessment (PET 2) scans using standardized treatment protocol between 2008 and 2013 in a single center. Because of the fact that only anonymized technical data were investigated, the need for written informed consent for data acquisition was approved by the institutional review board to be waived. Patients with blood glucose level higher than 10 mmol/L were excluded from this cohort.

PET/CT Examinations
-------------------

All scans were performed with the same scanner model (64-MDCT, Discovery VCT; GE Healthcare, Bio-Sciences Corp, New Jersey). ^18^F-FDG was administrated intravenously with an activity adjusted by body weight (0.13 mCi/kg) after a minimal fasting of 6 hours on the condition that the blood glucose level was tested to be lower than 10 mmol/L. Patients were fully hydrated with 500 mL water unless physically intolerant, for example, from dysphagia, during the 60-minute uptake time. Each acquisition with coverage from the base of skull to the upper one third of thighs comprised a CT scan (120 kVp; 200--400 mA; 0.5 seconds per CT rotation; pitch, 0.984:1; 2.5 mm intervals; with CT contrast medium injected at the dose of 1.5 mL/kg when necessary) followed by a PET scan (2 minutes and 30 seconds per bed position and 6 bed positions per case) in the hybrid scanner. Ordered-subset expectation maximization iterative reconstruction algorithm (14 subsets and 2 iterations) was used for CT-based attenuation correction for PET images, and the resultant images were fused with CT images for subsequent viewing (Advanced Workstation ADW 4.3; GE Healthcare Bio-Sciences Corp).

Image Analyzing and Statistical Analyzing
-----------------------------------------

SUVs were standardized by SUL. Liver function status was identified according to the clinical records and imaging records. Spherical VOIs with diameter of 3 cm were placed in the right lobe of the liver. For subjects with metastasis in the liver (n = 1), cylindrical VOIs were placed in the descending aorta (1 × 2 cm). The mean value and SD of the SUL within these VOIs were recorded as SUL~ref~ and SD~ref~, respectively. For response evaluation, only those with a discrepancy of SUL~ref~ less than 0.3 unit and less than 20% were considered as "comparable."

Blood glucose level, injection time, body weight, and tracer activities were recorded from the patient\'s notes. Time of acquisition was read from the workstation directly. Uptake time was defined as the time interval between time of injection and acquisition. The mean values at PET 1 and PET 2 of these aforementioned factors were calculated and compared using paired *t* test. Case-based discrepancies in blood glucose level, body weight, tracer activity, and uptake time between PET 1 and PET 2 were calculated. Their absolute values were taken as continuous variables, and their contribution toward PERCIST defined "comparability" were consequently analyzed using univariable binary logistic regression, respectively. Predictive discrepancies were further analyzed with multivariable binary logistic regression. Receiver operating characteristic curves were used to identify desirable thresholds for predictive factors for the identification of maximal comparable cases while allowing affordable clinical tolerance. All aforementioned statistical analyses were performed using SPSS (version 21; IBM SPSS statistics, IBM).

RESULTS
=======

A total of 69 subjects were eligible, comprising 12 females and 57 males. The median age was 66 years (range, 21--78 years; SD, 11.2 years). Technical factors, such as the blood glucose level, body weight, injected activity, and uptake time at PET 1 and PET 2 were tabulated in Table [1](#T1){ref-type="table"}. The mean (SD) SUL~ref~ values at 2 time points were 1.8 (0.3) and 1.8 (0.3) (*P* = 0.646).

###### 

Mean Values of Explored Factors at PET 1 and PET 2
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Among the 69 subjects, the scans of 17 subjects (24.3%) were not eligible for response evaluation based on the PERCIST standard. The mean absolute values of case-based discrepancies between PET 1 and PET 2 for these 4 technical factors were tabulated in Table [2](#T2){ref-type="table"}. They were included as variables in univariate analysis using logistic regression. Except for uptake time (*P* = 0.046; odds ratio, 1.06; 95% confidence interval, 1.00--1.12), none of the explored factors was statistically significant to affect the comparability (detailed values in Table [2](#T2){ref-type="table"}). Multivariable logistic analysis involving those 4 factors generated a similar result, with only uptake time included in the equation (*P* = 0.046; odds ratio, 1.06; 95% confidence interval, 1.00--1.12), whereas others were excluded from the equation (forward: conditional method).

###### 

Case-Based Discrepancies and Their Corresponding Odds Ratios
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Receiver operating characteristic curve was used for the purpose of finding the threshold for the comparability (Fig. [1](#F1){ref-type="fig"}). Exclusion rates of samples with differences of uptake time higher or less than a specific threshold were also plotted, with the corresponding cumulative rates of exclusion also tabulated (Table [3](#T3){ref-type="table"}). Accordingly, 2.2 minutes was determined as the threshold in uptake time discrepancy to achieve 100% comparability.

![ROC with PERCIST-defined comparability as the binary classifier and differences in uptake time as the discrimination thresholds.](rlu-40-941-g003){#F1}

###### 

Samples With Different Discrepancies in Uptake Times and the Corresponding Exclusion Rates
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DISCUSSION
==========

The aims of this research were to identify the factors that have the strongest impact on comparability for PERCIST-based response evaluation in routine clinical practice and to determine the impact of the discrepancies in these factors on comparability. We have identified that uptake time is the factor with the strongest effect on comparability in PERCIST-based response evaluation in our cohort, which is consistent with the study by Kuruva et al^[@R19]^ who found the SUL~mean~ of the liver in their cohort to be solely dependent on uptake time and independent on individual variances including sex, age, and blood glucose level.

The SUL of the liver and blood pool will decrease, whereas in tumors, it will generally increase over time after injection of tracers; thus, FDG uptake is time dependent.^[@R17],[@R20]^ Therefore, standardization of uptake time is of key importance for PERCIST-based evaluation. To acquire 100% comparability, discrepancy of up to only 2.2 minutes in each subject is allowed, which is a stringent requirement in clinical practice. The results of our study also illustrate the expected percentage of comparability based on the degree of discrepancy in uptake time, and therefore in the planning of prospective studies, this may be taken into account depending on the set level of accepted dropout rate balanced with feasibility in the clinical setting.

On the other hand, our result does not necessarily mean that the other factors will not affect the SUL. The reason why there were no statistically predictive factors could be attributed to the fact that, in our cohort, the routine clinical control for these factors is stringent enough. Nevertheless, our results suggest that the impact of uptake time is the largest in the scenario of routine clinical practice.

With regard to blood glucose level, it is known that this factor affects the glucose metabolism in organs, such as brain, muscle, liver, and adipose tissue, although not linearly.^[@R21]^ Again, uptake time was found to play vital role: when uptake time was set at 60 (10) minutes, a coefficient correlation of 0.25 was reported between SUL~ref~ and blood glucose level; however, if the uptake time was increased to 90 (10) minutes, the correlation became substantially stronger, with a coefficient correlation of 0.73, indicating that liver uptake might be better correlated with blood glucose only when the uptake time is prolonged.^[@R22]^ In our cohort, scans were performed with uptake time of 60 to 85 minutes, correlations between liver uptake and blood glucose level might not be strong enough to produce statistical significance. Plus, in our clinical routine, a cutoff level of blood glucose level was applied, and consequently, blood glucose level variance in our cohort was well controlled, resulting in a statistically undiscernible effect on SUL~ref~. It may be possible that this factor will become significant in a substantially larger cohort or if the variance in blood glucose is large with longer uptake times adopted. Nevertheless, our findings support the fact that blood glucose variation in a typical clinical cohort is narrow enough to meet the PERCIST standard. Potentially, with a larger cohort, a mathematical method could be developed to correct the variance caused by undesirably controlled uptake time.

Other factors, such as treatment regimen (eg, those affecting liver function), body weight, and injected activity, are also contributing factors to variance of SUL in organs, theoretically. Even the placement of reference VOI could theoretically affect the PERCIST comparability due to the major dependence on measurements of reference VOI and heterogeneity of tracer distribution within liver parenchyma. However, results of a study has shown that intersite variance of SUL~mean~ of reference VOIs is negligible.^[@R23]^ In our cohort, the time interval between the 2 scans was relatively short, within about 3 months. As a result, the body weight, and thus injected activity differences that is based on body weight, between the scans was not large enough to be of significant impact. In cancer patients, it is not unexpected that body weight may decrease, as in our cohort where the average body weight decreased from a mean of 54.6 kg at PET 1 to 53.3 kg at PET 2 (*P* = 0.013).^[@R24]--[@R28]^ Although the decrease in body weight was statistically significant, it is more likely that this is a result from loss of adipose tissue rather than lean body mass in such a short time frame of 3 months.^[@R29]^ As a result, SUL, which is standardized by lean body mass, is not significantly affected by the loss of body weight.

It should be noted that our results may not be generalized to other cohorts. However, our study has highlighted the importance of stringent uptake time standardization between the 2 scans to ensure comparability. This is a single-center study using only 1 PET/CT scanner, which means that all scans were performed with the same hardware and standardization. Thus, other potential factors that may affect comparability such as differences in partial volume effect, method of reconstruction, machine models, scanning protocols, and so on were not studied in our cohort.

CONCLUSIONS
===========

Standardization of uptake time is the most important factor that should be paid heed to in studies that utilize the PERCIST-defined standard for comparability in a routine clinical practice. For follow-up scans performed for the purpose of response assessment, reference to the uptake time used in the baseline scans is therefore recommended.
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