Background Advances in molecular therapeutics in the past decade have opened up new possibilities for treating cancer patients with personalized therapies, using biomarkers to determine which treatments are most likely to benefit them, but there are difficulties and unresolved issues in the development and validation of biomarker-based personalized therapies. We develop a new clinical trial design to address some of these issues. The goal is to capture the strengths of the frequentist and Bayesian approaches to address this problem in the recent literature and to circumvent their limitations. Methods We use generalized likelihood ratio tests of the intersection null and enriched strategy null hypotheses to derive a novel clinical trial design for the problem of advancing promising biomarker-guided strategies toward eventual validation. We also investigate the usefulness of adaptive randomization (AR) and futility stopping proposed in the recent literature. Results Simulation studies demonstrate the advantages of testing both the narrowly focused enriched strategy null hypothesis related to validating a proposed strategy and the intersection null hypothesis that can accommodate to a potentially successful strategy. AR and early termination of ineffective treatments offer increased probability of receiving the preferred treatment and better response rates for patients in the trial, at the expense of more complicated inference under smallto-moderate total sample sizes and some reduction in power. Limitations The binary response used in the development phase may not be a reliable indicator of treatment benefit on long-term clinical outcomes. In the proposed design, the biomarker-guided strategy (BGS) is not compared to 'standard of care', such as physician's choice that may be informed by patient characteristics. Therefore, a positive result does not imply superiority of the BGS to 'standard of care'. The proposed design and tests are valid asymptotically. Simulations are used to examine small-to-moderate sample properties. Conclusion Innovative clinical trial designs are needed to address the difficulties and issues in the development and validation of biomarker-based personalized therapies. The article shows the advantages of using likelihood inference and interim analysis to meet the challenges in the sample size needed and in the constantly evolving biomarker landscape and genomic and proteomic technologies. Clinical Trials 2012; 9: 141-154.
Introduction
The current anticancer drug pipeline involves hundreds of kinase inhibitors and other targeted drugs that are in various stages of development. While the targeted treatments are devised to attack specific targets, the 'one-size-fits-all' treatment regimens commonly used may have diminished their effectiveness. Genome-guided and risk-adapted personalized therapies that are tailored for individual patients are expected to substantially improve the effectiveness of these treatments.
To achieve this potential for personalized therapies, the first step is to identify and measure the relevant biomarkers. The markers can be individual genes or proteins or gene expression signatures. How to measure them conveniently from patients is also an important consideration. One can use tissue samples from the tumor -fixed versus fresh, or circulating tumor cells, or from serum. One has to decide which biomarker measurement technology to usequantitative reverse transcriptase polymerase chain reaction (RT-PCR), immunohistochemicals (IHC), phospho-flow, and so on. The next step is to select drugs (standard cytotoxins, monoclonal antibodies, kinase inhibitors, and other targeted drugs) based on the genetics of the disease in individual patients and biomarkers of drug sensitivity and resistance. The third step is to design clinical trials to provide data for the development and validation of personalized therapies. The designs for validation of the personalized, biomarker-guided strategy (BGS) are reviewed in the next section. The design of a phase II clinical trial currently being planned at Stanford Cancer Institute to test a biomarker-guided personalized therapy for platinum-resistant ovarian cancer has led us to consider a number of important issues not addressed in the literature and to explore some recently proposed related methods. We describe these issues and some proposals to address them. In particular, we show that using the data from such a trial, a generalized likelihood ratio (GLR) test of an 'enriched strategy null hypothesis' can be carried out to test the proposed BGS, while another GLR test of an 'intersection null hypothesis' can be performed to demonstrate the efficacy of one biomarker strategy, not necessarily the BGS proposed from observational data on uncontrolled treatments in patients with stored samples. Simulation studies of these proposals and related methods in the literature are also presented.
Frequentist designs with fixed sample size
Clinical trial designs to test the effectiveness of biomarker-guided personalized therapies evolved from what are called 'targeted designs' by Simon and Maitournam [1] for clinical trials with eligibility restricted to patients who are predicted to respond to the therapy being tested by using genomic technologies. The targeted designs are compared in [1] with traditional randomized designs having broader eligibility criteria, with regard to the number of patients required for randomization and for screening, in the setting of fixed sample size trials. Simon [2] subsequently considered the development and validation of biomarker classifiers for treatment selection and in particular the design of validation studies for comparing a biomarker-based treatment strategy to 'standard of care' that does not use the biomarkers to select treatment. He pointed out the inefficiency of the obvious design that randomizes patients to biomarker-based treatment selection and to treatment selection without the classifier, due to the overlap of treatments actually received by the two groups ( Figure 1 of [2] ). Such designs are now commonly called 'biomarker-strategy designs' [3] , and an example of biomarker-strategy designs is a prospective randomized controlled trial (RCT) comparing a biomarker-directed chemotherapy versus physicians' choice in patients with recurrent platinum-resistant ovarian cancer [4] .
Simon [2] proposed a more efficient design (Figure 2 of [2] ), which excludes patients for whom the biomarker-guided and standard of care treatment choices agree and which randomizes the remaining patients to the two treatment strategies. Such designs are now called 'enrichment designs' [3, 5, 6] . Another design, called 'biomarker-stratified design' in [3] and 'all-comers design' in [6] , randomizes patients to the treatments regardless of biomarker status, but the analysis plan focuses on the dependence of the treatment effects on the biomarker status.
Bayesian adaptive randomization designs
Besides frequentist designs for validation trials, there has been much interest in Bayesian adaptive randomization (AR) designs to test BGS in the recent literature. In particular, the biomarker-integrated approach of targeted therapy of lung cancer elimination (BATTLE) project, described in [7] [8] [9] , consists of one umbrella trial and four parallel phase II studies with targeted therapies (erlotinib, sorafenib, vandetanib, and a combination of erlotinib and bexarotene), labeled treatments 1, 2, 3, 4, respectively, for patients with advanced nonsmall cell lung cancer (NSCLC). It is assumed that there are four biomarker profiles, so that a treatment can be identified to be most efficacious in patients whose biomarker profile matches the treatment's mechanism of action ( Figure 1 of [7] ). Those patients whose four biomarker profiles are all negative are assigned to biomarker group 0; we use 0 instead of 5 used in [7, 8] to be consistent with our subsequent notation. These patients are adaptively randomized to one of the four treatments according to their biomarker groups. Barker et al. [10] also describe a Bayesian clinical trial design involving AR for I-SPY2 (investigation of serial studies to predict therapeutic response with imaging and molecular analysis) in breast cancer.
The AR scheme like the one in [7] is based on a Bayesian probit model that is used to characterize the response rate p kj of the jth patient subgroup to the kth treatment. Let Y kj be the indicator variable (taking the value 1 or 0) for response of a patient in the jth subgroup receiving treatment k. The probit model in [7] relates Y kj to a latent variable
, and the Bayesian probit model assumes kj n to have a normal prior distribution ( , )
x . The hyperparameters 2 v and 2 x of the hierarchical Bayesian model can be chosen to be very large to approximate a vague prior. A more refined Bayesian logistic regression model with a multivariate normal prior for the regression parameters is assumed in [8] . The posterior mean ( ) kj t c of the response to treatment k in patient subgroup j given the observed responses, 1 or 0, of patients up to time t can be computed by Gibbs sampling. Letting
, the randomization proportion for a patient in subgroup j to receive treatment k at time t + 1 is /
where H t denotes the subset of all nonsuspended treatments for that patient subgroup at t + 1. The kth treatment is suspended at time t + 1 for the jth patient subgroup if the posterior probability of response to treatment k for this patient subgroup has less than 10% chance of exceeding 0.5.
Let 0 i be the response rate of the standard of care. In this Bayesian design, the biomarker-guided therapy is considered to be superior to standard of care if there is at least 100d% chance that the posterior probability of response exceeds 0 i , where the cutoffs 0 i and d are chosen to match a prespecified (e.g. 5%) frequentist type I error rate by simulations under some parameter configurations belonging to the null hypothesis. Note that the posterior probability refers to the conditional probability of an event given the data and that in this Bayesian framework, 'chance' refers to the probability given the data.
Planning a randomized trial to test a biomarker-guided treatment strategy for platinum-resistant ovarian cancer

Patient selection
A randomized trial that is currently being planned at Stanford Cancer Institute involves patients with platinum-resistant ovarian cancer, defined as having progression during first-line therapy or within 6 months of its completion. These patients have several treatment options, most notably liposomal doxorubicin (LD), topotecan (Top), and docetaxel (Dxl), all of which lead to similar remission rates around 10%-20% [11] [12] [13] [14] [15] . In our projections, we assume a remission rate of 15% for each drug. Clear cell, mucinous, and low-malignant potential tumors are excluded from this trial because of their different clinical behaviors. Tissue blocks from the original diagnostic or debulking operation are available for a biomarker analysis at the time of entry to this trial.
Biomarkers and patient stratification
Desirable characteristics of therapeutic biomarkers include heterogeneity of expression among cancers of a given type, robust assays for detection of the biomarker, and preclinical and clinical evidence for association of tumor response with marker expression. In addition, not only a practical consideration but also a critical point in biomarker development is that technologies such as gene expression signatures that require fresh tissue would markedly diminish patient eligibility for acceptance of the trial. A requirement for fresh biopsies would be expensive, invasive, and unacceptable to a high proportion of patients. The panel of biomarkers for this study uses quantitative RT-PCR of gene expression in tumor sections from the original diagnostic or debulking surgery for the following genes: ABCB1, TOPO2A, TOPO1, and TUBB3 [14, [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] . Essential to the design of this trial is the expected distribution of values for the biomarkers in ovarian cancer, and the selection of cutoffs for classification of the biomarkers as predicting either drug sensitivity or drug resistance. To approach this problem, we have reviewed the published data on expression of these genes in ovarian cancer [14, [16] [17] [18] [19] 21, [23] [24] [25] , the microarray data from our studies [27] , and a recent comprehensive report from Tothill et al. [28] of gene expression profiling of ovarian carcinomas, including 204 cases of serous papillary cancer. The pairwise correlations of the expressions of these biomarkers are not significant in our and Tothill's datasets, and therefore, we regard them as uncorrelated covariates for patient stratification, based on certain cutoffs for the expression levels of the four genes. The basic idea is to use expression levels beyond the cutoffs (above or below, depending on the case) to predict resistance (R) or sensitivity (S) to the three drugs LD, Top, and Dxl. Table 1 summarizes the preferred drug for each of the 16 strata formed by these cutoffs of the four gene expressions.
In Table 1 , the 'pan-resistant' patients are those for whom the biomarkers predict all three treatments to be equally ineffective. The percentage of such patients is expected to be 21.6%. In addition, 9.6% of the patients are expected to be 'pan-sensitive' in the sense that the patient is predicted to respond equally well to all three drugs. The other subgroups in Table 1 can be labeled as LD, Top, Dxl, LD or Top, LD or Dxl, and Top or Dxl. For these six strata, the first three are 'singlets', with respective percentages 9.6%, 14.4%, and 14.4% of the patients (totaling 38.4%). The last three are 'doublets', with respective percentages 6.4%, 9.6%, and 14.4% (totaling 30.4%). We can label the singlet strata as j = 1,2,3 and the treatments as k = 1,2,3 so that the biomarkers recommend treatment j for the jth stratum and label the doublet strata as j = 4,5,6 so that the biomarkers recommend against treatment j-3 for stratum j. In addition, we label the subgroup consisting of pan-resistant or pan-sensitive patients as subgroup 0.
Design considerations
The BGS called for by Table 1 presents some new challenges for design of an appropriate clinical trial. First, there is no distinction between new treatments and standard treatments, because all three candidate treatments are used as standard of care. Second, there are strata where the BGS recommends only one treatment (strata 1-3) and others where it recommends either of two treatments. Third, the 'standard of care' against which the BGS is to be (ultimately) compared is not well defined, even when restricted to the three treatments, since it is a physician's choice that may be informed by patient characteristics. Fourth, the data underlying Table 1 are preliminary and do not provide a uniform level of confidence in the recommendations made in each stratum.
The last two issues interact to discourage us from considering a 'biomarker strategy' design, along the lines of [4] . Efficiency considerations, pointed out by Simon [2] , encourage us to consider a design of the 'biomarker-stratified, enriched' type: randomizing patients to all three treatments in each stratum, excluding stratum 0 from the main study. The preliminary nature of the current classifier (issue 4) has an impact on the choice of null hypothesis, as we discuss in the following, after introducing some general notation.
The intersection null and enriched strategy null hypotheses
Suppose a development study has come up with J patient subgroups and a biomarker-guided choice among K treatments for each subgroup. The ovarian cancer example of Table 1 is a special case, where J = 6 and K = 3. Let p kj be the response rate, an unknown parameter, of the jth subgroup to the kth treatment. In addition, there is a subgroup 0 for which the biomarkers do not have recommended treatment. In an enriched, biomarker-stratified design, the comparison to a true physician's choice cannot be made, since that condition is not represented in the design. But there are other comparisons that can be used to represent different measures of the success or failure of the BGS. We use the ovarian cancer example to illustrate these comparisons.
In the ovarian cancer example, within each stratum where there are two BGS recommended treatments, the BGS response rate could be taken as the average of the two treatment-specific response rates. Corresponding to the 'standard of care' response rate in a stratum, one might take the average response rate over all three treatments (lacking a true representation of a physician's choice condition). The overall effect of the BGS compared to that hypothetical version of standard of care might be defined as the average within-stratum difference of the BGS and 'standard of care' response rates, weighted by the stratum proportions, a recipe that we make precise in the next paragraph, using the ovarian cancer example to fix ideas for the general case. One might instead generalize the 'enrichment design' to define the effect of adhering to the BGS recommendation or doing precisely the opposite. That is, comparing the response rate (within each stratum) under the BGS recommended treatment to the response rate under the complementary treatment (not recommended by the BGS), averaging over treatments when necessary, and then averaging over strata. This is also made precise in the following.
The response rate p kj here means rate of remission within 6 months for patients in the jth biomarker group receiving treatment k. Let ( ) R N j j be the set of indices of treatments recommended (not recommended) by the BGS, for patients in stratum j.
be the average response for patients in stratum j to the treatments recommended by the BGS for such patients, where A < < denotes the size of a set A. Note that for the ovarian example, P p Table 1 assuming a random choice among multiple recommended treatments has response rate P j for the jth patient subgroup, and therefore, its overall response rate is P
where j r is the prevalence, or probability of occurrence, of subgroup j among the 1, ,
which is the response rate for the jth biomarker group if the treatments were assigned by clinicians with equal probability without the biomarker guidance. (If in each stratum j one of the treatments h were to be considered the standard, one could replace p j r by p hj , and one could also use another convex combination of the p kj to represent standard of care.)
A comparison of BGS to the hypothetical version of standard of care could be based on testing if an estimate of ( ) P p j j J j j
However, as noted in [2] , it is more efficient to consider testing
r is the difference in response rates between the treatments recommended and those not recommended by the BGS. This leads to the enriched strategy null hypothesis
which is what an enrichment design attempts to test. However, it may be premature to focus on testing H 0 * to validate the BGS in a phase II trial. In particular, in the ovarian cancer study, the proposed ovarian BGS is based on observational data, motivating a phase II clinical trial whose data may be used to improve the BGS. For example, some other treatment than j may actually be better for some subgroup ( 1, 2, 3) j j = , and some other subgroup ( 4,5,6) j j = may actually be pan-sensitive (i.e., properly belonging to subgroup 0).
To evaluate whether there is some value in the current BGS and to identify its correctible shortcomings, we propose to also test the intersection null hypothesis
Note that the intersection null hypothesis implies the enriched strategy null hypothesis. Rejection of H 0 implies that in at least one of the strata defined by the BGS, there is at least one superior and one inferior treatment, not necessarily the ones set up by the BGS. Rejection of H 0 also implies that there is some biomarker strategy, not necessarily the one set up for validation, that has better response rate than random assignment of the K treatments. At the sample sizes appropriate for a phase II trial, rejection of the intersection null is likely only when there are some strata with large differences in response rates among the treatments. If the superior results coincide with the BGS recommendation, so much the better, but even if there are surprises, the result would guide further development. Since H 0 implies H 0 * , an alternative to H 0 * is also an alternative hypothesis of H 0 .
GLR tests of H 0 and H 0 *
The GLR statistic for testing the intersection null hypothesis (3) after observing the outcomes of n kj patients from subgroup j who have received treat-
where p kj t is the proportion of responders among the n kj patients (belonging to group j and receiving treatment k) and | test based on GLR, which has an approximate ( 1 )
t is near 0 and 1 (too few successes or failures in n kj Bernoulli trials). An obvious way to ameliorate this is to truncate p kj t below and above by a priori bounds
Interim monitoring for biomarker trials has been advocated by Freidlin et al. [3] who argue that 'the monitoring rule should be able to stop the study in the subgroup(s) for which the therapeutic question has been answered while continuing the subgroups that have open questions', and by Liu et al. [29] who propose a two-stage enrichment design which begins with enrollment from a certain subgroup of patients and extends to all subgroups after firststage data show an estimated treatment improvement over a certain threshold and which stops the trial for futility at the end of the first stage otherwise. We can use a GLR test that can stop for futility during interim monitoring, as in [3, 29] and Simon's [30] two-stage design in phase II cancer trials. The basic methodology of group sequential GLR tests has already been developed in section 3.4 of Lai and Shih [31] , which also allows early stopping for efficacy, but here we only follow [31] to consider a specified class H A of one-sided alternatives and to stop for futility when a group sequential GLR test of H A rejects it at an interim analysis. Note that the futility stopping in this case means stopping the entire trial early as in [29] , rather than eliminating an apparently futile subgroup midcourse during the trial as in [3] . For the choice of H A , let
where letting max P p
, we define the following analog of Equation (1):
In addition to the GLR test of the intersection null H 0 , we can also carry out the GLR test of the enriched strategy null hypothesis H * 0 . We find the constrained maximum likelihood estimates p * kj t of
, in which j r t is the relative frequency of patient subgroup j in the sample. This constrained maximization problem can be solved by standard convex programming algorithms, such as constrOptim in R. The GLR statistic for testing H 0 * is given by 
The GLR statistic is approximately 1 2 | , or equivalently, the signed-root GLR statistic is approximately standard normal. Since H * 0 is a one-sided hypothesis, one should use a one-sided GLR test that rejects H * 0 at level a if the signed-root GLR statistic exceeds the normal quantile z 1 a -, or equivalently, if ( ) 0, and P q >
where the notation ^ denotes the corresponding (unconstrained) maximum likelihood estimates. Note that the constrained maximum likelihood estimates p kj l t of p kj under the constraint
can be computed similarly for the GLR statistic for testing H A , for which p * kj t is replaced by kj pl t in Equation (7).
Although H 0 is a subset of H * 0 , which seems to suggest that it is easier to reject H 0 than H * 0 when H * 0 does not hold, the GLR test of H * 0 may actually have higher power at a given alternative than that of H 0 because the former is one sided and uses a standard normal quantile, or a 1 2 | quantile together with an inequality constraint, while the latter uses a ( 1 ) 2 K J | -quantile. Another way to explain this is that H 0 considers the individual probabilities of the treatment-biomarker classes, while H * 0 considers a linear combination of these probabilities. Note that futility stopping is only applied to the test of H 0 . It means accepting H 0 , which is a subset of H * 0 , upon stopping the trial. Deciding not to reject H * 0 does not suffice to stop the trial in our framework because continuing may still result in eventual rejection of H 0 and thereby demonstrating that there is some biomarker strategy that has better response rate than random assignment of the K treatments.
AR and termination of failing treatments
We now consider adding two features to the RCT that have been claimed to be the advantages of the Bayesian approaches: outcome-adaptive randomisation (AR) and early termination of ineffective treatments. The 2 | approximation to the null distribution of the GLR statistic can be extended to allow adaptive treatment allocation when the adaptive scheme satisfies certain conditions [32] . In particular, instead of the complicated Bayesian AR scheme based on a Bayesian probit model as in [7] , we can use a simple AR scheme that involves the maximum likelihood estimate (MLE) p ( ) kj t t rather than the posterior estimate ( ) kj t c t of p kj . Specifically we use equal randomization (ER) to the K treatments until at least one patient is enrolled in each treatment in each subgroup and then switch to AR that assigns treatment k to a patient in subgroup j at time t +1 with probability
To reduce the chance that nonresponse in the first few patients receiving a certain treatment in a particular biomarker subgroup prevents future patients in this biomarker group from being randomized to this treatment again, the randomization probability in Equation (9) 
where p * is a 'futility' threshold and n * is a minimal sample size associated with an inferior estimate, analogous to the cutoffs 1 i and L d in the Bayesian criterion for suspension in [7] . Note that with early suspension of treatment, even ER could result in patient imbalance among the k treatments.
Simulation studies
This section consists of two simulation studies of the operating characteristics of the proposed methods for the design and analysis of RCT to test a BGS.
Simulation study 1
The first simulation study considers the same setting as that in [7] for a trial with 4 K = treatments and 4 J = patient subgroups for whom the biomarker strategy to be tested identifies the best treatment, together with a patient subgroup 0 for whom the strategy does not have a preferred treatment. The total sample size is 200, including those patients in subgroup 0 who are excluded from the trial. There are 15%, 20%, 30%, and 25% of the patient population in the subgroups 1, 2, 3, and 4, and the subgroup 0 contains 10% of the patient population. Table 2 gives the expected sample size in each treatment-patient group ( , ) k j in four scenarios. Each result is based on 5000 simulations. Also given in parentheses is the response rate for each group ( , ) k j . A row showing the total expected sample size for each subgroup j is also included. This is followed by another row giving the total response rate (ResRate) and the probability of receiving the best treatment (Prob) in square brackets. As in [7] , the ER design with equal probability (1/4) of assignment to each of the four treatments is compared with the AR design described in the preceding section, which uses MLEs in Equation (9) in lieu of the Bayesian estimates in [7] . The truncation bounds used in p kj t to modify the MLE are 0.05 b = and 0.95 B = . The lower bound for randomization probabilities under AR is 0.10 h = . In the first scenario (S1), the response rates are 0.6, p p 11 
In the next two scenarios (S2 and S3), which have the same parameter configurations as scenarios 1 and 2 of [7] , the response rates are 0.8 p 11 = , 0.6 p p p 22 33 44 = = = , and 0.3 p kj = for k j ! . Scenario 3 suspends inferior treatments in both the ER and AR designs while scenario 2 does not, and the suspension threshold and minimal sample size for suspension in Equation (10) are 0.28 p * = and 5 n * = . In the fourth scenario (S4), 0.3 p kj = for all k and j. This parameter configuration belongs to H 0 . Table 2 shows that when the superior treatment in the subgroups has a much larger response rate (S1), AR randomizes substantially more subjects to the superior treatment, leading to a larger response rate in the study sample. For S2-S3, the increase in the probability of receiving the superior treatment by using the AR scheme (9) are comparable to those reported in [7] , which uses much more complex Bayesian AR schemes. Allowing early suspension of inferior treatments in S3 yields higher response rates than those of S2, for both ER and AR. Note that in [7] , the comparisons are to an external historical control rate, while in our setup, we are testing randomized treatments against each other in a RCT.
In S4, the type I error probability is larger than the nominal 0.10 level under both ER and AR. The inflation of type I error rate is due to the fact that with the moderate total sample size considered here (and consequently the relatively small n kj ), the asymptotic 2 | distribution is not a good approximation to the distribution of the GLR test statistic. This can be remedied in the fixed sample design with ER by using the Bartlett correction [33] . With Bartlett correction, the type I error (in S4) for ER is 0.11; the corresponding power for S1-S3 are 1.00, 0.86, and 0.93. The Bartlett correction, however, has not been extended to AR.
Simulation study 2
The second simulation study is related to the ovarian cancer study described earlier, with K = 3 treatments and J = 6 patient subgroups for whom the biomarker strategy to be tested identifies the best treatment(s), together with a patient subgroup 0 for whom the strategy does not have a preferred treatment. The total sample size is 300, including those patients in subgroup 0 who are excluded from the trial. There are 9.6%, 14.4%, 14.4%, 6.4%, 14.4%, and 9.6% of the patient population in the subgroups 1-6, respectively, and the subgroup 0 contains 31.2% of the patient population, so about 200 patients are expected to be included in the trial.
As in Table 2 , Table 3 gives the expected sample size and the response rate in each treatment-patient group ( , ) k j in four scenarios, for both the ER and AR designs. Two fixed sample size GLR tests are conducted at the end of the study, of the intersection null hypothesis H 0 at 0.10 significance level and the enriched strategy null hypothesis H 0 * , which is one sided, at 0.05 significance level. The probability of rejecting H 0 is denoted by Power, while that for H 0 * is denoted by Power. In the first scenario (S1), the biomarker strategy agrees with the actual p kj values, which are equal to 0.3 for the preferred treatments and to 0.05 for the other treatments within each subgroup. In the second scenario (S2), the biomarker strategy is correct for subgroups 1-4 (with 0.3 p kj = for the preferred treatments and p kj = 0.05 for the other treatments), but there are no preferred treatments for subgroups 5 and 6, with p kj = 0.15 for 5,6 j = and all k, so the biomarker recommendation has no value in those subgroups.
In the third scenario (S3), 0. . The truncation bound for randomization probabilities under AR is 0.20 h = . In S1 and S2, for which the biomarker strategy is correctly specified for all or for most of the study patients, the probability of rejecting H 0 * can even be higher than that of rejecting the smaller H 0 , due to the larger degrees of freedom of the GLR test for testing H 0 . On the other hand, in S3, for which the parameter configuration belongs to H 0 * and not to H 0 , testing H 0 has a high probability of a positive conclusion (0.92 for ER and 0.89 for AR), while testing H 0 * has probability of only 0.01 of falsely rejecting it. Note that the probability of being assigned to the preferred treatment (when there is one) increases by about 0.10 from ER to AR in S1-S3; the total response rate increases by 0.01-0.02. In S4, the type I error (same as power) of the GLR test of H 0 is substantially smaller than the nominal level 0.10 in ER and AR, and that of H 0 * is also substantially smaller than the nominal level 0.05. This is due to the relatively small sample sizes n kj for all groups, which tend to make the 2 | approximation to the null distribution of the GLR statistic conservative when the p kj t are truncated at 0.05 b = and 0.95 B = . In Table 4 , we repeat the scenarios of Table 3 , but the design now includes early stopping for futility, with f = 0.15. The Power and Power* drop slightly, and under S4 (the null scenario), there is a modest reduction in the expected sample size, to 280 for ER and 274 for AR. In Table 5 , we do not stop for futility but suspend ineffective treatments within a biomarker group ( 5, 0.1 n p * * = = ). This causes some reduction in power, but in each non-null scenario (S1-S3), the probability (Prob) of receiving the preferred treatment increases by about 0.15 in ER and 0.10 in AR, compared to the 'no-suspension' design in Table 3 . The corresponding increases in response rates, however, are considerably smaller.
Discussion
Traditional clinical trial designs for development and validation of biomarker-guided therapies, as described for example in [2] , often require large sample sizes; moreover, they cannot adapt to evolving knowledge about biomarkers. AR designs, such as those in BATTLE [7] [8] [9] and I-SPY2 [10] , 'which allows researchers to avoid being locked into a single, static protocol of the trial', can 'yield breakthroughs, but must be handled with care' to ensure that they do not 'inflate the risk of reaching a false positive conclusion', as pointed out in a recent editorial in Nature (April 2010). In the same issue of the journal, Ledford [34] reported BATTLE and I-SPY2, saying, 'The approach has been controversial, but is catching on with both researchers and regulators as companies struggle to combat the nearly 50% failure rate of (cancer) drugs in large, late-stage trials'. It is hoped that innovative designs can 'drive down the cost of clinical trials 50-fold' in comparison with traditional designs for the development of personalized medicine, otherwise 'drug companies (won't) be interested in taking the risk of developing a drug for these small number of patients' [34] . Lee et al. [8] argue that the 'Bayesian framework is particularly suitable for adaptive designs because the inference does not depend on a particular, preset scheme' and that 'traditional clinical trial designs are more rigid and can only answer a small number of well-formulated questions'. On the other hand, a drawback of Bayesian designs is that their operating characteristics can be highly model dependent. Mandrekar and Sargent [6] argue that 'the gold standard for predictive marker validation continues (appropriately) to be a prospective RCT', and Simon [2] points out that such 'external validation' is needed to 'determine whether use of a completely specified diagnostic classifier for therapeutic decision making in a defined clinical context results in patient benefit'.
While we agree with this criterion for validation, we also want to investigate potential advantages of outcome adaptive randomization in the Bayesian approach. We therefore proceed by (1) using frequentist testing based on likelihood theory involving the GLR test statistics, (2) considering both the enriched strategy null hypothesis (Equation (2)) related to validation and the intersection null hypothesis (Equation (3)) that may be more appropriate in the development phase, (3) allowing futility stopping to stop early and accept the intersection null hypothesis, and (4) incorporating AR and termination of failing treatments similar to the Bayesian approach but using much simpler procedures as in Equations (9) and (10) .
Our simulation studies show that AR offers increased probability of receiving the preferred treatment and better response rates than ER for patients in the trial. On the other hand, AR makes the estimates p kj t biased, and the imbalance in patient allocation can complicate the analysis of the trial results. For example, with the moderate total sample size and the relatively small sample sizes for the various treatment-patient groups in the simulation studies, Bartlett corrections or saddlepoint approximations [33] may be needed to adjust the 2 | approximations to the null distributions of the GLR statistics used to test H 0 or H 0 * . Although such adjustments are available for ER, their counterparts for AR are not yet developed because of the analytic difficulties caused by data-dependent randomization; the inadequacy of 2 | approximations under AR is also noted in [35] for comparing two proportions at small sample sizes. This suggests using ER instead of AR in the ovarian cancer study, especially in view of Table 3 . Expected sample size and response rate (in parentheses) in scenarios S1-S4 of simulation study 2 when there is no early stopping for futility or treatment suspension. only relatively small gains in response rates of AR that also accompany a decrease in power in Tables 3  to 5 . The fact that AR tends to decrease power of commonly used statistical tests has also been observed for the case K = 2 and J = 1 by others [36, 37] , and that AR offers little improvement in response rate over ER for trial patients in this setting has also been noted in [36] . See also [38] for an editorial on ARs. While the asymptotic properties are a useful guide in choosing methods, we recognize the need to do simulations to explore a small-sample behavior, at least until the methods have been exercised enough to provide some sense of their utility in practice.
One of the clinical dilemmas that arises in studies of therapeutic biomarkers is the problem of what to do for patients in whom the biomarkers predict resistance to all of the drugs tested. We suppose that in preparation for a prospective randomized trial, such as we propose, investigators have some confidence in the stratification, based on a mix of biological knowledge and some data indicating the way the biomarkers predict response in observational studies of the outcomes of treatment given by physician's choice. The question of whether to include the 'pan-resistant' patients in the main trial, contributing to the hypothesis testing, depends on the trade-off of increased degrees of freedom for the tests versus capitalizing on an unexpected result (e.g., via a contribution to rejecting the intersection null). When theory and prior data suggest that there are no differences in treatment outcomes in a subgroup, there is little justification in spending degrees of freedom on the small chance of a surprise. So we would exclude them from the main trial. Since their biomarker measurements are already taken, they can be enrolled in an auxiliary trial in which we randomize them among the K treatments. We conceive this trial as being at an earlier stage in development of the BGS, which is not expected to work in that patient population. Investigators can then measure other potential biomarkers from the tumor specimens to explore their utility in refining the predictive model. For the ovarian cancer example, Table 1 shows that the percentage of such panresistant patients in the subgroup 0 is expected to be 21.6%. In the more general setting, patients belonging to the subgroup 0 that does not have a preferred treatment can be recruited to an auxiliary study, the goal of which is to reduce the size of the subgroup 0 so that it is decomposed as
in which { } j represents the subset of subgroup 0 for which the auxiliary study assigns j as the preferred treatment, allowing the subset {i} to be empty if the development study cannot identify biomarkers that favor i.
Another clinical dilemma in the validation of a BGS is that classifiers cannot be expected to be perfect 'straight from the box'; moreover, by the time a large validation study is completed, the classifier may be out of date, given the pace of biomarker development. This is why we recommend to use, in addition to the narrowly focused enriched strategy null hypothesis (2), the intersection null hypothesis (3) that can accommodate to a partially successful classifier. Such flexibility requires the development of novel statistical methods to analyze these designs. This article represents a first step toward that development. The model we propose adapts to partial failure of the BGS by allowing rejection of the intersection null, even after the failure to reject the strategy null. If that null is not rejected, then (up to type II error) the BGS fails more completely. In that case, the study data (and samples of tissue) can be used to investigate the failure in detail, in order to come up with a better BGS, perhaps very different from the one proposed. But that exploration would be part of the initial development of the new BGS, which would then be a candidate for a new study of the type we propose. We do not attempt to build a model that can accommodate arbitrary revision of the BGS, since that would almost certainly lead to the loss of control over operating characteristics.
