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Abstract
The objective of this thesis has been the development and implementation
of algorithms that efficiently compute Hartree-Fock exchange (HFX) in ex-
tended systems. The motivation for this work is the observation that within
the framework of density functional theory (DFT) most successful approxi-
mations for the treatment of exchange and correlation effects include a certain
amount of HFX.
Much effort has been invested into reducing the formal fourth order scaling in
computational cost with respect to system size to a linear one by employing
several different screening techniques. Furthermore, a new methodology has
been developed in order to retain efficiency when moving to large basis sets.
In order to perform large scale condensed and liquid phase simulations, the
gas phase formalism has been extended to periodic systems by developing a
stable and accurate algorithm based on the Γ–point approximation.
Extensive serial performance optimization and an optimally load-balanced
distribution of computational workload among many parallel processes based
upon a hybrid MPI/openMP framework enables the algorithm to scale up to
64’000 compute-cores and beyond. Furthermore, highly efficient compres-
sion/decompression algorithms specifically targeted to integral storage have
been developed in order to avoid evaluation of already computed integrals
that are the main bottleneck in a HFX calculation.
This massively parallel implementation provides an important tool for inves-
tigating complex systems in gas and condensed phase within the framework
of hybrid DFT. The applicability of the method has been demonstrated by
extensive molecular dynamics simulations of liquid water, calculating fully
solvated protein structures and determining properties of crystalline struc-
tures at the Hartree-Fock basis set limit.
Zusammenfassung
Ziel dieser Doktorarbeit war die Entwicklung und Implementierung von Al-
gorithmen, welche es erlauben, die Hartree-Fock Austausch-Wechselwirkung
in grossen Systemen auf effiziente Art und Weise zu berechnen. Die Moti-
vation fu¨r diese Arbeit la¨sst sich dadurch begru¨nden, dass die heutzutage
besten Approximationen fu¨r das Austausch- und Korrelationsfunktional im
Rahmen der Dichtefunktionaltheorie (DFT) auf der Miteinbeziehung eines
gewissen Anteils von Hartree-Fock Austausch beruhen.
Da die Kosten fu¨r eine Hartree-Fock Rechnung in vierter Ordnung mit der
Systemgro¨sse skalieren, wurden spezielle Selektionstechniken entwickelt, wel-
che es ermo¨glichen diese Berechnungen linear in Bezug auf die Systemgro¨sse
durchzufu¨hren. Ausserdem wurde eine neue Methode eingefu¨hrt, dank de-
rer es mo¨glich ist diese Effizient auch unter Einbezug von sehr grossen Ba-
sissa¨tzen beizubehalten. Um auch Simulationen von kondensierter oder flu¨ssi-
ger Materie zu ermo¨glichen, wurde die Standardformulierung der Theorie
gasfo¨rmiger Systeme auf periodische Systeme erweitert und ein stabiler und
akkurater Algorithmus basierend auf der Γ–Punkt Approximation entwickelt.
Ferner wurde sehr viel Wert auf optimale serielle Performanz gelegt und durch
fein abgestimmte Verteilung der einzelnen Arbeitsschritte auf mehrere Pro-
zesse im Rahmen einer gemischten MPI/openMP Implementierung wurde es
mo¨glich die Methode so zu parallelisieren, dass sie auch auf mehr als 64’000
Prozessorkernen noch sehr gut skaliert. Desweiteren wurden hoch effiziente
Kompressions- und Dekompressionsalgorithmen zur Speicherung von rechen-
aufwa¨ndigen Integralen entworfen, aufgrund derer eine Neuberechnung be-
reits vorhandener Integrale hinfa¨llig wird.
Diese hoch parallelisierte Software ermo¨glicht es schliesslich komplizierte Sy-
steme gasfo¨rmiger und kondensierter Materie innerhalb der hybrid Dich-
tefunktionaltheorie zu behandeln. Die Anwendbarkeit der Methode wurde
am Beispiel ausgedehnter Moleku¨ldynamik-Simulationen von Wasser in der
Flu¨ssigphase, Berechnungen von solvatisierten Proteinstrukturen sowie bei
der Ermittlung von Eigenschaften kristalliner Strukturen erfolgreich unter
Beweis gestellt.
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Chapter 1
Introduction
Studying atoms and molecules in silicio has become more and more popular
during the last decades. At small scale, quantum effects need to be taken
into account in order to produce qualitatively and quantitatively acceptable
results that can be used to support and/or explain experimental or theoret-
ical predictions. In many applications, the underlying physics for that kind
of problems is governed by the non-relativistic many body Schro¨dinger equa-
tion (SE). Once solved, this equation provides the wavefunction which is the
relevant quantity at that level of theory and hence completely determines the
behavior of the system under consideration.
However, due to the complexity of the SE, a straight forward algorithm for its
solution scales exponentially with the system size and thus, several approx-
imations are required. The theoretically most appealing methods directly
work with the wavefunction of the system as the basic variable and there
exist schemes that improve the quality of results by systematically enlarg-
ing the space of solutions until convergence is reached. These methods have
unprecedented predictive power and can be considered as the most accurate
strategies for including electron-electron correlation effects. However, the as-
sociated cost in terms of computer time that needs to be invested until the
solution is available can be significant. Although most of nowadays applied
algorithms scale polynomial with system size, they are, in practice, limited
to 10 to 100 atoms depending on the applied algorithm and implementation
details.
A different approach can be obtained by recognizing that the electron den-
sity contains exactly the same information as the corresponding wavefunc-
tion. The advantage of this formalism can be attributed to the fact that
the electron density is completely defined by only three degrees of freedom
while the wavefunction is a much more complicated object. The theoretical
5
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framework behind this alternative formulation is called density functional
theory (DFT) and has evolved to one of the most widely used methods for
studying atoms and molecules at quantum mechanical level. If offers a rea-
sonable trade-off between computational workload and accuracy of results.
Most electronic structure programs based on DFT rely on so called linear
scaling algorithms that allow scientists to treat fairly big systems at low cost
and with respectable accuracy. It has become standard to perform molecu-
lar dynamics (MD) simulations with DFT for thousands of atoms and ten
thousands of electrons,
However, although formulated as an exact theory in a general theoretical
framework, DFT relies on some fundamental approximations concerning the
correlation of electron-electron interactions. These approximations culmi-
nate in exchange and correlation functionals that are needed to model the
behavior of electrons in the presence of others. Since, so far, there is no exact
expression known for those parts of the energy, DFT stands and falls with
the quality of the approximate exchange and correlation functionals. There
exists a broad catalogue of functionals that perform differently depending
on the specific physics of the underlying problem. Contrary to wavefunction
theory there is no systematic procedure that allows to improve results in a
satisfactory way. Although there exist some empirical guidelines of how to
chose among the available approximations, this must be considered as the
major drawback in DFT.
Wavefunction methods on the other side do not suffer from this conceptual
problem. For the exchange part, there is an analytical expression avail-
able, namely Hartree-Fock exchange (HFX), and the correlation is usually
explicitly treated as correlation between excited states. This methodology
allows to treat electron-electron interactions at arbitrary precision but unfor-
tunately comes along with much increased computational cost. Nevertheless,
the wavefunction approach offers one pathway to improve DFT. Since up to
95 % of the non-classical electron-electron interaction energy can be assigned
to the exchange energy, for which an analytical expression based on the elec-
tronic wavefunction exists, the obvious way of refining DFT is merging the
two worlds. Indeed, many of the embarrassing failures of DFT can be re-
solved by taking wavefunction based exchange into account. These so called
hybrid functionals typically consist of a certain fraction of HFX that is mixed
with a standard DFT exchange functional. However, even though being a
first order theory, HFX is computationally much more demanding than the
most efficient DFT implementations available. In order to fruitfully combine
both worlds, it is therefore crucial to have access to highly accurate and very
efficient algorithms for the HFX part. All wavefunction parts should seam-
lessly integrate into the highly optimized existing parallel implementations
7of DFT and, in addition, should not be limited by the applied boundary
conditions (open or periodic). Providing such a framework to the scientific
community was the main purpose of the present work.
This thesis consists of eight chapters. After this introduction the basic the-
oretical framework of DFT and Hartree-Fock will be summarized. Chapter
three discusses some of the key algorithms that have been developed for the
integration of HFX into existing DFT code and presents some specific im-
plementation details. Chapters four to seven summarizes all publications
resulting from this work which will as well give some examples of applica-
tions and discuss some implementation specific details. Finally all results
will be recapitulated and an outlook, discussing how to adapt the methodol-
ogy to future hardware and some ideas how to extend the algorithms will be
presented.
Part I
Theory and Implementation
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Chapter 2
Theory
This chapter reviews the basic theoretical concepts that build the founda-
tion of wavefunction and density functional theory. Starting from the time-
independent Schro¨dinger equation, the relevant formalism for Hartree-Fock
and DFT used throughout this work will be derived. Special attention will
be paid to the approximations within DFT and its failures in special cases.
Furthermore, the theoretical background for periodic systems in the context
of exact exchange will be discussed. A more detailed review of the topics can
be found for example in the standard textbooks [1, 2, 3].
2.1 Wavefunction formalism
2.1.1 Born-Oppenheimer approximation
All properties of matter are governed by the time-dependent Schro¨dinger
equation. However, if interactions between atoms, molecules and electrons
do not explicitly depend on time, as it is the case throughout this work, it
is sufficient to concentrate on its static counterpart. In addition, quantum
mechanical modeling of matter typically assumes that materials consist of
delocalized electrons moving in space around fixed classical nuclei. This sim-
plification directly translates into a separation of the electronic and nuclear
degrees of freedom in the underlying wavefunction. As a result, the solu-
tion of the Schro¨dinger equation decouples into a nuclear and a electronic
part where the position of the nuclei enters parametrically. Under this as-
sumptions, also referred to as Born-Oppenheimer (BO) approximation [4],
the equation to solve reads
H(R)Ψ(x) = E(R)Ψ(x), (2.1)
9
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with the Hamiltonian H and the energy E being functions of the nuclear
positions R = (R1, ...,RM) and the spin dependant electronic wavefunction
Ψ with x = (r1, σ1, ...rn, σN) containing spatial and spin coordinates. The
Hamiltonian is uniquely defined by the number of electrons N and nuclei M
and by their charges and has the following form (in atomic units):
H(R) = −1
2
N∑
i=1
∇2i −
M∑
A=1
N∑
i=1
ZA
|ri −RA| +
N∑
i<j
1
|ri − rj| +
M∑
A<B
ZAZB
|RA −RB| .
(2.2)
Here, the first term is the electronic kinetic energy and the three other terms
arise from the electron-nuclei, electron-electron and nuclei-nuclei interaction
due to the Coulomb potential. The kinetic energy contribution of the nu-
clei can be neglected in the electronic Hamiltonian because the nuclei are
assumed to be static, i.e. the electrons instantaneously adapt to the slowly
moving cores. This simplification is assisted by the fact that the masses
of electron and proton differ by three orders of magnitude. Based on the
same reasoning, the last term describing the nuclei-nuclei interactions can be
assumed to be constant and thus, has no effect on eigenfunctions and only
results in a constant shift of eigenvalues. This part of the Hamiltonian will
therefore be omitted in the following.
Even though the BO approximation decouples the nuclear and electronic
motion, the solution of Eq. 2.1 is far from being trivial and can only ana-
lytically be solved for systems containing one electron. Therefore, further
approximations are needed that will finally allow to take advantage of nu-
merical methods in order to calculate properties of electronic systems.
2.1.2 Hartree-Fock approximation and variational prin-
ciple
Since electrons belong to the class of Fermionic particles, the corresponding
spin dependant wavefunction Ψ(x) must be totally antisymmetric. Under
the assumption that this wavefunction can be decomposed into a product
of N orthonormal spin orbitals ψi(x), the antisymmetry condition results in
the following approximation
ΨHF =
1√
N !
∣∣∣∣∣∣∣∣∣
ψ1(x1) ψ2(x1) . . . ψN(x1)
ψ1(x2) ψ2(x2) . . . ψN(x2)
...
...
. . .
...
ψ1(xN) ψ2(xN) . . . ψN(xN)
∣∣∣∣∣∣∣∣∣ , (2.3)
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also known as Hartree-Fock approximation.
The energy of an electronic system is defined via Eq. 2.1 and given as a
function of Ψ
E[Ψ] =
〈Ψ|H |Ψ〉
〈Ψ|Ψ〉 , (2.4)
with the expectation value
〈Ψ|H |Ψ〉 =
∫
Ψ∗(x)H(R)Ψ(x)dx. (2.5)
Let E0 define the ground state energy corresponding to the ground state
wavefunction Ψ0(r). By definition, it immediately follows for a trial wave-
function Ψ˜
E[Ψ˜] ≥ E0, (2.6)
i.e. the energy given by Ψ˜ is always an upper bound for the ground state
energy. Thus, one can rewrite Eq. 2.1 as a variational problem,
E0 = min
Ψ
E[Ψ], (2.7)
where the minimization is done with respect to the space of all valid N–
electron wavefunctions.
In this context, the Hartree-Fock ground state energy EHF is defined as the
minimum of the expectation value for the Hamiltonian with respect to the
spin orbitals ψi(x)
EHF = min
ψi
〈ΨHF|H |ΨHF〉 (2.8)
under the constraint that the spin orbitals ψi are orthonormalized∫
ψ∗i (x)ψj(x)dx = δij. (2.9)
The Hartree-Fock expectation value of the energy in the Born Oppenheimer
approximation is found to be
EHF = 〈ΨHF|H |ΨHF〉 =
N∑
i=1
Hi(R) +
1
2
N∑
i,j,i6=j
(Jij −Kij) (2.10)
with the following one- and two-electron integrals
Hi(R) =
∫
ψ∗i (x)
[
−1
2
∇2 + v(x,R)
]
ψi(x)dx (2.11)
Jij =
∫ ∫
ψi(x1)ψ
∗
i (x1)
1
|r2 − r1|ψ
∗
j (x2)ψj(x2)dx1dx2 (2.12)
Kij =
∫ ∫
ψ∗i (x1)ψj(x1)
1
|r2 − r1|ψi(x2)ψ
∗
j (x2)dx1dx2, (2.13)
12 CHAPTER 2. THEORY
where the external potential v(x,R) collects the electron-nuclei interactions.
The two-center integrals Jij and Kij are also called Hartree- and Exchange-
integrals respectively.
2.1.3 The Roothaan equations
Restricted closed-shell Hartree-Fock
So far, the Hartree-Fock approximation has been discussed within the frame-
work of a general set of spin-orbitals ψi(x). These spin-orbitals can be ex-
panded into products of orthonormal spatial orbitals, only depending on the
spatial coordinates ri and in two orthonormal spin functions, corresponding
to the electron spin pointing either up or down, i.e.
ψi(x) =
{
ψαi (ri)α(σi)
ψβi (ri)β(σi)
, (2.14)
where the superscripts α and β accommodate the fact that the spatial part
could be spin dependant. Without loss of generality, restricted closed-shell
systems will be discussed in the following. In that case, only an even number
of N of electrons is considered which all doubly occupy the spatial orbitals.
The energy expression Eq. 2.10 thus becomes
EHF = 2
N/2∑
k=1
Hk +
N/2∑
k,l=1
(2Jkl −Kkl) (2.15)
where the spin part has been integrated out and the one- and two-center
integrals are now purely spatial
Hk =
∫
ψ∗i (r)
[
−1
2
∇2 + v(r,R)
]
ψi(r)dr (2.16)
Jij =
∫ ∫
ψi(r1)ψ
∗
i (r1)
1
|r2 − r1|ψ
∗
j (r2)ψj(r2)dr1dr2 (2.17)
Kij =
∫ ∫
ψ∗i (r1)ψj(r1)
1
|r2 − r1|ψi(r2)ψ
∗
j (r2)dr1dr2, (2.18)
Plugging these results into the minimization problem of Eq. 2.8 yields the so
called Hartree-Fock equations
F (r)ψk(r) =
N/2∑
l=1
klψl(r), (2.19)
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with the Fock-operator F defined as
F (r) = −1
2
∇2 + v(r) + j(r)− k(r), (2.20)
and the action of j and k on an arbitrary function f(r1) given by
j(r1)f(r1) = 2
N/2∑
m=1
∫
|ψ(r2)|2 1|r2 − r1|dr2f(r1) (2.21)
k(r1)f(r1) =
N/2∑
m=1
∫
ψ∗m(r2)f(r1)
1
|r2 − r1|dr2ψm(r1) (2.22)
The matrix  can be interpreted as the Lagrangian multipliers associated with
the orthonormality constraint Eq. 2.9. Furthermore, the operator j − k can
be interpreted as an effective one-electron operator vHF(r1). It is the average
potential experienced by an electron at position r1 due to the presence of
all the other electrons. The essence of the Hartree-Fock approximation is
to treat the electron-electron interactions in this mean-field approach. As a
consequence, the Fock operator applied to the i-th electron, itself depends on
the spatial orbitals of all the others. Thus, the Hartree-Fock equations are
highly non-linear and need to be solved self consistently. The procedure of
solving this problem is called self-consistent field (SCF) method. By making
an initial guess for the orbitals ψk, the potential v
HF can be calculated, which
again gives rise to a new set of orbitals. This procedure is then repeated until
self-consistency has been reached, i.e. the orbitals do not change any longer.
Introduction of a basis
Since the operator F is hermitian, it is possible, via unitary transformation,
to bring Eq. 2.19 into canonical form
F (r)ψk(r) = kψk(r). (2.23)
In order to solve these differential equations numerically, they can be trans-
formed algebraically into a matrix eigenvalue equation. This can be achieved
by introducing a set of basis functions, by means of which the wavefunctions
can be expanded into molecular orbitals
ψk(r) =
∑
ν
Cνkφν(r), (2.24)
with the molecular (MO) coefficients Cνk. However, for practical reasons, the
set {φν} cannot be chosen to be complete and the number of basis functions is
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thus finite. With this ansatz, the canonical Hartree-Fock equations Eq. 2.23
transform into
F (r)
∑
ν
Cνkφν(r) = k
∑
ν
Cνkφν(r). (2.25)
Setting r = r1 and by multiplication by φ
∗
µ(r1) from the left and integration,
this becomes the desired matrix equation∑
ν
Cνk
∫
φ∗µ(r1)F (r1)φν(r1)dr1 = k
∑
ν
Cνk
∫
φ∗µ(r1)φν(r1)dr1. (2.26)
With the definition of the Fock Matrix
Fµν =
∫
φ∗µ(r1)F (r1)φν(r1)dr1 (2.27)
and the overlap matrix
Sµν =
∫
φ∗µ(r1)φν(r1)dr1 (2.28)
this finally reads ∑
ν
FµνCνk = k
∑
ν
SµνCνk. (2.29)
These are the so called Roothaan equations [5] which can be written in
compact matrix notation
FC = SC. (2.30)
2.1.4 The exchange part
For what follows, only the expression of the Fock matrix for the exchange
part will be required. For that purpose, a matrix representation for the elec-
tron density is needed. The electron density ρ(r) is defined as a probability
distribution function describing the probability of finding an electron in a
volume element dr around the point r and can be expressed in terms of the
wavefunction
ρ(r) = 2
N/2∑
i
|ψi(r)|2. (2.31)
In a basis set representation with MO coefficients Cµi, this becomes
ρ(r) = 2
N/2∑
i
ψ∗i (r)ψi(r) =
∑
µν
2 N/2∑
i
CµiC
∗
νi
φµ(r)φ∗ν(r)
=
∑
µν
Pµνφµ(r)φ
∗
ν(r), (2.32)
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with the density matrix elements Pµν . Using this notation, the exchange part
of the Fock matrix, F x reads
F xµν = −
1
2
∑
λσ
Pλσ
∫ ∫
φ∗µ(r1)φλ(r1)
1
|r1 − r2|φσ(r2)φν(r2)dr1dr2. (2.33)
Throughout this thesis, the following notation will be used for the two-
electron integrals
(φµφν |φλφσ) = (µν|σλ) =
∫ ∫
φ∗µ(r1)φν(r1)
1
|r1 − r2|φλ(r2)φσ(r2)dr1dr2.
(2.34)
The Hartree-Fock exchange energy can thus be expressed as
EHFx = −
1
2
∑
µνλσ
PµσPνλ(µν|λσ). (2.35)
2.1.5 Correlation energy
Since the Hartree-Fock approximation can be interpreted as a mean-field
theory, the electron-electron interactions are not treated exactly. While the
correlation among same-spin electrons due to the Pauli-principle is fully in-
cluded through the exchange term in the energy expression, the correlation
arising from other electron-electron interactions is completely absent. This
deficiency arises from the fact that the true underlying wavefunction is never
a single determinant or a linear combination of a few determinants. The
resulting error in energy is called correlation energy and is defined as
EHFc = Eexact − EHF. (2.36)
Several methods have been developed in order to improve upon Hartree-
Fock results. These so called post-Hartree-Fock methods typically start with
the Hartree-Fock wavefunction as a reference and try to improve upon it.
Among them is perturbation theory that treats correlation as a perturbation
of the Fock operator. Other methods expand the electron wave function in
terms of a linear combination of Slater determinants such as configuration
interaction or use an exponential ansatz based on a excitation operator (cou-
pled cluster) in order to obtain correlation corrected results. All above stated
methodologies have in common that they can systematically be improved ei-
ther by enlarging the perturbation expansion or by taking higher excitations
into account. However, this improved accuracy comes along with the price
of significant increase in computational cost.
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Although correlation is not treated at an adequate level, the Hartree-Fock
approximation provides an analytical expression for the exchange energy
which is usually orders of magnitudes larger than the correlation counter-
part. Eq. 2.35 can thus be defined as the exact exchange energy, or briefly,
exact exchange, and will be reused in the context of hybrid density function-
als later on.
2.2 DFT formalism
2.2.1 Density functional theory
Density functional theory is based on the discovery [6, 7, 8, 9] that the com-
plicated N -electron wavefunction Ψ(r) = Ψ(r1, r2, ..., rN) can be replaced by
the much more convenient electron-density ρ(r) defined as
ρ(r) = ρ(r1) = N
∫
dr2
∫
dr3...
∫
drNΨ
∗(r1, r2, ..., rN)Ψ(r1, r2, ..., rN).
(2.37)
The above relation does as well hold for the ground-state wavefunction
Ψ0(r) = Ψ0(r1, r2, ..., rN) (2.38)
and the ground-state density ρ0(r).
The remarkable Hohenberg-Kohn theorems [10] now state, that the above
expression is invertible for ground states, i.e. given the ground-state density
ρ0 it is possible to reconstruct the underlying wavefunction Ψ0(r), and thus
both functions have to be considered as equivalent. In terms of complexity of
the problem, that means that a function of only one spatial variable contains
the same information as the complicated wavefunction that depends on N
spatial variables.
It also implies that the ground-state density must minimize the energy of
the system, and thus gives raise to a variational formulation in terms of the
density. Particularly, for any trial density ρ˜(r) it must hold
E[ρ˜] ≥ E0 (2.39)
The starting point for the derivation of a minimization problem is again the
Schro¨dinger equation in the BO approximation
(T + U + V )Ψ(x) = EΨ(x), (2.40)
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with the abbreviations
T = −1
2
N∑
i
∇2i (2.41)
U =
N∑
i<j
1
|ri − rj| (2.42)
V =
M∑
A=1
N∑
i=1
ZA
|ri −RA| =
N∑
i=1
v(ri) (2.43)
for kinetic energy, electron-electron interaction and electron-nuclei interac-
tion respectively. The minimization problem in terms of the density now
reads
E[ρ] = min
Ψ→ρ
〈Ψ|T + U + V |Ψ〉
= min
Ψ→ρ
〈Ψ|T + U |Ψ〉+
∫
ρ(r)v(r)dr
=: F [ρ] +
∫
ρ(r)v(r)dr. (2.44)
The ground-state density is the density that minimizes this expression and
fulfills thus the Euler equation
µ = v(r) +
δF [ρ]
δρ(r)
, (2.45)
where µ is the Lagrange multiplier associated with the particle conservation
constraint ∫
ρ(r)dr = N. (2.46)
The above energy expression E[ρ] is an exact reformulation of the original
Schro¨dinger equation in terms of the electron density and can, in principle,
be used to calculate properties of electronic systems. However, since there
is no known closed form expression for the functional F [ρ] available, further
approximations have to be made.
The unknown functional F [ρ] in Eq. 2.44 can be decomposed as follows
F [ρ] = T [ρ] + U [ρ] = T [ρ] + J [ρ] + Enc[ρ], (2.47)
where J denotes the classical Hartree term, also present in the Hartree-Fock
approximation and Enc contains all non-classical electron-electron interaction
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energies, among them the exchange energy as well present in the Hartree-
Fock approximation.
Despite this decomposition, the problem of finding expressions for the kinetic
energy functional and the non-classical part remains. The Thomas-Fermi
(TF) model [6, 7] is a first approximation. It makes the rather crude as-
sumptions that the non-classical electron-electron interactions are zero and
that the kinetic energy T [ρ] can be obtained from the theory of a non-
interacting uniform electron gas. As a next step, in the Thomas-Fermi-Dirac
(TFD) approximation [6, 7, 11], the non-classical term is approximated by
the exchange-energy formula for the uniform electron gas. Both approxima-
tions suffer from their underlying simplifications and typically perform much
worse than the Hartree-Fock approximation. The missing correlation term
results in the unphysical prediction that the energy of isolated atoms is lower
than in bounded systems. In addition, the construction of an accurate model
for the kinetic energy T [ρ] turns out to be very difficult.
2.2.2 Kohn-Sham equations
In contrast to the direct approach in the TF and TFD model, Kohn and Sham
invented an indirect approach [12] in order to compute the kinetic energy
T [ρ]. The basic idea behind their ansatz is to split the kinetic energy into
a part that can easily and accurately be calculated, and a small remainder,
which can be handled separately.
This can be achieved by considering a non-interacting reference system in
which no electron-electron interactions are present but the corresponding
ground-state electron density is exactly the same as the interacting one. In
this case, Eq. 2.40 simplifies to
(Ts + V )Ψs(x) = EsΨs(x). (2.48)
The advantage of introducing the reference system is the fact, that within
this approach an analytical formula for the kinetic energy, Ts is available in
terms of orbitals, namely
Ts[ρ] =
N∑
i=1
〈ψi| − 1
2
∇2 |ψi〉 (2.49)
As a side effect, the introduction of orbitals provides a practical way to
calculate the density matrix in terms of the orbitals:
ρ(r) =
N∑
i=1
|ψi(x)|2. (2.50)
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Ts[ρ] can now be used to repartition Eq. 2.47
F [ρ] = Ts[ρ] + J [ρ] + Exc[ρ], (2.51)
with
Exc[ρ] = T [ρ]− Ts[ρ] + Enc[ρ]. (2.52)
Exc is the so called exchange-correlation functional and contains the non-
classical part of the electron-electron interaction as well as the missing cor-
relation in the non-interacting kinetic energy.
The orbital dependant energy functional now reads
E[ρ] =
N∑
i=1
∫
ψ∗i (x)
(
−1
2
∇2
)
ψi(r)dx+J [ρ]+Exc[ρ]+
∫
v(r)ρ(r)dr. (2.53)
As in standard DFT, the variational principle is still valid, and the ground-
state density minimizes this expression. Due to the introduction of orbitals,
the constraint of Eq. 2.46 has to be replaced by∫
ψ∗i (x)ψj(x)dx = δij. (2.54)
Minimizing Eq. 2.53 with respect to this orthonormality constraint and as-
suming restricted closed-shell configurations, yields the Kohn-Sham equa-
tions
K(r)ψk(r) =
N/2∑
l=1
klψl(r), (2.55)
with the Kohn-Sham operator K defined as
K(r) = −1
2
∇2 + veff(r) (2.56)
and
veff(r) = v(r) +
δJ [ρ]
δρ(r)
+
δExc[ρ]
δρ(r)
(2.57)
= v(r) +
∫
ρ(r′)
|r− r′|dr
′ + vxc(r), (2.58)
with the exchange-correlation potential vxc.
Similar as in the Hartree-Fock approximation, since K(r) is hermitian, it is
possible, via unitary transformation, to bring Eq. 2.55 into canonical form
K(r)ψk(r) = kψk(r). (2.59)
Again, introduction of a finite basis set transforms these equations into a
matrix eigenvalue problem, that can be solved numerically.
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2.2.3 Comparison with Hartree-Fock
Eq. 2.23 and Eq. 2.59 look very similar from a structural point of view. They
both have to be solved in a SCF approach because the operators on the
left hand side both depend on the solution of the corresponding eigenvalue
problem. However, since the Kohn-Sham formalism is, in principle, exact
it allows to incorporate correlation effects in a very convenient way, namely
through the exchange-correlation functional. On the other hand, the Hartree-
Fock approximation completely lacks of a description of such effects and they
can only be incorporated using very demanding post-Hartree-Fock methods.
Furthermore, the evaluation of the Kohn-Sham operator is much cheaper in
terms of computational costs, since the exchange contributions do not rely
on evaluating two-center electron integrals and efficient techniques exist for
the Coulomb part (see for example [13, 14, 15, 16, 17].
However, Kohn-Sham theory stays and falls with the quality of the exchange-
correlation functional. Contrary to post-Hartree-Fock methods, there is no
systematic scheme for improvements available and the accuracy of results
strongly depends on the choice of an appropriate approximated functional.
2.3 Exchange-Correlation functionals
There is, so far, no closed form expression available for the exchange and
correlation functional Exc[ρ] and developing good approximations is a very
active field in the DFT community. As a consequence there exists a whole
universe of density functionals based on different approximations and models.
Most of the available functionals can be divided into three classes
 Local functionals,
 Semi-local functionals and
 Hybrid functionals
This section will discuss some of the few known analytical properties of the
exchange-correlation energy and will briefly present some of the underlying
approximations.
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2.3.1 General considerations
The adiabatic connection
Consider a parameterization that controls the strength of the electron-electron
interaction U in the minimization problem Eq. 2.44
Fλ[ρ] = min
Ψ→ρ
〈Ψ|T + λU |Ψ〉 = 〈Ψλ|T + λU |Ψλ〉 . (2.60)
Assuming the partitioning of the Kohn-Sham ansatz, this immediately yields
F0[ρ] = Ts[ρ], and F1[ρ] = F [ρ] = Ts[ρ] + J [ρ] + Exc[ρ], (2.61)
or
Exc[ρ] = F1[ρ]− F0[ρ]− J [ρ]. (2.62)
The last equation can be written in integral form and the result is known as
the adiabatic connection [18, 19, 20, 21]
Exc[ρ] =
∫ 1
0
∂Fλ[ρ]
∂λ
dλ− J [ρ]. (2.63)
In order to calculate the exchange-correlation energy, an expression for the
partial derivative is required. It turns out, that this quantity is related to
the expectation value of the electron-electron interaction operator U
∂Fλ[ρ]
∂λ
= 〈Ψλ|U |Ψλ〉 . (2.64)
In order to simplify this expression, the concept of reduced density matrices
has to be introduced.
Reduced density matrices and expectation values
The density matrix of an N electron system is defined via its wavefunction
γN(x
′,x) = γN(x′1x
′
2 · · ·x′N ,x1x2 · · ·xN)
= Ψ∗(x′1x
′
2 · · ·x′N)Ψ(x1x2 · · ·xN) (2.65)
Based on that definition, one can obtain reduced density matrices of order p
by integrating over N − p variables
γp(x
′
1x
′
2 · · ·x′p,x1x2 · · ·xp) =
(
N
p
)∫
· · ·
∫
γN(x,x
′)dxp+1 · · · dxN . (2.66)
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A similar definition holds for spinless reduced density matrices and the ex-
pressions for the special cases p = 1 and p = 2 are given by
ρ1(r
′
1, r1) =
∫
γ1(r
′
1σ1, r1σ1)dσ1 (2.67)
ρ2(r
′
1r
′
2, r1r2) =
∫ ∫
γ2(r
′
1σ1r
′
2σ2, r1σ1r2σ2)dσ1dσ2 (2.68)
This notation allows to express expectation values of spinless local one- and
two-particle operators
O1 =
N∑
i=1
O1(ri) (2.69)
O2 =
∑
i<j
O2(ri, rj) (2.70)
in a very convenient way via traces
〈O1〉 = tr(O1ρN)
=
∫
[O1(r1)ρ1(r
′
1, r1)]r′1=r1
dr1dr2 (2.71)
〈O2〉 = tr(O2ρN)
=
∫ ∫
[O2(r1r2)ρ2(r
′
1r
′
2, r1r2)]r1′=r1,r′2=r2
dr1dr2. (2.72)
Exchange-correlation holes
The concept of second order reduced density matrices allows to rewrite the
expectation value for the electron-electron interaction energy:
〈U〉 =
∫ ∫
1
|r2 − r1|ρ2(r1r1, r2r2)dr1dr2
=
∫ ∫
1
|r2 − r1|ρ2(r1, r2)dr1dr2 (2.73)
Since J [ρ], as a part of U [ρ], denotes the classical electron-electron interaction
it is given as
J [ρ] =
1
2
∫ ∫
1
|r2 − r1|ρ(r1)ρ(r2)dr1dr2 (2.74)
i.e. as the Hartree energy of a charge distribution ρ(r) in a Coulomb po-
tential. This suggests to define the diagonal second order reduced density
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matrix ρ2(r1, r2) in terms of a pair correlation function that describes all
non-classical effects
ρ2(r1, r2) =
1
2
ρ(r1)ρ(r2) [1 + h(r1, r2)] . (2.75)
With this terminology, the expression for the exchange-correlation energy in
Eq. 2.64 becomes
Exc[ρ] =
∫ 1
0
〈Ψλ|U |Ψλ〉 dλ− J [ρ]
=
1
2
∫ ∫
1
|r2 − r1|
∫ 1
0
ρλ2(r1, r2)dλ−
1
2
∫ ∫
ρ(r1)ρ(r2)dr1dr2
=
1
2
∫ ∫
1
|r2 − r1|ρ(r1)ρ(r2)
∫ 1
0
hλ(r1, r2)dλdr1dr2
=
1
2
∫ ∫
1
|r2 − r1|ρ(r1)ρxc(r1, r2)dr1dr2, (2.76)
with the exchange-correlation hole ρxc(r1, r2) = ρ(r2)
∫ 1
0
hλ(r1, r2)dλ. Com-
parison with Eq. 2.74 suggests to interpret this result as the classical Coulomb
interaction of a charge distribution ρ(r) and the exchange correlation hole
ρxc(r1, r2).
The exchange correlation hole has the important property that it obeys a
sum rule ∫
ρxc(r1, r2)dr2 = −1. (2.77)
Furthermore, the exchange-correlation energy only depends on the spheri-
cally averaged behavior of ρxc(r1, r2), i.e
Exc[ρ] =
1
2
∫
ρ(r)
∫ ∞
0
4pisρSAxc (r, s)dsdr, (2.78)
where s denotes the electron electron distance. This expression for Exc[ρ] will
turn out later on, to be a good starting point for generalizations to inter-
action potentials different from Coulombic, for example truncated Coulomb
or short-range erfc type potentials. For practical reasons, the exchange-
correlation hole is typically partitioned into a exchange and a correlation
part, ρx and ρc respectively. Since the Hartree-Fock approximation gives an
exact expression for exchange, one obtains, by comparison, the following two
sum rules ∫
ρx(r1, r2)dr2 = −1, and
∫
ρc(r1, r2)dr2 = 0, (2.79)
which can be used to assess the quality of models for each hole.
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Self interaction error (SIC)
The Hamiltonian Eq. 2.2 reflects the fact that there is no self-interaction
present for identical electrons by removing such interactions by explicitly
summing over i < j. In the Hartree-Fock approximation, this self-interaction
term is exactly canceled because it is present in both, the Hartree- and the
Exchange term. However, in DFT, where these terms are defined via in-
tegrals over charge distributions and modeled exchange-correlation holes, it
is much harder to avoid spurious self-interaction contributions. This leads
to unphysical delocalization of the electronic wavefunction. Although there
exist schemes that try to avoid or reduce this self-interaction error, there is
no procedure available that generally fixes that problem.
2.3.2 Local functionals
Historically, the most important type of approximation for the exchange
correlation functional is the so called local-density approximation (LDA). It
is based on considerations of the homogeneous electron gas, because in that
case, the exchange energy density ehomx is known in closed form [11]
ehomx = −
3
4
(
3
pi
)1/3
ρ4/3, (2.80)
where ρ is constant. The generalization to the inhomogeneous system is then
done by assuming a locally constant electron density (thus the name local
density approximation)
einhomx (r) = −
3
4
(
3
pi
)1/3
ρ(r)4/3. (2.81)
Integration over all space yields
ELDAx [ρ] = −
3
4
(
3
pi
)1/3 ∫
ρ(r)4/3dr. (2.82)
The situation for the correlation energy is slightly different. Unfortunately,
no analytical expression for the correlation density ehomc exists. However,
expressions for the high and low density limit are available, and values
in-between can be fitted to highly accurate quantum Monte Carlo calcu-
lations [22]. The final expression reads
ehomc =
{ γc
1+β1
√
rs+β2rs
, rs > 1
A ln rs +B + Crs ln rs +Drs, rs < 1
(2.83)
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with
rs =
[
3
4piρ
]1/3
(2.84)
and some constants A,B,C,D, γc, β1, and β2. The total correlation energy
is then obtained in a similar fashion as for the exchange energy by assuming
locally constant electron density.
Despite the rather crude approximations, LDA does perform quite respectably
in terms of the accuracy of results. The reason behind this surprising finding
is the fact that every LDA exchange-correlation hole does obey the sum-rules
from Sec. 2.3.1. As a consequence there is a systematic error cancellation be-
tween the typically overestimated exchange and underestimated correlation
part.
2.3.3 Semi-local functionals
The LDA approximation only incorporates the knowledge of the density at
a certain point r in space and assumes a certain spatial homogeneity of the
electron density ρ(r). However, any real physical system is typically inhomo-
geneous and has a varying density. In order to improve upon LDA, it might
therefore help to include some information on the rate of how the density
changes in space. This approach yields the so called gradient-expansion ap-
proximations (GEA) that try to exploit an expansion of the density in terms
of its gradients or higher order derivatives. In practice, it turns out that it is
firstly not easy to derive expressions for this expansions and secondly, results
are typically even worse than in the LDA case.
A better approach is to consider a less systematic expansion, where the den-
sity and its gradients are allowed to appear in a more general functional way.
Such functionals are of the form
EGGAxc [ρ] =
∫
exc(ρ(r),∇ρ(r))dr (2.85)
where the exchange-correlation energy density exc is an arbitrary function of
the density and its gradient. Since such models not only consider the density
at a certain point in space but as well its local variation, such generalized
gradient approximations (GGAs) are considered to be semi-local.
GGAs significantly improve upon the LDA and allow to describe most types
of chemical bonds in a qualitatively and quantitatively acceptable fashion. It
needs to be emphasized that similar as in the LDA case, most functionals ben-
efit from an intrinsic systematic error cancellation among the exchange and
correlation parts. Typically, the two parts itself do not obey the correspond-
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ing sum rules, but in combination, the overall sum rule is approximately ful-
filled. This effect can nicely be illustrated with the so called BLYP functional,
a combination of Becke’s 1988 exchange functional [23] and Lee, Yang and
Parrs correlation functional [24]. In that case, the exchange approximation
is known to have the wrong asymptotic decay for largely separated electrons
while the correlation approximation severely violates the correlation-hole sum
rule under this condition and actually turns into an exchange-hole from that
point of view. However, the combination of both models seems to recover
the correct analytical property and thus explains why BLYP is still one of
the most widely used density functionals.
Even though GGA functionals made DFT a standard tool for studying
a broad range of applications, two embarrassing failures remain unsolved:
Firstly, common GGAs fail to describe weak van der Waals interactions, and
secondly, more importantly, the problem of the self-interaction error remains
unaddressed in most of nowadays popular functionals but can partially be
solved by going to a non-local form of the exchange hole.
2.3.4 Hybrid functionals
The expressions for Hartree and kinetic energy are identical in Kohn-Sham
and Hartree-Fock theory and differ only in the sense that the latter is evalu-
ated in terms of Hartree-Fock orbitals instead of Kohn-Sham orbitals. Fur-
thermore, Hartree-Fock provides an analytic expression for the exchange en-
ergy and has the favorable property of being self-interaction error free. It is
therefore tempting to replace the approximated exchange functional EDFTx [ρ]
in DFT with the corresponding orbital dependant EHFXx [Ψ] from Hartree-
Fock theory. Due to the systematic error cancellations discussed in Sec. 2.3.2
and Sec. 2.3.3 this naive approach has the effect that deficiencies in the cor-
relation functional are not compensated any longer and the gain in accuracy
of the exchange description has only minor impact on the overall accuracy.
However, it is possible to mix only a certain fraction of Hartree-Fock exchange
to the DFT energy expression and treat the reminder with an approximated
exchange functional. Since the Hartree-Fock exchange operator Eq. 2.22 is
non-local in nature, i.e. the exchange potential observed from an electron at
a an arbitrary point in space depends on the average potential determined by
all the others, these hybrid functionals build the class of so called non-local
functionals.
The first successful hybrid functional has been suggested by Becke and was
based on the adiabatic connection formula Eq. 2.63. At the point λ = 0
this expression yields the exchange energy of the Kohn-Sham system, while
at λ = 1 the full exchange-correlation energy of the interacting system is
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reached. The integral over the interaction strength parameter λ can be ap-
proximated using a simple quadrature formula based on the endpoints 0 and
1. Under the assumption that the exchange-correlation energy at the point
λ = 1 is reasonably well described by a standard DFT functional this leads
to the following expression for the Becke Half and Half hybrid functional
(BH&HLYP) [25, 24]
EBHaHxc [ρ] =
1
2
(
EHFx [ρ(ψi)] + E
GGA
x [ρ]
)
+ EGGAc [ρ]. (2.86)
This expression can be generalized by introducing a parameter α which de-
fines the fraction of Hartree-Fock that should be mixed to the DFT part:
Ehybridxc [ρ] = αE
HF
x [ρ] + (1− α)EDFTx [ρ] + EDFTc [ρ]. (2.87)
The marriage of wavefunction theory based exact exchange and DFT based
models for exchange and correlation has proven to be very fruitful. Indeed,
nowadays most successful density functionals are non-local in nature and in-
clude a certain fraction of Hartree-Fock exchange, among them B3LYP [26,
24, 27], PBE0 [28, 29, 30] or HSE06 [31, 32]. The reason for this improve-
ment is the fact that many properties are overestimated by DFT and un-
derestimated by HFX or vice versa and the mixture of both gives good in-
termediate results. Furthermore, adding a certain fraction of HFX reduces
the self-interaction error and properties that rely on the qualitatively cor-
rect localization of the underlying wavefunction can significantly better be
predicted.
Chapter 3
Implementation
The main purpose of this work was to implement fast and accurate algorithms
that compute the Hartree-Fock exchange energy
EHFXx = −
1
2
∑
µνλσ
PµσPνλ(µν|λσ)g (3.1)
and its periodic counterpart in Γ–point approximation
EHFX,Γx = −
1
2
∑
µνλσ
∑
M,N,L
PµσPνλ(µν
L|λNσM+L)g (3.2)
where g denotes a general potential of the form g(|r2 − r1|).
At first sight, this seems to be a minor challenge because from a conceptual
point of view all that needs to be done is calculating integrals and contract
them with density matrix elements. However, the sheer enormity of number
of integrals that have to evaluated, the amount of work scales with the fourth
power in the number of contracted basis functions, makes a straight forward
approach unfeasible. This chapter briefly presents the basic principles that
have been used to reduce this workload and outlines the parallelization strat-
egy that has been chosen. A more detailed discussion can be found in the
second part of this thesis, where publications resulting from this work are
presented.
3.1 Gaussian basis sets
As discussed in Sec. 2.1.3, introducing basis functions based on which the
molecular orbitals are expressed is a key requirement for the numerical treat-
ment of electronic systems. The most natural choice for such basis functions
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are atom centered hydrogen-like exponential Slater functions e−αr that are
the analytical solutions of the single particle Schro¨dinger equation. However,
since the calculation of the Fock matrix elements Eq. 2.27 involves many
one- or two-center integrals, that cannot be evaluated analytically with this
ansatz, one typically moves to Gaussian functions e−αr
2
. In both cases, the
parameter α, the exponent of the basis, defines the diffuseness of the basis.
Small values of α imply a broader, more delocalized function while larger
values imply a less diffuse, more localized function. The main difference of
this two approaches lies in their asymptotic limit. Gaussian functions decay
faster at large distance and do not have a finite slope at r = 0, i.e. they can-
not describe the cusps around the center of an atom. From a physical point
of view, Slater functions would thus be preferable, because they are known
to resemble the exact hydrogenic solution. On the other hand Gaussian
functions are more efficient because all occurring integrals can be calculated
analytically with very fast algorithms. Using Gaussian functions, many basis
functions would be needed in order to reproduce the behavior of one single
Slater function. The solution to this problem is to use fixed linear combina-
tions of primitive Gaussian functions that approximate the physical behavior
of Slater functions. In general, such a contracted Cartesian Gaussian basis
function centered around A can be written as
φν(r−A) =
L∑
i=1
ci(x− Ax)l(y − Ay)m(z − Az)ne−αi(r−A)2 , (3.3)
where L denotes the length of the contraction, ci are the fixed contraction
coefficients, the sum l′ = l+m+ n refers to the Cartesian angular momenta
and αi defines the exponent. The wavefunction for an electron k centered
around atom A can thus be expressed as
ψk(r−A) =
∑
ν
Cνk
L∑
i=1
ci(x− Ax)l(y − Ay)m(z − Az)ne−αi(r−A)2 . (3.4)
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3.2 Integral evaluation
The introduction of contracted Cartesian Gaussian basis functions leads to
six dimensional four-center integrals of the following form
(µν|λσ)g =
LA∑
a=1
LB∑
b=1
LC∑
c=1
LD∑
d=1
∫ ∫
g(|r2 − r1|)
· ca(x− Ax)lA(y − Ay)mA(z − Az)nA
· cb(x−Bx)lB(y −By)mB(z −Bz)nB
· cc(x− Cx)lC (y − Cy)mC (z − Cz)nC
· cd(x−Dx)lD(y −Dy)mD(z −Dz)nD
· e−αa(r−A)2e−αb(r−B)2e−αc(r−C)2e−αd(r−D)2dr1dr2 (3.5)
i.e. each integral is a function of the atomic positions A,B,C,D, the angu-
lar momenta lA, lB, lC , lD,mA,mB,mC ,mD, nA, nB, nC , nD and the exponents
αa, αb, αc, αd. Since a product of two atomic centered Gaussian functions with
polynomial prefactor is again a Gaussian function with polynomial prefactor
centered at a different position, the integrals are in fact two-center integrals
and can be calculated analytically. Note that the number of integrals for a
given system hence scales as the product of the number of basis functions
N4, the number of contractions LA · LB · LC · LD and the total number of
angular momenta 1
16
· l′A(l′A + 1) · l′B(l′B + 1) · l′C(l′C + 1) · l′D(l′D + 1), which can
indeed become huge.
The actual calculation of above integrals is typically based on recurrence
schemes such as the Obara-Saika method [33] or variations thereof. These re-
cursive procedures take integrals of the l′ = 0 basis functions, i.e. s-functions
as initial starting point and produce the higher angular momentum integrals
based on that input. A very efficient implementation of this scheme is pro-
vided via the external library LIBINT [34] which has been used throughout
this work. This library can also be used in order to calculate derivatives
with respect to atomic centers which is required for ionic force calculations
in molecular dynamics or during geometry optimization procedures.
3.3 Scaling with respect to system size
Some DFT codes scale (quasi-) linearly with respect to system size N at least
in the dominant part of solving the Kohn-Sham equations, namely the Kohn-
Sham matrix construction. From that point of view, an implementation of
Hartree-Fock exchange that scales with the fourth power in the number of
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basis functions is of no practical use.
However, there are two observations that allow to circumvent this disadvan-
tage. Firstly, if the spatial distance of the Gaussian products 〈µν| and |λσ〉,
the codensities, becomes large, the associated two-center integrals (µν|λσ)g
become small. Secondly, depending on the specific properties of the system
under consideration, the density matrix elements may or may not decay fast
with respect to increasing inter-electronic distance r12. Since the HFX energy
is mainly computed as a product of these two objects, it becomes possible to
significantly speed up calculations by avoiding taking negligible terms into
account. This is achieved by applying so called screening techniques, namely
integral screening and density matrix screening.
Both screening techniques are used to construct pair lists that only contain
pairs of products (µν| and |λσ) that give raise to non-negligible contribu-
tions to the exchange part of the Fock-matrix F xνλ =
∑
µσ Pµσ(µν|λσ). The
criterion whether a pair needs to be added or not is based on an estimate of
the value of (µν|λσ) which, since this is a well-defined scalar-product, can
be obtained from the Schwarz inequality
|(µν|λσ)| ≤
√
|(µν|µν)| · |(λσ|λσ)|. (3.6)
In practice, a threshold schwarz is introduced and only pairs that have contri-
butions larger than this threshold are added to the list. For efficiency reasons,
this screening takes place at several hierarchies in the code. The highest level
is defined by atomic sites, i.e. all pairs of basis functions that belong to the
same atom are taken into account and if the estimate for the largest con-
tribution within this estimate passes the screening, the basis functions for
the corresponding atom are added to this atomic pair list. Since Gaussian
basis functions are typically grouped into sets of same angular momenta or
exponents, this naturally defines the second screening level. The maximum
contributions of these set-set interactions are estimated and define set lists
of integrals that have to computed. Finally, the lowest level of screening is
defined at the level of the uncontracted primitive Gaussian functions (pgfs)
and results in pgf pair lists.
The integral screening can be interpreted as a short-range screening and
brings the computational cost down to O(N2). If the interaction potential
is chosen to be the truncated Coulomb potential, then an additional long-
range screening can be applied. Since all interactions are truncated by the
cutoff radius Rc all products of codensities that have a larger spatial separa-
tion than this cutoff are analytically zero. This long-range screening results
in almost linear scaling. For other potentials, multi-pole expansions of the
charge codensities are available and can be used for the same purpose but
are usually not as efficient.
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The screening on the density matrix is a little bit more involved. In order
to be consistent throughout the SCF procedure, it is mandatory to use the
same initial density matrix in all steps. This requires a good initial guess at
the very beginning of the wavefunction optimization. However, in molecular
dynamics (MD) simulations this requirement can easily be met by the usage
of an extrapolated wavefunction obtained from previous time steps. For sin-
gle point calculations, the initial guess is usually taken from a precomputed
GGA calculation. For systems with a large band-gap, the density matrix
decays exponentially with respect to spatial separation and is thus a very
efficient way to further reduce the cost.
3.4 Compression algorithm
All integrals that have to be considered in a HFX calculation depend on the
basis set parameters and the atomic positions in the system. During the SCF
procedure they remain thus constant and only need to be calculated in the
very first step. It is therefore advantageous to store them in a convenient
way, that allows to re-read them from main memory in the subsequent steps.
Since the calculation of these integrals is typically the bottleneck in a HFX
calculation this procedure reduces the cost of a wavefunction optimization
significantly. However, storing them in 64-bit floating point representation is
rather memory consuming and actually not needed. The screening algorithms
described in the previous section offer an estimate of the magnitude for the
current bunch of integrals that needs to be calculated. This estimate together
with the threshold schwarz defines the number of bits that are needed to
reproduce the integral values to within the desired precision. With this
compression, the memory requirements can typically be reduced by a factor
of 4 to 8, depending on the actual choice of schwarz. Fig. 3.1 illustrates this
effect for a polyacetylene chain consisting of 30 carbon atoms.
3.5 Parallelization
Although the above introduced procedure scales linearly with respect to sys-
tem size, there is still a large prefactor associated with the screening algo-
rithms. In fact, for large systems, most of the time in the construction of F xλµ
is spent in estimating whether a bunch of integrals needs to be calculated
or not. In order to apply the algorithm to large systems, a very fine tuned
parallelization algorithm is required that distributes the total work among
multiple CPUs.
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Figure 3.1: The graph shows a histogram of four center integrals with re-
spect to the number of bits that are needed to store them in order to retain
the accuracy of schwarz = 10
−8 All data are obtained from a calculation on
a polyacetylene chain. Most of the integrals can be stored with sufficient
accuracy using a 10 bit floating point representation and almost no integrals
need to be stored with more than 23 bits, the mantissa of single precision
floating point representation.
The current parallel implementation is optimized for hardware that consists
of several nodes which are connected via fast interconnects and can com-
municate via the message passing interface (MPI). The nodes itself typically
provide several CPUs in a multi-core environment with substantial amount of
shared memory. Thus, within a node, shared memory parallelism (openMP)
can be used which is much more efficient when data has to be exchanged
among CPUs on the same node. In addition, this framework saves a lot
of communication time because only the master process has to deal with
MPI communication. This results in a higher bandwidth because only one
computing entity needs to access the physical link, that would otherwise be
shared among all CPUs of the node.
3.5.1 Units of work
In order to distribute all work among the CPUs, a cost model is needed that
efficiently and accurately assigns costs to each unit of work. In the current
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implementation, the basic unit is defined as a collection of batches of integrals
into bins. Such a bin is defined as
bini = −1
2
µend,i∑
µstart,i
νend,i∑
νstart,i
λend,i∑
λstart,i
σend,i∑
σstart,i
PµσPµλ
∑
M,N,L
(µνL|λNσM+L)g, (3.7)
i.e. all periodic images that are contracted with the same density-matrix
element are contained in the same bin. Since, depending on species and its
associated basis functions the cost for a bin can vary dramatically and is far
from being homogeneously distributed, the bin sizes µend−µstart, νend−νstart,
λend−λstart and σend−σstart need to be optimized in order to guarantee that
there are no bins that are by order of magnitudes more expensive than others.
This is achieved by recursively splitting the most expensive bins into smaller
ones until the largest deviation from the mean cost is not higher than a given
threshold, typically a factor of 1.5 to 2.
3.5.2 Cost model
In order to estimate the cost of a bin, a rather complicated empirical function
has been developed that reliably predicts the computational workload of
processing a bin. The model predicts the cost of all set based batches in a
bin (Nset,i), i.e. all integrals that belong to the same set of Gaussian basis
functions. It is determined by the number of Cartesian and spherical basis
functions in each subset and depends on the threshold schwarz =  as well as
on the screening estimates from the integral and density matrix screening.
The functional form of the model is given as
cost(bini) =
Nset,i∑
j=1
f(nsµ,i, nsν,i, nsλ,i, nsσ,i, ncµ,i, ncν,i, ncλ,i, ncσ,i, EST, ),
(3.8)
where ns denotes the number of spherical functions and nc the number of
Cartesian functions respectively in each set and EST is the estimate from
the screening. The function f contains in total 26 fitting parameters that
have been optimized with respect to actual CPU timings obtained from a
representative benchmark system and reads
f =
g(P1)(1− F ) + g(P2)F
1000
+ 1 (3.9)
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where
g(P ) = g(p1, p2, p3, p4, p5, p6, p7, p8, p9, p10, p11, p12)
= 1 +
∣∣∣∣∣
[ ∏
a=µ,ν,λ,σ
h(nsa, p1, p2, p3) · h(nca, p1, p2, p3)
]
· e−p7r+p8r2
+ 1000p9 +
∏
a=µ,ν,λ,σ
h(nsa, p10, p11, p12)
∣∣∣∣∣, (3.10)
with
r = EST/ (3.11)
h(x, α, β, γ) = α + βx+ γx2 (3.12)
F = F (f1, f2) =
1
1 + e
log g(P1)−f1
f2
(3.13)
and
f1 = log (|106 · P3(1)|+ 1) (3.14)
f2 =
P3(2)
10
· f1. (3.15)
The rational behind this functional form can be explained as follows: The
cost for a given batch is determined by the actual calculation of Cartesian
integrals, which is roughly given by its number, ncµ · ncν · ncλ · ncσ, and the
number of spherical integrals nsµ · nsν · nsλ · nsσ that need to be contracted
with the density matrix elements. The exponential term depends on the ratio
between screening estimate and threshold and takes into account that the
screening estimate might not be optimal in the sense that only few integrals
within a subset are actually larger than the threshold. The last term in the
function g that only depends on the number of spherical functions takes the
memory usage into account. Since only spherical integrals will be compressed
and stored, it is important that there is a certain memory load balance among
the CPUs. If one CPU is running out of memory because it has to store too
many integrals, it will start calculating them on the fly which would result
in a tremendous slowdown of the SCF procedure. The fact that the estimate
for the cost is given by a Fermi switching function consisting of two parts
depending on two different parameter sets P1 and P2 is borrowed from the
theory of artificial neural networks. Tab. 3.1 lists all 26 parameters that
have been obtained using a Powell optimizer. Since also forces are involved
in some applications, the table contains as well the parameter sets for that
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case.
Fig. 3.2 depicts the correlation between actual cost and the cost estimated by
the model. It impressively shows that the prediction quality of the applied
cost model is indeed very good, especially if ones takes into account the costs
per batch can differ by several orders of magnitude. The data presented is
taken from the benchmark run, where the parameters have been fitted to.
The total number of data points that have been used for fitting amounts to
more than 150’000 batches of four center integrals.
10000 1e+06 1e+08 1e+10
Estimated Cost
10000
1e+08
1e+12
M
e a
s u
r e
d  
C o
s t
Figure 3.2: Shown is a correlation plot between estimated cost and measured
cost for the benchmark system consisting of more than 150’000 subsets. It
shows the impressive prediction quality of the cost model spanning several
order of magnitudes.
3.5.3 Load balancing
Grouping all the batches into bins is the second important ingredient towards
a well load-balanced distribution of work. As mentioned in Sec. 3.5.1 it is
important to have dynamically adjusted bin sizes. Thus, in a first step the
ranges µend − µstart need to be optimized. (For symmetry reasons, it is not
necessary to have different ranges for the summations over ν, λ, σ.) This is
done in an atom blocking fashioned way, i.e. the smallest amount of work a
single bin can contain is given by all basis functions that belong to a certain
atom. As an initial guess, this partitioning is assumed to be equidistant pre-
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Set Parameter Energy Force
P1 p1 2.94614 · 100 2.57462 · 100
p2 1.06247 · 100 1.34205 · 100
p3 −1.91570 · 10−2 −9.41673 · 10−2
p4 1.66685 · 100 0.94568 · 100
p5 1.75126 · 100 −1.45118 · 100
p6 −9.76074 · 10−2 0.59178 · 100
p7 2.62308 · 100 2.72911 · 100
p8 −0.31870 · 100 −0.50555 · 100
p9 7.95882 · 100 8.35081 · 100
p10 1.83314 · 100 1.68299 · 100
p11 0.15427 · 100 −0.74895 · 100
p12 0.19749 · 100 0.43801 · 100
P2 p1 2.31046 · 100 2.63985 · 100
p2 1.87440 · 100 2.30249 · 100
p3 −9.36564 · 10−2 5.33216 · 10−3
p4 0.64284 · 100 0.45572 · 100
p5 1.01375 · 100 1.81197 · 100
p6 −6.80088 · 10−3 −0.12533 · 100
p7 1.16926 · 100 −1.40403 · 100
p8 −2.63147 · 100 −4.53316 · 100
p9 19.23781 · 100 12.59343 · 100
p10 1.05059 · 100 1.13119 · 100
p11 0.80382 · 100 1.42459 · 100
p12 0.49903 · 100 1.14253 · 100
P3 p1 7.82336 · 10−3 0.12051 · 100
p2 0.38073 · 100 1.38280 · 100
Table 3.1: Shown are the 26 parameters used in the cost model function f
for energy and forces respectively.
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defined by a block size Nb. With other words, block 1 contains initially the
atoms 1 to Nb, block 2 the atoms Nb + 1 to 2Nb and block Nblocks contains
the atoms Natoms − Nb to Nnatoms. At the end of this initial blocking, each
bin contains N4blocks atomic ranged blocks.
In a second step, the cost for each of this blocks is estimated using the cost
model from the previous section. For the optimization of the block parti-
tioning it is sufficient to consider diagonal integrals only, because they are
usually the most expensive ones. That is, the four fold sum in Eq. 3.7 is eval-
uated for µ = ν = λ = σ. During this optimization process, the width Nb of
an atomic block is dynamically adjusted until the variation in cost from the
mean is sufficiently small. In practice, the most expensive atomic kinds are
typically collected in small blocks whereas less computationally demanding
species such as hydrogen atoms belong to larger blocks. As shown in Fig. 3.3
dynamically sized atomic blocks reduce the outliers dramatically which is
very important for obtaining good scalability.
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Figure 3.3: Shown are normalized bin costs as obtained from the benchmark
system for the case of non-adaptive atom ranges and adaptive atom ranges.
The adaptive scheme is far superior from the non-adaptive one with respect
to the spread of the cost. Furthermore, as indicated by the green circle,
non-adaptive atom ranges may lead to large outliers which would prevent
the algorithm from scaling since this bin cannot be distributed further.
At that stage, the actual load balance procedure can start. Each involved
process is provided with roughly the same portion of the in total N4blocks,opt
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atomic blocks, estimates the associated cost based on the cost model and
divides this work into bins of roughly equivalent cost. In this way, each pro-
cess creates a vector of typically 64 bins that contains information about the
starting and ending indices as well as the estimated cost. Once provided with
this cost vector, the actual distribution of work is straightforward: Firstly,
all processes communicate their cost vector and all bins are sorted with re-
spect to its cost. Secondly, all these bins are distributed in a Round-Robin
fashioned procedure, i.e. process 1 gets the most expensive bin, process 2
the next less expensive one and so on.
Through this procedure, each process gets a well defined task list consisting
of several bins that needs to be processed in order to construct a local Fock
matrix. At the end, all processes exchange this local Fock matrix and a single
global one is constructed.
3.5.4 Data handling and hybrid MPI/openMP program-
ming model
Each integral (µν|λσ)g has by definition an eight-fold permutational symme-
try
(µν|λσ)g = (νµ|λσ)g = (λσ|µν)g = · · · . (3.16)
This symmetry is respected in the current implementation and hence results
in a speed-up of factor 4 and a memory reduction of the same size. In prac-
tice, that means that every integral needs to be contracted with four different
density matrix elements, which thus need to be present on the corresponding
process. Since it is far from being easy to perform the load balance under
the constraint that each process gets a minimal number of matrix elements it
has been decided to replicate the full density matrix on each compute core.
The same observation is valid for the Fock matrix and therefore a respectable
amount of memory needs to be dedicated to this two matrices which unfor-
tunately reduces the space available for integral storage.
This is the reason why a hybrid MPI/openMP programming model has been
used for the parallelization. The Fock and density matrices are only repli-
cated once on each node and the dedicated master process forks as many
openMP threads as there are compute cores. These subprocesses then concur-
rently access both data structures. Of course, the Fock matrix needs to be
updated in a synchronized way such that it is granted that only one process
at a time can write into that buffer. However, the openMP standard provides
highly efficient intrinsics that take care of this synchronization and the loss in
performance is small. Due to the fact that both matrices can become rather
big (O(N2) floating point numbers) prefetching strategies are necessary in
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order to reduce cache miss cycles. This is achieved by collecting all matrix
elements that will be used for processing the current bin into a local buffer
that usually fits into the high level caches of the CPU.
The shared memory approach has an additional advantage. The involved
threads can create a master task list containing all task lists from the pro-
cesses obtained from the load balance procedure. Even though these task
lists are very well load balanced, typically to within less than 5% overhead,
an additional fine grained load balance can be achieved by distributing the
bins in the master task list in a first-come-first-serve fashion among the child
processes.
The main advantage of this approach is the easy communication pattern. At
the beginning of the calculation, the density matrix needs to be replicated
and at the end the local Fock matrices need to be summed and redistributed.
However, for larger systems, this communication can easily become the bot-
tleneck and prevent the algorithm from scaling further.
Depending on system size, the current algorithm scales almost perfectly up
to ten thousands of cores and has proven to be very efficient. Benchmarks
and scaling plots can be found in the second part of this thesis.
3.6 Scaling with respect to basis set quality
So far, only scaling with respect to system size N has been discussed. The
picture completely changes when one considers scaling with respect to basis
set quality. The problem is, that algorithms that rely on screening tech-
niques based on a threshold break down, when higher quality basis sets are
applied. This has to do with the fact that the screening thresholds have to be
chosen much tighter in order to retain stability throughout the wavefunction
optimization. Furthermore, the number of higher angular momentum ba-
sis functions (i.e. polarization functions) scales quadratically with quantum
number l which again increases the computational workload. Since higher
quality basis set typically contain more diffuse Gaussian primitives, this leads
to extended spatial overlap in the wavefunctions which has disadvantageous
impact on the screening efficiency. As a consequence, the construction of the
Fock-matrix still scales linearly with system size but at significantly increased
computational cost.
Introducing an auxiliary density matrix that replaces the real density matrix
in the high quality basis set representation with an approximated one seems
to solve this problem. Within this work, several schemes have been elabo-
rated in order to obtain such an approximation. Extensive testing of these
auxiliary density matrix methods (ADMM) reveal that without significant
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loss of accuracy, the efficiency of the of the screening based HFX algorithm
can be retained.
Chapter 7 discusses and illustrates ADMM in detail.
Part II
Validation, Benchmarks and
Applications
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Chapter 4
Ab initio MD using hybrid
density functionals [35]
Ab initio molecular dynamics simulations with hybrid density functionals
have so far found little application due to their computational cost. In this
work, an implementation of Hartree-Fock exchange is presented that is specif-
ically targeted at ab initio molecular dynamics simulations of medium sized
systems. We demonstrate that our implementation, which is available as
part of the CP2K/Quickstep program, is robust and efficient. Several pre-
screening techniques lead to a linear scaling cost for integral evaluation and
storage. Integral compression techniques allow for in-core calculations on
systems containing several thousands of basis functions. The massively par-
allel implementation respects integral symmetry and scales up to hundreds
of CPUs using a dynamic load balancing scheme. A time-reversible multi-
ple time step scheme, exploiting the difference in computational efficiency
between hybrid and local functionals, brings further time savings. With ex-
tensive simulations of liquid water, we demonstrate the ability to perform,
for several tens of picoseconds, ab initio molecular dynamics based on hybrid
functionals of systems in the condensed phase containing a few thousand
Gaussian basis functions.
4.1 Introduction
Density functional theory (DFT) has become an established method for com-
puting the electronic structure and properties of molecules, solids and liquids.
The success of DFT can be attributed to the quality of the approximate ex-
change and correlation (XC) functionals that have been developed. Since
the introduction of the generalized gradient approximation (GGA), such as
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for example Becke’s exchange functional [23], DFT provides in many cases a
respectable accuracy at a relatively low computational cost. GGAs depend
only on the electronic density and gradient, and this dependency is local in
space, i.e. the XC potential in a given point can be obtained directly from
the electron density and its gradients in that point. The low computational
cost of DFT can to a large extend be attributed to the local nature of the
XC functionals. Nowadays it is possible to compute the electronic structure
of systems containing thousands of atoms and to perform ab initio molecu-
lar dynamics (MD) simulations of systems containing hundreds of atoms for
tens of picoseconds. Several simulation packages are available that focus on
DFT in the GGA approximation, and that specifically target large systems
and/or molecular dynamics simulations. Most linear scaling DFT implemen-
tations and plane wave based approaches fall in this category. In this work,
we will focus on one such code, namely CP2K/Quickstep [36, 14]. CP2K is
a freely available implementation of the Gaussian and plane waves (GPW)
method [13] that is specifically designed to deal accurately and efficiently
with systems containing a few thousand atoms and is able to perform high
quality molecular dynamics simulations in gas and condensed phases. The
GPW method employs a dual representation of the electron density, in Gaus-
sians and plane waves, to compute all terms of the Kohn-Sham equations,
and in particular the Hartree energy and potential, in linear scaling time.
A significant fraction of the XC functionals that have been developed in
the last twenty years are non-local in nature. The non-locality results from
Hartree-Fock exchange (HFX) terms that are part of these functionals. Since
these functionals do not only depend on the electronic density, but also on the
Kohn-Sham orbitals (in a non-local way), these are considered ’hybrid’ func-
tionals, as opposed to the ’pure’ or (semi-)local functionals that only depend
on the density and its gradients. Such hybrid functionals are almost always
more accurate than their pure counterparts, and are therefore commonly
employed for typical quantum chemical calculations on (small) molecules.
Furthermore, it is now generally accepted that non-locality is key to address
some of the more embarrassing failures of GGAs, in particular those related
to the self-interaction error. New developments (see e.g. Ref. [37]) suggest
that significant progress has been made in this area. We can safely conclude
that hybrid functionals are here to stay. However, the computational cost of
non-local functionals is, almost unavoidably, larger than that of local func-
tionals. Despite the fact that also hybrid functionals have been implemented
in a linear scaling fashion, the pre-factor is normally significantly larger for
hybrid than for local functionals. However, the increase in computational
cost is not prohibitive, depending on implementation details, basis set and
system, a hybrid is typically less than 100 times more expensive than a lo-
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cal functional. Nevertheless, the significant computational cost is the main
reason why hybrid functionals have so far found little application for exten-
sive ab initio MD simulations. In this work, we seek to close this gap, and
report on our implementation of HFX that is specifically targeted at MD
simulations of gas and condensed phase systems.
Ab initio molecular dynamics simulations are only practical if a full elec-
tronic optimization, including the calculation of the forces, takes less than a
couple of minutes, ideally a couple of seconds. We therefore focus on medium
sized systems, typically up to 5000 basis functions or a few hundred atoms,
and a massively parallel implementation. In the following sections, we will
discuss how this choice allows us to make certain design decisions, for example
for the in-core and parallelization schemes, that yield a highly efficient imple-
mentation. As many interesting chemical systems are in condensed phases
or on surfaces, periodic boundary conditions, in addition to cluster (free)
boundary conditions, have been implemented. Clearly, the implementation
must be accurate and robust, since noise, inconsistencies or instabilities could
quickly invalidate the MD procedure, which requires thousands of successive
electronic structure calculations. The outline of this paper is as follows: Ba-
sic HFX theory is reviewed in Sec. 4.2, in Sec. 4.3 all techniques that we
have incorporated in our implementation are discussed in detail, in Sec. 4.4
benchmark results demonstrating the applicability of the tool are presented,
in Sec. 4.5 we study radical cations dimers with some recent functionals, and
in Sec. 4.6 we present extensive molecular dynamics simulations of liquid
water based on hybrid functionals.
4.2 Theory
Hybrid functionals have in common that they incorporate a certain amount of
Hartree-Fock exchange (HFX) with a generalized interaction potential g(r):
EHFx = −
1
2
∑
k,l
∫
dr1dr2ψ
∗
k(r1)ψ
∗
l (r2)g(r12)ψk(r2)ψl(r1) (4.1)
In an atomic orbital basis this is conveniently expressed as
EHFx = −
1
2
∑
µνλσ
PµλPνσ (µν|λσ)g , (4.2)
where Pµλ denotes the density-matrix element corresponding to an atomic
orbital basis and
(µν|λσ)g =
∫
dr1dr2µ(r1)ν(r1)g(r12)λ(r2)σ(r2), (4.3)
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are the four-center electron repulsion integrals (ERIs) arising from an inter-
action potential g(r). Plane wave based approaches will naturally base their
implementation on the first expression Eq. 4.1 while Gaussian based codes
typically start from the second expression Eq. 4.2. HFX calculations in CP2K
are based on Eq. 4.2.
The interaction potential g(r) takes different forms for different hybrid
functionals. The most common choice is the standard Coulomb potential
g(r) =
1
r
(4.4)
and this form is employed in well established hybrid functionals such as
B3LYP [38, 24, 27] or PBE0 [28, 29, 30]. Currently, there is great interest in
functionals that split the Coulomb operator in a short and a long-range part
1
r
=
erfc(ωr)
r
+
erf(ωr)
r
(4.5)
There is no fundamental reason to prefer the error function in the above
equation, but it is a convenient choice, which allows for tuning the range
of the respective parts with the parameter ω. Depending on the purpose of
the XC functional, short and long-range parts might be omitted, or added
with different weights. For the condensed phase, early work on HFX [39] as
well as more recent functionals such as HSE06 [31, 40] retain only the short-
range Coulomb potential. More general functional forms such as a linear
combination of long-range Coulomb and Gaussian-type interactions
g(r) = α
erf(ωr)
r
+ β exp (−ω2r2), (4.6)
have been employed as well, for example in MCY3 [41]. All the above in-
tegrals can be evaluated analytically when Cartesian Gaussian-type orbitals
are employed
φ(r−A) =
∑
i
ci(x− Ax)l(y − Ay)m(z − Az)n exp (−αi(r−A)2), (4.7)
in which A = (Ax, Ay, Az) refers to the orbital center, αi to the exponent, ci
to the contraction coefficient and l,m, n to the angular momenta.
The computational cost of HFX increases with the size of the system
and/or the basis employed. A brute force implementation of Eq. 4.2 would
require O(N4) operations, where N is the number of basis functions. Actual
implementations employ the Schwarz inequality:
| (µν|λσ)g | ≤
[
(µν|µν)g
] 1
2
[
(λσ|λσ)g
] 1
2
, (4.8)
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to obtain an upper bound for the ERIs. With this upper bound, which is
non-negligible only if µ is close to ν and λ close to σ, a large number of
tiny contributions to the energy can be ignored, so that the cost of HFX
reduces to O(N2) with increasing system size. [42] Linear scaling, i.e. O(N),
calculation of the HFX energy can be obtained by exploiting the fact that
individual terms in Eq. 4.2 become smaller as the distance between the atomic
centers of µ and λ or ν and σ increases. There are two possible reasons for
this decrease. Firstly, for some choices of the operator g(r), for example
the short-range Coulomb operator in Eq. 4.5, the matrix elements (µν|λσ)g
decay rapidly. Secondly, the density matrix elements Pµλ become smaller
as the distance increases [43, 44]. These features can be employed to obtain
improved efficiency and ultimately linear scaling HFX algorithms. [45, 46, 47,
48] It is important to point out that the reduction from O(N4) to O(N) with
increasing system size does not hold for increasing the basis set size at fixed
system size. In the latter case, for a typical atomic orbital implementation,
the scaling remains O(N4).
4.3 Methods
In this section, we will describe all the techniques we have employed to com-
pute the HFX as given by Eq. 4.2 as efficiently as possible, while retaining
accuracy and stability. For many techniques, very similar methods have been
reported in literature before. Nevertheless, we believe that the combination
employed in this implementation is unique, and allows us to perform ab initio
molecular dynamics based on hybrid density functionals for a range of system
size and timescale that has not yet been explored. In practice, we obtain, for
systems with a gap, a linear scaling construction of the Fock matrix based on
a screening of the integrals, taking into account the density matrix elements.
Furthermore, a significant time saving is obtained by performing in core cal-
culations, i.e. by storing ERIs into main memory (RAM) at the first step of
the self-consistent (SCF) procedure, and reusing these integrals at successive
steps. Using ERI compression algorithms and exploring parallelism, we show
that this is feasible even for systems containing thousands of basis functions
and hundreds of atoms. Parallelism is of central importance, and during MD
simulations, we employ timings obtained at previous MD steps to dynam-
ically load balance the calculation. Finally, we exploit the large difference
in computational cost between GGA and hybrid calculations by performing
multiple time step MD, which requires hybrid calculations only every Nth
time step, where N can be 5 or more, depending on the system.
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4.3.1 Calculation of the ERIs
For the calculation of the ERIs and their analytic derivatives with respect to
the corresponding atomic centers, we rely on the external library LIBINT [34].
This library encapsulates an implementation of the recursive Obara-Saika
(OS) method [33] and Head-Gordon and Pople’s [49] variation thereof. The
advantage of this recursive approach is the simple way the algorithm can be
enhanced to handle various interaction potentials. [50] Indeed, the OS scheme
only needs the (ss|ss)g integral, i.e. the lowest angular momentum interac-
tion, as a starting point for the recursion, and can thus be straightforwardly
extended to g(r)’s other than the usual 1/r. This makes our implementation
flexible enough to include all kind of hybrid functionals mentioned in the
introduction.
In order to speed up the calculation, and to reduce the total amount of
memory needed for integral storage, we take the full permutational symmetry
of the ERIs into account, i.e.
(µν|λσ)g = (νµ|λσ)g = (νµ|σλ)g = (µν|σλ)g
= (λσ|µν)g = (λσ|νµ)g = (σλ|νµ)g = (σλ|µν)g. (4.9)
While this symmetry is commonly employed in serial codes, we also use
this symmetry in the parallel version of the algorithm. In this way, we
save a factor of approximately 8 in the number of integrals that have to be
considered.
4.3.2 Integral screening
Screening methods improve the efficiency of the Fock-matrix construction by
providing an easily computable upper bound for the value of an ERI or a
set of ERIs. In this way, one can avoid calculating interactions whose contri-
butions are smaller than a given threshold . One well-known upper bound
is the already introduced Schwarz inequality Eq. 4.8. In our scheme, before
starting the calculation of the ERIs we precompute all the two-index quanti-
ties (µν|µν)g and utilize the maximum value in a given set as an estimate for
its contribution to the Fock-matrix. This screening reduces the total number
of ERIs to be considered from O(N4) to O(N2). [42] The Schwarz procedure
takes advantage of the exponential decay of the charge distributions µν with
respect to the distance between the Gaussian centers µ and ν.
If a rapidly decaying interaction potential such as the short-range po-
tential erfc(ωr)/r is employed, also the distance of two Gaussian product
distributions µν and λσ decay rapidly with respect to the distance between
their centers. Following the approach proposed by Izmaylov et al. [51], we
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therefore introduce a far-field box screening, which yields significant savings
in computational cost if short-range exchange is used in large systems. This
technique groups charge distributions in real space boxes for the purpose of
screening and is based on the following integral-estimate:{
(µν|erfc(ωr12)
r12
|λσ), µν ∈ Bi, λσ ∈ Bj
}
.
erfc(θBiBjRBiBj)
RBiBj
KBiKBj .
(4.10)
Here, Bi and Bj denote boxes in real space to which pairs of charge distri-
butions µν are assigned. To perform the screening, the following descriptors
are required:
KBi = max
µν∈Bi
Kµν = max
µν∈Bi
√
2pi5/4
α + β
exp
[
− αβ
α + β
(A−B)2
]
, (4.11)
RBi = max
µν∈Bi
R(Ωµν , Bi), (4.12)
αBi = min
µν∈Bi
αµν = min
µν∈Bi
αβ
α + β
, (4.13)
θBiBj =
(
1
αBi
+
1
αBj
+
1
ω2
)−1
, (4.14)
RBiBj = R(Bi, Bj)−RBi −RBj (4.15)
where R(Ωµν , Bi) is the distance between the centers of Box Bi and the
charge distribution µν = Ωµν , RBi is the box range, αµν is the exponent of
the charge distribution, and Ωµν and R(Bi, Bj) is the distance between the
centers of the boxes.
However, the right-hand side in the above estimate is not a strict upper
bound, but only valid in the far field. In numerical tests we observed that
the largest error in total energy due to this distance screening never exceeded
the applied threshold by more than two orders of magnitude. Therefore, in
order to achieve consistently accurate results, two thresholds Schwarz and
Box have been introduced, and the latter is normally set 10 to 100 times
smaller than the first.
4.3.3 Density matrix screening
As mentioned previously, it is possible to exploit the decay of the den-
sity matrix and screen on density matrix elements Pµν . Indeed, it can be
shown [43, 44] that the density matrix of insulators decays exponentially as
lim
|r1−r2|→∞
ρ(r1, r2) ∼ exp (−
√
Egap|r1 − r2|), (4.16)
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where Egap is the energy difference between the highest occupied (HOMO)
and the lowest unoccupied (LUMO) molecular orbital. For metallic systems,
the decay is algebraic at zero temperature, and only becomes exponential at
a finite electronic temperature. [44] The basic modification to obtain a more
efficient, and even linear scaling HFX calculation is to introduce the density
matrix elements in the Schwarz screening procedure as
Pmax × |(µν|µν)g|1/2|(λσ|λσ)g|1/2 ≤ Schwarz, (4.17)
where Pmax is given by
Pmax = max {|Pµλ|, |Pµσ|, |Pνλ|, |Pνσ|} . (4.18)
Note that several density matrix elements are required for Pmax, which is
related to the fact that ERI symmetry is exploited in the implementation.
Screening on the density matrix is slightly tricky during the SCF proce-
dure, because the density matrix is not yet known, or at least, only partially
converged. Commonly, the density matrix from the previous SCF iteration
is used for the screening in the next iteration, and this procedure is typically
stable. [45] However, we prefer, for two reasons, a procedure in which the den-
sity matrix used for screening is fixed at the first SCF iteration. Firstly, this
simplifies an in-core scheme, because for each SCF iteration, exactly the same
set of integrals is needed, in the same order. There is thus no need to store
the indices of the quartets, and ERIs can be accessed in a first-in-first-out
(FIFO) manner. A second reason is that this makes the wavefunction opti-
mization more robust, in particular for direct minimization methods, such as
the orbital transformation (OT) method. [52] These methods perform best
if the the Fock matrix is the exact derivative of the HFX energy, and if the
HFX energy functional is invariant throughout the minimization procedure,
i.e. if exactly the same terms are retained in Eq. 4.2 at all steps. This allows
for minimizing the functional to machine precision, despite the fact that the
functional itself is defined by a tolerance (Schwarz) that can be much larger
than machine precision. This is important for robust and accurate molecular
dynamics simulations.
We have two recipes to obtain a density matrix for screening. A first
choice is to employ a density matrix that is obtained from a converged GGA
calculation. As we will show in the following section, GGA calculations are
typically much faster than hybrid calculations, so this is a very effective strat-
egy. This is also a rather reliable estimate of the density matrix, indeed, it is
well known that non-self-consistent ’post-GGA’ calculations already provide
relatively accurate total energies for hybrid functionals, and such a ’post-
GGA’ strategy is often employed in functional development. Nevertheless,
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we would like to point out that using a GGA density matrix is likely to be
a conservative choice for screening. Indeed, Eq. 4.16 shows that the decay
of the density matrix is proportional to the electronic gap. Since it is well
known that GGAs tend to underestimate the gap, we can infer that GGA
density matrices decay slower than the corresponding hybrid ones, and hence
are a conservative choice for the screening procedure. A second, and even
more accurate scheme is available only during MD simulations. During an ab
initio molecular dynamics simulation in CP2K, an initial density matrix is ob-
tained from an extrapolation of the density matrix of previous time steps [52].
We find that the density matrix generated in such a way is very accurate,
typically the total energy at the first SCF step is within a few micro-Hartrees
of the converged result. As this is more accurate than a density matrix from
a GGA calculation, we prefer this option during MD.
4.3.4 ERI compression
As mentioned previously, in-core calculations are significantly faster than ’di-
rect’ calculations (which recompute integrals at every SCF step). Of course,
the available main memory (RAM) is potentially a limiting factor. However,
in a massively parallel environment, it is not uncommon to have several hun-
dreds of Gigabytes of RAM available, so that this is less of an issue than a
couple of years ago. Nevertheless, RAM remains a valuable resource. In order
to treat really large systems, and to gain efficiency on systems with limited
RAM, we have implemented an in-core compression scheme. In this scheme
ERIs are stored with just enough bits, as required by the screening toler-
ance. Similar techniques have previously been implemented for approaches
based on disk storage [53, 54]. We find that an in-core compression scheme
can be implemented very efficiently, i.e. without significant slow-down of
the in-core SCF steps, and that it allows for a five- to tenfold increase in
the number of ERIs stored in-core. This is a very significant saving, and we
expect this method to find application in other codes and approaches where
in-core performance is beneficial.
All integrals that pass the screening procedures mentioned above must
be compressed during the first SCF step, and decompressed at all steps.
Integrals are compressed one set at the time. For a given set of integrals we
compute the corresponding maximum absolute value bmax and the maximum
corresponding contraction coefficient cmax and store this in a persistent array
for future use. If the condition
Pmax × bmax × cmax ≥ Schwarz (4.19)
holds, we have to compress the corresponding integrals, otherwise there is
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even no need to contract that set. If the set has to be compressed, Pmax ×
bmax× cmax is compared with the given threshold  that defines the required
accuracy of the compression. In particular, the number of bits required to
store these integrals is given by
Nbits = EXPONENT
(
Pmax × bmax × cmax

)
+ 1, (4.20)
where EXPONENT(x) returns the exponent of x in the base 2. The com-
pression algorithm then proceeds in three steps:
 Convert the double precision values (r) of the integrals in the current
batch to integer values (i) so that r˜ = ANINT(r/) ×  becomes a
properly rounded approximation to r. In particular, it holds that |r −
r˜| ≤ /2, since the rounding error of the intrinsic integer-truncation
routine ANINT(x) is ±1/2.
 Store the integer values to an array that has the function of a cache.
For each value of Nbits there is a different cache.
 As soon as a cache is full, flush the cache to a storage-container in an
actual compression step. In doing so, all integers are converted to a
stream of bits by truncating these integers to the significant number of
bits, and ’pasting’ these bits in a contiguous stream.
In the above procedure, the intermediate cache is introduced for efficiency
reasons. When operating on a cache of sufficient size (e.g. 1000 to 4000
values), the actual compression is approximately as fast a just copying the
data. Decompression proceeds similarly. For each set, retrieve bmax and
determine if integrals are needed and what the required precision is. Obtain
these integrals from an integer cache, which is refilled by decompressing a
bit stream as needed.
Three further details are important as well. Firstly, even at the first SCF
iteration, the decompressed integrals are employed for the assembly of the
Fock matrix. This guarantees consistency throughout the SCF procedure.
Secondly, an additional memory reduction is obtained by compressing the
exponents of the bmax values with a fixed bit-number. Finally, via an input
parameter, the user can define the maximal amount of memory that should
be reserved for the storage of ERIs. If this limit is reached, all integrals
are recomputed every step using a direct approach. Of course, this event
coincides with a massive slow down of the method.
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4.3.5 Calculation of HFX forces
The calculation of the ionic forces resulting from the HFX terms is relatively
straightforward. As mentioned previously, derivatives of the ERIs are directly
obtained from LIBINT, and there is no reason to store or compress these
integrals. We employ the same screening matrices for the near- and far-field
estimates as in the construction of the Fock-matrix, but screen differently on
the density matrix. In particular, we employ the converged density matrix for
the screening. Furthermore, because the contributions of the density-matrix
elements enter quadratically into the HFX forces, the Schwarz criterion can
be adapted to
2×max {|Pµλ| × |Pνσ|, |Pµλ| × |Pνσ|} × |(µν|µν)g|1/2|(λσ|λσ)g|1/2 ≤ Schwarz.
(4.21)
As a result of this improved screening, the calculation of the forces is compu-
tationally less expensive than the first SCF step, despite the fact that higher
order angular momentum ERIs are needed.
4.3.6 Periodic boundary conditions
The proper implementation of HFX in periodic boundary conditions (PBC)
is non-trivial. An interaction energy in PBC is given by an infinite sum over
image cells. It is well known that the electrostatic energy of a periodic system
is the result of a conditionally convergent sum. The value thus depends on
the exact order that is employed to perform this sum, and on the boundary
conditions that are employed. [55] The same holds for standard HFX, which
is Coulombic in nature. [56, 16, 57] As soon as the interaction potential
decays rapidly enough, the sum is unconditionally convergent, and these
issues are absent. This is one reason why screened exchange was introduced
in early implementations of periodic exact exchange [39, 58] and recent hybrid
functionals for the condensed phase. [31]
We have decided to base our periodic implementation on a scheme re-
cently proposed by Tymczak et al. [59] In this scheme, PBC are obtained by
applying the minimum image convention (MIC) at the level of primitives in
a Γ-point approximation. In this context the periodic Fock-matrix reads as
follows:
HHFXµν = −
1
2
∑
MN,µλ
Pµλ
(
µνM|λσN)
g
, (4.22)
where M and N denote the summation over lattice vectors. In practice,
for fairly large unit cells it is sufficient to retain the largest integral in the
sum. The latter we obtain by applying the MIC to the interaction vector
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PQ, where P and Q are defined as the centers of the product distributions
µν and λσ respectively, for that choice of M and N that yield maximum
overlap of µνM and λσN. The advantage of the MIC scheme is its simplicity.
Furthermore, in case the unit cell is sufficiently large, it is basically exact for
short-range operators such as screened exchange. However, if unit cells are
smaller, or if unscreened exchange is being employed, the MIC scheme is an
approximation. In Ref. [59] it is shown that this approximation can be very
good, converging exponentially to an asymptotic value with respect to the
size of the unit cell, even if unscreened exchange is employed. Unfortunately,
we find that the MIC can be an unstable approximation if the range of
the operator is not sufficiently small. This instability introduces a spurious
minimum in the energy functional, which yields an unphysical wavefunction,
with an energy that can be several Hartrees beyond the stable solution.
Whether or not this minimum is present appears to depend on the atomic
configuration, and on the basis set. The more flexible the basis set, the
more likely it appears to minimize towards this unphysical solution. In the
condensed phase and for applications such as MD, where a wide range of
configurations is explored, and stability is important, we have to recommend
the use of screened exchange in combination with the MIC.
4.3.7 Parallelization strategy
The parallelization of CP2K is mainly based on the message passing interface
(MPI), but also a hybrid mode based on MPI/openMP is possible. A central
choice in our HFX parallelization strategy is that we replicate the density and
Fock matrix on each MPI process. This scheme has a trivial communication
pattern. It involves no other significant communication than replicating the
density matrix before the Fock assembly, and distributing the Fock matrix
after assembly. A significant advantage is that one can easily make use of the
full ERI symmetry, saving typically a factor of four over codes that ignore
the symmetry. Furthermore, since any element of the Fock matrix can be
computed by any process, it simplifies the load balancing procedure. The
downside of this approach is that it limits both system size and ultimately
parallel scalability. The limit in system size arises from the RAM required
to store the matrices on each process. For example, with 1Gb per process,
4000 basis functions is approximately the limit. This roughly coincides with
the expected typical size of the systems for which hybrid MD will be per-
formed. On multi-core or shared memory systems, it can be beneficial to use
the hybrid MPI/openMP implementation. In this implementation, only one
MPI process is needed per node, while a variable number of threads can be
employed. The threads share the matrices, so that the full memory of the
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node can be employed for a single copy of these matrices. Nowadays, it is
common to have 4–64 Gb of memory per node, thus allowing for significantly
larger systems. The replication of the density matrix, and the distribution
of the Fock matrix is an operation with a cost that does not scale with the
number of processes. We find that this step ultimately limits the parallel
scalability of our approach.
What remains to be specified is how we distribute the workload among
the processes. For this, we have developed a load balance optimization based
on simulated annealing, and a binning procedure to coarse grain the load bal-
ancing problem. Once the screening matrices have been computed, bins are
created that group the successive sets of ERIs that pass the screening pro-
cedure. Such a bin just records the starting and ending indices of the four-
center loop, and approximately 10 to 100 bins are created per CPU. Each
bin is constructed such that the corresponding integrals will approximately
require the same amount of memory. The above steps are executed fully in
parallel, based on a distribution of the two outer most loop indices. To make
the load balance of this step insensitive to the order of the atoms, we first
convert these two loop indices into a hash value before modulo distributing
it. Subsequently, all bins are redistributed to improve the load balance. This
redistribution is based on an estimated cost of each bin, and a simulated
annealing procedure to minimize the maximum estimated cost over all pro-
cesses. The simulated annealing procedure is based on Monte Carlo (MC),
in which bins can be swapped between two processors or moved from one
processor to another. After a few MC steps, in which the temperature is
gradually reduced, we end up with a quasi optimal distribution of the bins,
according to which we schedule now the workload on each CPU.
Since the MC procedure schedules the bins quasi optimally, the remaining
load-imbalance should be attributed to the inaccuracy of modeling the cost
of each bin. Initially, the cost of a bin is estimated from the number of
integrals that pass the screening procedure. This is not necessarily optimal,
because a given integral might take longer to compute, or might actually
be skipped for the in core steps. During MD, a better, dynamic strategy is
available. Indeed, we can simply measure the time it takes to process a given
bin, and use this as the cost for the load balance procedure in the next MD
step. Since bins typically contain thousands of integrals, the measurement
is accurate without the need to resort to high resolution timers. As the cost
of the bins varies slowly during the MD, this leads to a particularly well
load-balanced scheme.
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4.3.8 Multiple time step MD
In this section, we describe how the computational cost of a hybrid molecular
simulation can be reduced by a multiple time step scheme. In such a scheme,
the calculation is split in an inexpensive part and an expensive part that
can be evaluated with different frequencies, i.e. with time steps of different
length. Using a carefully constructed integration scheme, the time evolution
remains reversible, and the molecular dynamics simulation remains accurate
and energy conserving. Here, we describe how to use the reversible reference
system propagator algorithm (r-RESPA) [60] to achieve this in the context
of hybrid molecular dynamics simulations. In our scheme, the difference in
computational cost between a hybrid and a local functional is exploited, by
performing a hybrid calculation only after several pure DFT calculations. A
similar approach, although not within a time reversible framework, has been
demonstrated with local functionals [61].
r-RESPA is derived from the Liouville operator representation of Hamil-
ton mechanics
iL =
f∑
j=1
[
∂H
∂pj
∂
∂xj
+
∂H
∂xj
∂
∂pj
]
, (4.23)
where L denotes the Liouville operator for the system containing f degrees
of freedom. This operator is then used to create the classical propagator U(t)
for the system:
U(t) = eiLt. (4.24)
Decomposing the Liouville operator into two parts
iL = iL1 + iL2, (4.25)
and applying a 2nd-order Trotter-decomposition to the corresponding prop-
agator yields
ei(L1+L2)∆t =
[
ei(L1+L2)∆t/n
]n
=
[
eiL1(δt/2)eiL2δteiL1(δt/2)
]n
+O(∆t3/n2),
(4.26)
with δt = ∆t/n. For this propagator several integrator schemes can be
derived [62]. The extension for multiple time step (MTS) MD is obtained
by a decomposition of the force in the Liouville operator into two or more
separate forces
iL =
f∑
j=1
[
x˙j
∂
∂xj
+ F 1j
∂
∂pj
+ F 2j
∂
∂pj
]
. (4.27)
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For that specific case, the propagator reads
eiL∆t = e(∆t/2)F
2 ∂
∂p
[
e(δt/2)F
1 ∂
∂p e
δtx˙j
∂
∂xj e(δt/2)F
1 ∂
∂p
]n
e(∆t/2)F
2 ∂
∂p . (4.28)
This allows to treat F 1 and F 2 with different time steps, while the whole
propagator still remains time reversible. We will refer to an inner and an
outer loop to describe the procedure for F 1 and F 2, respectively.
In our approach, we split the forces in the following way
F 1 = F local
F 2 = F hybrid − F local
where F hybrid are the forces as obtained from a hybrid calculation, and F local
the forces as obtained from a local functional. It is obvious that the corre-
sponding Liouville operator equals a purely hybrid one. The advantage of
this splitting is that the magnitude of F 2 is usually much smaller that of F 1
or F hybrid. To appreciate that, one has to consider how closely geometries
and frequencies obtained by a hybrid functional normally match the ones
obtained by a local functional, in particular for stiff degrees of freedom. The
difference of the corresponding Hessians is therefore small and low-frequent.
However, we do not remove analytically the high-frequency part, so the theo-
retical upper limit for the time step of the outer loop remains half the period
of the fastest vibration [63]. What we gain is an increased accuracy and sta-
bility for larger time steps in the outer loop integration. Even using an outer
loop time step close to the theoretical limit, a stable and accurate MD is ob-
tained. In particular, contrary to the single time step case, there is no shift
to higher frequencies as the (outer loop) time step is increased. In Sec. 4.4.5,
we will show that at least a five-fold increase in time step is possible for a
system as delicate as liquid water.
4.4 Benchmarks and validation
In the following, results are provided that illustrate the performance of the
code, and that validate the implemented methods. Of particular interest
is the comparison between local and hybrid calculations. Unless mentioned
otherwise, all calculations have been performed with the following thresholds:
Schwarz = 10
−6, Box = 10−7 and Storage = 10−7 HSE calculations are based
on the HSE06 functional form [32, 40] for which the screening parameter ω
is the same in the Hartree-Fock part and the long range exchange functional.
In the earlier HSE03 [31, 32] functional, these two screening parameters are
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different. Depending on the application, we vary the parameter ω between
0.11, recommended in Ref. [32], and 0.15, which yields more strongly screened
exchange.
4.4.1 Basis sets
In this work, we have emphasized the difference in cost between local and
hybrid functionals. Clearly, this difference depends on the implementation
and can only be large if the difference between local and non-local functionals
is exploited in the particular implementation. Timings as obtained with CP2K
are shown in Tab. 4.1 for a water cluster containing 32 molecules and several
different basis sets.
All-electron calculations are performed with the standard Pople basis
sets, while pseudopotential calculations use split valence basis sets [14]. We
note that in the GPW scheme, family basis sets are inexpensive, while this
is not the case for the hybrid implementation. Furthermore, screening is
on a set by set basis. It is therefore necessary that the basis sets have opti-
mized contractions and are properly split in sets, also for the pseudopotential
calculations [64, 65, 66].
Particularly striking is the difference in scaling behavior with respect to
the basis set quality between the hybrid and the local functional. While the
cost appears to scale roughly linearly with the size of the basis for the GGA
calculations, the scaling is at least cubic for the hybrid functional. In the
limit of very large basis sets, scaling is expected to be quadratic and quartic
respectively. Furthermore, the cost of adding diffuse functions is much more
pronounced in the hybrid case, e.g. going from 6-311G** to 6-311++G**
increases the cost of the first SCF step by 30% and 720% for local and hybrid
functionals respectively. However, for small basis sets, the difference between
hybrid and local calculations is relatively small. This holds in particular if
not only the first SCF step is being considered, but the full SCF run. Indeed,
the benefit of the in-core scheme can be appreciated by comparing the cost
of the first and second SCF step. We note that there is a small difference
for local functionals as well, which is unrelated to the in-core procedure, and
results from the OT procedure, in which conjugate gradient and line search
steps alternate [14]. For this system and for only moderately contracted
basis sets, the in-core steps are faster by approximately a factor of 5–7, but
the speedup can exceed a factor of a hundred for heavily contracted basis
sets. The in-core scheme can thus close somewhat the large gap in efficiency
between local and hybrid functionals.
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Basis set 1st SCF iteration 2nd SCF iteration
N local hybrid local hybrid
3-21G* 416 1.32 2.07 0.76 0.77
6-31G* 576 1.54 4.89 0.87 1.00
6-31G** 768 1.80 6.10 0.95 1.16
6-311G** 960 2.03 11.72 1.09 2.09
6-311G(2df,2dp) 1856 3.84 44.68 2.05 6.02
6-31++G** 832 2.04 30.57 1.31 3.89
6-311++G** 1152 2.74 97.02 1.95 13.39
6-311++G(2d,2p) 1504 3.39 144.34 2.34 19.47
DZVP 736 1.78 5.95 0.89 1.22
TZV2P 1280 2.48 18.92 1.04 3.23
QZV2P 1472 2.72 34.99 1.07 5.53
QZV3P 1824 3.36 54.07 1.20 8.41
Table 4.1: Shown are representative timings in seconds for a system con-
taining a gas phase cluster of 32 water molecules. In order to illustrate the
effect of the in-core scheme, we provide separate timings for the first and the
second SCF step. The density functionals employed are PBE and B3LYP as
representative local and hybrid functionals respectively. The first five rows
represent traditional Gaussian basis sets for all electron calculations, while
the three following rows are augmented versions thereof. The last four rows
are split valence basis sets for pseudopotential calculations. In the second
column, N refers to the total number of spherical basis functions. All calcu-
lations have been performed on 64 cores (32 nodes) of a CRAY XT3.
4.4.2 System size
In Fig. 4.1, we show timings for performing total energy calculations on
systems of increasing size. Samples of liquid water, containing 32–256 wa-
ter molecules, have been described using a 6-31G** basis, the PBE and
HSE06(ω = 0.15) functionals, and periodic boundary conditions. The data
shown is the time for a full SCF, minus the time spent in wavefunction
optimization (’diagonalization’) routines. Wavefunction optimization scales
cubically with the system size, but the pre-factor is such that, for the sys-
tems studied here, this time accounts for only a small fraction of the total
time. As expected, the remaining cost increases perfectly and nearly linearly
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Figure 4.1: Shown is the total elapsed time for a full SCF (typically 10 SCF
iterations) minus the time spent in diagonalization routines for liquid samples
containing 32, 64, 128 and 256 water molecules and a 6-31G** basis. The
plotted quantity is expected to scale linearly with system size. This holds
perfectly for the PBE data (lower line, circles), and nearly so for the HSE06
data (upper line, squares). All calculations have been performed on 64 cores
(16 nodes) of an Opteron based cluster.
for PBE and HSE06 respectively. The pre-factor for PBE is about 8 times
smaller than the pre-factor for HSE06. The small deviation from linearity in
the HSE06 case can be attributed to the integral screening, which has not
been linearized yet. As shown in Tab. 4.2, the memory used to store the
ERIs and the number of computed ERIs scale perfectly linearly with system
size.
4.4.3 Parallel efficiency
In Fig. 4.2, the parallel efficiency of the code is illustrated for two systems.
The first system is a small water cluster with a small basis set (32 water
molecules and 6-31G** basis, 768 basis functions), while the second system
is a larger condensed phase system described with a better basis set (64
water molecules and a TZV2P basis, 2560 basis functions). Furthermore,
4.4. BENCHMARKS AND VALIDATION 61
(H2O)32 (H2O)64 (H2O)128 (H2O)256
Number of basis functions 768 1536 3072 6144
Number of ERIs [millions] 761 1822 3439 6795
Memory usage for ERIs [MB] 264 536 1062 2130
compression factor 7.92 7.72 7.64 7.66
CPU-time [s] 25 64 174 459
Table 4.2: Shown are timings for the total time spent in Fock-matrix
construction (screening, ERI calculation, compression and decompression)
throughout a full wavefunction optimization, and the corresponding memory
usage for storage of the non-negligible ERIs. The compression factor indi-
cates the efficiency of the compression algorithm. Calculations are based on
the HSE06 functional with a 6-31G** basis set, and employ periodic bound-
ary conditions.
for the first system only an energy calculation is performed, while for the
second system the time for one MD step (standard Born-Oppenheimer MD,
no multiple time step scheme) is measured. The dynamic load balancing
described previously is thus only used for the second system. Both systems
scale nearly perfectly up to one molecule per CPU and with approximately
80% efficiency till one atom per CPU. For even larger number of CPUs,
the communication steps required for distributing/replicating the matrices
become significant and reduce the parallel efficiency. It is expected that in
the hybrid MPI/openMP implementation, which we did not yet benchmark,
this step will be more efficient. We also wish to emphasize that we have
assumed the parallel efficiency to be 100% for the smallest parallel run that
lead to a full in-core evaluation of the energy (8 and 16 CPUs respectively).
If we would have referenced with respect to a serial run, for which in-core
calculations were not possible, parallel efficiency would be significantly larger
than 100% for all runs. On 512 CPUs, one MD step takes 62 seconds for the
larger system.
4.4.4 Screening
In Tab. 4.3 we present detailed data in order to demonstrate the effect of
the different screening methods and the related thresholds. All calculations
have been performed on a 32 water cluster employing a DZVP basis set in
conjunction with the HSE06 hybrid functional. Shown are absolute errors
arising from different combinations of thresholds as well as the impact of the
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Schwarz Box Storage pGGA memory [MB] time [s] abs. error [a.u]
ref) 10−12 none none no 75032 (*) 3788
10−10 none 10−12 no 24717 340 1.1750 · 10−10
a) 10−8 none 10−10 no 14547 278 2.2298 · 10−8
10−6 none 10−8 no 6731 223 1.4436 · 10−6
10−10 10−11 10−12 no 23659 330 1.1173 · 10−10
b) 10−8 10−9 10−10 no 13733 269 2.2298 · 10−8
10−6 10−7 10−8 no 6229 216 1.4435 · 10−6
10−10 10−11 10−12 yes 13415 156 8.1639 · 10−9
c) 10−8 10−9 10−10 yes 6228 121 3.1636 · 10−9
10−6 10−7 10−8 yes 1410 80 5.3650 · 10−7
10−10 10−11 10−11 yes 11216 156 7.8486 · 10−9
d) 10−8 10−9 10−9 yes 4790 121 3.6432 · 10−8
10−6 10−7 10−7 yes 979 80 4.7480 · 10−6
10−10 10−11 10−10 yes 8993 156 4.1409 · 10−9
e) 10−8 10−9 10−8 yes 3358 121 2.7870 · 10−7
10−6 10−7 10−6 yes 555 80 2.8508 · 10−5
Table 4.3: Shown are absolute errors of several screening methods with
respect to a reference energy for a 32-water cluster HSE06/DZVP. When
applied, the post-GGA screening is based on a converged PBE wavefunc-
tion. All calculations performed on 64 CPU’s. ref) Reference calcula-
tion without compression/decompression ( (*) theoretical memory usage
without compression). a) in-core calculations using different thresholds
Schwarz (Storage =
1
100
· Schwarz). b) Introduction of far-field screening
(Box =
1
10
·Schwarz) . c) Post-GGA screening for different thresholds Schwarz.
d) Storage =
1
10
· Schwarz. e) Storage = Schwarz. Bold thresholds denote our
chosen default settings.
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Figure 4.2: Parallel speedup for a 32 water molecule cluster (circles, single-
point calculation, 6-31G** basis), and a liquid (PBC) containing 64 water
molecules (squares, one MD time step, TZV2P basis) as compared to the
ideal speedup (upper line). The speedup is referenced to a run on 8 and 16
CPUs for the small and large system, where these calculations take 740 and
980 seconds, respectively.
several screening procedures on timings and memory consumption. The first
calculation in the table (ref) has been done applying Schwarz-screening only
with a threshold of Schwarz = 10
−12 and without storing the integrals into
memory, i.e. all integrals are recalculated in each SCF step. The resulting
converged total energy of this run provides a reference to which we compare
all other screening methods.
As to be expected, since the Schwarz-inequality yields an analytic upper
bound for the ERIs, the error arising from a finite Schwarz can efficiently be
controlled by this threshold (a). The same observation holds for the far-field
box screening (b), though, due to the moderate size of this system, it does
not significantly improve the performance as can be seen from the marginal
reduction in memory usage and CPU-time. We find a ten-fold speed-up for
in-core calculations. In (c) we present the impact of the post-GGA screen-
ing: For this particular system we gain a factor of 2, both in CPU-time and
the amount of RAM consumed. For larger systems and basis-sets the gain
from the post-GGA screening is typically even more significant. The last
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entries in the table (d) and (e) demonstrate the effect of rounding errors
in the compression/decompression-scheme. The introduction of Storage is in-
deed necessary, because the accumulation of rounding errors would otherwise
introduce errors larger than Schwarz in the total energy.
Based on several more tests we decided to chose Schwarz = 10
−6, Box =
10−7 and Storage = 10−7 as default thresholds for large scale MD simulations.
Using these settings, we reproduce total energies from single-point calcula-
tions obtained by other standard quantum chemistry packages to within a
few micro-Hartree, and obtain a speed-up of almost 50 in CPU-time and 80
in memory usage as compared to the reference run.
4.4.5 Validation of MTS-scheme
Figure 4.3: Shown is the constant of motion (total energy) for a cluster
containing 6 water cluster during MTS MD with various time steps (see text
for details). The curves for MTS-2 to MTS-6 lie almost on top of each other,
while the MTS-9 and MTS-10 simulations are unstable.
In order to validate the correctness of the MTS-scheme, several MD simu-
lations on a water cluster containing 6 water molecules have been performed.
In the inner loop we have employed the PBE functional and a 0.5fs time step,
for the outer loop we have employed HSE06, with various time steps. We
refer to these as MTS-n, where n refers to the length of the outer loop time
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step (n × 0.5fs). Shown in Fig. 4.3 is the constant of motion (total energy) as
obtained during a few ps of MTS MD. Stable molecular dynamics is obtained
up to n=7 or n=8. The onset of instability corresponds approximately to a
time step that equals half the period of the OH stretch. Despite the fact that
a time step of 2.5fs is unstable in single time step MD, we consider MTS MD
with an outer loop time step of 2.5fs (n = 5) a perfectly reasonable choice.
Furthermore, we have verified, within the resolution of our simulations (10 –
20 cm−1), that the OH stretching frequency is unaffected by the MTS scheme
up to n=7. This is impressive compared to the 200 cm−1 shift seen in single
time step MD based on a 1.5fs time step.
Figure 4.4: Shown are the potential energies for a bulk system of liquid
water during MD as obtained with PBE (dashed line), HSE06 (solid line) and
HSE06 with the MTS-5 scheme (squares). All simulations were started from
the same point in phase-space. To simplify comparison, PBE and HSE06
energies have been aligned at t=0.
Finally, in Fig. 4.4, we compare three MD simulations for bulk liquid
water (system details can be found in Sec. 4.6). One simulation uses the
MTS-5 scheme, while the two other simulations are traditional single time
step (0.5fs) simulations. All three configurations start from the same point
in phase space, and the time evolution of the potential energy is monitored.
These results show clearly that the MTS-5 run follows closely the HSE06
trajectory, and not the PBE trajectory, despite the fact that the MTS-5 run
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only evaluates the HSE06 forces once for every five evaluations of the PBE
force. If we compare the timings on 32 CPUs for this system, we observe
a 3.6 fold increase in simulation speed when applying the MTS-5 scheme
(conventional HSE06 1120s per fs of MD, HSE06 MTS-5 308 s per fs of MD).
4.5 Symmetric radical cation dimers
He NH3 H2O HF Ne MAE
CCSD(T) 56.04 36.34 40.75 40.22 30.87 0.00
BLYP 83.28 47.40 57.70 67.71 73.23 25.02
B3LYP 77.46 43.14 50.78 58.43 59.12 16.94
HSE06 70.40 42.38 51.02 53.97 54.96 13.70
rCAM-B3LYP 73.95 40.65 46.45 55.02 53.78 13.13
MCY3 73.94 41.66 48.72 55.19 56.55 14.37
SS a = 0.2 54.94 34.61 41.43 46.33 47.95 5.34
Table 4.4: Binding energies in kcal/mol as obtained with several functionals
for the radical cations dimers of five small systems and their mean absolute
error (MAE). CCSD(T) results are from Ref. [67] and scaled SIC (SS) results
from Ref. [68]. Other results have been computed with a 6-311++G(2d,2p)
basis.
Hybrid functionals are of particular interest for those systems where local
functionals fail dramatically. Small symmetric radical cation dimers (such as
e.g. Ne+2 ) are one class of systems for which the self-interaction error (SIE)
leads to particularly large errors in binding energies and geometries. In par-
ticular, local functionals overbind very strongly, yet predict much too large
bond lengths. Using BLYP [23, 24] as an example, Ne+2 is overbinding by
more than 40 kcal/mol, while the bond is too long by ≈0.2A˚. Intuitively,
adding HFX exchange reduces the SIE and so hybrid functionals should per-
form better for these systems. However, the effect is not particularly large.
B3LYP, for example, still overbinds Ne+2 by 30 kcal/mol. As part of the ef-
fort to implement HFX in CP2K, we have also implemented two recent hybrid
functionals (MCY3 and rCAM-B3LYP) that have been specifically designed
to reduce the SIE [41]. Here, we test these and another recent hybrid func-
tionals (HSE06) on five radical cation dimers. We consider the CCSD(T)
calculations from Ref. [67] as reference results, and also compare to the re-
sults we have obtained with our proposed scaled self-interaction correction
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He NH3 H2O HF Ne MAE
CCSD(T) 1.081 2.173 2.026 1.846 1.724 0.000
BLYP 1.184 2.348 2.310 1.931 1.944 0.173
B3LYP 1.146 2.322 2.088 1.907 1.848 0.092
HSE06 1.133 2.298 2.078 1.897 1.826 0.071
rCAM-B3LYP 1.121 2.147 2.045 1.871 1.756 0.029
MCY3 1.113 2.148 2.047 1.874 1.761 0.029
SS a = 0.2 1.153 2.258 2.123 1.943 1.842 0.093
Table 4.5: Bond length in in A˚ as obtained with several functionals for the
radical cations dimers of five small systems and their mean absolute error
(MAE). CCSD(T) results are from Ref. [67] and scaled SIC (SS) results from
Ref. [68]. Other results have been computed with a 6-311++G(2d,2p) basis.
(SIC) [68]. The latter scaled SIC (SS) has two empirical parameters, and we
refer here to the SS(a=0.2, b=0.0) choice. The advantage of the SS scheme
is that it is computationally not more expensive than a local functional. It
is currently available only for doublet radicals, and is normally employed
within a restricted open shell scheme.
The results are shown in Tab. 4.4 and Tab. 4.5 for binding energies and
geometries respectively. It can be seen that all hybrid functionals perform
approximately equally poor for the binding energies, with a mean absolute
error (MAE) in the range 13–17 kcal/mol, only slightly better than BLYP
(MAE 25 kcal/mol). The SS scheme has, with a MAE of 5 kcal/mol, the
best performance of all density functionals tested. Given the specific design
goal of the the MCY3 and rCAM-B3LYP, we consider it surprising that they
do not outperform the other functionals for the energetics of these reactions.
However, the geometries of these radical cation dimers suggest that these
two functionals represent nevertheless a fundamental improvement over more
traditional hybrids. Indeed, the bond lengths obtained with these functionals
are in much better agreement with the reference results, and the errors are
2–6 times smaller than those obtained with other hybrid, or local functionals.
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4.6 Liquid water
4.6.1 Introduction
There is little need to argue about the importance of water. It is omnipresent
in nature and important in technological applications. There is thus a huge
interest to understand the structure of the neat liquid, its interactions with
solutes, or its reactivity. Experimentally, an atomistic picture of the liq-
uid is most directly obtained from X-ray or neutron diffraction [69, 70], but
even the traditional picture of the four-fold coordinated water molecule is
still not established firmly [71, 72]. Molecular dynamics simulation of liq-
uid water has started almost four decades ago [73], and the first ab initio
simulation of liquid water [74] remains an important milestone for the field.
A large number of workers in the field have repeated these ab initio sim-
ulations to investigate various aspects of the liquid and the methodology
[75, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90]. From these
simulations, it becomes clear that DFT, in its various implementations, cur-
rently provides a rather reasonable but imperfect model for liquid water.
For example, the hydrogen bonding pattern is sound, but the resulting liq-
uid might be over- or understructured depending on the density functional
employed [75, 84, 90]. Similarly, it becomes clear that the phase diagram
of the model liquid might be different from the experimental one [86] and
sensitive to the choice of functional [88]. Furthermore, results can depend on
technical details such as the molecular dynamics protocol [81, 82, 87], tem-
perature [84, 83], basis sets [84, 89, 88], and simulation timescales [83, 85].
This sensitivity is ultimately due to the very nature of liquid water, for which,
at ambient pressure, the freezing and boiling point are just 100K apart. This
implies that very small changes in the energetics, much smaller than the usu-
ally quoted chemical accuracy (1 kcal/mol), can have the dramatic effect of
being in a different phase. Because of the importance of water, we need to
be able to deal with the challenge of simulating this liquid. Not only to un-
derstand the neat liquid, but even more importantly, to study, for example,
reactive events in solution. From a practical point of view, it might be neces-
sary to just find a computational model that just happens to perform better
for this system. However, as improved computational models become acces-
sible, liquid water should be considered a benchmark system that cannot be
ignored.
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4.6.2 Methods
A total of four simulations of bulk liquid water have been performed. A local
functional (PBE) has been employed as a reference, and three simulations
based on hybrid functionals (HSE06, 2 × PBE0) have been performed in
addition. Three simulations (PBE, HSE06, PBE0) have been started with the
same initial positions and velocities. This initial configuration results from
a previous simulation [84] based on BLYP (20ps) and further equilibration
with PBE (10ps). One run (PBE0(TIP5P)) has been directly started from
a configuration generated using MD simulations with a classical force field
(TIP5P). [91] All simulations have been performed in the NVE ensemble
using samples of 64 water molecules in a cubic box with edges 12.42A˚. The
simulations have been 11–13 ps in length. The initial part of the trajectory
has been discarded, while the last 7.5ps have been used for the analysis. For
this period, average temperatures have been 313K, 322K, 325K, and 327K
for PBE, HSE06, PBE0 and PBE0(TIP5P) respectively.
Screening thresholds have been Schwarz = 10
−6, Box = 10−7, Storage =
10−7, and screening on the initial density matrix has been enabled, leading
to in-core simulations. The MTS scheme has been employed, using hybrid
functionals with a time step of 2.5fs and the PBE functional with a smaller
time step of 0.5fs. The HSE06 simulation employs ω = 0.15, in order to
guarantee a sufficiently decayed operator for the MIC scheme, as discussed in
Sec. 4.3.6. This value is very similar to the recommended ω = 0.11. The other
two hybrid simulations are based on PBE0. However, similar to previous
simulations of bulk liquid water [90], we also employ screened exchange in
this case, again with ω = 0.15. This functional is thus different from PBE0 as
commonly employed, but the energy profiles for the dissociation of a water
dimer accurately reproduce those of the original PBE0. During MD, PS
extrapolation [14] has been employed to generate the initial density matrix.
Wavefunction optimization was based on the OT scheme [52] using 10−7 as
convergence threshold, leading to energy conserving MD. Pseudopotentials
generated with the PBE functional and a TZV2P basis (a total of 2560 basis
functions) have been employed in all cases. [14] It has been shown that the
TZV2P basis yields converged structural properties at constant density, but
might nevertheless not be sufficient to accurately describe the liquid vapor
equilibrium [84, 88]. With these settings, trajectories have been produced at
a rate of approximately 1ps per day on 256CPUs of a CRAY XT3.
For the analysis, configurations have been stored every time step, a 2.5fs
and 0.5fs sampling for hybrid and local functionals respectively. The pair cor-
relation functions have been computed with a bin width of 0.03A˚. Diffusion
constants have been estimated as the slope of the mean square displace-
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ment of the oxygen atoms (averaged over all frames) in the period 2–4ps.
The vibrational analysis has been performed using a Fourier transform of
the velocity-velocity autocorrelation function in the range -1 – 1 ps. For
the electronic analysis, we define the deformation density (ρ(r)deformation) as
the difference between the density of the full system and the density of the
individual molecules computed in isolation, i.e.
ρ(r)deformation = ρ(r)full system −
N∑
i=1
ρ(r)moleculei . (4.29)
To avoid basis set effects, the individual molecules have been computed in the
presence of the basis functions of the full system. The deformation density
thus represents the change in the molecular electron density due to interac-
tions with other molecules. In liquid water, this mostly shows the effect of
hydrogen bonding. Molecular dipoles in the condensed phase have been com-
puted using the centers of the maximally localized Wannier functions [76].
In the condensed phase, molecular dipoles converge quickly with respect to
the basis [92].
4.6.3 Results and discussion
The structure of the liquid is most easily described using pair correlation
functions. These results are shown in Fig. 4.5 and Fig. 4.6 for the oxygen-
oxygen and oxygen-hydrogen pair correlation functions, respectively. Clearly,
within the statistical uncertainty, the curves as obtained with the different
functionals superimpose almost perfectly. The height of the first peak in
the oxygen-oxygen pair correlation function is approximately 3.4 in all cases,
which is significantly above the experimental estimates [69, 70]. The self dif-
fusion constant cannot be obtained with good statistical accuracy from these
relatively short simulations, but our estimates all lie in the range 0.013–0.055
A˚2/ps. This is roughly ten times smaller than the experimental number. We
must therefore conclude that hybrids do not necessarily improve the agree-
ment with the experimental results. In particular, at the selected density
and temperature, the system remains in a glass-like state. With the PBE0
simulation initiated from a liquid-like TIP5P configuration, this glass-like
state is also found quickly, implying that this result is independent from the
initial configuration used for the simulation.
At first sight, this result is at variance with the conclusions of an earlier
simulation of liquid water based on hybrid functionals [90]. In these simula-
tions, hybrids yield consistently softer pair correlation functions than their
non-hybrid counterparts, by 0.3–0.5 units. We believe, however, that this
4.6. LIQUID WATER 71
Figure 4.5: Oxygen-Oxygen pair correlation functions as obtained with three
different functionals. The local functional employed is PBE (solid line) and
the hybrid functionals are HSE06 (dotted line) and PBE0. Two PBE0 sim-
ulations have been initiated from either a PBE or a TIP5P initial geometry.
The former is shown with a dashed line while the latter is shown with a
dashed-dotted line.
could be due to difference in thermodynamic state employed in the simula-
tions. The simulations in Ref. [90] are at higher temperature (350K) and
lower density (2.5%), which yields a much more liquid-like system. It could
therefore be that in these different phases (glass- or liquid-like) the system
reacts differently on the change of functional; an observation which mer-
its further investigation. These results have also a somewhat disappointing
practical consequence: for the temperature and density conditions employed
here, simulations based on hybrid functionals will face similar difficulties as
simulations based on local functionals. In particular, long MD simulations
might be required to perform sufficient sampling of solvent configurations
around solutes. Nevertheless, since the description of the liquid does not be-
come worse, hybrid functionals will remain the functionals of choice if solutes
or properties of solutes need to be described for which local functionals are
known to be inaccurate.
Despite the similarity in liquid structure, it is interesting to investigate if
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Figure 4.6: The intermolecular Oxygen-Hydrogen pair correlation functions
as obtained with three different functionals. Same legend as Fig. 4.5
differences between hybrid and local functionals can be found at the level of
the electronic structure. We perform this analysis on a single configuration
extracted from an HSE06 simulation. By using a fixed configuration, elec-
tronic effects can be disentangled from differences in structure. As explained
in Sec. 4.6.2, the deformation density shows the effect of intermolecular in-
teractions on the electron density. The difference in deformation density
is shown in Fig. 4.7 for PBE and HSE06. This figure illustrates clearly
that a local functional, such as PBE, has a larger charge transfer in the hy-
drogen bond than the corresponding non-hybrid functional. An alternative
and complementary way to investigate this effect is through the molecular
dipoles. In Fig. 4.8, a comparison is shown between the molecular dipoles as
obtained with PBE and HSE06. It can be seen that the PBE dipoles are al-
most always larger than the corresponding HSE06 dipoles. This is consistent
with the previously mentioned tendency for charge transfer in the hydrogen
bond. Furthermore, we see that the effect is larger for molecules having a
larger dipole, i.e. for molecules that are likely to be in a more polarizing
environment. Indeed, the charge transfer effect we observe in the liquid is
present, but less pronounced, in the water dimer system (results not shown).
This tendency of local functional to delocalize charges, is to some extend a
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Figure 4.7: Shown is the difference in deformation density (see text for defi-
nition) between an HSE06 and a PBE calculation for a selected configuration
of liquid water. The contours are shown at +0.0003 a.u. and -0.0003 a.u.
The lobes on the hydrogen (orange contours) show regions in space where the
PBE calculation results in more density than the HSE06 calculation, while
the lobes near the lone pairs of the water (cyan contours) indicate more den-
sity in the HSE06 calculation. This result clearly shows a reduced charge
transfer in the hydrogen bond for the hybrid functional.
self-interaction problem, and might ultimately be related to the band gap
problem [93]. As expected, a hybrid functional opens the gap, and computed
HOMO-LUMO gaps for this configuration are 5.0eV and 6.6eV for PBE and
HSE06, respectively. Charge delocalization around charged species in solu-
tion is an active topic of current research, and it might be interesting to
investigate what hybrids functionals predict [94].
Finally, we believe that a signature of the charge transfer effect can be
observed through a vibrational analysis of the MD trajectories. In particu-
lar, the O–H stretching band should be sensitive to the precise nature of the
hydrogen bond. An OH involved in a stronger hydrogen bond should vibrate
at a lower frequency than a free OH group. For example, the O–H stretching
frequency of liquid water is at about 3400 cm−1, while a free water molecule
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Figure 4.8: Shown is the difference between the molecular dipoles as obtained
by HSE06 and PBE calculations for a selected configuration of liquid water.
Diamonds represent results for individual molecules, while the solid line is a
linear least square fit. Molecular dipoles are generally larger with PBE than
with HSE06, and this difference increases as the molecular dipole increases.
and amorphous ice have vibrations at about 350 cm−1 higher and 280 cm−1
lower frequencies, respectively. In Fig. 4.9, we compare the O–H stretching
bands as obtained from the MD simulations through the Fourier transform
of the velocity–velocity autocorrelation function. We have shifted the results
obtained with the hybrid functionals by 163 cm−1 to account for the large
difference (163 cm−1) between PBE and PBE0 in the O–H stretching fre-
quency of a single water molecule in the gas phase. In this way, the upper
edge of the band, which likely corresponds to free OH groups, is aligned for
all functionals. The lower edge of the band nevertheless shows a significantly
earlier onset (≈ 70 cm−1) for PBE than for any of the hybrid functionals.
This result would suggest a smaller population of strong hydrogen bonds in
simulations based on hybrid functionals.
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Figure 4.9: Shown is a frequency analysis of the OH-stretching band in liquid
water as obtained with local and hybrid functionals. The profiles of the hy-
brids have been shifted to lower frequencies by 163cm−1 (see text for details).
Same legend as Fig. 4.5
4.7 Conclusions
In this work, we have presented the implementation of HFX in CP2K. Several
techniques have been combined to increase the efficiency of hybrid molec-
ular dynamics simulations, while accuracy and robustness is retained. As
expected, the cost of simulations based on hybrid functionals exceeds the
cost of simulations based on local functionals significantly. Depending on
the basis set, system and implementation, one can expect hybrid MD to be
up to 100 times more expensive than simulations based on local functionals.
This increase in cost is not prohibitive, and we thus expect hybrid function-
als to be used to verify results obtained with local functionals, or to study
systems where the inclusion of HFX is necessary to obtain qualitative correct
results. As a first challenging benchmark for our implementation, we have
performed extensive molecular dynamics simulations of liquid water. Several
samples of 64 molecules have been simulated for over 10 ps each, with large
basis sets and tight SCF convergence, at a rate of 1ps/day. These results
have shown negligible differences between a local functional (PBE) and two
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closely related hybrids (HSE06, PBE0) for structural properties, even though
some small difference have been found on the electronic level that might be
reflected in the vibrational spectrum. Overall, the agreement with experi-
ment is not yet fully satisfactory. This suggests that there are still effects,
for example van der Waals interactions, nuclear quantum effects, or technical
aspects, that are not yet accurately accounted for in the simulation method-
ology or functionals. Nevertheless, we expect that the real power of hybrid
functionals in ab initio molecular dynamics simulation is revealed in more
complex systems, where chemical reactivity plays a crucial role. With the
tools and simulation protocols presented here, it will be possible to perform
ab initio molecular dynamics simulations based on hybrid functionals on a
more or less routine basis.
Chapter 5
Robust periodic Hartree-Fock
Exchange for large scale
simulations using Gaussian
basis sets [95]
Hartree-Fock exchange with a truncated Coulomb operator has recently been
discussed in the context of periodic plane-waves calculations [J. Spencer, A.
Alavi, Phys. Rev. B 77 193110 (2008)]. In this work, this approach is ex-
tended to Gaussian basis sets, leading to a stable and accurate procedure for
evaluating Hartree-Fock exchange at the Γ–point. Furthermore, it has been
found that standard hybrid functionals can be transformed into short-range
functionals without loss of accuracy. The well defined short-range nature of
the truncated exchange operator can naturally be exploited in integral screen-
ing procedures and makes this approach interesting for both condensed and
gas phase systems. The presented Hartree-Fock implementation is massively
parallel and scales up to 10’000s of cores. This makes it feasible to perform
highly accurate calculations on systems containing 1’000s of atoms or 10’000s
of basis functions. The applicability of this scheme is demonstrated by cal-
culating the cohesive energy of a LiH crystal close to the Hartree-Fock basis
set limit and by performing an electronic structure calculation of a complete
protein (Rubredoxin) in solution with a large and flexible basis set.
5.1 Introduction
The construction of reliable models for the exchange and correlation energy
of electrons is an active research field within the density functional theory
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(DFT) community. For nearly fifty years, new ideas and new approximations
have been proposed that increase the accuracy and are improvements com-
pared to the local density approximation [11, 27] (LDA). Nowadays, most
new functionals go beyond the semi-local generalized gradient approxima-
tions [23, 24, 96] (GGA’s) by incorporating a certain amount of Hartree-Fock
exchange (HFX) or similar non-local functionals [97, 31, 32, 98, 99, 100, 101].
Generally, these hybrid functionals are more accurate than their local coun-
terparts. Whereas the use of these hybrid functionals is well established in
the quantum chemistry community for the study of molecules, condensed
phase systems, such as liquids or solids, are usually treated at a GGA level.
Not only is the cost of computing exchange interactions in large condensed
phase systems significant, the technical difficulty of obtaining results that are
accurate and properly converged can not be underestimated in calculations
employing periodic boundary conditions (PBC). In this work, a robust and
accurate scheme, suitable for large condensed phase systems is presented.
In recent work, Ref. [35], we have presented a linear scaling implementa-
tion of HFX has been presented that makes it feasible to perform large scale
molecular dynamics simulations with hybrid functionals in PBC. The focus
on large systems has guided several design decisions for the implementation.
Atom centered Gaussian basis functions are employed, which makes a lin-
ear scaling implementation, based on a screening with the density matrix
elements, relatively straightforward [42, 51, 48]. Additionally, large systems
can be described without k-point sampling, and the approach is thus Γ–point
only. All algorithms are massively parallel and focus on in-core operation to
allow for thousands of MD steps in a reasonable time. Our initial implemen-
tation of periodic HFX at the Γ–point has been based on an approach by
Challacombe and co-workers [102]. In this scheme, the minimum image con-
vention (MIC) is applied at the level of primitives while computing the four
center integrals. This is efficient and has been shown to accurately converge
to reference results as the system size is increased [102]. However, it has been
observed that this approximation is generally unstable if extended or flexi-
ble Gaussian basis sets are used. The instability is the result of a spurious
minimum in the energy functional, yielding an unphysical wavefunction with
a total energy that can be several Hartrees beyond the physical solution.
This is similar to the behavior observed in traditional HFX calculations that
employ a too loose screening threshold. As will be discussed in more detail
below, in the MIC there is no screening parameter which can be adjusted to
guarantee stability. The new approach presented here does not employ the
MIC, only requires the Γ–point, and is stable with large and flexible basis
sets. The use of the truncated Coulomb operator [103] is a key ingredient.
All algorithms and methods presented are implemented within the frame-
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work of the CP2K/Quickstep [36, 14] program, a freely avaliable molecular
simulation package.
5.2 The truncated Coulomb operator for cal-
culations at the Γ–point using Gaussian
basis sets
5.2.1 Periodic Hartree Fock calculations
For finite systems such as molecules, which employ open boundary conditions,
the Hartree-Fock exchange energy is computed from its definition
Eopenx = −
1
2
∑
i,j
∫ ∫
ψi(r1)ψj(r1)g(|r1 − r2|)ψi(r2)ψj(r2) d3r1d3r2. (5.1)
The potential g(|r1 − r2|) = 1|r1−r2| = 1r12 in conventional HFX calcula-
tions, but is commonly replaced by other operators, such as erfc(ωr12)/r12,
exp(−ω2r2) or exp(−ωr)/r in modern electronic structure theory [31, 32,
41, 104]. Computing this energy poses no special problems. In the con-
densed phase, the HFX energy must take the periodic nature of the system
into account, and an integration over k–vectors, which reflects translational
invariance and the infinite nature of the system, is formally required. In
practice, a finite mesh of k–points is employed, which usually becomes less
dense as the unit cell increases in size. The HFX energy in periodic systems
is thus defined as
EPBCx = −
1
2Nk
∑
i,j
∑
k,k′
∫ ∫
ψki (r1)ψ
k′
j (r1)g(|r1 − r2|)ψki (r2)ψk
′
j (r2) d
3r1d
3r2
(5.2)
Where Nk is the number of k–points within the Brillouin zone, and the in-
tegrals are over all space. The wave functions are assumed to be normalized
over the crystal volume NkV where V is the volume of the unit cell. This
expression, however, is troublesome to compute. The reason for this is the
integratable singularity at k = k′, which is related to the conditionally con-
vergent nature of the integral for that choice of k–vectors. Several schemes
have been developed to obtain good convergence with respect to the k–point
sum [39, 105, 106, 107, 108]. Of particular interest here, is the method by
Spencer and Alavi [103]. This method is based on the observation that the
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truncated Coulomb (TC) operator
gTC(r12) =
{
1
r12
, r12 ≤ Rc
0, r12 > Rc
(5.3)
yields an expression for the HFX energy that does not exhibit a singularity at
k = k′, that converges to the exact expression as Rc goes to infinity, and that
becomes increasingly easy to converge in k-space as Rc becomes smaller. It is
intuitive that, contrary to the Hartree energy, the exchange energy converges
rapidly with Rc for the TC operator. Since the convergence of the exchange
energy is related to the decay of the density matrix, it will be most rapid
for systems with a large gap. However, this also means that the minimum
Rc which yields a properly converged exchange energy is a system dependent
property. As illustrated in Sec. 5.3, the exchange energy computed with gTC ,
in open systems or with full k–point convergence, decreases monotonically to
its limiting value for increasing Rc. Clearly, one can define truncated versions
of other commonly employed operators. In Ref. [103], it is demonstrated that
it is reasonable to take the number of k–points as
Nk ≈ 4pi
3
R3c
1
V
(5.4)
(see that work for an in–depth discussion). Once Rc is fixed, Eq. 5.4 shows
that the Γ–point alone will be sufficient for large systems, since large systems
imply a large V . For a cubic unit cell with edges of length L, Eq. 5.4 suggests
that having Rc < 0.62L is sufficient for Γ–point only sampling. If needed,
sufficiently large systems can always be obtained by replicating the unit cell
in all directions. The Γ–point expression for the exchange energy is given by
EΓx = −
1
2
∑
i,j
∫ ∫
ψ0i (r1)ψ
0
j (r1)gTC(|r1 − r2|)ψ0i (r2)ψ0j (r2) d3r1d3r2 (5.5)
This expression for EΓx looks similar to the one for E
open
x (Eq. 5.1). However,
EΓx will diverge for Rc → ∞. It has to be emphasized that only for a finite
range of Rc, i.e. sufficiently small to allow for Γ–point only sampling of the
integral, EΓx as defined by Eq. 5.5 will be a meaningful approximation to the
full k–space integrated HFX energy. A hand–waving argument for the fact
that the Γ–point only expression implies a limit on Rc can also be made as
follows: for well localized electrons (i.e. if the maximally localized Wannier
functions fit the unit cell), the exchange energy between electrons in different
unit cells of the system is small. However, Eq. 5.5 would nevertheless predict
a large contribution to the exchange energy for an electron and its ’periodic
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image’ if Rc is large enough. This spurious ’self-exchange’ with the image
electron should not be present and Rc needs thus to be chosen accordingly.
Based on this reasoning, a somewhat more conservative rule than Eq. 5.4
for determining the maximum Rc can be proposed: Rc should be smaller
than or equal to the radius of the largest sphere that fits the unit cell. This
guarantees, for localized electrons, that no interactions with image electrons
are possible. For cubic unit cells this yields Rc ≤ L/2, similar to Eq. 5.4,
while for orthorhombic or strongly distorted triclinic unit cells this estimate
can be significantly different from Eq. 5.4.
The expression for the Hartree-Fock energy at the Γ–point Eq. 5.5 can
be computed per unit cell and in an atom centered basis set as
EΓx = −
1
2
∑
λσµν
P µσP νλ
∑
abc
(
µνa|λbσb+c)
gTC
, (5.6)
with a,b and c denoting translations of the unit cell. This exact result can
be obtained easily by introducing in Eq. 5.5 the expression of the periodic
wavefunction in an atomic orbital basis
ψi(r) =
∑
µa
Cµiφaµ(r) (5.7)
Here, Cµi are the wavefunction coefficients, which are complex in the general
case, but can be taken real at the Γ–point. φaµ(r) are the atom centered basis
sets, translated by a multiple of the unit cell given by a. The density matrix
elements P µν are obtained from
∑
iC
µiCνi. The two electron four center
integrals are defined as
(
µνa|λbσb+c)
gTC
=
∫ ∫
µ(r1)ν
a(r1)gTC(r12)λ
b(r2)σ
b+c(r2)dr1dr2 (5.8)
These integrals can be obtained analytically for the TC operator and their
numerical treatment will be discussed in detail in Sec. 5.2.3. The triple sum
over the lattice vectors in Eq. 5.6 converges quickly in a and c because the
overlap of the corresponding Gaussian basis functions decays quickly with
distance, while the sum over b is finite by virtue of the short-range nature
of the truncated Coulomb operator. In Eq. 5.6, all terms that are larger
than a given screening threshold screening should be retained. As discussed
in more detail in Sec. 5.5.3, screening based on the traditional Schwarz-
inequality combined with a simple distance criterium based on the centers
of the product densities µνa and λbσb+c can be used to eliminate negligible
terms.
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Basis set Total energy [a.u.]
1
r
erfc(ωr)
r
SZV -33.531805 -32.552246
DZVP -33.781652 -32.801068
TZVP -33.798435 -32.817981
TZV2P -83.287255 -33.827285
QZV2P -219.806121 -41.438744
Table 5.1: PBC Hartree-Fock total energies [Hartree] computed with the
minimum image convention for two operators, the conventional 1
r
Coulomb
potential and a short-range potential erfc(ωr)
r
with ω = 0.11. The system
consists of two water molecules, described with pseudo potentials, in a cubic
unit cell with L = 12.42 A˚ and with a geometry that appears sensitive to
the instability. It can be observed that the total energy converges to an
unphysical result as soon as the basis set quality reaches TZV2P.
At this point, some differences and similarities between the approach sum-
marized by Eq. 5.6, and the MIC, proposed in Ref. [102] shall be discussed.
First, there is the difference in operator g(r), which is the conventional 1/r in
the MIC and the TC operator (Eq. 5.3) here. Second, in the MIC, one retains
only one term from the sum over b, i.e. that particular index b′ which guar-
antees that the distance between the centers of the product densities µνa and
λb
′
σb
′+c is as small as possible. This is usually the dominant contribution to
the sum, but generally ignores terms larger than a given screening. With
increasing basis set size and quality, this leads to a spurious minimum in the
MIC HFX energy functional. This instability is illustrated in Tab. 5.1 and
analyzed in some more detail in App. 5.5.2. Note, that for potentials with
shorter range, such as erfc(ωr)/r, the instability is less pronounced. The new
method based on the TC operator and the full sum is stable for all basis sets
employed, as shown in Tab. 5.2. The total energy converges rapidly with Rc,
reaching, for this simple system, a plateau at Rc ≈ 4 A˚. As expected, for Rc
larger than the value suggested by Eq. 5.4, 7.7 A˚ for this system, Γ–point
sampling is not sufficient anymore, and the integral diverges. Also the more
conservative choice (Rc = L/2 for cubic cells), gives good results. Comparing
Tab. 5.1 and Tab. 5.2, it can be seen that the MIC results equal the results of
the truncated method with Rc = L/2 to micro-Hartree accuracy in the case
where the MIC procedure is stable, i.e. the SZV, DZVP and TZVP basis sets.
Even though the instability of the MIC procedure is fundamental, this ap-
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Rc SZV DZVP TZVP TZV2P QZV2P
Rc = 0.5 -30.074404 -30.273802 -30.298149 -30.309740 -30.330732
Rc = 1.0 -32.693538 -33.024934 -33.052548 -33.061415 -33.064684
Rc = 2.0 -33.459119 -33.722827 -33.738480 -33.747451 -33.750486
Rc = 3.0 -33.527563 -33.778845 -33.794977 -33.803751 -33.807027
Rc = 4.0 -33.531707 -33.781608 -33.798342 -33.807131 -33.810757
Rc = 5.0 -33.531804 -33.781651 -33.798433 -33.807222 -33.810894
Rc = 6.0 -33.531805 -33.781652 -33.798435 -33.807224 -33.810898
Rc = 7.0 -33.531805 -33.781652 -33.798435 -33.807224 -33.810898
Rc = 8.0 -33.531806 -33.781652 -33.798436 -33.807225 -33.810900
Rc = 10.0 -33.533982 -33.783206 -33.800223 -33.809006 -33.812843
Rc = 12.0 -33.912427 -34.152952 -34.170470 -34.179272 -34.183189
Rc = 16.0 -33.533982 -35.851041 -35.869063 -35.877848 -35.882304
Table 5.2: PBC Hartree-Fock total energies [Hartree] with the scheme for
the truncated Coulomb operator outlined in the text, for various choices of
Rc [A˚]. The system is the same as the one described in Tab. 5.1, but results
are stable, independent of the basis set. For large values of Rc, the Γ–point
sampling of the exchange energy is not sufficient. As discussed in the text,
the choice of Rc ≈ L/2 ≈ 6.0 A˚ (shown in bold) guarantees that no spurious
self exchange parts enter the Γ–point calculation.
proach is, by construction, able to eliminate the spurious self-exchange with
image electrons, even if the conventional Coulomb operator is used. Further
validation and testing of the truncated Coulomb potential method based on
Eq. 5.6 is presented in Sec. 5.3.
5.2.2 A long-range correction to the truncated Coulomb
operator
In the limit Rc → ∞ the truncated and the full Coulomb potential become
identical. In the context of hybrid density functionals the question arises,
whether the missing long-range exchange at finite Rc can be corrected by
the long-range part of a local density functional. In a similar fashion this
has been done for the HSE06 [31, 32] hybrid functional that uses the short-
range erfc(ωr)/r potential. The basic concept behind this range separation
relies on the fact that the exchange energy can be written in terms of the
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spherically averaged exchange hole ρSAxc (r, s)
EDFTx [ρ] =
1
2
∫
ρ(r)dr
∫ ∞
0
4piuρSAxc (r, u)du, (5.9)
where u denotes the electron-electron interaction distance. The long-range
part for a system that interacts via a truncated Coulomb potential is then
simply given by
EDFT,LRCx [ρ] =
1
2
∫
ρ(r)dr
∫ ∞
Rc
4piuρSAx (r, u)du. (5.10)
Within this range-separation ansatz, the exchange energy can be written
as
Ex = E
HF,TC
x + E
DFT,LRC
x . (5.11)
For convenience, a model with an analytical expression of the spherically
averaged exchange hole has been chosen. Similar to the range-separated
hybrid functional of Heyd et al., the starting point for the long-range cor-
rection is the exchange hole formulation of the PBE functional by Ernzerhof
and Perdew [109].
The PBE exchange energy is defined via an integral over the exchange
energy density PBEx
EPBEx =
∫
ρ(r)PBEx (ρ,∇ρ)dr. (5.12)
PBEx is a function of the electron density ρ(r) and its gradient ∇ρ(r) and is
defined as the product of the LDA exchange energy density and an enhance-
ment factor FPBEx that additionally depends on the gradient of the electronic
density
PBEx (ρ,∇ρ) = LDAx (ρ) · FPBEx (ρ,∇ρ). (5.13)
The PBE exchange hole model JPBEx enters into the definition of the enhance-
ment factor, defining the latter to be an integral of the following kind
FPBEx (s) = −
8
9
∫ ∞
0
yJPBEx (s, y)dy (5.14)
with s = |∇ρ|
2pikF ρ
the reduced gradient, kF being the local Fermi vector and
y = kFu the scaled interaction coordinate. For the analytic expression of
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JPBEx the following parametrized form
JPBEx (s, y) =
[
− A
y2
1
1 + (4/9)Ay2
+
(
A
y2
+B + C
[
1 + s2F (s)
]
y2
+ E[1 + s2G(s)]y4
)
exp(−Dy2)
]
× exp(−s2H(s)y2), (5.15)
with parameters A − E being constants and F , G, and H functions of the
reduced gradient, has been found by Ernzerhof et al. (see Ref. [109] for
details). For the current purpose, the long-range enhancement factor is given
by
FPBE,LRCx (s) = −
8
9
∫ ∞
R′c
yJPBEx (s, y)dy (5.16)
with R′c = RckF . This integration can be carried out analytically (see
App. 5.5.1) yielding an expression for the long-range correction of the ex-
change energy.
The final form of the range separated exchange energy reads now
Ex = E
HF,TC
x (Rc) + E
PBE,LRC
x (Rc), (5.17)
both parts depending on the cutoff radius Rc.
Using these results one can define three different hybrid functionals:
PBE0 : EPBE0xc = aE
HF
x + (1− a)EPBEx + EPBEc (5.18)
PBE0-TC : EPBE0-TCxc = aE
HF,TC
x + (1− a)EPBEx + EPBEc (5.19)
PBE0-TC-LRC : EPBE0-TC-LRCxc = aE
HF,TC
x + aE
PBE,LRC
x
+ (1− a)EPBEx + EPBEc . (5.20)
PBE0 is, for a = 0.25, the standard PBE hybrid functional [28, 29, 30].
PBE0-TC denotes the original functional of PBE0 in which the standard
Hartree-Fock exchange energy is replaced by the truncated Coulomb (TC)
expression with cutoff radius Rc, and PBE0-TC-LRC the PBE0-TC func-
tional with the long-range correction (LRC) based on the PBE exchange
hole. Of course, similar variants can be defined for other hybrid functionals.
It is demonstrated in Sec. 5.3.2 that the use of a LRC allows for a very small
Rc (≈ 2 A˚), without negatively impacting the performance of the functional
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for typical thermochemical quantities. Hartree-Fock exchange with such a
short range can be evaluated very efficiently. Note, that in the limit of Rc
going to zero the PBE functional is recovered, but based in part on the
spherically averaged PBE exchange hole.
5.2.3 Efficient calculation of two electron integrals for
general g(r)
Figure 5.1: The figure shows G14(R
′
c, T ) as defined by Eq. 5.21 and Eq. 5.23
for the truncated Coulomb operator.
Two electron four center integrals are commonly calculated analytically
using recurrences [33, 3, 50]. CP2K employs the LIBINT [34] library for this.
These algorithms start from the lowest angular momentum interaction, i.e.
(ss|ss)g, for a given interaction potential g(r12) and then recursively calculate
higher order contributions from that. In order to calculate integrals with a
total angular momentum n, these routines have to be provided with n + 1
initial values, the starting vector. With the notation used by Ahlrichs [50],
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this reads as
Gn(ρ, T ) =
(
− ∂
∂T
)n
G0(ρ, T ) (5.21)
G0(ρ, T ) =
2pi
ρ
3
2
√
T
∫ ∞
0
g
(
y√
ρ
)
ye−y
2−T sinh(2y
√
T )dy, (5.22)
where T and ρ are parameters determined by the geometry and the involved
Gaussian basis functions. For several commonly used operators, there exist
efficient recursive formulae to calculate the higher order derivatives. In the
case of the full range Coulomb potential the whole procedure reduces to an
evaluation of the Γ–function at various parameters T . For the truncated
Coulomb potential one arrives at
G0(ρ, T,R
′
c) =
pi
3
2
2ρ
2erf(
√
T ) + erf(R′c −
√
T )− erf(R′c +
√
T )√
T
, (5.23)
which depends on the parameter T and the cutoff radius R′c = Rc
√
ρ. Unfor-
tunately, there is no obvious recurrence to compute higher order derivatives,
but (lengthy) explicit formulae are readily derived. Nevertheless, since the
explicit dependence on ρ is trivial, it is sufficient to be able to evaluate the
bivariate function (Rc’ and T ) and its derivatives with respect to T to be
able to evaluate the required four center integrals. An example higher order
derivative is shown in 5.1. Here, a largely automatic approach is presented
that yields an accurate and efficient procedure to evaluate representations of
these bivariate functions. This approach can be used with general operators
g(r), even if no explicit recurrences are known or if the numerical evalua-
tion is troublesome. For example, the procedure has also been tested on the
Yukawa potential, for which Ten-no [104] skillfully derived a sequence of suit-
able expressions. Therefore, this technique might be useful for investigating
density functionals that are based on a more flexible form of g(r).
In a first step, computer code for the explicit calculation of the function
and all required derivatives is generated by a computer algebra system. This
can be either an explicit expression, as obtained for the truncated Coulomb
operator, a symbolic Taylor series [50], or any other convenient representa-
tion. Neither efficiency nor stability of the generated expression are a par-
ticular concern at this point. On a potentially large set of reference points,
to be discussed below, this code is evaluated with arbitrary precision using
a multi precision floating point library (mpfr [110, 111]). By doubling the
number of digits employed in this evaluation until the result is accurate,
a good numerical quality of the reference data is guaranteed. In order to
evaluate accurately the higher derivatives of the TC operator, hundreds of
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digits are essential for the intermediate expressions. Finally, an automatic
piecewise bivariate interpolation of these reference points using Chebyshev
polynomials is performed. This bivariate interpolation is constructed using
the algorithm of Caliari et al. [112]. In this scheme, the full two dimensional
parameter space has first to be mapped on the square [−1, 1]2, which is the
natural domain for the interpolation. The function must also be defined on
the boundary of the domain. In this square, the Padua2D points of order n
are a special set of optimal nodes used for the polynomial interpolation,
ξ = (ξ1, ξ2) =
{
γ
(
kpi
n(n+ 1)
)
, k = 0, ..., n(n+ 1)
}
, (5.24)
with the generating curve
γ(t) =
(
− cos((n+ 1)t),− cos(nt)
)
, t ∈ [0, pi]. (5.25)
The usage of these points guarantees an almost optimal convergence with
increasing degree of the Chebyshev basis functions. The polynomial interpo-
lation of a two dimensional function f(x1, x2) is then given by
f(x1, x2) ≈
n∑
k=0
k∑
j=0
cj,k−jTˆj(x1)Tˆk−j(x2)− cn,0
2
Tˆn(x1)Tˆ0(x2), (5.26)
where the coefficients
cj,k−j =
∑
ξ∈[1,1]2
f(ξ)wξTˆ (ξ1)Tˆk−j(ξ2), 0 ≤ j ≤ k ≤ n (5.27)
with weights wξ and Chebyshev polynomials Tˆm of order m can be computed
once and for all and thus be stored in a table. Using the multi–precision
enabled code, these coefficients are computed and stored in a standard 64–
bit floating point representation. Function values of a bivariate function are
then evaluated based on Eq. 5.26, and thanks to the favorable properties
of the Chebyshev expansion, will be accurate to nearly machine precision,
provided the expansion is of sufficient order. This also holds for the Gn
functions required for the truncated Coulomb operator.
However, since the target function typically shows different behavior in
terms of smoothness and continuity at different argument ranges, it is not
beneficial to perform a global interpolation, as this requires a high order,
and thus expensive, interpolation. Instead, an adaptive scheme has been
devised, that, given a specified low order of the expansion, automatically
bisects the full domain (e.g. using alternate directions), until the accuracy
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of the interpolation is accurate to a given threshold (e.g. 10−12 or machine
precision). This procedure is facilitated by the fact that the Padua2D in-
terpolation procedure provides an automatic estimate of the accuracy [112].
As the procedure bisects the domain, computer code is generated such that
the proper interpolation coefficients can be found efficiently in a table of
patch–wise interpolating functions. In this way, evaluations of the interpo-
lation can be performed orders of magnitude more efficiently than with the
global interpolation. For the case of the truncated Coulomb operator, an
interpolation order of 13 has been employed. The down-side is of course that
the interpolation is only piece–wise contiguous, but nevertheless accurate to
the chosen threshold everywhere. Note, that the interpolation is constructed
for all derivatives simultaneously, i.e. Eq. 5.26 is never explicitely derived.
In terms of efficiency, it can be concluded that calculating the starting vec-
tor Gn for the truncated potential is approximately twice as expensive as
computing with an optimized implementation of the Γ–function the starting
vector for the full Coulomb potential. The code for evaluating Gn for the
truncated potential is available, as is the code for constructing the adaptive
interpolation [113].
5.3 Assessment and validation of the method
5.3.1 Illustration on gas and condensed phase systems
In this section, the convergence behavior of the truncated operator for in-
creasing cutoff radius Rc is investigated. As model systems, chains of poly-
ethylene and poly-acetylene with a length of about 38 A˚ (30 Carbon atoms)
have been chosen. For both systems, self consistent total energies have been
calculated within the Hartree-Fock/pc-2 [114, 115, 116] level of theory ap-
plying the standard Coulomb operator, which serves as a reference, and with
the truncated operator for different cutoff radii in the range of 0.1 to 15 A˚.
In order to illustrate the effect of the long-range correction, the same cal-
culations have been performed again including the correction based on the
PBE exchange hole. In addition, similar data for a two dimensional hexag-
onal boron-nitride mesh in periodic boundary conditions are presented. The
latter system consists of 128 atoms in total, has a dimension of 20.1 x 17.4 A˚
and was computed with a pc-1 basis set [114, 115, 116]. The reference value
has been obtained from an exponential extrapolation of the last three data
points.
All findings are summarized in Fig. 5.2. In the case of the uncorrected
TC operator, one observes that the total energy of all three systems decreases
90 CHAPTER 5. PERIODIC HFX
Figure 5.2: Shown are absolute errors in total energies with respect to the
limiting case Rc → ∞. Results for non-periodic poly-ethylene and poly-
acetylene are drawn in red and black respectively while results for periodic
hexagonal boron-nitride are displayed in green. Solid and dotted lines repre-
sent data obtained without and with the long-range correction. All errors are
scaled by the number of non-hydrogen atoms in each system. As shown in
the inset for poly-acetylene, the correction over- and underestimates the total
energy at different ranges, which is the cause of the spikes in the logarithmic
plot.
monotonically to the limiting value for increasing cutoff radius Rc. Further-
more, the logarithmic plot shows that all calculations converge approximately
exponentially to the correct value. The faster convergence for poly-ethylene
relative to poly-acetylene can directly be attributed to its larger band gap.
The computed HF band gaps are 13.67 eV, 7.34 eV and 13.95 eV for poly-
ethylene, poly-acetylene and the hexagonal boron-nitride mesh respectively.
The long-range correction improves upon the uncorrected total energies in
the short-range (0-2.5 A˚) but overestimates the correction to the total en-
ergy in the long-range part. It is not so surprising that the LRC does not
capture the tail of the exchange hole very well, since the underlying model is
essentially derived to capture the short range behavior of the exchange hole.
It appears that this model does not decay sufficiently fast. Very accurate
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Hartree-Fock energies are thus obtained more easily without correction.
This analysis suggests that Hartree Fock exchange calculations with a
truncated Coulomb potential could serve as an interesting tool for inves-
tigating the behavior of the exchange hole at different ranges, and could
support the development of new density based exchange hole models.
5.3.2 Barrier heights and reaction energies for gas phase
reactions
In order to analyze the accuracy of calculations based on the truncated
Coulomb potential, the method has been benchmarked against a database
established by Truhlar et al. [117]. This database consists of 22 reactions
involving 47 molecules in gas phase, and provides geometries of reactants,
products and saddle points. This database has been selected because reaction
energies are particularly sensitive to the precise treatment of exchange, and
because saddle point geometries usually involve somewhat de-localized elec-
tronic states. The dependence of the reaction energies and barriers heights
on the choice of Rc for both the PBE0-TC and the PBE0-TC-LRC func-
tionals has been investigated. In order to provide a reference, a comparison
of these results to the established PBE [96], PBE0 [28, 29, 30], HSE06 [31,
32] and MCY3 [41] functionals are presented. In addition, all benchmark
runs have been performed twice, once with an all–electron representation,
and once applying pseudo–potentials. All–electron calculations employ the
Gaussian and augmented plane waves (GAPW) method [15] and the MG3S
basis[118], while pseudo–potential calculations use the Gaussian and plane
waves (GPW) method [13], PBE optimized pseudo–potentials [119], and
molecularly optimized TZV2P basis sets [92]. All results are summarized
in Tab. 5.3. The first observation is that, as expected, the results of the
standard PBE0 calculations are recovered as Rc → ∞. Based on these re-
sults, the replacement of the standard HFX expression with its truncated
counterpart seems to be possible without loss of accuracy if Rc > 6.0A˚. As
emphasized before, this is system dependent, but appears to hold for the
(small) molecules in this test set. Interestingly, already for Rc = 4.0 A˚,
results obtained with either PBE0-TC and PBE0-TC-LRC are basically con-
verged. If some small influence on the final results can be tolerated, a choice
of Rc =4.0–6.0 A˚ appears appropriate, which can bring noticeable saving in
computer time for large systems. PBE0-TC and PBE0-TC-LRC appear only
significantly different at short-range Rc ≤ 2.5 A˚.
For the very short-range calculations (Rc = 0.5 A˚), where only the PBE0-
TC-LRC functional is meaningful, the calculations yield, as expected, ap-
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GAPW GPW
barriers energies barriers energies
PBE 9.9 3.3 9.1 2.3
PBE0 4.6 1.7 4.3 2.0
HSE06 4.6 1.7 4.4 2.1
MCY3 2.9 1.7 3.0 1.3
Rc [A˚] TC TC-LRC TC TC-LRC TC TC-LRC TC TC-LRC
∞ 4.6 4.6 1.7 1.7 4.3 4.3 2.0 2.0
8.0 4.6 4.6 1.7 1.7 4.3 4.3 2.0 2.0
6.0 4.6 4.6 1.7 1.7 4.3 4.3 2.0 2.0
4.0 4.4 4.5 1.7 1.7 4.2 4.2 2.0 2.0
3.5 4.2 4.2 1.7 1.7 4.0 4.0 2.0 2.0
3.0 3.8 3.8 1.7 1.7 3.5 3.6 2.0 2.0
2.5 3.2 3.2 1.5 1.6 3.0 3.0 1.9 1.9
2.0 2.7 2.6 1.4 1.4 2.5 2.5 2.0 1.9
1.5 3.4 3.3 1.5 1.5 3.1 3.1 2.1 2.1
1.0 5.0 5.0 3.1 2.0 4.5 4.7 2.5 2.0
0.5 7.6 8.8 2.6 2.1 7.4 8.5 2.3 2.7
Table 5.3: The table shows mean square errors in kcal/mol of classical barrier
heights and classical reaction energies with respect to experimental values.
The data is shown for standard functionals PBE, PBE0, HSE06 and MCY3,
and for the truncated Coulomb PBE0-TC and long-range corrected PBE0-
TC-LRC functionals. For the latter two functionals, truncation radii (Rc)
ranging from 0.5 A˚ to 8.0 A˚ have been employed. Calculations have been
performed using an all–electron approach (GAPW) using a MG3S basis and
pseudo-potentials (GPW) using a molecularly optimized TZV2P basis. Rel-
ative to experiment, the best results are obtained for Rc = 2.0A˚, shown in
bold.
proximately PBE results. It can be observed that in the intermediate range,
around Rc = 2.0 the best estimates are obtained for the reaction barriers,
similar in quality to MCY3. This suggests that the use of very short-range
exchange functionals, such as PBE0-TC-LRC at Rc = 2.0 A˚ is meaningful,
and that even more accurate functionals that explicitly limit the action of
exact exchange to such a short distance can be developed.
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5.3.3 Parallel performance
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Figure 5.3: A comparison of the scaling of the current (diamonds) and previ-
ous (circles, Ref. [35]) implementation of periodic HFX. The benchmark is 10
steps of ab initio molecular dynamics of 64 water molecules in PBC using a
TZV2P basis and pseudo potentials. The solid lines represent the time spent
in the HFX routines, the dashed time is total run time. Using 2048 cores,
successive Born-Oppenheimer MD steps take approximately 9s. All timings
on a Cray XT5 with 8 cores per node.
Given the computational cost of simulations including exact exchange,
an efficient and scalable implementation is essential if exact exchange is to
be a successful ingredient for simulations of large and complex systems. The
initial implementation presented in Ref. [35] scaled to a few hundreds of
cores for a condensed phase system containing 64 water molecules, described
with a TZV2P basis for both oxygen and hydrogen (2560 basis functions).
Combined with the in-core compression scheme and a multiple-timestep ap-
proach, this was sufficient to compute 13 ps of MD trajectory. As shown
in Fig. 5.3, the new implementation, using the PBE0-TC-LRC(Rc = 2.0)
functional, allows the same system to scale up to a few thousands of cores,
effectively allowing simulations to proceed ten times faster. Currently, 10 ps
of simulation can be obtained in two days, even without a multiple-timestep
scheme. As will be illustrated in Sec. 5.3.4, for systems that are computation-
ally more demanding than 64 water molecules, scalability to 10’000s of cores
94 CHAPTER 5. PERIODIC HFX
can be reached, effectively enabling CP2K [36] to obtain good performance on
the largest supercomputers currently available.
The basic parallelization strategy has remained unchanged from the ini-
tial implementation, i.e. replicated density and Kohn-Sham matrices are
made available on all MPI processes. Based on a load balancing step, the
work of each process is decided in advance, and computation proceeds in a
communication–free way until all local contributions to the Kohn-Sham ma-
trix have been computed, and the matrix can be redistributed and summed.
One key advantage of this approach is that full integral symmetry can be ex-
ploited. Furthermore, there are only communication steps in the beginning
and in the end, and these can be performed efficiently in a ring topology.
The disadvantage of this approach is that neither the communication nor
the memory decreases as the number of processes increases. The memory
bottleneck limits the size of the systems that can be studied, while the com-
munication bottleneck ultimately limits scalability, provided load balance can
be maintained throughout. However, the current implementation reduces the
impact of the matrix replication by employing a mixed MPI/openMP scheme,
where density and Kohn-Sham matrix are shared between the threads (one
per core) on a node. In this way, the communication needed for the replica-
tion is reduced, and, depending on the available RAM, much larger systems
(30000 basis functions and more for 16 Gigabytes per node) can fit in memory.
A further benefit of the MPI/openMP scheme is that load balancing between
threads can easily be performed. Such a dynamic load balancing is helpful
for inhomogeneous systems that are difficult to load-balance before the cal-
culations starts. Nevertheless, the importance of a good initial distribution
of work can not be underestimated, and a carefully constructed load balanc-
ing algorithm is essential. The full description of this part of the algorithm
is beyond the scope of the current paper. The basic ingredient is a bin-
ning procedure that collects batches of four center integrals of approximately
equal estimated computational cost. These bins, typically 64 per core, are
the basic unit of work and are distributed such that the computational load
is balanced.
5.3.4 The cohesive energy of LiH at Hartree-Fock basis
set limit
Recent HF and post-HF results on crystalline LiH [120, 121, 122, 123, 124]
have received much interest in the solid state community. The availability of
accurate reference numbers has made this system a challenging benchmark
to judge the accuracy of various theoretical methods applied to condensed
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phase systems. This work contributes to this ongoing research by computing
the HF cohesive energy of LiH near the basis set limit. These results have
been published in part in Ref. [123], where a comparison for the total energy
of the LiH crystal obtained directly using the truncated method with results
by Scuseria and co-workers based on extrapolation of screened exchange has
been presented. Here, these results are summarized and some more details
of these calculations are presented.
In a first step, an optimized basis set for an accurate HF calculation on
bulk LiH, similar in composition to the polarization consistent (pc-3) basis
sets derived by Jensen [114, 115, 116] has been constructed. The composition
of this basis set is 8s3p2d1f/6s3p2d1f and 13s6p2d1f/11s5p2d1f for Hydrogen
and Lithium (see Ref. [123] for details). The accuracy of the optimized basis
has been estimated to be within 0.001 a.u. of the basis set limit for the total
energy, while the basis set error on the cohesive energy is likely smaller than
0.1 %. All calculations, summarized in Tab. 5.4, have been performed on
the experimental cubic unit cell with linear dimension L = 4.084 A˚, which
contains 4 Li and 4 H atoms, using truncated HF without the long-range cor-
rection. Total energies have been computed for systems of increasing system
size by explicitely repeating this unit cell periodically in three dimensions.
The largest system employed, a 5x5x5 repetition, consists of exactly 1000
atoms and uses 37500 Gaussian basis functions. With increasing system size
the range of the truncated Coulomb operator has been increased as well.
The results have been found to converge exponentially with system size, and
an accurate estimate for the total energy per unit cell of approximately -
32.258179 a.u. could be obtained directly from a calculation of the largest
system. This number is in excellent agreement with the Pade´-extrapolated
SR-HFX results of Ref. [123], -32.258171 a.u.. By calculating the HF energy
of the H atom and the Li atom in periodic boundary conditions and retaining
the basis functions of all other (ghost) atoms in the unit cell, a consistent
number for the cohesive energy could be obtained. However, due to the fact
that unrestricted calculations are needed for the atoms, these calculations
are more demanding (memory-wise) than the bulk and are therefore only
performed for the 4x4x4 repetition of the basis cell. The 4x4x4 crystal re-
quired 11 Terabytes of memory for the integral storage. The best estimate
of the cohesive energy obtained in this way is -131.949 mEh. This result is
derived in an extrapolation–free way, and is based on just three calculations
(bulk LiH, and the atoms Li and H). It is in very good agreement with the
best estimate reported by Gillan et al. [120], -131.95 mEh. In order to in-
vestigate quantitatively the convergence of the energies with respect to Rc,
systematic calculations of the HFX energies for the 5x5x5 unit cell, using
a smaller basis set (adjusted pc-2 basis 4s2p1d/4s2p1d and 9s3p1d/9s3p1d
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Rc[A˚] E(HF)[a.u.] H[a.u.](a) Li[a.u.](b) 
coh
HF [a.u.]
2x2x2 4.0 -32.244609 -0.499957 -7.428493 -0.132702
3x3x3 6.0 -32.256844 -0.499974 -7.432137 -0.132100
4x4x4 8.0 -32.258022 -0.499974 -7.432582 -0.131949
5x5x5 10.0 -32.258179 N/A N/A N/A
Table 5.4: Results obtained with the truncated Coulomb operator and a
large and flexible basis for unit cells that are a multiple of the basic cubic
unit cell (4.084 A˚). The columns show the size of the unit cell, the range of
the truncated Coulomb operator (Rc), the Hartree-Fock energy per unit cell,
the H atom energy, the Li atom energy, and the cohesive energy respectively
(cohHF ).
for hydrogen and lithium respectively, 19000 basis functions in total) have
been performed. These results are presented in Tab. 5.5 and show that the
cohesive energy is obtained with milli–Hartree accuracy for Rc = 6 A˚, and
micro–Hartree accuracy for Rc = 10 A˚.
This system has also been used to measure the parallel efficiency of the
implementation. Using the 3x3x3 repetition of the basic unit cell, consisting
of 216 atoms and 8100 basis functions, calculations taking advantage of the
hybrid MPI/openMP approach discussed above have been performed. The re-
sults for this setup, summarized in Fig. 5.4, show that this approach scales
beyond 32’768 cores. The scaling is super-linear up to approximately 2048
cores, because the increasing amount of memory (2Gb/core) is used to store
four center integrals, and successive SCF steps benefit from the in-core stor-
age. The total amount of storage used for integrals exceeds 3 Terabytes in
this case. For the runs on more than 16’384 cores, the impact of the com-
munication becomes significant, and ultimately limits scalability. For this
system, the load balance remains excellent and the local construction of the
Fock matrix itself scales perfectly even at 65’536 cores.
5.3.5 The electronic structure of Rubredoxin
In order to demonstrate the ability of the truncated Coulomb method to com-
pute large, inhomogeneous condensed phase systems with high quality basis
sets, the electronic structure of a fully solvated Iron-Sulfur protein, Rubre-
doxin, in periodic boundary conditions, with a polarized triple zeta valence
basis set [125] for all atoms, including hydrogen has been computed. In
this setup, the system is described with 31247 basis functions, contains 2825
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Rc[A˚] E(HF)[a.u.] H[a.u.](a) Li[a.u.](b) 
coh
HF [a.u.]
3 -32.231006 -0.498769 -7.405766 -0.153216
4 -32.242905 -0.499298 -7.423518 -0.137911
5 -32.246980 -0.499325 -7.429613 -0.132807
6 -32.247893 -0.499326 -7.431395 -0.131252
7 -32.248177 -0.499326 -7.431845 -0.130873
8 -32.248275 -0.499326 -7.431944 -0.130798
9 -32.248308 -0.499326 -7.431964 -0.130787
10 -32.248321 -0.499326 -7.431967 -0.130787
Table 5.5: HF results obtained with the truncated Coulomb operator for
various values of Rc, without long-range correction. The 5x5x5 repetition
of the basic cubic unit cell (4.084 A˚) has been employed, together with a
smaller basis set. The columns show the range of the truncated Coulomb
operator (Rc), the Hartree-Fock energy per unit cell, the H atom energy, the
Li atom energy, and the cohesive energy respectively (cohHF ).
atoms and the unit cell has edges 31.136 x 28.095 x 30.502 A˚3. Due to the
Iron-Sulfur active site, the multiplicity of the system is 6. The same system
has been employed in earlier work with semi-local functionals to demonstrate
the ability to compute ab initio free energy differences [126] and total ener-
gies near the basis set limit [92] for systems containing nearly 3000 atoms. A
single point wavefunction optimization takes less than two hours, with about
two thirds of the time spent in the Hartree-Fock exchange routines using
8196 cores of a CRAY XT5. The storage needed for the integrals is approx-
imately 2.5 Terabytes, using a threshold of 10−8 for Schwarz screening and
the in-core compression scheme described in Ref. [35] With this calculation,
the difference in spin density distribution for the active site between a hybrid
functional (B3LYP [26, 24, 27, 127]) with the TC operator (Rc = 6.0A˚) and
a semi-local functional (BLYP [23, 24]) has been investigated. The result of
the calculation is illustrated in Fig. 5.5 where the difference in spin density
between the GGA and the hybrid calculation are shown. Not unexpectedly,
a more localized spin density is found with the hybrid functionals.
5.4 Conclusions
A new approach for Hartree-Fock calculations at the Γ–point using Gaussian
basis functions has been presented. This approach is based on the trun-
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Figure 5.4: Shown is the speedup obtained from a computation of the 3x3x3
repetition of the basic unit cell of LiH (8100 basis functions). Black and
red curves depict the observed speedups for the full calculation and for
the Hartree-Fock part respectively. Dotted lines correspond to theoretical
speedups assuming either an infinite amount of memory per node (blue) or
the actually 16 Gb per node (green). All calculations have been performed
using 8 threads per MPI process on a 8 core node (CRAY XT5).
cated Coulomb operator, and is demonstrated to be robust. With increasing
truncation radius, results converge exponentially to the limiting Hartree-
Fock values. Furthermore, a density functional based long-range correction
to the truncated Coulomb operator has been derived. With this correction,
very short-range exchange (Rc = 2.0 A˚) yields excellent results for reaction
energies and barrier heights. The finite range of the operator allows for ef-
ficient screening and can be exploited in a linear scaling implementation of
exchange. The current implementation is massively parallel and allows for
calculations on systems containing thousands of atoms and ten thousands of
basis functions. These developments will enable simulations based on hybrid
functionals that probe the rich chemistry and physics of large and complex
condensed phase systems.
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Figure 5.5: The left panel shows the unit cell of the solvated protein Rubre-
doxin, while the right panel focuses on its Iron-Sulfur active site. The con-
tour shows the difference in spin density distribution between calculations
performed with BLYP and B3LYP with the TC operator. Red indicates an
excess in spin density with the local functional, while green indicates an ex-
cess with the hybrid functional. Clearly, the use of a hybrid functional favors
localization of the spin density.
5.5 Appendix
5.5.1 Long-range correction
In this section, analytical expressions for the long-range part of the PBE
exchange hole enhancement factor are presented in closed form for any given
cutoff radius Rc. Indeed, based on J
PBE
x (s, y) as defined by Eq. 5.15 (see
Ref. [109] for details, including definition of the quantities A–H), one finds
that
FPBE,LRCx (s) = −
8
9
∫ ∞
R′c
yJPBEx (s, y)dy = −
8
9
(I1 − I2 + I3 + I4) , (5.28)
where
I1 = −A
2
exp
(
9
4
s2H
A
)
Ei
(
−9
4
s2H
A
− s2HR′2c
)
(5.29)
I2 = −A
2
Ei
(−s2HR′2c ) (5.30)
I3 = −A
2
Ei
(−(D + s2H)R′2c ) (5.31)
I4 = α
(
α0 + α2R
′2
c + α4R
′4
c
)
exp
(−R′2c (D +Hs2)) , (5.32)
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with
α =
1
2
1
(D + s2H)3
(5.33)
α0 = 2E +DC +D
2B + s2(HC + 2DHB + 2EG+DCF )
+ s4(H2B +HCF ) (5.34)
α2 = D
2C + 2DE + s2(2EH + 2DEG+ 2DHC +D2CF )
+ s4(2EGH + 2DHCF + CH2) + s6CFH2 (5.35)
α4 = D
2E + s2(D2EG+ 2DHE)
+ s4(2DHEG+ EH2) + s6EGH2 (5.36)
and
R′c = RckF (5.37)
kF denoting the local Fermi vector. Ei(x) is the exponential integral and
defined as
Ei(x) =
∫ x
−∞
et
t
dt. (5.38)
5.5.2 Stability criterion
In this section, the effect of thresholding and of the MIC on the stability
of the SCF is analyzed. Starting from the exchange energy for a system
containing N basis functions
EHFx = −
1
2
∑
µνλσ
P µσP νλ (µν|λσ)g , (5.39)
which can be rewritten in terms of matrix–vector products as the quadratic
form
EHFx = P
TvexactP, (5.40)
where vexact is a N
2×N2 matrix containing all four center integrals and P is
a vector of size N2 with the density matrix elements. If screening is applied
to the four center integrals using a given threshold , the above equation can
be written as
EHFx = P
TvscreenedP + P
TvP, (5.41)
where vscreened collects all integrals that pass the screening, i.e. contributions
that are larger than the threshold, and v is a matrix of error terms of order
O() that are ignored throughout the calculation. For a reliable and stable
optimization procedure, the maximum error introduced by ignoring PTvP
should be small.
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In order to get an estimate for the maximum magnitude of the error, it is
sufficient to obtain an estimate of the maximum eigenvalue of the P matrix,
because
PTvP ≤ λ2max(P)O(). (5.42)
The above formula can be derived under the assumption that the largest
eigenvalue of v is O(). In the worst case, this eigenvalue could be N2, but
is usually smaller (∼ N).
Since CTSC = 1 with C being the matrix of the molecular orbitals and S
the overlap matrix of the basis functions, the following upper bound for the
norm of C can be obtained:
||C|| ≤ 1√
λmin(S)
. (5.43)
Writing the density matrix P in terms of molecular orbitals, P = CCT, one
finds that
λ2max(P) ≤
1
λ2min(S)
. (5.44)
Finally, the above expression can be related to the condition number of the
overlap matrix
κ(S) =
λmax(S)
λmin(S)
≈ 1
λmin(S)
, (5.45)
where the largest eigenvalue of S is assumed to be of order one. Based on
these estimates one can conclude that the SCF calculations will be stable as
long as
 ≤ O
(
1
κ2(S)
)
. (5.46)
This stability estimate is usually too conservative but it does represent a
worst–case scenario. On the other hand, as long as the SCF is stable, it is
usually observed that λmax(P) ≈ O(1), which confirms that the error due to
screening is typically  per electron.
Finally, an analysis of the instability observed with the MIC algorithm
is presented. Essentially, the MIC can be interpreted as a calculation with a
truncated Coulomb potential using Rc = L/2, but with two sources of error
in the computed four center integrals. The first source of error is due to
the fact that only one term in the sum over b is retained, while the second
source of error is due to the fact that these integrals are computed with the
1/r operator. These errors add an additional term vMIC to the expression
EHFx = P
TvscreeningP + P
TvP + P
TvMICP, (5.47)
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which can not be controlled by the threshold . As before, the error related
to PTvMICP might grow quickly as the condition number of the basis set
becomes worse, explaining the stability of the algorithm with small and well
conditioned basis sets, and its instability with large and flexible basis sets.
5.5.3 Efficient near- and far-field screening
Determining in advance which four center integrals are smaller than a given
threshold, and can thus be ignored in the calculation, is important in an im-
plementation of HFX that targets large systems. Indeed, screening reduces
the number of integrals that need to be computed from O(N4) to O(N).
Two kinds of screening are commonly employed for the four center integrals,
namely near- and far-field screening. Near–field screening [42] relies on the
Schwarz-inequality and reduces the number of terms to O(N2) also for cal-
culations employing the 1/r operator, far–field screening only becomes really
efficient [51] for operators g(r) that decay faster than 1/r, and reduces the
number of required four center integrals to O(N). For systems with decaying
density matrix (i.e. systems with an electronic gap), combining near–field
screening with screening on the density matrix elements [48] also reduces
the effort to O(N). A brute force implementation of the screening, as im-
plemented in CP2K [36], is O(N2). It is therefore important to reduce the
pre-factor of this term as much as possible, and to have an efficient screening
algorithm. An approach which is sufficiently efficient to deal with systems
containing thousands of atoms without significant screening overhead is pre-
sented below.
For the near-field screening one can rely on the Cauchy-Schwarz inequal-
ity,
|(µνa|λbσb+c)| ≤ |(µνa|(µνa)| 12 · |(λσc|λσc)| 12 (5.48)
which only requires two center integrals. However, instead of storing or com-
puting these two center integrals, it is very efficient to instead parametrize
screening functions that are an upper bound to these integrals. These screen-
ing functions only depend parametrically on the interatomic distance Rµν but
are different for each type of Gaussian basis function (atom kind, shell, sets).
These fits can be easily performed once one observes (see Fig. 5.6) that the
logarithm of the integral is similar to a quadratic function at larger distance:
log
(
(µν|µν)(Rµν)
)
≈ a2R2µν + a0. (5.49)
This choice leads to the useful properties that the estimate decays mono-
tonically with increasing distance, and that the expression only requires the
square distance between the centers. The coefficients a0 and a2 are calculated
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Figure 5.6: Shown are plots for (µν|µν) as a function of the interatomic
distance Rµν for a lithium p-function and a hydrogen d function. The left
panel shows the calculated values and on the right panel the logarithm of
this data (dotted line) together with the fitting function (blue) is shown.
once and for all at the beginning of a calculation, minimizing an asymmetric
penalty function ∑
i
k(∆i)∆
2
i (5.50)
over a grid of suitably chosen values Riµν , with ∆i = log
(
(µν|µν)(Rµν)
)
−
(a2R
2
µν + a0), and k(∆i) = 1 if ∆i < 0 and k(∆i) = 10000 otherwise. This
choice of k guarantees that a2R
2
µν+a0 will be approximately an upper bound,
and not merely a least square fit. Clearly, once the coefficients are deter-
mined, obtaining a Schwarz estimate of the integral is particularly fast.
The far–field screening is currently based on a rather crude estimate,
which only flags if the integral will be smaller than a given threshold. For
the truncated Coulomb operator this estimate can be obtained easily. It
is based on the radii of the product densities of Rρµν for µν
a and Rρλσ for
λbσb+c, and cycles as soon as Rρµν + R
ρ
λσ + Rc < |P − Q|, where P and Q
are the centers of the product densities. The radii Rρµν and R
ρ
λσ are similarly
obtained from a two–parameter fit to precomputed values.
Chapter 6
Accurate Hartree-Fock energy
of extended systems using large
Gaussian basis sets [123]
Calculating highly accurate thermochemical properties of condensed matter
via wave function-based approaches (such as e.g. Hartree-Fock or hybrid func-
tionals) has recently attracted much interest. We here present two strategies
providing accurate Hartree-Fock energies for solid LiH in a large Gaussian ba-
sis set and applying periodic boundary conditions. The total energies were
obtained using two different approaches, namely a supercell evaluation of
Hartree-Fock exchange using a truncated Coulomb operator and an extrap-
olation toward the full-range Hartree-Fock limit of a Pade´ fit to a series of
short-range screened Hartree-Fock calculations. These two techniques agreed
to significant precision. We also present the Hartree-Fock cohesive energy of
LiH (converged to within sub-meV) at the experimental equilibrium volume
as well as the Hartree-Fock equilibrium lattice constant and bulk modulus.
6.1 Introduction
The high accuracy/cost ratio of Kohn-Sham density functional theory [12,
128] (KS-DFT) has been exhaustively demonstrated in the literature. In its
early days, KS-DFT using the local density approximation [12] was almost
exclusively applied by the solid state community. However, the advent of
generalized gradient approximations (GGAs, see e.g. Refs. [129, 130, 96]) to
the exchange-correlation (XC) functional and the introduction of nonlocal
Hartree-Fock (HF) exchange in hybrid functionals [131, 38] paved the way
for reasonably accurate applications to molecules as well.
104
6.1. INTRODUCTION 105
Within the framework of KS-DFT it is relatively easy to achieve basis set
convergence, and atomic forces can be calculated at little extra computational
cost. This is of paramount importance in the calculation of high-temperature
dynamical and thermodynamic properties by molecular dynamics simula-
tions. In particular, DFT statistical mechanics for both bulk materials and
for surface processes is routinely feasible (see e.g. Ref. [132], and references
therein). The principle limitation of KS-DFT lies in the accuracy of the
applied XC functional.
Discussing examples for some shortcomings of KS-DFT, it is well known
that standard local and semilocal approximations to the XC functional do not
yield accurate results for quasiparticle band-gaps of semiconductors and insu-
lators. Generally, they do not predict the correct adsorption sites and adsorp-
tion energies of molecules on metallic surfaces (for details see e.g. Ref. [133],
and references therein). Today’s DFT practitioner is confronted with these
shortcomings when choosing an XC functional for a specific application. Each
contemporary density functional has its relative merits but at the same time
drawbacks, which might impede finding an appropriate XC functional. Dif-
ferent density functionals have different merits and demerits, an unsatisfac-
tory situation. These inadequacies of semilocal KS-DFT have stimulated
some DFT groups to use wave function-based methods to benchmark or cor-
rect DFT results. Note that other researchers are directly applying wave
function-based techniques to materials science problems (see e.g. Ref. [134])
using the CRYSTAL code, but comparable assessments of the therein imple-
mented HF method close to the basis set limit is still an open issue.
Dramatic improvements for many properties of molecules as well as solids
can be achieved by mixing a fraction of nonlocal HF exchange (HFX) to
the remaining part of semilocal DFT exchange. Since these functionals do
not only depend on the electron density alone, but also on the KS sin-
gle particle wave functions, i.e. the orbitals, they are called hybrid func-
tionals. Therefore, these hybrid functionals can be seen as “mixed” wave
function-based and semilocal DFT methods. We refer the reader to a re-
cent review [135] of so-called screened hybrid functionals, as e.g. the Heyd-
Scuseria-Ernzerhof [31, 32] (HSE) functional, which was proposed to extend
the successes of hybrid functionals into condensed matter, by avoiding the
problematic effects of long-range HFX (see Ref. [135], and references therein).
Besides the successes of screened HFX applied to condensed matter, the
numerous methodological and algorithmic developments in the quantum-
chemistry community and the steady increase of computers’ efficiency in-
duced a drive to conceive and implement even more involved wave function-
based techniques, as e.g. local second-order Møller-Plesset perturbation the-
ory (MP2) [136, 137, 138], (resolution of the identity) atomic orbital Laplace
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transformed MP2 [139, 140, 141] and canonical MP2 [142, 122] for (infinitely)
extended systems of various dimensionality and applied basis functions. Fur-
thermore, recent reports in the literature on ab initio molecular dynamics
on condensed matter [35] employing the HSE screened hybrid functional il-
lustrate that, depending on implementation details, basis set and system,
wave function-based techniques are also applicable to statistical mechanics
calculations. These successful applications of wave function methods to large
systems show that they are able to tackle materials science problems with
possibly much better accuracy than conventional density functionals.
Recently published HF and post-HF calculations on crystalline LiH have
attracted much interest in the solid state community [121, 120, 124]. These
calculations represent a benchmark in terms of eliminating as many inaccura-
cies as possible while attempting to converge toward the so-called HF limit.
The approach in question employs calculations on a hierarchical series of
cluster models [121, 124], exploiting strengths and weaknesses of plane wave
pseudopotentials as well as local Gaussian basis sets. Accurate evaluation of
the total HF energy, as well as cohesive energy in the HF approximation em-
ploying exclusively Gaussian basis sets is desirable to bypass errors incurred
by the pseudopotential approximation. Admittedly, creating an all-electron
Gaussian basis set, which describes the crystal as well as the isolated atoms
equally well, is challenging. Referring to the arguments of Gillan et al., [120]
it is in general difficult to provide rigorous estimates how far the applied
basis set is from the HF limit. However, it is reasonable to question the
need for reaching the HF limit for particular materials properties, which is
substantiated in the present work.
We compare total HF energies of solid LiH using two different codes
employing Gaussian basis functions: (i) the Gaussian and augmented-plane
wave (GAPW) [13] code CP2K/Quickstep [14, 36] and (ii) a developmental
version of the GAUSSIAN suite of programs [143]. We show that the cohesive
energy of the crystal is converged to within sub-meV accuracy in our given
large Gaussian basis set (see Tab. 6.1). Computational and methodological
details are presented in Sec. 6.2. Results for cohesive energies, theoretical
lattice constant as well as bulk modulus are in Sec. 6.3. Conclusions are
drawn in Sec. 6.4.
6.2 Computational details
In the following sections, we describe important computational details, such
as the Gaussian basis set, the evaluation of full-range HFX based on the
short-range (SR) HFX implementation [51] in the GAUSSIAN suite of pro-
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grams as well as the method applied for the extrapolation of the SR-HFX
energy to the full range limit based on Pade´ approximants. Furthermore, im-
plementation details on the direct evaluation of HFX via the CP2K/Quickstep
code are presented.
6.2.1 Basis set
The basis set used for this calculation has been specifically constructed for the
current purpose, which is an accurate but computationally feasible HF calcu-
lation on bulk LiH. The basis constructed here is similar to the polarization
consistent (pc) basis sets derived by Jensen [114, 115, 116]. Jensen introduced
a sequence of quasi-optimal basis sets (pc-[0-4]) that rapidly converge to the
HF and DFT basis set limit. The pc-3 basis set gives atomization energies
with a mean error smaller than 1 kJ/mol. For H and Li the pc-3 basis set
has a composition 9s4p2d1f/5s4p2d1f and 14s6p2d1f/6s3p2d1f respectively,
while we adopt 8s3p2d1f/6s3p2d1f and 13s6p2d1f/11s5p2d1f. However, the
primitives of the basis employed here are non-standard and optimized for the
present calculations.
In a first step, we have removed primitive Gaussians with exponents
smaller than 0.15 bohr−2, since diffuse basis functions are technically trou-
blesome. Diffuse functions, which are needed to describe density tails in
atoms or molecules, are not needed in the bulk of densely-packed solids with
large band gaps as the case of LiH. Indeed, we exploit the fact that the basis
functions on the lattice sites are available for the expansion of any orbitals,
be it the crystal orbitals in the bulk or the atomic orbitals of the isolated
atoms. This basis is thus only suited for atomic or surface calculations if
ghost basis functions are left in the regular lattice positions to appropriately
describe the aforementioned tails of the electron density.
In a second step, all but the core exponents have been optimized by mini-
mizing the energy of bulk LiH subject to a restraint on the condition number
of the overlap matrix. This procedure is similar to the one employed for
the molecularly optimized basis sets described in Ref. [92]. In CP2K, density
functionals that do not include Hartree-Fock exchange can be computed in a
highly efficient manner, and in order to make this procedure computationally
efficient, such a semilocal density functional (B88 [23]) has been employed
in the optimization process. The resulting basis is well conditioned, the
condition number of the overlap matrix is 2.8 × 104 for bulk LiH. We have
estimated the accuracy of the optimized basis by comparing to pc-4-like basis
sets, which for this system are only feasible with local DFT, and estimate
the total energy of bulk LiH (per unit of LiH) to be well within 0.001 a.u. of
the basis set limit, while the basis set error on the cohesive energy is likely
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smaller than 0.1% (0.0001 a.u.). The details of this optimized basis set are
summarized in Tab. 6.1.
species l exponent coefficient species l exponent coefficient
H s 0.27463675e02 1.00000000 Li s 0.13360341e04 1.00000000
s 0.68559258e01 1.00000000 s 0.44429982e03 1.00000000
s 0.17679972e01 1.00000000 s 0.14779702e03 1.00000000
s 0.51181842e00 1.00000000 s 0.49209451e02 1.00000000
s 0.20167548e00 1.00000000 s 0.16428957e02 1.00000000
s 0.30797000e04 0.00023473 s 0.55293994e01 1.00000000
0.46152000e03 0.00182450 s 0.19052824e01 1.00000000
0.10506000e03 0.00959330 s 0.70025874e00 1.00000000
p 0.21240865e01 1.00000000 s 0.29958682e00 1.00000000
p 0.10736812e01 1.00000000 s 0.16636288e00 1.00000000
p 0.56838662e00 1.00000000 s 0.70681000e05 0.00000544
d 0.92833840e00 1.00000000 0.13594000e05 0.00003328
d 0.49583000e00 1.00000000 0.31004000e04 0.00019175
f 0.12073480e01 1.00000000 p 0.15709110e01 1.00000000
p 0.74875864e00 1.00000000
p 0.38614089e00 1.00000000
p 0.22620503e00 1.00000000
p 0.28500000e02 0.00036754
0.66400000e01 0.00322359
d 0.77920820e00 1.00000000
d 0.40789925e00 1.00000000
f 0.73706300e00 1.00000000
Table 6.1: Details for the adopted basis sets for the compositions
8s3p2d1f/6s3p2d1f and 13s6p2d1f/11s5p2d1f of Hydrogen and Lithium re-
spectively. Shown are angular momentum, Gaussian exponent and corre-
sponding contraction coefficients.
6.2.2 Extrapolation of SR-HFX to full range (GAUSSIAN)
All Gaussian calculations presented in this work are based on a very efficient
implementation of the SR-HFX energy exploiting a distance based screening
protocol [51]. Using local basis functions it is convenient to express the HFX
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energy for closed-shell as
EHFx = −
1
2
∑
µνλσ
PµλPνσ(µν|λσ)g, (6.1)
where Pµν are density matrix elements and
(µν|λσ)g =
∫
µ(r1)ν(r1)g(r12)λ(r2)σ(r2) dr1dr2 (6.2)
are the four-center electron repulsion integrals (ERIs), represented in an
atomic orbital basis. The applied interaction potential g(r12) is usually equal
to the Coulomb kernel 1
r12
.
For large gap systems, it has been shown that local single particle wave
functions as well as the corresponding density matrix decay like e−h|r1−r2| for
large |r1−r2|, where h is proportional to
√
Egap, the square-root of the band
gap of the system of question [144, 145, 43, 44]. This is the basic motivation
behind SR-HF as e.g. used in the successful HSE hybrid functional [31, 32].
HSE is based on a screened Coulomb interaction g(r12) splitting the conven-
tional Coulomb kernel, 1
r12
, into
1
r12
=
erfc(ω r12)
r12︸ ︷︷ ︸
SR
+
erf(ω r12)
r12︸ ︷︷ ︸
LR
, (6.3)
where the long-range (LR) and short-range (SR) parts of the interaction are
described by the computationally convenient error function and its comple-
ment, respectively. The parameter ω in Eq. 6.3 determines the extent of the
range separation of the Coulomb interaction.
In view of the relatively large HF band gap of LiH (10.8 eV) [146] and
the fast decay of the density matrix, we will calculate the total HF energy
by doing a series of SR-HF calculations at different ω, and extrapolating to
ω → 0. As corroborated by numerical results shown in Sec. 6.3, such an
extrapolation of the screened HF energies of the crystal to the full-range HF
limit in the specified basis set is numerically robust and reliable.
All calculations are based on a locally modified development version of
the GAUSSIAN electronic structure program [143]. Hence, the total energies
presented in Sec. 6.3 do not include any DFT contributions. Only Hartree
and screened HFX energies are evaluated. The RMS convergence criterion
for the density matrix in the self-consistent-field (SCF) iteration was set
to 10−7 a.u., which implies an energy convergence no worse than at least
10−8 a.u. (GAUSSIAN keyword: SCF=Tight). Furthermore, a 24 × 24 × 24
110 CHAPTER 6. HFX IN EXTENDED SYSTEMS
mesh of k points was used, which is equivalent to 6912 k points and thus
all calculations are sufficiently converged with respect to k points. The large
band gap of LiH in the HF approximation (see above) substantially helps
converging the k-point integration.
Following ideas found in the literature [147, 148], we apply Pade´ approx-
imants of various orders to the obtained series of screened HF energies. The
actual form of the Pade´ approximants are the rational polynomials
p(x)
q(x)
=
∑n
i=0 pi x
i∑m
j=0 qj x
j
. (6.4)
Eq. 6.4 represents the general expression of a Pade´ approximant of order
[n/m]. Throughout this work only diagonal rational polynomials are ap-
plied [147, 149], which means that the order of the polynomial in the numer-
ator equals the order of the polynomial in the denominator. Note that the
number of parameters to be fitted is 2n + 1 in the case of diagonal polyno-
mials. This is the minimum number of data points, which must be included
in the least-squares fit.
For all extrapolations employed in the present work, ω has been chosen
to lie in the interval [0.04 ; 1.0]. In order to put a higher weight to the area
near to full-range HF we decided to increment ω by 0.005 up to 0.1 and
increment ω by 0.01 up to a value that amounts to 0.2. For the remaining
interval of larger ω values, the screening parameter was incremented by 0.1.
As a consequence, each fit is based on 31 data points, representing pairs of
the screening parameter ω and the corresponding SR-HF energy.
The HF equilibrium lattice constant and bulk modulus have been ob-
tained by fitting the volume dependence of the static lattice energy to the
Murnaghan equation of state [150]. The points were chosen in order to cover
a range of ±3% around the supposed equilibrium lattice constant of 4.108 A˚
(seven-points-fit).
6.2.3 HFX and periodic boundary conditions using Gaus-
sian basis functions
In hybrid functionals, which incorporate a fraction of nonlocal HFX (Eq. 6.1),
the decay of the Hamiltonian matrix elements (see Sec. II of Ref. [16]) with
distance is determined by two factors: (i) the decay behavior of the density
matrix, Pµν , and (ii) the decay behavior of the ERIs. For metallic as well as
insulating systems, a screened Coulomb interaction accelerates the conver-
gence of the ERIs in real-space drastically, i.e., the number of replica cells
needed for convergence is substantially decreased (see Refs. [151] and [152]).
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Fock exchange calculations involving the long-range tail of the Coulomb inter-
action (e.g. in the ω → 0 limit, see Eq. 6.3, in long-range corrected hybrids
or in global hybrids), both the density matrix and the ERIs influence the
convergence of the HFX energy.
It is a matter of fact, that due to the algebraic structure of Eq. 6.1, con-
tributions to the HFX energy can be significant even far from the central cell,
precluding an early truncation of the lattice sum (see Eq. 2.4 in Ref. [16]).
Small exponent basis functions involved in the calculation of the density
matrix become important factors determining the computational workload.
Calculations under periodic boundary conditions (PBC) involving SR-HFX
with a reasonably large value for the screening parameter ω (Eq. 6.3) are
tractable for moderately diffuse Gaussian basis functions, i.e. minimal expo-
nent equals ≈0.2. Conventional HF or long-range HF calculations are likely
to be computationally prohibitive except for high-exponent Gaussian basis
sets. The relatively large and diffuse basis set used in this work (see Tab. 6.1)
prevents calculating the HFX at or close to ω = 0, i.e. the long-range limit
for this particular system in the given basis. As shown by the results pre-
sented in Sec. 6.3, a numerically stable fit to a sufficiently large series of
SR-HFX calculations is practicable to calculate an accurate estimate for the
HF energy of extended (insulating) systems using large Gaussian basis sets.
In summary, ω = 0 is not practical whereas a 31 point ω extrapolation works
very well.
6.2.4 Direct calculation of HFX (CP2K)
The focus of CP2K is the simulation of complex systems, with a variety of
methods. Recently, the capability to perform first principles molecular dy-
namics simulation with density functionals including a fraction of Hartree-
Fock exchange has been implemented and demonstrated for condensed phase
systems containing a few hundred atoms [35]. With this goal in mind, the
implementation is massively parallel, focuses on in-core calculations, uses
the Γ point only, and does not exploit molecular or crystal symmetries. The
implementation was based on a minimum image (MI) convention [102] and
employed a standard 1/r Coulomb operator. The current implementation,
which will be described in detail elsewhere [95], goes beyond the minimum
image convention, and instead employs a truncated Coulomb operator which
is defined as
g(r12) =
{
1
r12
, r12 ≤ Rc
0, r12 > Rc.
(6.5)
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This operator was suggested by Spencer and Alavi [103] to obtain rapid con-
vergence for the Hartree-Fock energy with respect to the k-point sampling of
the exchange energy in periodic systems. Note that the use of the truncated
Coulomb operator implies that the exchange energy is unconditionally con-
vergent for all k points. Furthermore, since exchange in insulators is effective
on shorter range compared to the electrostatic interaction, results converge
exponentially to the Hartree-Fock limit as Rc is increased. In line with the
results presented in Ref. [103], we find that for a cubic cell with edge L and
Rc = L/2, converged results of the exchange energy can be obtained using
the Γ point only. Of course, this requires that the computational cell is
sufficiently large so that the Γ-point approximation is acceptable, which in
turn requires that the extent of the maximally localized Wannier functions
is smaller than L/2. Consequently, the exchange energy computed in CP2K
is defined as
−1
2
∑
i,j
∫ ∫
ψi(r)ψj(r)g(|r − r′|)ψi(r′)ψj(r′) d3rd3r′, (6.6)
where ψi are the wave functions at the Γ point. In the Gaussian basis set
employed, the exchange energy per cell is thus obtained from
−1
2
∑
µνγδ
∑
abc
P µγP νδ(µνa|γbδb+c)g, (6.7)
where µ, ν, γ, δ are the indices of the basis functions in the central cell, and
a,b, c run over all image cells. Due to the rapid decay of the basis functions,
sums over image cells a and c converge quickly. The sum over b converges
quickly and unconditionally for our choice of g(r12). Further technical details,
including how to compute efficiently and accurately the required four center
integrals (µνa|γbδb+c)g will be presented elsewhere [95].
6.3 Results
6.3.1 HF energy of LiH at experimental volume using
Pade´ approximants
Fig. 6.1 depicts the obtained series of 31 data points of screened HF ener-
gies for various values of ω ∈ [0.040 ; 1.0] (see Sec. 6.2) calculated at the
experimental lattice parameter. The series of calculated energies clearly con-
verges to a certain limit with decreasing ω. At this point we remind the
reader that for the limit ω → 0 the SR Coulomb kernel given in Eq. 6.3
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approaches the full-range 1/r operator. As shown in Fig. 6.1 and outlined in
Sec. 6.2, the density of data points increases significantly toward the ω → 0
limit. Tab. 6.2 presents results for several least-squares fits obtained using
rational polynomials up to order seven. In addition, correlation coefficient
r, root-mean-square-deviation (RMSD) as well as relative RMSD, which is
normalized to the range of observed data, i.e. calculated energies, are shown.
Since r is very close to 1, we decided to present in Tab. 6.2 (1 − r), where
a value of zero means perfect agreement between calculated data points and
fit.
Apparently, the RMSD as well as relative RMSD values decrease with
increasing order of the rational polynomial applied to the fit. Rational poly-
nomials of order eight or beyond (not shown in Tab. 6.2) lead to unstable fits
and the goodness of the fit deteriorates. According to Tab. 6.2 the optimal
order of the Pade´ approximant is [7/7], which was used for all extrapolations
employed in this work.
Fit (1-r)(a) RMSD(b) RMSD%(c) E(HF) [a.u.]
[1/1] 6.7e-05 0.0185955 0.3654035 -32.3526129
[2/2] 5.7e-08 0.0005666 0.0111347 -32.2472782
[3/3] 5.5e-07 0.0018244 0.0358500 -32.2521383
[4/4] 2.0e-10 0.0000364 0.0007156 -32.2585728
[5/5] 7.9e-10 0.0000759 0.0014909 -32.2588628
[6/6] 1.5e-09 0.0001109 0.0021803 -32.2576031
[7/7] 6.2e-15 0.0000002 0.0000046 -32.2581712
(a) r: correlation coefficient (see text for details).
(b) RMSD: root mean square deviation.
(c) RMSD%: normalized root mean square deviation.
Table 6.2: Results for the Pade´ fits to the 31 SR-HF energies [a.u.] of LiH
at experimental lattice constant (4.084 A˚) for a cell containing four LiH ion
pairs. The first column shows the order of the Pade´ polynomials representing
them by the order of the polynomial of the numerator and denominator,
respectively (in squared brackets). The extrapolated total HF energy for the
cell is given in Hartree atomic units.
As a next step we had to validate the [7/7] polynomial, since it is well
known, that algorithms for interpolation are straightforward, whereas for ex-
trapolation care must be taken. A plausible strategy is simply the prediction
of energies for a certain value of ω not included in the fit. Table 6.3 shows a
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#dp ω ESR−HF [a.u.] Efit [a.u.] Error %-Error
24 0.070 -31.630779 -31.630965 -0.0001817 0.000574
25 0.065 -31.675185 -31.675183 0.0000010 -0.000003
26 0.060 -31.719533 -31.719533 0.0000003 -0.000001
27 0.055 -31.763998 -31.763998 0.0000003 -0.000001
28 0.050 -31.808571 -31.808571 0.0000003 -0.000001
29 0.045 -31.853244 -31.853244 0.0000003 -0.000001
30 0.040 -31.898007 -31.898007 0.0000004 -0.000001
Table 6.3: Validation of the [7/7] Pade´ fit. The first column gives the number
of data points (i.e. SR-HF energies) included for a [7/7] Pade´ fit in order to
predict the SR-HF energy corresponding to the ω value given in the second
column. Deviations between calculated and fitted SR-HF energies are given
in the fifth and sixth column, respectively.
series of predictions for screened HF energies for a series of ω’s starting from
ω = 0.070 a.u.−1. The corresponding screened HF energy has been estimated
based on a [7/7] fit using 24 data points, where ω ∈ [0.075 ; 1.0]. As can be
seen from Tab. 6.3, it is remarkable that the resulting error is only one order
of magnitude larger than the applied SCF convergence criterion (see Sec. 6.2).
The error for the predicted energies is practically converged after inclusion
of only one further data point and amounts to 3×10−7 a.u.. Hence, the error
incurred by the fit to the Pade´ approximant is much lower than the con-
vergence threshold in the SCF procedure. By virtue of the aforementioned
validations it is safe to give the total HF energy for a unit cell containing four
LiH ion pairs at experimental lattice constant (4.084 A˚) with a precision of
five decimals in Hartree atomic units, which amounts to −32.25817 a.u.. The
total HF energy per formula unit at experimental lattice constant is given in
Tab. 6.4 and compared with the HF energy obtained using CP2K. Both values
agree excellently to significant precision.
6.3.2 HF lattice constant and bulk modulus with
GAUSSIAN
Fig. 6.2 shows the seven-points-fit of the obtained Pade´ extrapolated HF
energies to the Murnaghan equation of state as outlined in Sec. 6.2.2. The
RMSD value of this fit amounts to 1.4× 10−4. The resulting HF equilibrium
lattice constant of LiH equals 4.105 A˚ and is in excellent agreement with
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Figure 6.1: (Color online) Convergence of the SR-HF energy [a.u.] of a
LiH unit cell containing four LiH ion pairs at experimental lattice constant
(4.084 A˚) with decreasing screening parameter ω involved in the short-range
Coulomb interaction. Gaussian results for each ω are represented by crosses.
The line shows the [7/7] Pade´ fit to the numerical data (see text for de-
tails). The inset gives SR-HF energies for ω ∈ [0 ; 0.1] a.u.−1 as well as the
extrapolated value for ω = 0 in Hartree atomic units.
the result obtained by Gillan et al. (see Tab. 6.4). The corresponding bulk
modulus of LiH amounts to 32.34 GPa, which is again in very good agreement
(0.9% deviation) with the results obtained by aforementioned workers. Note
that bulk moduli are quite sensitive to the equilibrium volume at which they
are evaluated and overall good indicators for the quality of the underlying
energies at the various volumes.
6.3.3 Total and cohesive energy at experimental vol-
ume with CP2K
Total energies have been computed for systems of increasing system size
by explicitly repeating the cubic unit cell periodically in three dimensions.
The largest cell employed is a 5× 5× 5 repetition of the basic cubic cell, and
contains exactly 1000 atoms. For this system, 37500 Gaussian basis functions
are used for the expansion of the molecular orbitals, which makes this a
computationally demanding simulation. With increasing system size, we also
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Figure 6.2: (Color online) Murnaghan equation of state (red/gray line) for
LiH obtained using the HF approximation. Each of the seven points corre-
sponds to the extrapolated least-squares fit of 31 screened HF energies to a
Pade´ approximant of order [7/7] (see text for details).
increase the range of the truncated Coulomb operator, in steps of 2 A˚ up to
a maximum of 10 A˚ (see Tab. 6.5). The Γ-point approximation therefore
converges quickly (exponentially) to the HF limit of this system. We thus
obtain from a direct calculation, without extrapolation, an accurate estimate
of the total energy per unit cell of approximately -32.258179 a.u.. The finite
size error on this result is estimated to be smaller than 50 µEh. Furthermore,
this number is in excellent agreement with the Pade´-extrapolated SR-HF
results (-32.258171 a.u., Tab. 6.2), and thus provides numerical evidence for
the quality of both approaches. Calculating the HF energy of the H atom and
the Li atom with the current basis set, in periodic boundary conditions and
retaining the basis functions of all other atoms in the unit cell, we can obtain
a consistent estimate of the cohesive energy. In our approach, due to the fact
that unrestricted calculations are needed for the atoms, these calculations are
even more demanding than the bulk, and have only been performed up to a
4× 4× 4 repetition of the basis unit cell. Our best estimate for the cohesive
energy, obtained from just three calculations (bulk LiH, and the atoms Li,
H) without extrapolation, is -131.949 mEh. Also here, the finite size error is
estimated to be smaller than 50 µEh. This number is in excellent agreement
with the best estimate obtained by Gillan et al. [120] -131.95 mEh.
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E(HF) [Eh] ε
coh
HF [mEh] a0 [A˚] B [GPa]
GAUSSIAN -8.064543a 4.105 32.34
CP2K -8.064545a -131.949a
CRYSTALb -129.14 4.121 28.3
CRYSTALc -130.16
VASPd -131.7a
Gillan et al.e -131.95a
Gillan et al.e -131.99 4.108 32.05
a calculated at experimental lattice constant (4.084 A˚).
b Ref. [138]. c Ref. [153]. d Ref. [122]. e Ref. [120].
Table 6.4: Summary of total HF energies per formula unit, HF cohesive
energies, equilibrium lattice constants and bulk moduli of LiH obtained using
GAUSSIAN and CP2K. For comparison purpose, results found in the literature
are included.
It is noteworthy to comment on the calculated HF cohesive energies of
LiH obtained using the CRYSTAL code (see Tab. 6.4). As already mentioned in
the introduction, an assessment of the HF method implemented in CRYSTAL
close to the basis set limit has not been published yet. However, in view of the
fact that all cohesive energies of LiH obtained using CRYSTAL are above the
correct value, it appears that the Gaussian basis sets used for the cohesive
energy calculations in Refs. [153] and [138] are too restricted to obtain a
comparable high level of accuracy to the one pursued in the present work. A
comment in Sec. 3.1 of Ref. [138] makes it appear unlikely that calculations
close to the HF limit will be feasible using the current CRYSTAL code.
6.4 Conclusions
The Hartree-Fock energy of solid LiH has been calculated using large Gaus-
sian basis sets. Two different approaches, extrapolation of a Pade´ fit to
a series of SR-HFX calculations and direct calculation using a truncated
Coulomb operator, have been found to yield total energies that agree to
better than 0.1 mEh. Calculations of the cohesive energy, the equilibrium
lattice constant and the bulk modulus agree with the best estimates avail-
able in literature. These results show that robust and accurate calculations
with nearly converged Gaussian basis sets have now become possible in the
condensed phase at least for large band gap systems. However, we reiterate
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Rc[A˚] E(HF)[a.u.] H[a.u.]
(a) Li[a.u.](b)εcohHF [a.u.]
2×2×2 4.0 -32.244609 -0.499957 -7.428493 -0.132702
3×3×3 6.0 -32.256844 -0.499974 -7.432137 -0.132100
4×4×4 8.0 -32.258022 -0.499974 -7.432582 -0.131949
5×5×5 10.0 -32.258179 N/A N/A N/A
(a) basis set limit -0.500000
(b) basis set limit -7.432727
Table 6.5: Results obtained with CP2K and the truncated Coulomb operator
for unit cells that are a multiple of the cubic unit cell (4.084 A˚). The columns
show the size of the unit cell, the range of the truncated Coulomb operator
(Rc), the Hartree-Fock energy per four LiH ion pairs, the H atom energy, the
Li atom energy, and the cohesive energy (εcohHF ), respectively.
that the computational workload for both methods introduced in the present
work is strongly dependent on the decay properties of the density matrix.
Thus, for e.g. small gap semiconductors it is very likely that extrapolation
of SR-HFX energies to full range would become difficult whereas the trun-
cated Coulomb operator approach will still be robust enough to enable small
gap materials being treated on the HF level using large Gaussian basis sets.
Certainly, high accuracy results ask for tailoring high quality basis sets, as
the one introduced in this work. Clearly, finding the optimal Gaussian basis
set is certainly nontrivial and the degree of complexity in this task increases
with the complexity of the material of interest. Finally, we stress that these
results will contribute to the growing usefulness of hybrid density functionals
for condensed phase applications and opens, for these systems, the way to
accurate calculations based on post-Hartree-Fock methods.
Chapter 7
Auxiliary Density Matrix
Methods (ADMM) for Exact
Exchange calculations [154]
The calculation of Hartree-Fock exchange (HFX) is computationally demand-
ing for large systems described with high quality basis sets. In this work,
we show that excellent performance and good accuracy can nevertheless be
obtained if an auxiliary density matrix is employed for the HFX calculation.
Several schemes to derive an auxiliary density matrix from a high quality
density matrix are discussed. Key to the accuracy of the auxiliary den-
sity matrix methods (ADMM) is the use of a correction based on standard
generalized gradient approximations for HFX. ADMM integrates seamlessly
in existing HFX codes, and in particular can be employed in linear scaling
implementations. Demonstrating the performance of the method, the ef-
fect of HFX on the structure of liquid water is investigated in detail using
Born-Oppenheimer molecular dynamics simulations (300 ps) of a system of
64 molecules. Representative for large systems are calculations on a solvated
protein (Rubredoxin), for which ADMM outperforms the corresponding stan-
dard HFX implementation by approximately a factor 20.
7.1 Introduction
The success of density functional theory (DFT) can be attributed to the fact
that it can provide an accurate description of the electronic structure at a
moderate computational cost. DFT has become a unique tool to describe
systems containing hundreds to thousands of atoms. Not only is it possible
to describe molecules in the gas phase, properties of condensed phase systems
119
120 CHAPTER 7. ADMM
such as liquids and solids can also be computed. For these systems, using
contemporary computer resources, it has become possible to go beyond a
static description of matter, and finite temperature effects can be included
directly through ab initio molecular dynamics (MD) simulations. Large scale,
condensed phase and dynamical simulations have mostly adopted a relatively
simple form for the exchange and correlation functional, namely the semi-
local generalized gradient approximation (GGA). However, it becomes in-
creasingly clear that an improved description of the electronic structure, and
thus more accurate results, can only be obtained by functionals that go be-
yond the GGA form, and incorporate a non-local term such as Hartree-Fock
exchange (HFX). The computational cost of these non-local terms is typically
much larger than that of the local terms. Consequently, there is significant
interest in finding efficient approaches to deal with these non-local forms.
The efficiency of a HFX calculation depends strongly on the algorithm
employed. A straightforward implementation based on localized basis sets
scales with the fourth power of the system size. However, integral screen-
ing [42] reduces the scaling with system size to quadratic, and for short range
operators, such as screened [51] or truncated exchange [95, 103, 155, 156], to
linear scaling. Non-metallic systems furthermore allow for a screening on the
density matrix [48], which leads to linear scaling also for long-range opera-
tors. Using these techniques, HFX can be evaluated also for condensed phase
systems containing a few thousand atoms [95], and can be used to perform
ab initio molecular dynamics simulations [35]. Despite the favorable scaling
with system size, HFX calculations scale very poorly with basis set quality.
This is an important issue, since high quality results not only require accurate
functionals, but also good basis sets. There are several reasons why the cost
of HFX depends very strongly on the basis employed. Indeed, even in a linear
scaling code, the cost increases with the fourth power of the number of (prim-
itive) basis functions per atom. Basis sets with a high l-quantum number
(polarization functions) are therefore costly, as the number of basis functions
per atom grows quadratically with l. Heavily contracted basis functions, such
as the molecularly optimized basis sets proposed in Ref. [92] , are expensive
since for each quartet of basis functions a very larger number of primitive
integrals needs to be considered. Very flexible basis sets, or basis sets with
diffuse primitives are costly for several reasons. First, diffuse primitives are
non-zero in a larger part of space, and thus screening becomes less efficient.
This is particularly important in condensed phase systems, where periodic
boundary conditions provide a potentially unlimited number of interacting
atomic sites. Second, uncontracted diffuse primitives influence the condition
number of the overlap matrix (S) strongly, and a poor condition number in
turn implies that a tighter screening threshold has to be employed [95] to
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obtain a stable self consistent calculation. Third, the sparsity of the matrix
representation of the density matrix (P ) also depends strongly on the con-
dition number of S, making density matrix screening less efficient for poorly
conditioned basis sets. Tab. 7.1 illustrates this problem by providing costs
and maximal thresholds needed in order to get converged results for a water
cluster containing 20 water molecules. Clearly, a technique which reduces the
basis κ(S) threshold cost [ERIs] cost [s]
3-21G* 4.9E+01 1.0E-04 2.3E+07 0.06
6-31G** 2.1E+02 1.0E-05 5.2E+08 0.35
6-311G++G** 1.2E+05 1.0E-07 1.1E+10 11.71
pc-0 5.2E+01 1.0E-04 1.7E+07 0.07
pc-1 4.5E+03 1.0E-05 4.4E+08 0.50
pc-2 5.7E+05 1.0E-07 2.0E+10 11.21
aug-pc-1 1.4E+06 1.0E-08 5.0E+10 53.23
aug-pc-2 3.9E+08 1.0E-09 1.5E+12 766.92
def2-QZVP 7.1E+04 1.0E-08 3.2E+11 127.16
aug-def2-QZVP 8.5E+05 1.0E-08 6.2E+11 331.61
Table 7.1: Impact of the basis set quality for the wavefunction optimization
of a 20 water cluster. The condition number κ(S) of the overlap matrix
determines the maximal possible screening threshold. The latter needs to
be chosen more tightly, if κ(S) gets large. This is reflected in the cost of
a calculation, which is given once by the number of Cartesian four-center
electron repulsion integrals (ERIs) that need to be evaluated and the time in
seconds that is spent in building the Fock matrix in the first self consistent
field (SCF) step. 3-21G*, 6-31G**, 6-311G++G** refer to basis sets by
Pople and co-workers [157, 158, 159, 160], the polarization consistent (pc)
basis sets have been developed by Jenssen [114, 115, 116], the def2-QZVP
basis by Ahlrichs and co-workers [161]. Timings are obtained on 128 cores
of a CRAY-XT5.
impact of the basis set on the computational cost is a significant progress.
During the last decade, much effort has been invested into solving this
problem and many different techniques have been proposed. Among them
are methods that apply an approximate resolution of identity, for example
RI [162] or Cholesky decomposition [163]. These schemes rely on the intro-
duction of auxiliary basis functions in terms of which the four center integrals
can be approximated by corresponding two- and three-center terms. In order
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to improve efficiency, Sodt. et al. [164] developed a local variant of RI, atomic
resolution of identity (ARI). A slightly different post-Hartree-Fock approach
in a dual basis was introduced in Ref. [165] where a reference calculation in
a small basis set is perturbatively corrected to a large basis set. A different
approximation for the two-electron integrals has been proposed by Friesner
and co-workers [166] and has been termed pseudo-spectralmethod. Recently,
Neese et al. [167] presented an algorithm called COSX that is a combination
of semi-numerical methods and RI. Furthermore, there exist several schemes
to achieve linear scaling in the context of plane wave basis sets such as the
multiwavelet based ansatz of Harrison et al. [168] or FFT based algorithms
as presented in Refs. [39, 90, 107].
In this work, we propose to employ an auxiliary density matrix to evaluate
the expensive non-local part of the functional, while all other energy compo-
nents are computed with the primary (original) density matrix. The auxiliary
density matrix will be constructed in a way that allows for a rapid evalua-
tion of the HFX energy, using any algorithm, including traditional or linear
scaling approaches. In order to ensure that the quality of the calculation is
influenced as little as possible by the quality of the auxiliary density matrix,
a correction term is added to the exchange and correlation functional. Based
on a GGA for exchange, this correction takes the difference between auxiliary
and primary density matrix into account. All terms of the resulting density
functional are straightforward to compute, but there is considerable freedom
in how to obtain from a given primary density matrix a suitable auxiliary
density matrix. In this paper, various procedures are discussed and tested.
Tests are presented in Sec. 7.3 and include gas phase thermochemistry, basis
set superposition error, electronic structure including band gaps, large sys-
tems, and liquid water. The theory is introduced in the following section, but
for mathematical derivations and technical details we refer to the appendices.
7.2 Theory
7.2.1 Basic Concepts
In Kohn-Sham DFT, the total energy of a system consisting of Ne electrons
can be written in terms of the electron density
ρ(r) =
Ne∑
i=1
|ψi(r)|2, (7.1)
where ψi denote the single particle wavefunctions, which are assumed to be
real valued. The total energy is then expressed in terms of a functional of
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the electron density as
E[ρ] = Ts[ρ] + J [ρ] + Exc[ρ] +
∫
v(r)ρ(r)dr, (7.2)
with the standard abbreviations for kinetic, Hartree and exchange-correlation
energy and the part due to the external potential. In hybrid DFT, the
exchange-correlation functional is augmented by a certain fraction of Hartree-
Fock exchange based on the wavefunctions {ψi}
Exc[ρ] = αE
HFX
x [{ψi}] + (1− α)EDFTx [ρ] + EDFTc [ρ], (7.3)
where α denotes the fraction of HFX and Ex and Ec are the density function-
als for exchange and correlation, respectively. In the presence of an atomic
centered basis set {φµ(r)}
ψi(r) =
∑
µ
Cµiφµ(r), (7.4)
the Hartree-Fock exchange energy can be expressed in terms of a density
matrix and two-electron integrals (ERIs)
EHFXx [P ] = −
1
2
∑
λσµν
P µσP νλ (µν|λσ) , (7.5)
where the density matrix elements P µν are obtained from the molecular (MO)
coefficients as
P µν =
∑
i
CµiCνi ⇔ P = CCT (7.6)
and the ERIs are defined as
(µν|λσ) =
∫ ∫
φµ(r1)φν(r1)g(|r2 − r1|)φλ(r2)φσ(r2)dr1r2, (7.7)
with the interaction potential g(r) that is Coulombic (1/r) in standard
Hartree-Fock theory. The fourth order scaling of HFX with basis set size
can be directly inferred from Eq. 7.5.
By introducing an auxiliary density matrix Pˆ ≈ P that is either smaller in
size or more rapidly decaying than the original one, the evaluation of HFX
can be sped up significantly. The HFX energy can be written as
EHFXx [P ] = E
HFX
x [Pˆ ] +
(
EHFXx [P ]− EHFXx [Pˆ ]
)
≈ EHFXx [Pˆ ] +
(
EDFTx [P ]− EDFTx [Pˆ ]
)
. (7.8)
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The assumption behind this approximation is that the difference in the ex-
change energy between primary and auxiliary density matrix is well captured
by a GGA, even in those cases where GGA exchange and HFX might be qual-
itatively different. Eq. 7.8 amounts to computing the HFX energy with an
auxiliary density matrix, while a GGA correction is introduced which takes
the difference between auxiliary and primary density matrix into account.
As shown in Sec. 7.3, applying this correction indeed improves upon un-
corrected results. Clearly, our approach yields the original HFX energy as
either the quality of the auxiliary density matrix or of the correcting func-
tional improves. In this work, we have based the GGA correction on PBE
exchange [96, 109], and have not explored other parameterizations or other
functionals. The introduction of Eq. 7.8 in hybrid density functionals is nat-
ural and straightforward, and usually, because only a fraction of exchange is
needed, will introduce a smaller error. If hybrid functionals employ a non-
Coulombic operator the exchange functional needs to be chosen consistently
with the shape of the interaction potential (g(r)) in the ERI calculation. Cur-
rently, the GGA correction for the standard Coulomb potential, the short
range (erfc) and the truncated Coulomb potential have been implemented
and tested.
7.2.2 Auxiliary density matrices
The performance and accuracy of the ADMM scheme depends on how the
auxiliary density matrix is constructed, and various approaches seem possi-
ble. In this section, we present methods that either rely on the use of an
auxiliary basis set, or directly manipulate the sparsity of the density matrix.
The size of P obtained from a high quality primary basis set (PBS)
{φµ(r)} can be reduced by introducing an auxiliary basis set (ABS) {φˆµ(r)}
for the description of the underlying wavefunction
ψˆi(r) =
∑
µ
Cˆµiφˆµ(r), (7.9)
i.e.
Pˆ µν =
∑
i
CˆµiCˆνi ⇔ CˆCˆT . (7.10)
An optimal value for the MO coefficients can be obtained by requiring that
the square difference for the occupied wavefunctions in ABS and PBS repre-
sentation is minimized
min
Cˆ
∑
j
∫ (
ψj(r)− ψˆj(r)
)2
dr. (7.11)
7.2. THEORY 125
This yields the following expression for the auxiliary MO coefficients
Cˆ = AC, (7.12)
where A is defined as the projector between the two basis sets
A = Sˆ−1Q (7.13)
with the overlap matrices
Sˆnn′ =
∫
φˆn(r)φˆn′(r)dr and Qnm =
∫
φˆn(r)φm(r)dr. (7.14)
A slightly more complicated formula is obtained when the auxiliary wave-
functions are required to minimize Eq. 7.11 subject to the constraint that
they remain orthonormal. This constraint can be enforced introducing La-
grangian multipliers (Λkl) in Eq. 7.11 as
min
C˜
[∑
j
∫ (
ψj(r)− ψ˜j(r)
)2
dr +
∑
k,l
Λkl
(∫
ψ˜k(r)ψ˜l(r)dr− δkl
)]
.
(7.15)
The coefficients C˜ that minimize this expression can be obtained as
C˜ = CˆΛ−1/2 with Λ = CˆT SˆCˆ. (7.16)
where Cˆ is defined by Eq. 7.12.
Of course, there is significant freedom in selecting the auxiliary basis set,
and the choice need not to be homogenous in space. For example, for large
systems with a chemically active region, such as enzymes, it is natural to
retain the high quality primary basis where exchange matters most, while a
lower quality auxiliary basis can be used for the bulk. Furthermore, note that
the explicit shape of the basis functions (Gaussian functions, Slater functions,
...) is not important, and indeed need not to be the same in the auxiliary and
primary basis sets. The method thus provides an interesting approach for
computing exchange contributions in programs that do not employ Gaussian
basis functions and for which the calculation of exchange is relatively difficult.
The two different sets of MO coefficients, Cˆ and C˜ correspond two differ-
ent density matrices:
P˜ = C˜C˜T = CˆΛ−1CˆT , (7.17)
and
Pˆ = CˆCˆT = APAT (7.18)
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that can be used as an auxiliary density matrix. We will refer to the first as
purified wavefunction fitting or ADMM1 and to the second as non-purified
wavefunction fitting or ADMM2 (see Sec. 7.2.3 for explanation of nomencla-
ture).
A strategy directly aimed at obtaining a sparse auxiliary density matrix
relies on a blocking of the primary density matrix. This strategy is appli-
cable if the system of interest can be divided into subsystems that have no
important exchange interactions beyond what is captured with a GGA. In
this case, the non-relevant blocks in the auxiliary density matrix can just be
zeroed, and to some extend this method can be considered a subsystem based
neglect of diatomic differential overlap (NDDO) If all inter-subsystem blocks
are zeroed the approximate density matrix will be positive definite, however,
we employ the slightly generalized form of the auxiliary density matrix as
Pˆ = P ⊗B (7.19)
where B is a blocking matrix with Bij ∈ {1, 0} and ⊗ denotes the Hadamard
product of two matrices. In this case, B can reflect the molecular topol-
ogy, and allow for connections between subsystems. In the general case, the
resulting Pˆ need not to be positive definite. This method of obtaining an
auxiliary density matrix will be referred to as blocking or ADMM3 in the
following.
7.2.3 Density matrix purification
As already mentioned, an approximate density matrix might not fulfill the
properties of a pure density matrix:
P = P T , (7.20)
PSPS = PS, (7.21)
tr(PS) = Ne, (7.22)
i.e. symmetry, idem-potency and particle conservation. For the three ap-
proximations mentioned in the previous section, all three conditions are only
fulfilled by ADMM1, i.e. the purified wavefunction fitting scheme. ADMM2
and the block diagonal version of ADMM3 fulfill a property of ensemble aver-
aged (finite temperature) density matrices i.e. that the eigenvalues of Pˆ are
bounded by 0 and 1, which is a relaxed version of the idempotency condition.
In order to compute a GGA correction for exchange, it is essential that the
approximate density matrix is at least positive semi-definite. Fortunately,
there exist purification algorithms that can restore the idempotency of an
approximate density matrix.
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Well known is the McWeeny purification algorithm [169] which, in the
presence of an overlap matrix, is defined as follows
P¯n+1 = f(P¯n) = 3P¯nSP¯n − 2P¯nSP¯nSP¯n (7.23)
for an initial guess P¯0 = Pˆ . The pure density matrix is than given as
P˜ = lim
n→∞
P¯n. (7.24)
An interesting property of this algorithm is that it can be implemented in
a linear scaling fashion [170, 171]. In the current context, we prefer an
extension of the McWeeny procedure based on a Cauchy integral representa-
tion [172]
P˜ = S−1
[
1
2pii
∮
Θ(z − 0.5)
S−1z − Pˆ dz
]
S−1, (7.25)
where Θ(z) denotes the Heaviside function. This scheme yields a pure density
matrix for all input matrices, is non-iterative, but is not easily incorporated in
a linear scaling procedure. Through Eq. 7.25 a purified P˜ can be interpreted
as a matrix functional of a non-pure Pˆ . This is an important property,
which will be used to derive an expression for the Kohn-Sham matrix in the
following section. Eq. 7.25 can be easily computed using basic linear algebra
techniques as
P˜ = S−1RLRTS−1, (7.26)
where R is the matrix of eigenvectors of the generalized eigenvalue problem
PˆR = S−1Rλ (7.27)
and L is the diagonal matrix Lii = Θ(λi−0.5) with the corresponding eigen-
values λi. At this point, and as shown in the appendix, we remark that pu-
rification by Eq. 7.25 of the density matrix obtained from non-purified wave-
function fitting (ADMM2) exactly yields the density matrix derived from the
purified wavefunction fitting (ADMM1).
7.2.4 Kohn-Sham matrix and the SCF procedure
In a standard SCF procedure, an improved density matrix is obtained from
a diagonalization of the Kohn-Sham matrix. The Kohn-Sham matrix itself
is obtained as the derivative of the total energy with respect to the density
matrix. In ADMM, the total energy can be considered to consist of two
parts, one part depending explicitly on the primary density matrix (E[P ]),
and one part depending explicitly on the auxiliary matrix (E˜[P˜ ]):
Etotal = E[P ] + E˜[P˜ ]. (7.28)
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The Kohn-Sham matrix associated with this expression
Ktotal =
dE[P ]
dP
+
dE˜[P˜ ]
dP
= K +
dE˜[P˜ ]
dP
, (7.29)
contains one non-trivial term
dE˜[P˜ ]
dP
=
dE˜
dP
=
dE˜
dP˜
dP˜
dPˆ
dPˆ
dP
= K˜
dP˜
dPˆ
dPˆ
dP
, (7.30)
where K˜ is the Kohn-Sham matrix constructed from the purified density
matrix. dPˆ
dP
is readily evaluated for wavefunction fitting and blocking, while
dP˜
dPˆ
can be obtained through the Cauchy integral Eq. 7.25. We obtain in the
case of purified wavefunction fitting (for details see App. 7.5.2)
dE˜
dP
= ATR
[(
RT S˜−1K˜S˜−1R
)
⊗M
]
RTA, (7.31)
with R as defined above, and
Mkj =
{
Θ(λk−0.5)−Θ(λj−0.5)
λk−λj , k 6= j
δ(λk − 0.5), k = j
. (7.32)
In the appendix, computationally more efficient expressions are presented
for optimization schemes that only require the derivative of the energy with
respect to the MO coefficients (dE
dC
) or that exploit the special structure of
Pˆ .
At this point, it is important to point out that the eigenvalues of the
Kohn-Sham matrix in ADMM might be very different from the eigenvalues
of the Kohn-Sham matrix in the primary basis. This is not an indication
of the inaccuracy of the scheme, nor is it a problem for the SCF procedure,
but is related to the fact that purification as part of the energy functional
partially accounts for the orthonormality constraint of the wavefunction (see
also App. 7.5.7). In order to use the eigenvalues of the ADMM Kohn-Sham
matrix directly as orbital energies, e.g. to calculate the band gaps of a
system, an ADMM scheme without purification needs to be employed. For
the non-purified wavefunction fitting (ADMM2), the corresponding Kohn-
Sham matrix is given by
Ktotal = K[P ] + A
T KˆA, (7.33)
where Kˆ is build from Pˆ . This simple expression suggests an expression for
use with purified wavefunction fitting (ADMM1), i.e. orbital energies can be
obtained from eigenvalues of
Ktotal = K[P ] + A
T K˜A, (7.34)
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where K˜ is constructed from P˜ . We will show in Sec. 7.3.6 that this expres-
sion can be accurate.
7.3 Assessment and validation of the method
7.3.1 Computational details
All algorithms have been implemented in CP2K [36], a freely available molec-
ular simulation package. CP2K is well suited for these calculations as the
density functional module Quickstep [14], implements a linear scaling and
fast scheme for calculations based on local functionals. Indeed, the Gaussian
and plane waves (GPW) scheme [13] and its augmented (GAPW) variant [15]
provide an efficient method to evaluate the Coulomb energy for pseudopoten-
tial and all-electron calculations, respectively. These approaches use Fourier
transform based techniques, i.e. a plane wave auxiliary basis, and scale favor-
ably with basis set size. Recently, an efficient, massively parallel and linear
scaling implementation of Hartree-Fock exchange has been incorporated into
the CP2K code [35, 95]. Despite this efficiency, calculations including HFX
and employing high quality basis sets, are at least one order of magnitude
more expensive than calculations based on GGAs. ADMM aims at resolv-
ing this issue. Currently, the GGA correction term required for ADMM has
only been implemented for use with the GPW method, and consequently
all calculations are based on Goedecker, Teter, Hutter (GTH) pseudopoten-
tials [173]. pseudopotentials[119] constructed for the PBE functional have
been used throughout. This is an approximation that poorly describes core-
valence exchange and that is known to introduce errors in excess of 0.1eV
in the computation of band gaps[174, 175], but appears to give reasonable
results for ground state properties (see e.g. 7.3.2). In this work, both ADMM
and the standard HFX implementation employ the same pseudopotential ap-
proximation, so that a meaningful comparison can be made. The all-electron
implementation of ADMM and the development of pseudopotentials for hy-
brid functionals are beyond the scope of the current work.
Calculations based on pseudopotentials use split valence Gaussian ba-
sis sets as discussed in Ref. [14], the fully contracted molecularly optimized
(MOLOPT) basis sets discussed in Ref. [92], or a reference basis (GTH-
def2-QZVP), which combines the pseudo-atomic orbitals of the MOLOPT
basis, with uncontracted valence, and polarization exponents of the Ahlrichs
quadruple-ζ (aug-)def2-QZVP [161] basis set. The latter basis can be consid-
ered close to the basis set limit. The choice of auxiliary basis for the ADMM
method will in general be dictated by accuracy and performance requirements
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basis κ(S) threshold cost [ERIs] cost [s]
cFIT3 1.3E+02 1.0E-04 1.8E+07 0.08
FIT3 1.5E+02 1.0E-04 1.6E+07 0.10
cpFIT3 1.7E+02 1.0E-04 1.0E+08 0.13
pFIT3 2.3E+02 1.0E-04 9.0E+07 0.15
aug-cFIT3 5.5E+04 1.0E-07 1.1E+09 3.38
aug-FIT3 6.1E+04 1.0E-07 1.1E+09 4.14
aug-cpFIT3 5.9E+04 1.0E-07 3.2E+09 6.09
aug-pFIT3 6.4E+04 1.0E-07 3.0E+09 6.78
Table 7.2: Cost for using the FIT3 basis sets on a cluster of 20 water
molecules. For comparison and details, see Tab. 7.1.
of a particular calculation. Indeed, the gain in performance for the hybrid
part of the calculation might allow for better primary basis sets, or large sys-
tems can be simulated by more aggressively using a smaller auxiliary basis.
Here, we are interested in exploring the accuracy of relatively small auxiliary
basis sets, of which a library of eight different basis sets per atom have been
constructed. This basis employs three Gaussian exponents for the valence
orbitals, optimized in atomic calculations. We will refer to this uncontracted
basis, without polarization functions, as FIT3, while a contraction of this
basis (to double zeta quality) is referred to as cFIT3. In order to improve
accuracy, polarization functions from the standard 6-31G** basis sets have
been added yielding pFIT3 and cpFIT3 basis sets. Finally, an augmented
version has been constructed by adding a ’diffuse’ function (typical exponents
are 0.03 for hydrogen and 0.09 for oxygen), yielding aug-FIT3, aug-cFIT3,
aug-pFIT3, aug-cpFIT3.
7.3.2 GMTKN24 database
The GMTKN24 database is a compilation of 24 different chemically relevant
benchmarks collected and established by L. Goerigk and S. Grimme [176,
177]. It is based on 1049 atomic and molecular single point energies that
are combined to yield 731 relative energies. These energies can be compared
to available benchmark data, derived from either theory or experiment. In
order to judge the quality of a computational method using a single number,
the authors defined a weighted total mean absolute deviation (WTMAD)
that combines all mean absolute deviations (MADs). This convenient mea-
sure is adopted here to judge the quality of the wavefunction fitting meth-
7.3. ASSESSMENT AND VALIDATION OF THE METHOD 131
Method PBS ABS WTMAD WTMADref
STD GTH-def2-QZVP - 5.0 0.0
FIT3 - 15.3 10.8
pFIT3 - 7.1 4.2
ADMM1 GTH-def2-QZVP cFIT3 5.3 1.0
GTH-def2-QZVP FIT3 5.3 (6.1) 0.7 (1.8)
GTH-def2-QZVP cpFIT3 5.0 0.7
GTH-def2-QZVP pFIT3 4.9 (5.5) 0.5 (1.2)
ADMM2 GTH-def2-QZVP cFIT3 5.3 1.1
GTH-def2-QZVP FIT3 5.3 0.8
GTH-def2-QZVP cpFIT3 4.9 0.7
GTH-def2-QZVP pFIT3 4.9 0.5
Table 7.3: Shown are WTMAD and WTMADref in kcal/mol for the
GMTKN24 database and the PBE0 functional. Whereas WTMAD refers
to the weighted mean absolute deviation with respect to experimental and
theoretical benchmark results, WTMADref refers to deviations with respect
to PBE0 reference results obtained using a standard HFX implementation
and the high quality GTH-def2-QZVP basis. Standard (STD) HFX calcula-
tions with the GTH-def2-QZVP, FIT3, and pFIT3 basis sets are employed to
establish the quality of these basis sets as a primary basis set (PBS). Wave-
function fitting results with purification (ADMM1) and without purification
(ADMM2) are provided using four different auxiliary basis sets (ABS), while
the GTH-def2-QZVP has been employed as a primary basis in all these cases.
The results in parenthesis have been obtained using ADMM, but ignoring the
GGA correction.
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ods ADMM1 and ADMM2 for various basis sets. Results, summarized in
Tab. 7.3, are based on the hybrid PBE0 functional [28, 29, 30] without em-
pirical dispersion correction [178]. In a first step, reference results using a
standard HFX implementation have been generated for the GTH-def2-QZVP
basis. As in Ref. [176], an augmented basis set has been used for two of the
subsets. ADMM results can be directly compared to these reference results,
and deviations with respect to this data is referred to as WTMADref. WT-
MAD without subscript is used to refer to the deviations with respect to the
experimental and theoretical benchmark results. Secondly, to quantify the
expected poor quality of the FIT3 family as a primary basis, these basis sets
have been used with a standard HFX implementation. These calculations
yield a WTMADref in the range 4–11 kcal/mol, and WTMADs in the range
7–15kcal/mol, far worse than the typical performance of local functionals,
with a good basis set, on this database [176]. Thirdly, ADMM calculations
have been performed using the FIT3 family as auxiliary basis sets. When-
ever the primary basis is augmented, an augmented auxiliary basis has been
used as well. The results obtained with ADMM are in very close agreement
with the reference calculations. In particular, both ADMM1 and ADMM2
using the better auxiliary basis set (pFIT3 or cpFIT3) are basically indistin-
guishable in terms of error with respect to the benchmark data (WTMAD),
and have an error of less than 1 kcal/mol compared to the reference run
(WTMADref). In the case of FIT3, ADMM results improve by 10 kcal/mol
as compared to standard HFX calculations with the same basis. In Tab. 7.3
it is also shown that including the GGA correction term in ADMM more
than halves the WTMADref, thus emphasizing the benefit of the correction
term. Finally, we observe that ADMM1 and ADMM2 perform equally well,
suggesting that in this case the purification is not essential. In the cases we
have verified, Pˆ had eigenvalues close to 0 and 1, even for the small cFIT3
basis. This data shows that results of def2-QZVP quality can be obtained at
a cost similar to 6-31G**. The relatively modest cost of computing the full
database with ADMM has been exploited to benchmark the quality of the
the PBE0-TC-LRC functional proposed in Ref. [95]. This functional uses a
truncated operator for the calculation of exchange, but, like HSE [31, 32], cor-
rects for the long range part using a density functional. As shown in Ref. [95],
the PBE0-TC-LRC is useful in the condensed phase, but can also reduce the
computational cost for (large) molecules. In Tab. 7.4 the effect of varying
the range of exchange has been studied systematically, using ADMM1 with
the pFIT3 basis, for PBE0-TC-LRC functionals including 20% and 25% of
non-local exchange.
These WTMADs clearly show that the range of the truncated operator
can be reduced to 2A˚ without affecting the quality of the results. The lowest
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α 0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.25 2.50 3.00 4.50 6.00 ∞
0.20 5.5 5.3 5.6 5.6 5.3 5.0 4.9 4.8 4.7 4.7 4.8 4.8 N/A
0.25 5.5 5.5 6.1 6.3 5.9 5.4 5.2 5.0 4.9 4.9 4.9 4.9 5.0
Table 7.4: Shown are WTMADs in kcal/mol for the GMTKN2424 database
and the PBE0 TC LRC functional for several different cutoff radii in the
range of 0.5 to 6.0 A˚. The column denoted with ∞ refers to the standard
PBE0 hybrid functional. All calculations have been performed twice for
different fractions of Hartree-Fock exchange α = 0.2 and α = 0.25.
WTMAD, slightly smaller than the WTMAD for PBE0, is found for 20%
non-local exchange and a range of 2.5A˚.
7.3.3 Basis Set Superposition Error
In this section, the impact of ADMM on the basis set superposition error
(BSSE) for the water dimer is investigated. Indeed, the BSSE is a concern
as soon as small, lower quality basis sets are employed. Here, it is shown
that small auxiliary basis sets introduce only a moderate BSSE, especially
if compared to the BSSE in standard HFX calculations with the same ba-
sis. In order to quantify the BSSE, the counterpoise correction [179] has
been computed for a water dimer at fixed equilibrium geometry, for various
methods. These results are summarized in Tab. 7.5. As expected, using
the non-augmented FIT3 basis sets as primary basis leads to errors of ap-
proximately 3 kcal/mol. This error is large when compared to a basis using
diffuse primitives, such as the TZV2P-MOLOPT basis, which has a BSSE
of only 0.1 kcal/mol. However, within the ADMM scheme, the error reduces
to 0.8 kcal/mol, approximately a four-fold reduction. Using the augmented
auxiliary basis sets reduces the error to approximately 0.3 kcal/mol, similar
to, but not quite as good as, the quality of the primary basis set. Note
that, since an auxiliary basis set method is not necessarily variational in the
auxiliary basis, the counterpoise corrections can be of both signs. This can
lead to an error cancellation, which is presumably the reason why ADMM2
performs surprisingly well with the lower quality auxiliary basis sets. It can
thus be concluded that both wavefunction fitting methods do not suffer from
the large BSSE associated with the inferior quality of the auxiliary basis even
though the BSSE does not reduce to the extent of the primary basis in all
cases.
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Basis set STD ADMM1 ADMM2
cFIT3 -3.112 0.771 0.223
FIT3 -3.128 0.520 -0.006
cpFIT3 -3.468 0.882 0.248
pFIT3 -3.448 0.604 0.004
aug-cFIT3 -1.889 -0.193 -0.346
aug-FIT3 -1.744 -0.095 -0.253
aug-cpFIT3 -1.023 -0.246 -0.325
aug-pFIT3 -1.005 -0.162 -0.247
TZV2P-MOLOPT -0.123 -0.123 -0.123
Table 7.5: Shown are counterpoise corrections in kcal/mol to the PBE0 bind-
ing energy of a water dimer. STD refers to traditional hybrid calculations,
using the shown basis set as primary basis set. ADMM1 and ADMM2 refer
to the wavefunction fitting methods, using the TZV2P-MOLOPT basis set
as primary basis and the shown basis as auxiliary basis set.
7.3.4 H+2 dissociation curve
ADMM calculations that are GGA corrected might be biased from deficien-
cies of the underlying GGA functional. In order to investigate this effect,
dissociation curves for H+2 at different levels of theory have been calculated.
As is well known, GGA functionals, such as PBE exchange, describe the dis-
sociation of this system incorrectly [180]. Fig. 7.1 compares results obtained
from a Hartree-Fock reference calculation, which is exact for this system,
with results obtained from ADMM1. The primary basis was chosen to be
the same as in the reference calculation (TZV2P-MOLOPT) while several
different ABS have been applied. The results clearly show, that the wave-
function fitting is not biased by the GGA correction. Furthermore, as shown
in the inset, better quality ABS consistently improve the description of the
potential around the minimum. It can thus be concluded that the quali-
tatively important effects of HFX are properly retained and that the GGA
correction does not introduce artefacts of the underlying functionals.
7.3.5 The cationic hole in liquid water
In order to probe the effect of the dual basis set approach on the electronic
structure directly, the spin density distribution of the cationic hole in bulk
liquid water has been computed. The poor performance of local functionals
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Figure 7.1: Shown are dissociation curves for H+2 obtained from different
calculations. The black solid line depicts the reference Hartree–Fock run with
the TZV2P-MOLOPT basis set. Red, blue and green lines represent results
for ADMM1 for auxiliary basis sets of increasing quality, cFIT3, FIT3 and
aug-pFIT3 respectively. The dotted black line shows the dissociation curve
obtained from a pure GGA exchange calculation (PBEx). In the inset, a
magnification of the potential energy around the minimum is presented.
for the radical cation water dimer was discussed in detail by Sodupe et al.
in Ref. [181] and attributed to the self interaction error, which favors con-
figurations with a delocalized spin density distribution. Hybrid functionals
with a relatively large fraction of exchange, for example BH&HLYP [25, 24],
perform significantly better. In Ref. [182], ionization of bulk liquid water has
been probed, and the difficulty of DFT to properly describe the electronic
structure has been discussed. In particular, it has been found that the elec-
tron hole, or similarly the spin density, is delocalized over the full simulation
cell with local functionals, whereas it localizes on a single water molecule
with Hartree-Fock exchange. Hybrid functionals with varying amounts of
exchange yield intermediate degrees of localization. This is illustrated in
Fig. 7.2 for a bulk sample of liquid water (64 molecules), where the localiza-
tion of the spin density is shown as a function of the amount of HFX in the
PBE0 functional.
As quantitative measure, the maximum value of the Mulliken spin pop-
ulation is reported, ranging from approximately 0.1 in the local functional,
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Figure 7.2: Shown is the localization of the spin density distribution after
ionization of bulk liquid water as a function of the fraction of Hartree-Fock
exchange employed in the density functional. The Mulliken spin populations
of the oxygen atom on which the hole localizes is shown with a solid line,
while the insets show a contour plot at 0.001 a.u. of the spin density for
selected fractions (0.2, 0.4, 0.5, and 0.6) of exchange. Results obtained with
the auxiliary FIT3 basis (black line, and upper panels of the inserts) are
almost indistinguishable from the results obtained with the primary basis
only, despite the pronounced sensitivity of this system towards the use of
Hartree-Fock exchange.
to more than 1.0 in a functional containing 100% HFX. Contour plots of
the spin density distribution emphasize this radical change in the electronic
structure. Given this very strong dependence on the amount of Hartree-Fock
exchange, this is a very stringent test for the auxiliary basis method pre-
sented in this work. Furthermore, this calculation has been performed with
the relatively small FIT3 basis, i.e. without polarization functions. The
results shown in Fig. 7.2 are therefore very reassuring, since the spin distri-
bution obtained with the auxiliary basis set approach essentially reproduces
the reference density in all details for all fractions of exchange.
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method number of integrals gap [eV]
PBE (PBS) - 4.17
PBE (ABS) - 4.37
PBE0 (PBS) 40’787’850’778’591 6.07
PBE0 (ABS) 23’561’509’497 6.25
PBE0 ADMM1 24’816’897’009 6.03
PBE0 ADMM2 24’795’460’638 6.02
Table 7.6: Shown are band gaps of diamond as obtained from different meth-
ods. All calculations have been performed using the 3 x 3 x 3 repetition of the
basic unit cell in Γ–point approximation. For the hybrid PBE0 calculations,
also the number of Cartesian integrals is shown. See text for details on the
primary and auxiliary basis set ( (PBS) and (ABS) ). ADMM1 is purified
wavefunction fitting and ADMM2 is non-purified wavefunction fitting.
7.3.6 Diamond band gap
Both wavefunction fitting methods (ADMM1 and ADMM2) have been bench-
marked with respect to their capability of predicting the band gap in dia-
mond. The basic cubic unit cell with lattice parameter a = 3.576 A˚ contain-
ing eight carbon atoms has been extended to a large super-cell in order to
apply the Γ–point approximation. In a first step, PBE band gaps for super-
cell sizes ranging from 1 x 1 x 1 to 6 x 6 x 6 repetitions of the basic unit cell
have been determined with a high quality basis set. The band gap calcula-
tion was found to be converged for the 3 x 3 x 3 repetition, yielding a band
gap of 4.17 eV in agreement with literature [175]. This super-cell has than
been used to calculate the PBE0 reference band gap of this system applying
the same high quality basis set. Since the condition number of the overlap
matrix with the FIT3 basis is unfavorable in the case of bulk C (1.7 ·105), an
optimized FIT3 (optFIT3) basis has been constructed that served as ABS for
the two wavefunction fitting methods. optFIT3 was obtained by minimiza-
tion of the total energy of the PBE 2 x 2 x 2 super-cell with respect to the
constraint of a well behaved overlap matrix (the final condition number is of
order 102). This allows for rather loose screening thresholds (10−6) and thus
significantly reduces the amount of work in the Fock matrix construction.
Results are summarized in Tab. 7.6. Both wavefunction fitting methods are
in good agreement the reference band gaps of the PBE0 run in the high
quality basis. In order to illustrate the cost savings, the total number of
Cartesian integrals that needs to be calculated has been added to the table.
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The ADMM calculations are by 3 orders of magnitude more efficient than
the reference PBE0 run. Both methods give very similar results, suggesting
that the approximate Kohn-Sham matrix Eq. 7.34 is a valid approximation.
7.3.7 Performance and embedding for large systems
Figure 7.3: Shown are isosurfaces at +-0.001 a.u. of the difference between
the spin density as computed with BLYP and B3LYP for the iron-sulfur
protein Rubredoxin. Left panel: Traditional calculation using only a primary
basis, middle panel: ADMM1 calculation using the cFIT3 auxiliary basis
right panel: ADMM1 calculations using an embedding-like strategy, where
the bulk of the system is described using the cFIT3 basis, but Fe and S
use the primary basis as auxiliary basis. Both ADMM calculations clearly
capture the effect of Hartree-Fock exchange, a reduced delocalization of the
spin density, at a small fraction of the cost of the traditional approach. The
embedding strategy faithfully reproduces all details, including the change in
spin density along the Fe-S bonds.
In order to illustrate the impact of ADMM for large systems, the elec-
tronic structure of Rubredoxin has been computed. Rubredoxin is a relatively
small iron-sulfur protein that is an excellent benchmark system for electronic
structure calculations, since it features an interesting active site. A realistic
model including solvent and using periodic boundary conditions comprises
of only 2825 atoms and fits in a unit cell with edges 31.1 x 28.1 x 30.5 A˚3.
This system has been used extensively in our earlier work. In Ref. [126],
ab initio simulations of the full system have been combined with statistical
sampling to quantify the effect of mutations on the redox potential of the
active site. In Ref. [92], the feasibility of computing the electronic structure
with accurate, molecularly optimized, basis sets has been demonstrated. In
Ref. [95], hybrid density functional calculations using an all-electron descrip-
tion and a polarized triple zeta valence basis set [125] have been performed.
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Molecularly optimized basis sets [92] have been employed as a primary basis
for hybrid calculations (B3LYP [38, 24, 27]) of the same system, and the per-
formance and accuracy of the ADMM scheme evaluated. Using a traditional
HFX implementation with the MOLOPT basis set requires significant com-
putational effort, despite the fact that the DZVP-MOLOPT-SR-GTH basis
has been employed (22910 basis functions), which has fewer and less diffuse
primitives than the basis sets originally presented in Ref. [92]. Indeed, the
reference calculation has been run using 48000 cores on a Cray XT5. The
first SCF step required 45 minutes to compute 3.7 · 1014 primitive Cartesian
integrals after screening with a threshold of 10−6. Successive SCF steps spent
only 25 seconds in the Hartree-Fock routines, since these calculations could
be run in-core using integral compression [35] and 6.8Tb of RAM. Due to
the contracted and diffuse nature of the basis sets, this calculation is sig-
nificantly more expensive than the calculations performed in Ref. [95]. The
difference in spin density between the B3LYP and a BLYP calculation is
shown in the left panel of Fig. 7.3. ADMM1 calculations using the cFIT3
basis (12311 basis functions) require far fewer resources, and have been run
on 1152 cores only. The Hartree-Fock routines used 75 seconds and 25 sec-
onds in the first and successive SCF steps respectively, and in-core operation
only required 5.2 Gb of RAM. The time spent in dense linear algebra for
the wavefunction fitting (15s, Eq. 7.16) and corresponding derivative calcu-
lation (15s, Eq. 7.101) is similar to the time spent in the HFX, suggesting
that this system might benefit from linear scaling techniques for this part of
the calculation. For this system, ADMM thus improves the efficiency of the
calculation by a factor 20 to 1000, depending on the measure. As shown in
Fig. 7.3, the obtained spin density reproduces the reference calculation very
well, even though some small differences near the Fe-S bond can be observed.
To improve the accuracy, we have employed the simple embedding strategy
in which the auxiliary basis for the five central atoms (Fe and S) was set
equal to the primary basis. These calculations can be performed without
any significant increase in computational cost, and the right panel of Fig. 7.3
shows that full quantitative agreement can be obtained in this way.
7.3.8 The effect of Hartree-Fock exchange on the struc-
ture of liquid water
In this section, ADMM is employed to study the effect of changing the frac-
tion of Hartree-Fock exchange in the PBE0 functional on the structure of
liquid water. Firstly, the accuracy of ADMM for describing bulk water is
investigated. Secondly, we perform ab initio molecular dynamics simula-
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tions based on ADMM for various values of the fraction of exchange. The
model system is a sample of 64 water molecules in a cubic box with edges
12.42 A˚ that has previously been equilibrated using PBE0 [35]. The pri-
mary basis is in all cases a TZV2P basis (2560 basis functions in total). In
order to investigate the accuracy of ADMM, the following procedure has
been adopted. In a first step, a reference molecular dynamics trajectory of
2 ps starting from an equilibrated configuration has been produced. In a
second step, 400 equipartitioned configurations have been chosen and for all
of these single point ADMM calculations have been performed. The error
has been quantified by computing the distribution of the difference between
the reference energy and the ADMM energy. The important quantity is the
variance of this difference, i.e. the energy fluctuations between the two po-
tential energy surfaces. ADMM1 and ADMM2 have been benchmarked for
various basis sets. ADMM3, which starts from a blocked density matrix,
has been employed with blocked purification (Eq. 7.70) or full purification
(Eq. 7.69). Non-purified ADMM3 was found to be unstable. The subsystems
have been defined as containing exactly one water molecule per block, i.e. the
whole system consists of 64 diagonal sub-blocks. As shown in Fig. 7.4, the
fluctuations have approximately a Gaussian distribution. For ADMM1 and
ADMM2, the associated variance gets consistently smaller when improving
the quality of the auxiliary basis set. The variance for the purified wavefunc-
tion fitting (ADMM1) is slightly lower than the variance from non-purified
wavefunction fitting (ADMM2). The variance of the energy fluctuations per
water molecule is below 30 micro-Hartree for all auxiliary basis sets. This
variance is significantly below the variance obtained applying the same pro-
cedure with a the pure density functional PBE, i.e. the difference between
PBE0 and PBE is captured correctly with the ADMM1 and ADMM2 proce-
dure. ADMM3 shows a relatively large variance, similar to direct use of the
PBE functional, and its accuracy is not competitive.
With the aim of studying the effect of the fraction of exchange on the
structure of the liquid, simulations employing the following functionals have
been performed: PBE0 with various amounts of Hartree-Fock exchange (α ∈
{0.12, 0.25, 0.37, 0.5, 0.62, 0.75, 1.00}), PBE, pure Hartree-Fock, PBE exchange
(PBEx) and a revised parametrization [183] of PBEx (revPBEx). With these
settings, trajectories longer than 30 ps have been obtained for all cases at a
rate of 7 and 20 seconds per MD step (0.5 fs) for the pure and the hybrid func-
tionals respectively on 64 cores of a Nehalem based cluster. Compared to a
standard hybrid functional calculation in the PBS without ADMM and mul-
tiple time-step MD [35], this is a speed-up of a factor 16 per MD step. All MD
simulations have been done within the isokinetic ensemble [184] at a temper-
ature of 330 K, using ADMM1 and the FIT3 auxiliary basis. The structure
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Figure 7.4: Shown are the centered distributions of energy differences (a.u.)
between a standard PBE0 reference run and an ADMM method for bulk wa-
ter. The top, middle, and bottom panel have been obtained with ADMM1,
ADMM2, and ADMM3 respectively. ADMM1 and ADMM2 results have
been computed using cFIT3 (red), FIT3 (blue), and aug-pFIT3 (green) auxil-
iary basis sets. ADMM3 employs blocking on a molecular level, with blocked
(red) and full purification (blue). For clarity, Gaussian distributions are
shown instead of binned data, except for one dataset per panel.
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Figure 7.5: Oxygen-Oxygen pair correlation functions as obtained for bulk
liquid water, based on a sample of 64 water molecules. Seven variants of
PBE0, using various amounts of Hartree-Fock exchange, and PBE almost
superimpose, but are overstructured as compared to the experimental result
from Ref. [70]. PBE exchange (PBEx) only, revised PBE exchange (revP-
BEx) and pure Hartree-Fock yield pair correlations that are similar, and
understructured as compared to experiment. A detailed comparison of the
maximum values of the pair correlation functions is shown in Fig. 7.6.
has been analyzed using the oxygen-oxygen pair correlation function using
the last 28 ps for each run, binning with a width of 0.03 A˚. As shown in
Fig. 7.5 PBE and all variants of PBE0 yield very similar pair correlation
functions. Compared to experiment [70], the location of the peak is correct,
but the liquid is overstructured. In order to quantify the structure, the maxi-
mum value of the pair correlation function is shown in Fig. 7.6. For PBE and
all variants of PBE0 the height of the first peak falls in the range 3.45-3.75.
There is no systematic trend with respect to the fraction of exchange, and
the differences between the peak heights must be attributed to the limited
statistics that can be collected within 30ps for a structured liquid. Within
these statistical uncertainties, these ADMM results agree with the PBE0 re-
sults obtained using traditional HFX and the same basis in Ref. [35], where a
maximum height of 3.4 was found for PBE and PBE0(α = 0.25) using 7.5ps
of data. On the other hand, the liquid is significantly understructured for
the pure Hartree-Fock, PBEx and revPBEx runs. The maximum pair cor-
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Figure 7.6: Shown is the height of the first peak for the oxygen-oxygen pair
correlations shown in Fig. 7.5. For the variants of PBE0, no trend in peak
height with respect to the fraction of exchange can be observed.
relation height obtained from the Hartree-Fock simulation is in agreement
with the results in Ref. [90], 2.34 and 2.35 respectively, where a plane waves
basis set has been employed. The large difference between a Hartree-Fock
simulation and a PBE0(α = 1.00) simulation can only be attributed to the
correlation functional, since all other terms in the Kohn-Sham equations are
the same. Consistent with this and the observations made above, we find
that the PBEx and revPBEx simulations, which do not include a correlation
functional and employ a density functional to model exchange, qualitatively
reproduce the Hartree-Fock simulations. The deviation between the Hartree-
Fock and the revPBEx pair correlation function is somewhat larger than the
deviation between the Hartree-Fock and the PBEx results. Finally, it is im-
portant to emphasize three limitations of our simulations. Firstly, due to
the fact that the stress tensor is currently not implemented for hybrid func-
tionals, these simulations have been performed at constant volume and not
at constant pressure. In recent work, see e.g. Ref. [185] and Ref. [86], it
has been shown that constant volume simulations might differ significantly
from constant pressure simulations for this system. Indeed, the density of the
liquid, and several other macroscopic quantities [186], most of them challeng-
ing to compute ab initio, might be more revealing about the quality of the
underlying density functional than the pair correlation function. Secondly,
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whereas the structure of the liquid is for the PBE0 functional not depending
strongly on the fraction of exchange, this dependence might be different for
other hybrid functionals. Thirdly, the fact that the structure of the liquid
is effectively unchanged as the fraction of exchange is varied does not imply
that the properties as a solvent, i.e. the interaction of the liquid with solutes
is unchanged. In the future, the efficiency of ADMM might contribute to
addressing some of these important issues.
7.4 Summary
We presented auxiliary density matrix methods that aim at reducing the
cost of simulations based on hybrid density functionals. By constructing an
approximate density matrix, which allows for a fast calculation of exchange,
and by correcting the error introduced using a density functional, significant
speedups have been achieved while accuracy has been retained. Wavefunction
fitting methods that employ a small auxiliary basis to reduce the size of the
density matrix appear to be a simple yet successful way to obtain an approx-
imate density matrix. The accuracy of this approach has been investigated
using a variety of tests. Calculations on the GMTKN24 database suggest
that the predictivity of calculations based on wavefunction fitting essentially
equals that of the more expensive traditional approach. Test calculations
specifically aimed at difficult systems, such as BSSE calculations for the wa-
ter dimer and the dissociation profile of H+2 , have demonstrated that neither
the deficiencies of the small auxiliary basis nor of the correcting functional
impact the quality of the results significantly. Two variants of wavefunction
fitting, either with purification (ADMM1) or without purification (ADMM2)
have been tested, and no significant differences in accuracy have been found
so far. Whereas ADMM1 has the advantage of yielding a pure auxiliary
density matrix, ADMM2 is particularly simple to implement and is directly
suitable for a linear scaling code. ADMM3, which relies on a blocking of
the density matrix, has not been tested tho roughly yet, but might find its
application in cases where clear subsystems, such as a solute in solution, can
be easily defined. Exploiting the efficiency of the ADMM scheme, the effect
of the range of exchange has been investigated for the PBE0-TC-LRC func-
tional. The performance of this functional on the GMTKN24 database is
optimal for 20% of exchange, and a range of 2.5A˚. Furthermore, ADMM has
been used to perform extensive simulations of bulk water, showing that for
PBE0-like functionals the amount of Hartree-Fock exchange does not directly
influence the structure of the liquid. In this case, the role of correlation is
more significant. Finally, a calculation on a solvated protein has been used
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to demonstrate that speedups in excess of a factor of twenty can be observed
in actual applications.
7.5 Appendix
7.5.1 Wavefunction fitting
The one-particle wavefunctions represented with the high quality primary
basis set (PBS) {φµ} can be written in terms of molecular coefficients Cµi
ψi(r) =
∑
µ
Cµiφµ(r). (7.35)
These wavefunctions are assumed to be orthonormal, i.e.∫
ψi(r)ψj(r)dr = δij. (7.36)
For the wavefunction fitting, a lower quality auxiliary basis set (ABS) {φˆµ}
is introduced which yields a second set of molecular coefficients Cˆµi and
auxiliary one-particle wavefunctions in the following form
ψˆi(r) =
∑
µ
Cˆµiφˆµ(r). (7.37)
The molecular coefficients Cˆµi are a priori unknown but can be determined
by requiring that the corresponding occupied wavefunctions resemble as well
as possible the original ones by minimizing their square difference over all
space ∑
j
∫
(ψj(r)− ψˆj(r))2dr. (7.38)
Optionally, the auxiliary wavefunctions can be restricted to obey the or-
thonormality constraint ∫
ψˆi(r)ψˆj(r)dr = δij. (7.39)
These two possibilities give raise two two slightly different minimization prob-
lems:
min
Cˆ
[∑
j
∫ (
ψj(r)− ψˆj(r)
)2
dr
]
, (7.40)
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and
min
C˜
[∑
j
∫ (
ψj(r)− ψ˜j(r)
)2
dr +
∑
k,l
Λkl
∫ (
ψ˜kψ˜l − δkl
)
dr
]
, (7.41)
where in the latter case, the Lagrangian multipliers Λkl enforce condition
Eq. 7.39 and the notation C˜ has been introduce in order to distinguish the
two different sets of molecular coefficients. The overlap matrices associated
with the two basis set representations are given as
Smm′ =
∫
φm(r)φm′(r)dr and Sˆnn′ = S˜nn′ =
∫
φˆn(r)φˆn′(r)dr. (7.42)
In order to retain a consistent notation, Sˆ and S˜ have been introduced, even
though both matrices are identical. Furthermore, a mixed overlap matrix Q
needs to be defined that takes the overlap of both sets of basis functions into
account:
Qnm =
∫
φˆn(r)φm(r)dr. (7.43)
Within this notation, the Lagrange functions associated with the two mini-
mization problems Eq. 7.40 and Eq. 7.41 can conveniently be expressed as
Lˆ =
∑
j
(∑
m,m′
CmjCm′jSmm′ +
∑
n,n′
CˆnjCˆn′jSˆnn′ − 2
∑
m,n
CmjCˆnjQnm
)
.
(7.44)
and
L˜ =
∑
j
(∑
m,m′
CmjCm′jSmm′ +
∑
n,n′
C˜njC˜n′jS˜nn′ − 2
∑
m,n
CmjC˜njQnm
+
∑
m,n
∑
k,l
Λkl
(
C˜njC˜mkS˜nm − δkl
))
. (7.45)
Because of Eq. 7.36, or, equivalently CTSC = 1 and due to Eq. 7.39 or
C˜T S˜C˜ = 1 in the second case, this simplifies to
Lˆ =
∑
j
(∑
n,n′
CˆnjCˆn′jSˆnn′ − 2
∑
m,n
CmjCˆnjQnm
)
(7.46)
and
L˜ = −2
∑
j
∑
m,n
CmjC˜njQnm +
∑
k,l
Λkl
(
C˜nkC˜mlS˜nm − δkl
)
, (7.47)
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respectively. From that, the unknown auxiliary molecular coefficients can be
determined by taking the partial derivatives and equating them to zero. This
yields
∂Lˆ
dCˆpq
= −2(QC)pq + 2(SˆCˆ)pq .= 0 (7.48)
and
∂L˜
dC˜pq
= −2(QC)pq + 2(S˜C˜Λ)pq .= 0. (7.49)
Thus, the final results for the MO coefficients are given by
Cˆ = Sˆ−1QC and C˜ = S˜−1QCΛ−1, (7.50)
with the matrix of the Lagrangian multipliers
Λ =
[
(QC)T S˜−1QC
]1/2
. (7.51)
Defining A := Sˆ−1Q = S˜−1Q to be the projector between the PBS and ABS
directly yields Eq. 7.12 and Eq. 7.16 presented in Sec. 7.2.2.
7.5.2 Purification
Most of the calculations that follow take advantage of the Cauchy integral
theorem for matrix functions [172]. For an arbitrary matrix F , it states
f(F ) =
1
2pii
∮
f(z)
1
zI − F dz, (7.52)
which, since
d
dx
F−1 = −F−1dF
dx
F−1 (7.53)
transforms into an explicit formula for the derivative of a matrix function
df(F )
dx
=
1
2pii
∮
f(z)
1
F − zI
dF
dx
1
F − zI dz. (7.54)
Applying this formula, matrix function derivatives can be calculated through
residues of its eigenvalues. Applying this to f(x) = Θ(z), where Θ(z) denotes
the Heaviside function, the expression for the purified density matrix becomes
P˜ = Sˆ−1/2
[
1
2pii
∮
Θ(z − 0.5)
zI − Sˆ1/2Pˆ Sˆ1/2dz
]
Sˆ−1/2 (7.55)
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or, after some rearrangements
P˜ = Sˆ−1
[
1
2pii
∮
Θ(z − 0.5)
Sˆ−1z − Pˆ dz
]
Sˆ−1. (7.56)
The evaluation of the contour integral can easily be performed via diago-
nalization. For that purpose, the following generalized eigenvalue problem
needs to be solved:
PˆR = Sˆ−1Rλ, (7.57)
where R defines the matrix containing the generalized eigenvectors of Pˆ .
Indeed, inserting RR−1 = 1 and (Sˆ−1R)(Sˆ−1R)−1 from left and right into
Eq. 7.56 gives
P˜ = Sˆ−1
[
1
2pii
∮
RR−1
Θ(z − 0.5)
Sˆ−1z − Pˆ (Sˆ
−1R)(Sˆ−1R)−1dz
]
Sˆ−1
= Sˆ−1R
[
1
2pii
∮
Θ(z − 0.5)
zI −D dz
]
R−1
= Sˆ−1R
[
1
2pii
∮
Θ(z − 0.5)
zI −D dz
]
RT Sˆ−1 (7.58)
where in the last step, the relation RT Sˆ−1R = 1 which is valid under the
assumption that Pˆ is a symmetric matrix. The integral in brackets is eval-
uated using the Cauchy residue theorem and can be written in terms of a
diagonal matrix L. Component-wise, this yields
Lii =
1
2pii
∮
Θ(z − 0.5)
z − λi dz = Res
(
Θ(z − 0.5)
z − λi , z = λi
)
= Θ(λi − 0.5).
(7.59)
The final expression for P˜ is therefore
P˜ = Sˆ−1RLRT Sˆ−1. (7.60)
In a similar fashion, the derivative of P˜ with respect to Pˆ , that is needed in
the expression for the Kohn-Sham matrix can be evaluated. After diagonal-
ization of Pˆ , this derivative reads
dP˜
dPˆ
= Sˆ−1R
[
1
2pii
∮
Θ(z − 0.5)
(
1
D − zI
)
R−1Sˆ
dPˆ
dPˆ
R
(
1
D − zI
)
dz
]
R−1.
(7.61)
Again, the contour integral in brackets is computed via the Cauchy residue
theorem. Since, in this case, the diagonal matrix D with the eigenvalues
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appears twice, the result is now a matrix M that also contains off-diagonal
elements
Mkj =
1
2pii
∮
Θ(z − 0.5)
(λk − z)(λj − z)dz =
1
2pii
∮
g(z)dz
= Res(g, λk) + Res(g, λj)
=
{
Θ(λk−0.5)−Θ(λj−0.5)
λk−λj , k 6= j
δ(λk − 0.5), k = j
. (7.62)
The derivative Eq. 7.61 thus becomes
dP˜cd
dPˆef
=
[
Sˆ−1R (M ⊗Gef )R−1
]
cd
, (7.63)
with
Gef = R
−1Sˆ
dPˆ
dPˆef
R. (7.64)
This result can now be applied to the purified wavefunction fitting in or-
der to obtain an expression for the Kohn-Sham matrix. In this case, Pˆ is
a function of P , i.e. it holds that Pˆ = APAT and the Kohn-Sham matrix
written in terms of a derivative of the energy with respect to P is given as
dE˜[P˜ ]
dPab
=
dE˜
dP˜cd
dP˜cd
dPˆef
dPˆef
dPab
= K˜cd
dP˜cd
dPˆef
dPˆef
dPab
, (7.65)
where implicit summation is assumed over same indices. The last derivative
trivially amounts to
dPˆef
dPab
=
d
dPab
[
APAT
]
ef
= AeaAfb. (7.66)
Under utilization of Eq. 7.63 this term simplifies to
dE˜[P˜ ]
dPab
=
[(
AT S˜R−1
) [(
RT S˜−1K˜S˜−1R−T
)
⊗M
]
RTA
]
ab
. (7.67)
Since RT S˜−1R = 1 this can be rewritten as
dE˜[P˜ ]
dP
= ATR
[(
RT S˜−1K˜S˜−1R
)
⊗M
]
RTA. (7.68)
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If Pˆ is obtained from a blocking procedure, above expression needs to be
filtered through B
dE˜[P˜ ]
dP
=
[
ATR
[(
RT S˜−1K˜S˜−1R
)
⊗M
]
RTA
]
⊗B (7.69)
For the purification of the blocked density matrix, the McWeeny proce-
dure based on the overlap matrix S can be replaced by a blocked McWeeny
procedure where the overlap matrix is replaced by its blocked counterpart
S† = Sˆ ⊗B. Eq. 7.23 thus becomes
P¯n+1 = f(P¯n) = 3P¯nS
†P¯n − 2P¯nS†P¯nS†P¯n. (7.70)
If the matrix B is chosen to be block diagonal, the eigenvalue problem
Eq. 7.27 can thus be solved within the smaller diagonal subspaces only which
significantly reduces the computational workload.
7.5.3 Wavefunction fitting with and without purifica-
tion
As mentioned in Sec. 7.2.3 applying the purification scheme Eq. 7.23 to the
density matrix Pˆ obtained from wavefunction fitting without the orthonor-
mality constraint yields exactly the density matrix P˜ obtained through the
fitting procedure including the constraint. This can easily be seen by plug-
ging Pˆ into the McWeeny purification algorithm. The first two iterations
amount to
P¯1 = 3Pˆ SˆPˆ − 2Pˆ SˆPˆ SˆPˆ
= 3CˆCˆT SˆCˆCˆT − 2CˆCˆT SˆCˆCˆT SˆCˆCˆT
= 3CˆΛCˆT − 2CˆΛ2CˆT
= Cˆ
(
3Λ− 2Λ2) CˆT =: Cˆg1CˆT (7.71)
and
P¯2 = 3Pˆ1SˆPˆ1 − 2Pˆ1SˆPˆ1SˆPˆ1
= 3Cˆ
(
3Λ− 2Λ2) CˆT SˆCˆ (3Λ− 2Λ2) CˆT
− 2Cˆ (3Λ− 2Λ2) CˆT SˆCˆ (3Λ− 2Λ2) CˆT SˆCˆ (3Λ− 2Λ2) CˆT
= 3Cˆg21ΛCˆ
T − 2Cˆg31Λ2CˆT . (7.72)
Recursively, that yields
P¯n+1 = Cˆgn+1Cˆ
T , (7.73)
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with
gn+1 = 3g
2
nΛ− 2g3nΛ2. (7.74)
If the McWeeny procedure converges in the limit for n→∞, gn(Λ) is required
to become a fixed point. Obviously this condition is fulfilled in the case of
gn → Λ−1, i.e.
P¯ = CˆΛ−1CˆT = P˜ . (7.75)
which matches exactly the corresponding equation for the purified wavefunc-
tion fitting.
7.5.4 Diagonalization in the occupied subspace for wave-
function fitting
As shown in App. 7.5.2, in order to obtain an expression for the Kohn-Sham
matrix, a general eigenvalue problem of size NABS
PˆR = S˜−1Rλ (7.76)
needs to be solved. This might become the bottleneck in a ADMM calcula-
tion because NABS is not necessarily a small quantity. However, if Pˆ can be
expressed in terms of molecular coefficients, as it is the case e.g. in wavefunc-
tion fitting, it is sufficient to diagonalize the occupied subspace only, which
is typically much smaller than NABS. This can be achieved by introducing
the following substitution R→ RΛ:
R = S˜CˆΛ−1/2RΛ = S˜C˜RΛ. (7.77)
Eq. 7.76 transforms thus into
PˆR = S˜−1Rλ
CˆCˆTR = S˜−1Rλ
CˆCˆT S˜C˜RΛ = S˜
−1S˜C˜RΛλ
C˜Λ1/2Λ1/2C˜T S˜C˜RΛ = C˜RΛλ
(S˜C˜)T C˜ΛC˜T S˜C˜RΛ = (S˜C˜)
T C˜RΛλ
ΛRΛ = RΛλ, (7.78)
where in the last step, the fact that C˜S˜C˜T = 1 has been used. This eigenvalue
problem is of the size Nmo ×Nmo with Nmo the number of occupied orbitals
in the system, and therefore significantly smaller in size than the general one.
Unfortunately, its solution will only provide the eigenvectors of the occupied
subspace
Ro = S˜CˆΛ
−1/2RΛ, (7.79)
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and the eigenvectors Rn for the null-space are unknown. However, since
RRT = S˜ it follows for the decomposition into occupied and unoccupied
subspaces that
RnR
T
n +RoR
T
o = S˜ (7.80)
which motivates the notation R = (Rn Ro). Furthermore the matrix M
has a very characteristic structure
M =
(
Mn Mno
Mon Mo
)
(7.81)
with
Mo = Mn =
 0 0 . . .0 0 . . .
...
...
 , Mno = MTon = ( Mno Mno Mno . . . ) ,
(7.82)
which directly follows from its definition in Eq. 7.62. Using this decomposi-
tion, Eq. 7.68 can be rewritten in terms of occupied and unoccupied parts:
dE˜[P˜ ]
dP
= AT (Rn Ro)
[(
RTn S˜
−1K˜S˜−1Rn RTn S˜
−1K˜S˜−1Ro
RTo S˜
−1K˜S˜−1Rn RTo S˜
−1K˜S˜−1Ro
)
⊗M
]
·
· (Rn Ro)TA
= AT (Rn Ro)
(
0 RTn S˜
−1K˜S˜−1R˜o
(RTn S˜
−1K˜S˜−1R˜o)T 0
)
·
· (Rn Ro)TA, (7.83)
with R˜o denoting the eigenvectors of the occupied subspace with the columns
scaled by the vectors Mno. This can further be simplified, yielding an expres-
sion that only depends on the eigenvectors Ro of the occupied subsystem:
dE˜[P˜ ]
dP
= AT
(
Ro
(
RTn S˜
−1K˜S˜−1R˜o
)T
RnR
T
n S˜
−1K˜S˜−1R˜o
)
(Rn Ro)
TA
= AT
(
RoR˜
T
o S˜
−1K˜S˜−1RnRTn +RnR
T
n S˜
−1K˜S˜−1R˜oRTo
)
A
= AT
(
RoR˜
T
o S˜
−1K˜S˜−1(S˜ −RoRTo )
+ (S˜ −RToRo)S˜−1K˜S˜−1R˜oRTo
)
A. (7.84)
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An explicit expression for the products RoR˜
T
o is still required. Again, due to
the special structure of M , the matrix R˜o resulting from a column scaling of
Ro with Mno can conveniently be obtained from the eigenvalues of Λ
R˜o = RoD
−1
Λ (7.85)
where DΛ contains the eigenvalues of the matrix Λ and fulfills RΛDΛR
T
Λ = Λ
and similarly RΛD
−1
Λ R
T
Λ = Λ
−1, yielding
RoR˜
T
o = S˜CˆΛ
−1/2RΛ(S˜CˆΛ−1/2RΛD−1Λ )
T
= S˜CˆΛ−1/2RΛD−1Λ R
T
ΛΛ
−1/2CˆT S˜
= S˜CˆΛ−1/2Λ−1Λ−1/2CˆT S˜
= S˜CˆΛ−2CˆT S˜. (7.86)
Inserting this result into Eq. 7.84 yields
dE˜[P˜ ]
dP
= AT
(
RoR˜
T
o S˜
−1K˜S˜−1(S˜ −RoRTo )
+ (S˜ −RToRo)S˜−1K˜S˜−1R˜oRTo
)
A
= AT
(
S˜CˆΛ−2CˆT S˜S˜−1K˜S˜−1(S˜ −RoRTo )
+ (S˜ −RToRo)S˜−1K˜S˜−1S˜CˆΛ−2CˆT S˜
)
A. (7.87)
For the last step, this equation needs to be back-transformed applying the
substitution from Eq. 7.77. Since Λ is symmetric, its eigenvectors are or-
thonormal, i.e. RΛR
T
Λ = 1 and one finds
RoR
T
o = S˜CˆΛ
−1/2RΛRTΛΛ
−1/2CˆT S˜
= S˜CˆΛ−1CˆT S˜ = S˜P˜ S˜. (7.88)
Thus, the final expression for the Kohn-Sham matrix is given as
dE˜[P˜ ]
dP
= AT
(
S˜CˆΛ−2CˆT K˜(1− P˜ S˜)
+ (1− S˜P˜ )K˜CˆΛ−2CˆT S˜
)
A (7.89)
which indeed depends only on the inverse square of Λ which has the size
Nmo×Nmo which can be evaluated through efficient Cholesky decomposition
and does not require a diagonalization.
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7.5.5 MO derivatives
For wavefunction optimization algorithms that do not rely on the existence
of a Kohn-Sham matrix but rather utilize the MO derivatives
U =
dE
dC
, (7.90)
such as the orbital transformation (OT) method [52] in Quickstep [14], the
explicit construction of a Kohn-Sham matrix can be omitted. This is cer-
tainly the case for the purified wavefunction fitting because in that case the
corresponding auxiliary density matrix can be obtained from molecular co-
efficients. Instead of calculating the derivative of the energy with respect to
the density matrix, it is thus sufficient to compute the MO derivatives
Utotal =
dE[P ]
dC
+
dE˜[P˜ ]
dC
, (7.91)
where only the second term is of interest here. Notice, that the auxiliary
density matrix P˜ can be expressed either in terms of purified molecular co-
efficients
P˜ = C˜C˜T with C˜ = CˆΛ−1 = ACΛ−1 (7.92)
or in terms of non-purified molecular coefficients
P˜ = CˆΛ−1CˆT . (7.93)
As a consequence, there exist two different approaches for calculating the
desired MO derivative. The first method involves the auxiliary Kohn-Sham
matrix
dE˜[P˜ ]
dC
=
dE˜
dC
=
dE˜
dP˜
dP˜
dCˆ
dCˆ
dC
= K˜
dP˜
dCˆ
dCˆ
dC
, (7.94)
and the second method directly takes derivative of the energy with respect
to the purified MO coefficients into account
dE˜[P˜ ]
dC
=
dE˜
dC
=
dE˜
d˜C
dC˜
dC
= U˜
dC˜
dC
, (7.95)
with
U˜ =
dE˜[P˜ ]
dC˜
. (7.96)
The first case is algebraically straight forward, leading to
dE[P˜ ]
dC
= 2
(
AT H˜CˆΛ−1
)
− 2
(
AT S˜CˆΛ−1CˆT H˜CˆΛ−1
)
. (7.97)
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The second case is slightly more involved and requires the usage of the Cauchy
integral formalism. The required derivative dC˜
dC
involves terms such as
dΛ−1/2
dC
(7.98)
which can conveniently by expressed by
dΛ−1/2
dC
=
1
2pii
∮
f(z)
1
Λ− zI
dΛ
dC
1
Λ− zI dz, (7.99)
with f(z) = z−1/2. For the evaluation of the contour integral, the matrix
Λ needs to be diagonalized. Using the same notation as in Sec. 7.5.4, i.e.
RΛDΛR
T
Λ = Λ and DΛ defined through the eigenvalues µi of Λ, the resulting
matrix reads
Nkj =
1
2pii
∮
z−1/2
(µk − z)(µj − z)dz =
1
2pii
∮
g(z)dz
= Res(g, µk) + Res(g, µj)
=
{
µ
−1/2
k −µ
−1/2
j
µk−µj , k 6= j
−1
2
µ
−3/2
k , k = j
. (7.100)
The final result for the MO derivatives is thus given by
dE˜[P˜ ]
dC
= AT U˜Λ−1/2 +QTAC(Y + Y T ), (7.101)
with
Y = RΛ
([
RTΛC
TAT U˜RΛ
]
⊗N
)
RTΛ. (7.102)
The first method, Eq. 7.97, has the advantage that only the inverse of Λ is
needed whereas the second method, Eq. 7.101, requires the diagonalization
of Λ.
7.5.6 Analytical ionic forces
The derivative of the energy with respect to the atomic positions R
dE
dR
=
dE[P ]
dR
+
dE˜[P˜ ]
dR
(7.103)
can be calculated via the MO derivatives given in Eq. 7.101. That is, for the
interesting term,
dE˜[P˜ ]
dR
=
dE˜[P˜ ]
dC˜
dC˜
dR
= U˜
dC˜
dR
. (7.104)
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Component-wise, this yields
dE˜[P˜ ]
dR
= U˜ab
[
dA
dR
CΛ−1/2
]
ab
+ U˜ab
[
AC
dΛ−1/2
dR
]
ab
, (7.105)
where summation over same indices is assumed. In order to evaluate the
second term, it is possible to apply the same mathematical formalism as in
Eq. 7.99 and the final result reads
dE˜[P˜ ]
dR
= −U˜ab
[
S˜−1
dS˜
dR
S˜−1QCΛ−1/2
]
ab
+U˜ab
[
S˜−1
dQ
dR
CΛ−1/2
]
ab
+Yab
[
CT
dQT
dR
AC
]
ab
−Yab
[
CTQT S˜−1
dS˜
dR
S˜−1QC
]
ab
+Yab
[
CTQT S˜−1
dQ
dR
C
]
ab
, (7.106)
with Yab as in Eq. 7.102. This can further be simplified in terms of traces
and becomes
dE˜
dR
= −tr
(
W T
S˜
dS˜
dR
)
+ tr
(
W TQ
dQ
dR
)
, (7.107)
with the weighted density matrices
WS˜ = S˜
−1U˜Λ−T/2CTAT + ACY CTAT (7.108)
and
WQ = S˜
−1U˜Λ−T/2CT + ACY TCT + ACY CT . (7.109)
7.5.7 Eigenvalues
For purified wavefunction fitting, the Kohn-Sham matrix obtained through
the McWeeny procedure or the Cauchy integral is not suitable for the cal-
culation of orbital energies. This problem can be illustrated, by evaluating
Eq. 7.89 for identical primary and auxiliary basis sets, i.e. A = 1, Λ = 1,
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Cˆ = C, S˜ = S and P˜ = CCT . In that case, the eigenvalues are given as
CT
dE˜[P˜ ]
dP
C = CT
[
AT (S˜CˆΛ−2CˆT K˜(1− P˜ S˜) + (1− S˜P˜ )K˜CˆΛ−2CˆT S˜)A
]
C
= CT
[
SCCT K˜ − SCCT K˜PS + K˜CCTS − SPK˜CCTS
]
C
= CT K˜C − CT K˜PS + CT K˜C − SPK˜C
= CT K˜C − CT K˜C + CT K˜C − CT K˜C, (7.110)
which is identically zero. Thus, Eq. 7.89 is not a suitable candidate for
the calculation of the orbital energies and a different approach needs to be
taken into account. The obvious choice is to derive a similar expression
as in Eq. 7.33 for the non-purified wavefunction fitting, i.e. omitting the
purification procedure. This assumption leads to the approximated Kohn-
Sham matrix given in Eq. 7.34.
Chapter 8
Summary and Outlook
8.1 Summary
The first part of this work was dedicated to the development and implemen-
tation of a Hartree-Fock exchange kernel into the framework of the existing
molecular dynamics package CP2K. In order to practically use the algorithms
in the context of hybrid density functionals applied to large systems, the main
focus was on linear scaling with respect to system size and parallel efficiency.
The publication presented in Chapter 4 presents some results obtained from
a first version of the algorithm. Extended molecular dynamics simulations
of liquid water based on hybrid functionals and a multiple time-step algo-
rithm have been performed with the conclusion, that the inclusion of exact
exchange does not significantly improve structural properties. Furthermore,
linear scaling behavior with respect to system size has been observed and
reasonable parallel scalability up to 256 cores could be achieved.
The Γ–point approximation based on a method that only takes the largest
exchange-energy contributions obtained from a minimum image convention
in the basic super-cell into account was later found to be unstable, especially
when higher quality basis sets are applied. In order to circumvent this prob-
lem, a new algorithm taking advantage of a truncated Coulomb operator has
been developed and successfully applied to fairly large condensed phase sys-
tems. The publication in Chapter 5 illustrates how this approach solves the
stability problem. In addition, a lot of effort has been spent in improving
the parallel scalability of the method by fine-tuning the hybrid MPI/openMP
implementation and by introducing a remarkably accurate cost model based
on which the distribution of the workload can be achieved in a almost per-
fectly load balanced fashion.
Even though the construction of the Fock matrix scales linearly with in-
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creasing system size, there is a large prefactor associated with the integral
and density screening procedure. In order to reduce this prefactor, screen-
ing functions and data prefetching concepts have been introduced that allow
for efficient treatment of exchange with much reduced overhead compared
to a standard GGA calculation. The resulting code has been proven to run
on the currently largest supercomputer available to the public and performs
very well up to 64’000 cores and beyond.
Accuracy, stability and scalability could be shown by calculating the cohe-
sive energy of a LiH crystal at the Hartree-Fock basis set limit. Chapter 6
presents results that have been obtained comparing this work and a different
strategy based on short-range exchange and both techniques agreed to sig-
nificant precision.
In the second part of this thesis, the slow-down of linear scaling algorithms
in the presence of highly accurate basis sets has been addressed. Increas-
ing the basis set quality has significant impact on the efficiency of screening
based HFX algorithms. The associated screening thresholds need to be cho-
sen tighter in the presence of more diffuse Gaussian basis functions which
directly translates into more computational workload. In order to retain
the efficiency of the highly optimized algorithms, auxiliary density matrix
methods (ADMM) have been developed, that allow to mimic the effects of
high quality basis sets by using an approximate description of the underly-
ing density matrix. The publication introduced in Chapter 7 demonstrates
the performance of this method by presenting data obtained from extensive
benchmarking.
In summary, this work provides a very efficient framework to study large sys-
tems in gas and condensed phase within DFT using hybrid density function-
als. Since nowadays most accurate approximations for the electron-electron
interactions are based on a certain fraction of HFX, the resulting code will
find applications in various fields in chemistry and solid-state physics.
8.2 Outlook
Although the parallelization of the Fock matrix construction is based on a
hybrid MPI/openMP scheme, the communication involving of the two large
matrices (density matrix and Fock matrix) will ultimately prevent scaling
beyond 20’000 MPI tasks. In order to circumvent this problem, an algorithm
that uses distributed versions of these matrices might be the solution. How-
ever, as mentioned in Chapter 3, retaining the quasi-optimal load balance of
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the current implementation that takes the eight fold symmetry of the electron
repulsion integrals (ERIs) into account is far from being straightforward. Of
course, the symmetry criterion could by relaxed but this choice comes along
with significant increase in memory requirement for the storage of already
calculated ERIs and seems thus not very attractive.
Since General-purpose computing on graphics processing units (GPGPU)
is becoming increasingly popular, a single precision variant of the current
code would be of interest. An potentially successful ansatz would be to del-
egate the calculation of the ERIs to such a hardware or similar accelerator
devices. Within the compression/decompression scheme it is typically suf-
ficient to store the integrals with less than 32 bit precision and similarly it
should be possible to evaluate them in single precision. Furthermore, the
screening estimates for each bunch of integrals allows for automatic failure
detection which is not possible on current graphics cards or similar hardware.
Since the integral computation is one of the bottlenecks in a HFX calcula-
tion, significant speed-up can be expected from such an approach.
Some more work would need to be invested in order to extend the current
scheme towards inclusion of perturbation theory based correlation effects.
Methods such as MP2 basically rely on the same kernel routines for the
ERI evaluation and the contraction with density matrix like structures. The
main difficulty from a technical point of view emerges from the fact that
the current ERI storage scheme is based on a simple first-in-first-out (FIFO)
paradigm. An implementation of MP2 would require to access these data in
variable ordering and an efficient method to communicate bunches of inte-
grals among MPI processes would be needed. Once this is achieved, it should
be straightforward to efficiently integrate periodic correlation effects into the
current framework.
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