In the absence of sensory stimuli, spontaneous activity in the brain has been shown to exhibit organization at multiple spatiotemporal scales. In the macaque auditory cortex, responses to acoustic stimuli are tonotopically organized within multiple, adjacent frequency maps aligned in a caudorostral direction on the supratemporal plane (STP) of the lateral sulcus. Here, we used chronic microelectrocorticography to investigate the correspondence between sensory maps and spontaneous neural fluctuations in the auditory cortex. We first mapped tonotopic organization across 96 electrodes spanning approximately two centimeters along the primary and higher auditory cortex. In separate sessions, we then observed that spontaneous activity at the same sites exhibited spatial covariation that reflected the tonotopic map of the STP. This observation demonstrates a close relationship between functional organization and spontaneous neural activity in the sensory cortex of the awake monkey.
INTRODUCTION
Converging evidence from neurophysiology and from functional and metabolic neuroimaging demonstrate that the brain is continually active in the absence of sensory inputs or motor tasks (Kennedy et al., 1978; Arieli et al., 1995; Biswal et al., 1995; Raichle et al., 2001 ). There has recently been considerable interest in whether this spontaneous activity reflects and can be used to investigate, the underlying architecture of the functional networks within the brain. Neurophysiological evidence for this prospect comes, for example, from experiments using optical imaging of voltage sensitive dyes, which have shown that the correlation structure of spontaneous activity in visual cortex reflects the spatial structure of an orientation map derived from sensory stimulation (Kenet et al., 2003) . A recent fMRI study has similarly shown correspondence between spontaneous signals and the functional organization of the somatosensory cortex (Chen et al., 2011) . Moreover, studies with single unit electrophysiology have demonstrated that there is a higher level of correlation in spontaneous spiking activity between pairs of neurons that have similar tuning properties (Lee et al., 1998; Crowe et al., 2010) . Furthermore, the spontaneous activity of single neurons can reflect the global state of the network in which they are embedded (Arieli et al., 1996; Tsodyks et al., 1999; Luczak et al., 2009) . In summary, the brain's endogenous activity can exhibit significant spatial and temporal structure, and this structure can be related to the underlying functional properties of the network.
At the same time, it is unclear to what extent previous observations reflect a general principle of cortical function. Most of the imaging studies in visual and somatosensory cortex mentioned above were conducted in anesthetized rodents and cat, but the anesthesia or behavioral state can influence spontaneous neural activity. In humans, the correlation structure of gamma-band spontaneous activity in the awake state is different from that in slow-wave sleep (He et al., 2008) . It is therefore important to establish whether there is a correspondence between spontaneous activity and functional architecture in awake primates. Furthermore, the focus of previous studies was on the spatial organization within a single cortical area over a few millimeters. Would a similar correspondence occur over a larger cortical distance and multiple areas in the awake monkey? A previous study using an array of multielectrodes in early visual cortex of awake monkeys found that correlation in spontaneous activity fell off monotonically with distance, up to a centimeter, but made no attempt to link the ongoing spontaneous activity within that area to the intrinsic functional architecture .
In the present study, we address the spatial organization of spontaneous field-potential signals in the core and surrounding regions of the macaque auditory cortex using multiple microelectrocorticographic (mECoG) arrays with finer spacing between sites (1 mm) than that of standard ECoG grids (Kim et al., 2007; Kellis et al., 2010) . The arrays were placed along the length of the supratemporal plane (STP) in the lateral sulcus (Figures 1B and 1C) where there are multiple tonotopic maps (Merzenich and Brugge, 1973; Morel et al., 1993; Recanzone et al., 2000; Petkov et al., 2006; Tanji et al., 2010) . Three of the mECoG arrays were placed end-to-end, running more than 2 cm in the caudorostral direction, and thus spanning multiple auditory areas ( Figure 1C ; note that this figure is reconstructed from the postmortem brain after removing the upper bank of the lateral sulcus following all the data collection). This approach allowed us to first identify the tonotopic maps based on field potential responses to pure tone acoustic stimuli and to then compare these maps to the correlation structure of spontaneous activity recorded in separate sessions. Thus, we tested the hypothesis that the spontaneous activity reflects the functional architecture of the sensory map as previously shown in anesthetized animals (Kenet et al., 2003) . We found that the dominant eigenmodes of the correlation patterns closely resembled the stimulus-defined functional map, suggesting that the pattern of spontaneous activity was constrained by the large-scale functional architecture of the STP. As the first such demonstration in awake monkeys, these findings underscore the close link between the spatiotemporal structure of the brain's endogenous activity and the functional organization within and between cortical areas.
RESULTS
The tonotopic organization of the auditory cortex in awake macaques is known from previous single-unit (Recanzone et al., 2000; Kusmierek and Rauschecker, 2009; Scott et al., 2011) and fMRI (Petkov et al., 2006; Baumann et al., 2010; Tanji et al., 2010) studies. Moreover, the frequency tuning properties in the auditory cortex have been evaluated using local field potential (LFP) recordings and current source density (CSD) analysis (Fu et al., 2004; Lakatos et al., 2005a; Kayser et al., 2007; Steinschneider et al., 2008; Kajikawa and Schroeder, 2011) . The tonotopic maps run in a caudorostral direction and show mirror reversals in their preferred frequency gradient at the points of their lowest and highest frequencies. With three chronically implanted mECoG arrays (total 96 channels; Figures  1B and 1C ), we were able to characterize these multiple maps simultaneously by measuring responses to each stimulus presentation. We were also able to measure spontaneous activity from the same cortical positions in a separate testing session. Furthermore, the simultaneous recording with chronic mECoG arrays permitted the analysis of spatiotemporal covariation in the spontaneous field potentials. In the following sections we first describe the methods that identified the tonotopic maps in the auditory cortex and then demonstrate that spontaneous activity is organized in a manner that reflects the specific structure of these maps.
Tonotopic Mapping of the STP Derived from HighGamma Power in Field Potentials
We recorded auditory evoked potentials from the implanted mECoG arrays while the monkeys listened passively to 180 different pure tone stimuli (each 100 ms duration, at 30 different frequencies from 100 Hz to 20 kHz at each of 6 intensity levels from 52-87 dB; see Experimental Procedures). The tone stimuli evoked robust responses (Figure 2 ). Unlike the average evoked waveform, which was dominated by the lower frequency components phase-locked to stimulus onset ( Figure 2A , lower panels), the normalized spectrogram clearly shows increases from the prestimulus period in higher frequency power, especially in the high gamma range (60-250 Hz; Figure 2A , upper panels) possibly due to the fact that the spectrogram reflects not only phaselocked but also non-phase-locked components of the evoked response.
To evaluate the auditory frequency preferences of individual sites, we estimated the characteristic frequency (CF) for each site based on the evoked high gamma power from the first 150 ms after the presentation of the stimulus (see Experimental Procedures). This produced tuning profiles with clear frequency preferences, which sometimes became better defined at lower sound intensities (Figure 2B , left; see also Figure S3 , available online) but could also be relatively independent of sound intensity ( Figure 2B , right). The statistical significance of this frequency preference was evaluated using a two-way analysis of variance (ANOVA, p < 0.01; see Experimental Procedures). About two-thirds of the sites in STP showed significant frequency tuning (65/96 sites in monkey M, 62/96 sites in monkey B) and were organized in a tonotopic fashion, with CF reversals (Figure 3) . The maps were similar in the two monkeys. Starting at the most caudal electrodes in the caudal-most array, sites were tuned to comparatively high frequencies. Moving rostrally along the STP, the frequency tuning went through at least three well-defined reversals over a distance of roughly 2 cm. As the CF changed primarily along the caudorostral axis, we projected the CF from each site onto this axis to discern the areal boundaries defined by the frequency reversals (Figure 3B) . We then fit the data with a polynomial (dashed curve in Figure 3B ; see Experimental Procedures) and used its peaks and troughs to determine the approximate locations of the boundaries between adjacent cortical areas. Based on this analysis, we conceptually divided the recording sites on STP into four sectors, which we estimate correspond to the following subdivisions within the auditory cortex: Sec (sector) 1, A1/ML; Sec 2, R/RL; Sec 3, RTL; Sec 4, RTp ( Figure 3A) . The core/belt (e.g., A1/ML) boundary within Sec 1 or Sec 2 could not be determined by changes in the CF because the tuning frequency does not vary along the medial-lateral axis of the STP (e.g., Petkov et al., 2006) . Nor could we detect the boundary with any certainty based on differences in sharpness or strength of tuning between the belt and the core (Rauschecker et al., 1995) .
We also examined maps obtained with other field potential frequency bands. Although the CF maps from the lower frequency bands (theta, alpha, beta, and low gamma) were similar to the map from the high-gamma band ( Figure S1) , it was more difficult to discern clear reversals in the CF maps from the lower frequency bands. The difficulty is evident from inspection of the CF values projected on the caudorostral axis of the supratemporal plane (Figures S1A andS1B, right column).
In the lower frequency bands, the CF values did not vary and reverse as smoothly as those in the high-gamma band. To quantify the difference, we examined how well a polynomial curve fit each of the CF maps projected on the caudorostral axis (the blue curves in the columns on the right in Figures S1A and S1B). We found that high gamma had the highest R 2 . Although high R 2 values could be obtained from untuned data (i.e., without frequency tuning, all points could lie on a line and still be well fitted), it is clear from the plots that the drop in the value of R 2 for the other evoked frequency bands was due to decreased consistency in tuning along the caudorostral axis. The results indicate not only that the high-gamma band produced the clearest tonotopic maps, but also that the other frequency bands produced noisier, although consistent maps. To test this point further, we also examined the optimal degree of polynomials fit to the CFs using the Bayesian information criteria (BIC) (see Supplemental Experimental Procedures). The maps from the low frequency bands were fitted optimally with first-or second-order polynomials (Table S1 : theta and beta bands in monkey M; theta, alpha, beta, and low-gamma bands in monkey B, see Supplemental Experimental Procedures), suggesting that the data from these frequency bands were not structured enough to have the multiple mirror symmetric reversals evident in data from the highest frequency band. In monkey M, the data from the alpha and low-gamma band were best fitted with higher order polynomials (9 for alpha band, 7 for low gamma), but high gamma was the only frequency band optimally fitted by the structured polynomial curve in both monkeys (10 for monkey M, 7 for monkey B).
Spontaneous Neural Fluctuation Reflects the Structures of the Tonotopic Map
Given the well-defined tonotopic maps obtained with highgamma-band-evoked power, we next investigated the spatiotemporal structure of spontaneous neural activity, asking whether fluctuations of high-gamma activity in the auditory cortex might reflect its inherent functional architecture. In this case, we recorded field potentials from the arrays while the monkeys sat quietly with no auditory stimulus (see Experimental Procedures). First, we examined individual time frames of the high-gamma-band voltage to determine whether they would exhibit structural similarities to the CF maps. We found that some individual time frames bore a resemblance to the maps ( Figure 4A ). To determine whether such similarity was coincidental or systematic, we computed the correlation coefficient between the spatial distribution of spontaneous high-gamma voltage at each time frame and the CF map for each monkey. As a control, we computed the correlation coefficient between the spontaneous activity and spatially randomized CF maps (see Experimental Procedures). The distribution of the correlation coefficient from the actual CF map (red, Figure 4B ) was significantly different from the control distribution (black, Figure 4B) (Kolmogorov-Smirnov test, p < 0.0001 for both monkeys). The tails of the distribution are wider than the control distribution, and thus these tails include correlation coefficients that are significantly larger (two-tailed) than would be expected from the control distribution. Statistically significant correlation coefficients were then defined by fitting the control distribution with a Gaussian and calculating the correlation coefficients satisfying p < 0.01 (two sided). Under this definition, the threshold for significant correlation was ± 0.305 for monkey M and ± 0.307 for monkey B (gray area, Figure 4B ). The time frames above those thresholds occupy 10.6% and 7.7% for monkeys M and B, respectively, of all the recorded spontaneous frames, demonstrating that during certain periods the spontaneous raw voltage reflected the structure of auditory cortex over multiple areas.
To examine this issue in greater depth, we next evaluated whether the spontaneous activity resembling the CF map Table S1 for supplemental information for this figure.
described above explains a large or small fraction of the overall spontaneous activity variance. To this end, it was necessary to extract the dominant spatial structure present in the ongoing spontaneous activity without using the information about the CF map. Thus, we estimated the extent to which the activities of individual electrodes were coordinated by computing the principal components (PCs) of the spontaneous high-gamma voltage in the 96 sites on the STP (see Experimental Procedures). We found that the amount of variance explained by each PC decreased rapidly from the first PC, which suggests that the spontaneous activity was strongly coordinated according to its spatial organization ( Figure 5 ). Specifically, 80% of the variance was explained by the first 22 PCs for monkey M and the first 32 PCs for monkey B), while the first 77 PCs would be necessary to explain 80% of the variance with uniformly distributed eigenvalues. Thus, there was considerable structure in the spontaneous activity.
Inspection of the PCs demonstrated a notable correspondence between several of the PCs computed using spontaneous activity and the CF map of pure-tone responses (compare, for example, Figure 6B and Figure 3A) . Therefore, we statistically Figure 3A. (B) Distributions of correlation between the CF map and spontaneous activity (left, monkey M; right, monkey B). Red, the distribution of correlation coefficients between the CF map and spontaneous-voltage time frames over the entire recording session. Black, the control distribution created by correlating with randomized CF maps (with 10 different randomizations). Each distribution was fitted by a Gaussian, indicated by the lines. The significance level was computed from the control distribution for p < 0.01 (two-sided, p < 0.005 on each side). The gray area indicates the correlation coefficients satisfying this significance level.
evaluated whether each PC was correlated with either or both of the two variables that characterize each site, i.e., the CF and the area label (i.e., Sector 1, 2, 3, 4; see Experimental Procedures). We found that both monkeys had multiple PCs with significant (p < 0.05/96) main effects for the CF and/or the area label (Table  S2) . Interestingly, the PCs that were significantly correlated with the features of the map also explained the most variance in the spontaneous activity. Specifically, the first PCs in both monkeys were significantly correlated with the area label. In addition, for each monkey, the highest order PC that correlated with the CF map also ranked highly (second PC for monkey M, fourth PC for monkey B). By examining the PCs spatially, one can readily see that the first PCs resembled our stimulation-based estimation of the different auditory areas ( Figure 6A ). The other PCs closely resembled the CF maps themselves ( Figure 6B ). We also confirmed the relationship between the CF values and these PCs by calculating the correlation coefficients between them for both monkeys: r = 0.5243 (p < 0.00001) for monkey M; r = 0.3858 (p = 0.0023) for monkey B ( Figure 6C ).
DISCUSSION
In this study, we chronically implanted mECoG arrays to record field potentials in intrasulcal auditory cortex of awake macaques. Based upon the responses to pure tone stimuli, and consistent with previous electrophysiological and fMRI studies, we first identified multiple, mirror symmetric tonotopic maps on the supratemporal plane (STP) using the high-gamma band of the evoked field potentials. We then demonstrated that, in the absence of stimulation, spontaneous activity on the STP was spatiotemporally coordinated in a way that reflected two functional organizations of the auditory cortex: the characteristic frequency (CF) maps and the sectors delineated by the putative areal boundaries from the CF maps. In the next sections, we discuss each of these aspects of the study in turn, and speculate on the significance of the emergent spontaneous activity patterns.
Tonotopic Organization of Field Potentials of the Supratemporal Plane Revealed by mECoG Arrays As in humans, the core and belt areas of the auditory cortex of the macaque monkey are embedded in the lateral sulcus on the STP, with additional auditory areas located along the lateral bank of the circular sulcus and on the superior temporal gyrus (Bolhuis et al., 2010; Hackett, 2011) . Traditionally, sensory responses from such intrasulcal areas have been investigated with single or multiple penetrating electrodes by recording extracellular spikes and field potentials. In the macaque auditory cortex, these direct measurements have revealed detailed aspects of the sound encoding properties within various frequency bands of the field potentials (Lakatos et al., 2005a; Chandrasekaran and Ghazanfar, 2009; Steinschneider et al., 2008; Kayser et al., 2009; Fishman and Steinschneider, 2010) . This approach, however, is not well suited to examining spatiotemporal activation profiles from a large expanse of the cortex. Optical imaging of voltage-sensitive dyes has revealed spatiotemporal activation patterns in sensory cortex (Huang et al., 2004; Xu et al., 2007; Wu et al., 2008) , but this method cannot measure neural activity from intrasulcal cortical areas such as the STP. On the other hand, fMRI can probe the entire brain simultaneously, but it has low temporal resolution. In the present study, we circumvented these limitations by adopting intracranial microelectrocorticography (mECoG). The mECoG arrays used in the current study had finer spacing between sites (1 mm) than that of standard ECoG grids. This approach allowed us to extract the fine tonotopic representation in the macaque auditory cortex on the STP in the lateral sulcus at high temporal resolution.
Mirror symmetric tonotopic maps that reverse at areal boundaries in auditory cortex are one of the main features shared by many primate species, including humans (Formisano et al., 2003; Da Costa et al., 2011; Hackett, 2011) . In awake macaques, tonotopic maps have been identified using single-unit recordings (Recanzone et al., 2000; Kusmierek and Rauschecker, 2009; Scott et al., 2011) , but maps have not been identified in far rostral sites on the STP, and, in fact, there are only a few studies that have recorded single units from rostral areas (Kikuchi et al., 2010; Perrodin et al., 2011 ). In the current study, we identified mirror symmetric tonotopic maps from primary to rostral areas, using the high-gamma power of the evoked field potential. Previous studies have shown that in the macaque primary auditory cortex tuning curves for stimulus frequency obtained from multi-unit spiking activity were better correlated with high-gamma power in local field potentials (LFPs) than with power in the lower frequency components of the LFP (Kayser et al., 2007) . Previous studies in other cortical sensory areas have similarly demonstrated that spiking activity has a closer relation to high-gamma power than to power in lower frequencies (Liu and Newsome, 2006; Ray et al., 2008) . These studies suggest that the tonotopic maps obtained from highgamma band power in our data reflect spiking activity in the vicinity of each contact, presumably from upper layers of cortex since the mECoG arrays were placed on the cortical surface. A recent study of rat auditory cortex showed better correlation between stimulus-evoked spikes and high-gamma band CSD amplitude from the supragranular layer than from deeper layers (Ogawa et al., 2011) . This trend was shared by stimulus-evoked and prestimulus spontaneous activity, although the stimulusevoked responses generally had higher correlation between the CSD amplitudes and neuronal fringing for all bands than did the prestimulus spontaneous activity (Ogawa et al., 2011) . The phase dependency of neuronal firing, on the other hand, may not depend on the frequency bands of the field potential in spontaneous activity (Lakatos et al., 2005b) . Thus, it seems that the high-gamma power we recorded from the surface of the cortex is more closely related to neuronal firing than lower frequency bands even in the spontaneous period. However, this conclusion needs to be interpreted with caution because we do not know the exact source of the field potential in our recording from our ECoG arrays. There may be a significant contribution to the high-gamma band power in the field potential recorded at the surface of the cortex from cortical layers other than the superficial layer (Kajikawa and Schroeder, 2011) . Also, given the strong correlation between the high-frequency LFP power and sensory BOLD signals (Logothetis et al., 2001) , the field potential signals are likely to reflect processes underlying tonotopic maps measured with fMRI (Petkov et al., 2006; Tanji et al., 2010) .
Spatiotemporal Dynamics of Spontaneous Activity and Its Relationship to Functional Architecture
It has long been clear that spontaneous activity in the cerebral cortex is nonrandom with respect to the layout of the cortical surface: an early set of studies using voltage sensitive dyes combined with optical imaging in the anesthetized cat demonstrated considerable spatial organization in the spontaneous fluctuations of visual cortex (Arieli et al., 1995; 1996) . During development, the spontaneous activity became more structured in parallel with the maturation of visual cortex (Fiser et al., 2004; Berkes et al., 2011) . The similarity between spontaneous and stimulus-evoked responses has been investigated previously in rodent cortex (Petersen et al., 2003; Poulet and Petersen, 2008; Luczak et al., 2009; Sakata and Harris, 2009 ). Although these studies found similar temporal dynamics in spontaneous and evoked activity in both anesthetized and, to a limited extent, awake animals (Ferezou et al., 2007) , they have not reported the specific relationship between the sensory map structure derived from evoked activity and that derived from spontaneous activity. Our finding is most similar to a result obtained in an optical imaging study, in which the spatial structure of the orientation map in the primary visual cortex was identified from Figure 3A . Each circle corresponds to one of the significantly tuned sites. See also Figure S2 and Table S2 for supplemental information for this figure. spontaneous neural activity in anesthetized cats (Kenet et al., 2003) . Long-term optical imaging of the visual cortex has also been carried out in awake macaques (Shtoyerman et al., 2000) , but the structure of the sensory map was not determined from the spontaneous activity. Thus, our finding opens up the possibility of uncovering the relationship between spontaneous activity and the functional architecture of cortical areas that may not be identifiable in the anesthetized animal.
The functional significance of the structured spontaneous activity we found, such as its effects on neural and behavioral responses to auditory stimuli, has yet to be evaluated. Spontaneous ongoing activity in the inter-stimulus interval has previously been shown to affect sensory responses to stimuli. For example, in visual cortex of the anesthetized cat, a large portion of the stimulus-evoked response variability is linearly explained by the preceding state of spontaneous activity (Arieli et al., 1996) . Similarly, in auditory cortex of the anesthetized rat, a nonlinear dynamical model estimated from prestimulus spontaneous population activity preceding stimulus presentation explained the trial-to-trial variability of the auditory evoked response (Curto et al., 2009) . In auditory cortex of awake macaque, the prestimulus low-frequency oscillation (delta) phase has an effect on stimulus evoked responses (CSD or multiunit spikes) (Lakatos et al., 2005b) . Moreover, the prestimulus delta phase can become nonrandom as stimuli are presented at a constant rate (Lakatos et al., 2005b) . This suggests that an entrainment or adaptive effect of the stimulation history may also be reflected in prestimulus spontaneous activity. Prestimulus spontaneous EEG activity in humans also predicts the magnitude of fMRI responses to visual stimuli (Becker et al., 2011) . Some other evidence suggests that the state of spontaneous activity can also influence the capacity to detect stimuli. Behaviorally, humans are more likely to detect auditory or visual stimuli when the spontaneous fMRI signal is high in the respective sensory cortical areas (Hesselmann et al., 2010) . In the visual cortex of behaving macaque monkeys, attention modulates the prestimulus low-frequency oscillations that affect the visual event-related response (Lakatos et al., 2008) . This also suggests that the cognitive and behavioral state of an awake animal may substantially affect the pattern of the spontaneous activity. In light of these findings, it would be interesting to investigate how the behavioral state could modulate the pattern of the spontaneous activity resembling the tonotopic maps.
Although the exact origin of the structured spontaneous activity in the cerebral cortex is not fully understood (Leopold and Maier, 2012) , it is likely that anatomical constraints related to functional specialization contributed to the spatiotemporal structure of coherent spontaneous fluctuations among similar frequency sites in our study. This comodulation would need common input to multiple auditory areas and/or long-range corticocortical connections among those areas. There is wellestablished anatomical evidence that the three ''core'' areas (A1, R, and RT) receive thalamic inputs from the ventral nucleus of the medial geniculate complex (Kaas and Hackett, 2000 , for a review). For such thalamic inputs to comodulate neurons with the same frequency preference across the three areas, the same, or correlated, thalamic neuron(s) would need to terminate within each cortical areas at points with the same frequency preference. To our knowledge, such a frequency specific pattern of thalamic inputs has not been reported. As for corticocortical connection, there are long-range anatomical connections between cortical columns with similar stimulus frequency in the cat auditory cortex (Read et al., 2001; Lee et al., 2004) . In the macaque auditory cortex, long range connections also exist between preferred high-frequency sites in A1 and R (Morel et al., 1993) . While details of the anatomical connections to and from more rostral auditory areas have not yet been investigated systematically in the macaque, such connections between sites with similar frequency preference could account for the spontaneous covariation of the sites resembling the tonotopic maps found in this study. It has been theoretically demonstrated that networks of neurons with proper connections can produce spontaneous oscillatory population activity Cowan, 1972, 1973; Amari, 1977; Wallace et al., 2011) and that spontaneous pattern formation in the visual cortex can result from the symmetry in the cortical connections (Bressloff et al., 2001) between cortical columns with similar stimulus preferences (Bosking et al., 1997) . In addition, there could be another contribution to the structured spontaneous activity from the corticothalamocortical circuit, which could have a role in signal propagation from primary to higher auditory areas even in absence of corticocortical connections (Theyel et al., 2010) .
A rather different, though not mutually exclusive, possibility is that the structured spontaneous activity reflects the playback of information about experienced or learned stimuli. A recent study in the rodent visual cortex holds that, following the repeated presentation of a visual stimulus, spontaneous spatiotemporal activity resembled the evoked activity and persisted in this form for several minutes after the stimulation (Han et al., 2008) , raising the possibility of a link to short-term memory. This effect is similar in some respects to our results, but the origin of structured spontaneous activity in our data would be different from such putative short-term memory effects since our recordings of the spontaneous activity were carried out during different sessions and on different days from those in which the sensory evoked responses were mapped. Alternatively, the structured spontaneous activity in our data may reflect auditory information stored in long-term memory (if auditory long-term memory is present in the monkey; (see Fritz et al., 2005) . During sleep, the ''replay'' of learning-related activity has been observed in the rodent hippocampus (Wilson and McNaughton, 1994) and prefrontal cortex (Euston et al., 2007) as well as in the songbird premotor nucleus (Dave and Margoliash, 2000) . More recently, replay was also identified in the hippocampus of awake animals (Foster and Wilson, 2006; Carr et al., 2011) . Such replay of learning-related activity stored long-term could drive structured spontaneous activity in the sensory cortex (Ji and Wilson, 2007) .
In summary, our approach with chronically implanted mECoG arrays allowed us to identify the sensory map and probe the spatiotemporal dynamics of intrasulcal auditory cortical areas in awake monkeys. This led to the finding that spontaneous activity reflected the functional architecture of the auditory cortex along nearly the entire supratemporal plane. The experimental and analytical methods that led to the finding holds promise for advancing our understanding of how the spectral and temporal features of highly complex sounds (Bendor and Wang, 2008) , such as species-specific vocalizations (Poremba et al., 2004; Petkov et al., 2008; Kikuchi et al., 2010; Perrodin et al., 2011) , are processed in the auditory cortex.
EXPERIMENTAL PROCEDURES Subjects
Two adult rhesus monkeys (Macaca mulatta) weighing 5.5-9 kg were used. All procedures and animal care were conducted in accordance with the Institute of Laboratory Animal Resources Guide for the Care and Use of Laboratory Animals, and under an approved National Institute of Mental Health Animal Care and Use Committee protocol. The monkeys' hearing ability was examined with distortion product otoacoustic emission (DPOAE); the results suggest that both monkeys had normal to near-normal peripheral hearing binaurally.
Multielectrode Array
We custom-designed a microelectrocorticographic (mECoG) array to record field potentials from macaque auditory cortex (NeuroNexus Technolgies Inc., MI). The array is machine-fabricated on a very thin polyimide film (20 mm). Each array had 32 recording sites, 50 mm in diameter, on a 4 3 8 grid with 1 mm spacing (i.e., 3 3 7 mm rectangular grid).
Surgery
We implanted 4-5 mECoG arrays in each of two monkeys (monkey M, five arrays in the right hemisphere; monkey B, four arrays in the left hemisphere). Three of the arrays were placed on the supratemporal plane, a fourth was positioned over the parabelt on the lateral surface of the superior temporal gyrus (STG) adjacent to A1, and, in monkey M, a fifth array was placed on the lateral surface of STG just rostral to the fourth array (data gathered from the lateralsurface arrays are not reported in this paper). Monkeys were fasted for 12 hr before surgery and pretreated with an antibiotic (Ditrim, 24% solution, 0.1 ml/kg i.m.). On the day of surgery, the animal was sedated with ketamine (10 mg/kg i.m.) and anesthetized with isoflurane (1%-4% to effect). Throughout surgery, vital signs were monitored, including SpO2, and the animal was kept warm with a heating pad and hydrated (Ringer's solution i.v.). Mannitol (30%, 30 cc i.v. over 20 min) was infused to reduce brain volume. Standard sterile neurosurgical procedures were used throughout. A frontotemporal bone flap, extending from the orbit ventrally toward the temporal pole and caudally behind the auditory meatus, was turned and removed. The dura was then opened and reflected ventrally to expose the lateral sulcus. Using a combination of fine forceps and a small glass pipette attached to a vacuum pump, the banks of the lateral sulcus were carefully separated along its caudorostral length, as far medially as the circular sulcus. Special care was taken not to harm the pial surface of the supratemporal plane (STP). The most caudal of the three mECoG arrays on the STP was placed first and aimed at area A1 by positioning it just caudal to an (imaginary) extension of the central sulcus and in close proximity to a small bump on the STP, both being markers of A1's approximate location. Each successively more rostral array was then placed immediately adjacent to the previous one to minimize interarray gaps. The arrays on lateral surface of the STG were placed last. The probe connector attached to each array was initially glued (vetbond) to the skull immediately above the cranial opening. Once all the arrays were in place within the lateral sulcus and on the lateral surface, the dura was carefully closed and the bone flap reattached. Ceramic screws together with bone cement were used to fix the connectors to the skull. The skin was closed in anatomical layers. Postsurgical analgesics were provided as necessary, in consultation with the National Institute of Mental Health veterinarian.
Histology
On completion of the recording sessions and after injection of anatomical tracers as part of a complementary experiment (the injections were made after removing the upper bank of the lateral sulcus and frontoparietal operculum, illustrated in Figure 1C ), one monkey (monkey M) was injected with a lethal dose of sodium pentobarbital and perfused transcardially with saline followed by 4% paraformaldehyde. The brain was blocked in the coronal plane, removed, photographed, cryoprotected through a series of glycerol solutions (Rosene et al., 1986) , frozen, and subsequently sectioned in 40 mm slices on a freezing microtome. Special care was taken to ensure the arrays were not disturbed during the processing of the brain. Several 1-in-20 series were collected and then processed using standard immunohistochemical procedures to identify the auditory areas of the supratemporal plane. One series was processed to visualize the calcium binding protein parvalbumin, another, to visualize the neurofilament SMI-32, and a third series was stained with thionine. Each of these series was examined under the microscope, and the boundaries of the auditory areas were plotted in relation to the positions of the mECoG arrays.
Electrophysiological Recording and Stimulus Presentation
During the experiment, the monkey was placed in a double-walled sound attenuating booth (Biocoustics Instruments Inc., MD). We presented auditory stimuli while the monkey sat in a primate chair with its head fixed. We monitored and recorded the monkey's behavioral state through a video camera connected to a PC to ensure that the animal was calm and awake throughout the experiment. The stimuli were generated digitally (200 kHz sampling rate, 24 bit D/A) by the RX6 Multi Function Processor (Tucker Davis Technology Inc., FL). The sound stimuli were presented on a calibrated free-field speaker (Reveal 501A, Tannoy, Scotland, UK) located 50 cm directly in front of the animal's head. The stimuli were tone bursts (100 ms duration, 2 ms cosine rise/fall). In total, 180 different pure-tone stimuli were used (30 frequencies from 100 Hz to 20 kHz equally spaced logarithmically, each presented at six equally spaced intensity levels from 52-87 dB). We presented these stimuli in pseudorandom order with an interstimulus interval of 1 s. Each stimulus was presented 60 times to monkey M and 40 times to monkey B. The auditory evoked potential from each channel of the mECoG array was band-passed between 2 and 500 Hz, digitally sampled with a sampling rate of 1500 Hz, and stored on hard-disk drives. For recording spontaneous neural activity, no auditory stimulus was presented, and the monkey's ears were covered by an ear muff (premium ear muff 1440, 3M Inc., MN) to minimize acoustic stimulation from noise. We also monitored and video-recorded the monkey's behavior. The monkeys mostly sat quietly and never vocalized. We excluded epochs of the recording during which the monkey moved suddenly or there was any substantial noise. The total duration of spontaneous-activity recording included in the analyses was 49 min for monkey M and 61 min for monkey B).
Data Analysis
Matlab (The Mathworks Inc., MA) was used for offline analyses of the field potential data. Since there was little significant auditory evoked power above 250 Hz, we low-pass filtered and resampled the data at 500 Hz to speed up the calculations and reduce the amount of memory necessary for the analysis. The field potential data from each site was re-referenced by subtracting the average of all sites within the same array (Kellis et al., 2010) . For the analysis of frequency tuning, the field potential was band-pass filtered in the following conventionally defined frequency ranges: theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz), low gamma (30-60 Hz), and high gamma (60-200 Hz) Edwards et al., 2005) . We filtered the field potential with a butterworth filter. We achieved a zero-phase shift by processing the data in both forward and reverse direction (''filtfilt'' function in Matlab). We then computed power in each frequency band in time windows of 150 ms. The power was computed by squaring band-passed voltage values at each point in time and averaging them for all the points in the 150 ms time window ( Figure 2B ).
To judge whether the power of the evoked potential from each site significantly discriminated the frequency of the stimulus, we used a two-way ANOVA where the two independent variables were the frequency and intensity of the tone stimulus. A site was defined as ''frequency-tuned'' if it had a significant main effect of the stimulus frequency with p < 0.01. For frequency-tuned sites, we computed the characteristic frequency (CF) with the power of the evoked field potentials. CF is defined as the frequency that evoked a significant response (t test, p < 0.01 compared to the power from the prestimulus presentation period), at the lowest intensity of the stimulus that evoked a significant response. If more than two stimulus frequencies produced significant responses, we defined CF as the mean of the significant frequencies weighted by the power of the responses (Recanzone et al., 2000) . The CF values projected on the caudorostal axis were fitted by a polynomial function with a least-squares regression (''regress'' function in Matlab). The n th order polynomial is defined as follows:
The coefficient a i was determined by the regression from the data. We calculated the Pearson correlation coefficient between the CF map and each time frame over the entire session of spontaneous activity. The distribution of the correlation coefficient was fitted by a Gaussian that minimized the least-squares error. To create the control distribution, we randomized the spatial structure of the CF map and then computed the correlation coefficient. We created 10 different randomized CF maps, and all of the correlation coefficients were used to produce the control distribution.
We used principal component analysis (PCA) to analyze the structure of the correlations in the high-gamma spontaneous activity. The high-gamma band voltage at each of the 96 points along the STP was analyzed over time. The high-gamma band voltage was obtained by band-passing raw voltage between 60-200 Hz in spontaneous activity ( Figure 4A ). Each time point was considered one observation. These were used to calculate a 96 by 96 correlation matrix, which was subjected to PCA. This yielded 96 principal components (PCs) ranked by the amount of the variance explained. Each PC is an eigenvector of the covariance matrix, which corresponds to a spatial mode of the spontaneous activity. For computing PCs, we used the ''princomp'' function in Matlab.
We evaluated whether each PC was correlated with the CF and/or the area label with a general linear model where the dependent variable was the elements of the PC and the independent variables were CF (continuous variable) and the area label (categorical variable). The CF for each site was calculated as described above (see also Figure 3 ) and sites without significant frequency tuning were not included in the correlation analysis. The area label was assigned to each site based on the areal boundary derived from the tonotopic map in Figure 3 (e.g., 1 for Sector 1, 2 for Sector 2, etc.). As we tested all 96 PCs, the significance level was Bonferroni corrected to 0.05/96.
SUPPLEMENTAL INFORMATION
Supplemental Information includes three figures, two tables, and Supplemental Experimental Procedures and can be found with this article online at doi:10.1016/j.neuron.2012.04.014.
