. Role of the mathematical model in operations research methodology. (From Goode [1957] ; the implementation box has been added.) decision-making process, conducted with the intention of affecting that process (Strauch [1974] ). Policy analysts tend to organize their investigations around a set of policy objectives. They investigate which program or combination of programs might achieve the desired ends most efficiently (Greenberger et al. [1976] ). The outcome of a policy analysis is rarely a clear recommendation for choice, Quade [1982] . As noted by Strauch, ". . .problems encountered in policy analysis run the gamut from well-defined to highly 'squishy.' A well-defined problem is one that can be given a clear-cut, well-defined formulation, amenable to rigorous analysis. A squishy problem is one with the property that any clear-cut, well-defined formulation of it will look like an unambiguous representation of the substantive problem only so long as we don't lean too hard on it, or question it too carefully or deeply . . . well-defined problems in policy analysis tend to be concerned almost exclusively with technological or physical questions. Problems with any significant degree of behavioral or political content tend to be squishy. The more central the behavioral or political content becomes .. . , the squishier the problem is likely to be."
A favorite tool for investigating policy problems has been the OR methodology and its set of mathematical decision models. The ability of OR (more generally, systems analysis) to resolve policy analysis decision problems, both in and out of government, is highly questionable (Hoos [1972] , Brewer [1973] , Brewer and Shubik [1979] , Frornm et al. [1975] , U.S. General Accounting Office (US. GAO) [1971] , Orden [1979] ). In contrast to OR'S success in the operational problem area (problems that tend to be well-defined and "hard"), the modeling of policy analysis decision problems has not lived up to expectations. There are many reasons for this (see discussion in Greenberger et al.) . The reason we consider most important is the inability of the analyst to demonstrate to potential users and critics that a model and its results have any credibility within the policy decision environment. It is the lack of credibility that makes the difference.
For operational problems, the results of an OR model-based analysis usually can be accepted or rejected by submitting the new decision information to a face validity test (Hermann [1967] , Emshoff and Sisson [1970] ). This test is the surface or initial impression of a model's realism and is obtained by asking people who know the real system (managers, production engineers, etc.) to judge whether the model and its results are reasonable. The key point here is that the recommended solution can be tested in a working environment. For example, feed mix can be felt, smelled, and fed to cattle; another cashier's window can be opened in the bank; the oil refinery can operate effectively under the recommended actions; or the inventory system can be used to satisfy customer demands.
In contrast, there are important policy analysis problems, whose modeling resolutions defy a face validity test. These include economic analyses attempting to describe market behavior, war-gaming, urban planning, analyses on a global scale, and most problems with a human behavioral component. The OR decision model has been used to analyze many such policy problems. The lack of credibility of most of the related models contrasts sharply with the wholesale acceptance and use of the OR model in operational problem areas. There is an inverse relationship between a model's credibility and the squishiness of the problem. The more squishy, the less credible. This does not mean that OR methodology should not be used as a decision aid in the resolution of policy analysis problems. It does mean that OR analysts must work at ways to produce evidence of credibility for policy models. This has been done for some policy areas, but the applications tend to be operational and technological (Larson and Odoni [1981] , Walker et al. [1979] , Quade [1966, 19821) .
A Current View of the OR Process
To maintain the success of OR as the science of decision-making calls for continuous reappraisal of OR methodology. The problems have become larger and more complex, and the broadening of OR to include policy analysis problems highlights the need for credibility. Data issues are most important. The model is no longer a paper mathematical statement or a mental model, but is the programmed computer-based model. Model validation and assessment (evaluation) are important aspects of the analysis and the use of the results. A current view of the modeling process encompassing most of these aspects is given in Figure  2 (U.S. GAO [1979] ). (We emphasize that the steps of this process are not sequential, many are parallel, and documentation of the model begins at the beginning of the process.)
An Extended View of the OR Process
For models used to analyze public policy issues, the modeling process must be extended further, as shown in Figure 3 (Clark and Cole [1975] ). It is this approach to model building that is our concern. The basic modeling steps, shown here in an aggregated fashion stressing verification and validation, are augmented by public debate, evaluation by policy advisers, and independent model assessment. Past attempts to accomplish these steps for policy studies of ABM deployment, energy, urban development, limits of growth, caused issues of validation and assessment to be raised that questioned the value of the total modeling process and OR methodology for public policy analyses. This motivated federal researchers, in particular, to improve the decision-aiding uses of policy models. (See U.S. GAO [1976a [1977, 19791, Shubik and Brewer [1972] , Brewer and Shubik, Fromm et al., Greenberger et al., Gass and Sisson [1975] , Gass [1980 , 1981a1, Brewer [1973 , Hoos, Lee [I9731 and Peck [1974] .) This paper was written to indicate how the research community concerned with policy models is attempting to develop and test procedures for improving the role of models as decision aids. We do not mean to imply that policy models will rest on as sound a footing as operational models. Nonetheless there is potential for improvement, and efforts in that direction are worthwhile.
Central to the proper development of any computer-based model is how the interrelated steps illustrated in Figures 2 and 3 analysis in terms of model validation, assessment and utility. (Although of equal importance, we do not address the creative aspects of "squishy" problem analysis and the model management procedures that can also advance the development process.)
Figure 3. The model building process and its interaction with "the real world." (Modified with permission from Clark and Cole [1975] : Global Simulation Models, John Wiley & Sons, New York; the headings of the verification and validation boxes have been interchanged to agree with the definitions used in this paper.)
Verification
For computer-based models, the data inputs, the computer programs executed for a specified policy analysis, and the documentation comprise the model. (More correctly, the total modeling milieu [personnel, re- sources, theory, assumptions, algorithms, code, etc.] is the model.) There must be explicit procedures that measure the relationship between verbal and mathematical model descriptions, that often change over time, with the "final" programmed representation. The process of demonstrating that the computer program "runs as intended" is termed "verification." Verification involves (1)ensuring that the program, as written, accurately describes the model as designed, (2) ensuring that the program is properly mechanized on the computer, and (3) ensuring that the program as mechanized runs as intended (Fishman and Kiviat [1967] , House and McLeod [1977] ). Verification tests fall into two indistinct categories: experiments to debug the logic of the computer program, and checks to demonstrate the correctness of the numerical and data procedures as carried out by the computer program. There is general agreement that for large and complex computer programs (and most models of public systems are of this type) it is impossible to demonstrate that a program has been completely verified. Verification tends to be the domain of the programmers, with some assistance from the analysts in devising numerical tests. (Some computer scientists advocate replacing verification with the concept of program reliability, that is, the program works for all practical purposes even though it is not perfect; see DeMillo et al. [1979] . In discussing complex computer programs used to design nuclear reactors, Griffin [I9701 notes that ". . . it Is apparent there is no such a thing as absolute verification of a computer program. . . Rather than talking about verification, it would seem more appropriate to talk about level of confidence." His program confidence is based on (a) qualifications of the programmer, (b) mathematical model and solution method, (c) documented verification, (d) length of time program has been in use, (e) diversity of use, and (f) current use. In a related paper, Griffin [I9711 discusses the process of qualification (validation of the total analysis) of a solution method for solving a particular problem by a particular user. See our discussions on model validation and confidence that follows. The term software engineering is used by computer scientists to describe the process of producing reliable programs (Zelkowitz [1978] .)
Validation
Model "validation" tests the agreement between the behavior of the model and the real world system being modeled (Fishman and Kiviat) . For a decision-aiding model, validation tends to be the overriding concern of the analyst. How to measure the validity of a model is an open question. The answer depends on the real world aspect being analyzed, the type of model being used, who is asking the question, and who will interpret the answer. Orden notes that linear programming models of Gass engineering and physical systems (for example, oil refineries and transportation networks) have physical validity, that is, results can be shown to work within the real world environment. Similarly, a feed-mix can be fed to chickens, or a proposed hotdog formula can be tasted. A simulation model of an ongoing physical system must be able to replicate the past to be acceptable as a decision aid (Emshoff and Sisson) . But what of simulation and policy analysis models of nonexistent systems or for future-oriented situations (such as models for determining investments in energy technology) in which the past is not a good predictor of the future? For first-time or futuristic models validity is superceded by the concept of model credibility, as d e h e d by the decision maker (Hermann, and Emshoff and Sisson) . We shall return to this point below. As with program verification, analysts do not believe that a model can be completely validated (House and McLeod, House and Ball [1980] ). Quade [I9801 states: "A particularly dangerous myth is the belief that a policy model can be fully validated-that is, proved correct. Such models can, at best, be invalidated." And, "Thus the aim of the validation (or rather invalidation) attempts is to increase the degree of confidence that the events inferred from the model will, in fact, occur under the conditions assumed. When you have tried all the reasonable invalidation procedures you can think of, you will not, of course, have a valid model (and you may not have a model at all).You will, however, have a good understanding of the strengths and weaknesses of the model, and you will be able to meet criticisms of omissions by being able to say why something was left out and what difference including it would have made. Knowing the limits of the model's predictive capabilities will enable you to express proper confidence in the results obtained from it." Mindful of the preceding caveat, we shall courageously use the phrase "to validate a model" and discuss validation procedures below.
Increasing use of policy models as aids in resolving controversial problems has encouraged a parallel effort in developing and applying methodologies for model "assessment" or "evaluation." (We use these terms interchangeably.) Greenberger and Richels [I9791 define model assessment to include (1)verification, validation, and quality control of the usability of the model and its readiness for use and (2) investigations into the assumptions and limitations of the model, its appropriate uses, and why it produces the results it does (see also Gass [1977a, b] , U.S. GAO [1979] , Gass and Thompson [1980] ). The basic idea behind any model assessment methodology is the accumulation evidence regarding the credibility and applicability of the model by an independent, interested party.
Utility
Models are developed for many purposes-research, experimentation, education, and decision-making. For all of these purposes the following definition of model utility or usability applies (U.S. Library of Congress [1975] ). The "utility" of a model depends on its being useful and usable, and that it is used. A model can be considered useful if it shows promise of attaining the objectives initially established for it. A model can be considered usable if it is understandable and plausible to both technicians and policymakers, economic to solve in terms of data collection and computation, and accessible to those who wish to use it. Findy, if a model is useful and usable, it stands a good chance of being used, especially if potential users receive the proper training, supplemented by adequate documentation. For decision-aiding models, a model is useful only when the decision maker believes (rightly or wrongly) that it is valid (Emshoff and Sisson) . We review next in more detail the concepts of validity, assessment, and related topics.
MODEL VALIDATION
Simply put, validation of a model attempts to establish how closely the model mirrors the perceived reality of the model user/developer team. The definition and the determination of the "level" of validation is the major task of model assessment.
As noted earlier, a first-time model, a model of a nonexisting system, or one that makes assumptions about the possible states of the future, is most difficult to validate. The following concepts apply:
1. Face validity or expert opinion: Is the initial impression of the model's realism positive when reviewed by decision makers who know the system being modeled? Is the model credible?
2. Variable-parameter validity or sensitivity analysis: How do the model's variables and parameters compare with their assumed counterparts in the real world? As data are changed, how are outputs affected?
3. Hypothesis validity: Do painvise or higher level relationships correspond to similar relationships in the real world? Do the subsystem models interact in a realistic fashion? (See Herman, and Emshoff and Sisson.) These concepts are, of course, applicable to all models. Models of real systems can be subjected to additional tests. A real system is some part of the real world which is of interest; a real system produces behavioral data over time; a model is a set of (computer) instructions for generating behavioral data. Validity is measured by how well the real-system data compares with the model-generated data. The model is replicatiuely valid if it matches data already acquired from the Gass real system. The model is predictively valid when it can match data before the data are acquired from the real system. A model is structurally valid if it not only reproduces the observed real system behavior, but truly reflects the way in which the real system operates to produce this behavior (Ziegler [1976] ). Simulation texts such as Ziegler [1976] , Shannon [1975] , Law and Kelton [I9811 and others describe standard statistical procedures for hypothesis testing and estimation that can be used for validating a model. These procedures include tests of means, analysis of variance or covariance, goodness of fit tests, regression and correlation analysis, spectral analysis, confidence intervals. However, the process of validating a model, especially a policy model, must go beyond applicable statistical tests. Thus we extend the above into a more general validation framework and discuss the integrated concepts of technical validity, operational validity, and dynamic validity according to Schellenberger [1974] .
Technical Validity
Technical validity requires the identification of all model assumptions, including those dealing with data requirements and sources, and their divergences from perceived reality. Technical validity is a summation of results in terms of model validity, data validity, logical and mathematical validity, and predictive validity.
Model validity refers to the correspondence of the model to the real world and is concerned with identifying all stated and implied assumptions, identification and inclusion of all decision variables, and hypothesized relationships between variables. Assumptions can be grouped as (1) mathematical assumptions including the model form and continuity of the relationships, (2) content assumptions dealing with the scope and definition of model terms and variables, and (3) causal assumptions concerning assumed or hypothesized relationships between terms and variables. The analyst compares each assumption and hypothesis to the internal and external problem environments as viewed by the decision maker, and makes some statement regarding the extent of divergence. Data validity deals with raw data and structured data. (Structured data are raw data upon which some manipulation has been performed, for example, aggregation.) Raw data validity is concerned with problems of measurement and determining if the data are true in terms of (1) accuracy (the ability to correctly identify, obtain, and measure what is desired), (2) impartiality (the assurance that the data are recorded correctly), and (3) representativeness (the assurance that the universe from which any sample data are drawn is properly identified and that the sample was random). Structured data validity requires review of each step of the manipulation and is a part of model verification. See Altman [1980] on the pitfalls of data analysis and Hirshfeld [1980] on data auditing.
Logical/rnathernatical validity is concerned with translating the model form into a numerical, computer process that produces solutions. This involves aspects of model verification such as (1) determining The final element of technical validation is predictive validity, that is, analysis of errors between actual outcomes and predicted outcomes for a model's components and relationships. Outcomes can be parameters used as part of the internal computational process of the model (a demand forecast based on a time-series analysis), or an alternative solution selected by the model's evaluative process (the predicted profits based on a production schedule). Here we are looking for errors and their magnitudes, the reasons they exist, and if and how they can be corrected. This can be accomplished by statistical tests, comparisons with historical data, predictive accuracy over time, etc.
Thus far we have focused on the determination of the model's overall technical validity as a function of four components: model validity, data validity, logical validity, and predictive validity. Tests applied to each component produce information, the sum of which should enable the analyst (and others) to evaluate the technical validity of the model. The analyst will probably not make a definitive judgment whether or not the model is "valid," but the validity analysis will suggest areas of concern regarding the model's technical validity. In general, the appraisal should apply to all concerns regarding technical, operational, and dynamic validity.
Operational Validity
Operational validity attempts to assess the importance of the errors found under technical validity. Because models are inherently unable to totally reproduce or predict the real environment, operational validity must conclude whether the use of the model is appropriate for the observed and expected errors. The analysis should produce information that will enable the decision maker to conclude whether to accept or reject the model's solution. That is difficult to do. It requires close interaction between the developers and the decision maker to ensure that basic assumptions and trial outcomes are consistent with the decision maker's expectations.
The analyst must also consider the following elements of operational validity. Does the proposed new system offer a reasonable improvement in terms of net cost savings? We must recognize that new system costs are difficult to estimate and that small savings should be given little value. Many federal policy models compare existing systems with proposed systems by means of a benefit-cost criterion. The analyst must demonstrate that costs are attributed correctly, the method for determining the benefits is valid, and the stated benefits are attainable.
Operational validity is also concerned with whether the model can produce unacceptable answers for proper ranges of parameter values.
That is, the model should be robust enough that a user would find it difficult to make the model yield an ostensibly wrong solution for the stated ranges of parameters.
Sensitivity analysis is another element of operational validity. In conducting a sensitivity analysis, we systematically vary the values of the model parameters over some range of interest to determine if and how the recommended solution changes (Shannon) . This is done by running the model with extreme values of the parameters (usually varying one parameter at a time) and comparing the (possibly new) solution set of decision variables and their values with the recommended solution. If the solution turns out to be sensitive to certain parameter changes, the decision maker would probably want to require the model analysts to explore further or to justify in detail values of these parameters. If we are dealing with an optimizing model, we might find that the optimizing criterion is not sensitive to relatively large changes in the value of a decision variable, thus the need for a finely tuned set of parameters might be alleviated. The decision maker can then act with greater assurance that the implementation of any solution close to the recommended one will yield acceptable results.
Sensitivity analysis also involves the relationship between small changes in parameter values and the magnitudes of related changes in outputs. Such studies lead to a better understanding of how to structure the model with respect to the real system (Agin [1978] , Emshoff and Sisson) .
Given information about the underlying statistical distributions of model parameters, a Monte Carlo sensitivity analysis may lead to some useful statements about the distribution of the model outcomes. Sensitivity analysis is a way to compensate for uncertainty (Majone and Quade [1980] ); it is a difficult and expensive enterprise and can involve advanced techniques such as response surface analysis (Harris [1980] ).
For complex models, the most difficult of the operational validity concerns (and possibly in the validation area in general) is implementation validity. Here we are concerned with the extent to which the real world system being modeled responds in a manner indicated by the recommended model solution. For example, the model might specify that if a certain funding level is maintained, then a desired number of Medicare patients can be processed and sustained. Such a statement assumes that the human, organizational, and bureaucratic elements involved in the implementation will respond in the manner hypothesized by the model, for example, that case workers can and will, on the average, handle the case load level used by the model. Implementation validity of solutions to nonexisting systems must be considered in a different context than ongoing systems. Implementation validation for an operating system should be straightforward. W e need to determine whether or not realistic plans exist that enable the solution to be implemented and imbedded within the real world problem environment. Implementation validity of a futuristic system is at best a judgmental affair.
Dynamic Validity
The find element of the validation framework is dynamic validity. Dynamic validity is concerned with determining how the model will be maintained during its life cycle so it will continue to be an acceptable representation of the real system. The two areas of interest are updating and review.
The model developers need to establish a procedure by which information is collected and analyzed to determine if and when model parameters or model structure need(s) to be changed, and a process by which such changes are affected. Also required is a review procedure, that is, a regular schedule for reviewing the success or failure of the model during its life cycle. These reviews must involve the decision makers, solution implementers, and model developers in sessions that cover divergences between the predicted solution and actual outcomes, proposed model changes, and a new evaluation of the model's validity.
Basic Validation Steps
There is no validation methodology appropriate for all models. As noted by Sisson [1975] , we can never completely validate a decisionaiding model as there are never real data about the alternatives not implemented. Consequently, OR analysts must be extremely conscientious in devising, implementing, interpreting, and reporting validation tests for their models. We note that the basic validation steps of Emshoff Gass and Sisson are still applicable:
(1) The analyst assures himself that the model performs the way he intends it to; using test data, and if available, real historical data. More detailed approaches can be structured from the material described above (see Schellenberger, and Naylor and Finger [1967] , and survey articles by Law [I9791 and Sargent [1980] ).
Validation Studies and Research
Papers describing validation attempts of specific applications can be found in the bibliographies by Deeter and Hoffman [I9781 (on energy related models), and Balci and Sargent [I9801 (on general simulation models). Stafford [I9761 applies the technical validation steps of Schellenberger to a simulation model for multifacility outpatient clinics. Scheder [I9761 using the definition "a simulation is validated when its users are satisfied with the output" describes a Monte Carlo based method for validating an air defense gun simulation model. Miller et al. [I9761 extend the concept of sensitivity analysis to validating an ecological system simulation model. Schlesinger et al. [I9741 apply their test procedures for reasonableness, validation, and verification to simulation models, and Hollis [I9781 reports on approaches to validating a fiscal impact budgeting simulation. Research in the general validation area includes formalization of the process, statistical tests of validity, and approaches to sensitivity analysis. See, for example, Gruhl [1979] , Mitchell and Wilson [1979] , Fowler [1980] , Balci and Sargent [1981] , McKay [1979a, b, 19801, Schweppe and , Harris [1979] , Greenberg and Murphy [1980] , and Mayer [1980] . Validation tests for the class of system dynamics models are described in Forrester and Senge [1980] .
The interest in energy models and their use in policy analysis has produced several relevant validation studies; see for example, Boshier et al. [1978] , Singleton et al. [1979] , Mitchell and Wilson, Marcuse et al. [1980] , and Labys [1980] . Labys describes a number of statistical validation tests (parametric and nonparametric) and their applicability to the range of energy modeling techniques (econometric, input-output, mathematical programming, system dynamics). The Department of Energy and the National Bureau of Standards sponsored two symposia on energy model validation and assessment; the results are reported in Gass [1980 Validity questions have become more important now that OR models are used as aids in policy analysis. A key research task is the development of procedural and analytical methods for implementing the OR approach in the field of policy analysis. Whether this can be done-or is even appropriate-has been argued by several researchers (Strauch, Brewer [1975] , Greenberger et al., House and McLeod, and Banfield [1980] ). The OR community should rise to the challenge by pursuing a research agenda for improving the use of OR in policy analysis.
MODEL ASSESSMENT
Model assessment serves many purposes: education, model development and improvement, theoretical analysis, understanding the model and processes being studied, obtaining insights to aid policy analysis, data structure analysis, reproducibility of results, documentation, making the model more accessible, and determining the utility of the model for particular policy analyses. For this discussion, we shall view the main function of assessment to be a process by which interested parties (who were not involved in a model's origins, development, and implementation) can determine, with some level of confidence, whether or not the model's results can be used in decision-making (Gass [1977a] ). There are three reasons for advocating assessment of policy models: (1)For many models, the ultimate decision maker is far removed from the modeling process (this is especially true in government) and needs a basis for deciding when to accept the model's results. (2) Users of a model developed for others must be able to obtain a clear statement of the applicability of the model to the new user problem area. (3) It is difficult to assess the impact of a model's assumptions, data availability, and other elements on the model structure and results without a formal, independent evaluation.
The OR analyst should be particularly concerned with the model evaluation process because the outcome of an evaluation is really a recommendation to the decision maker whether or not to use the output of the analyst's model. This is also the case for the computer programmer responsible for translation of the model into an operational computer program. OR and computer personnel must assume the responsibility for Gass detailing their assumptions, simplifications, and methodologies, and for offering evidence to an evaluator that the rationale behind their approach will produce answers that can be used in the real-world environment as viewed by the ultimate decision maker.
Questionnaire for Evaluation
All procedures for assessing a model are basically information gathering activities, with the detail and level of information being a function of the purposes of the assessment and the skills of the assessors. If the purpose of the assessment is to determine the model's utility in a given policy study, the information must be obtained and interpreted. That is, the assessors must know under what circumstances the model will yield credible results and can be used with confidence. This is a difficult task and a judgmental one. Gass [1977b] proposes a paradigm to accomplish the evaluation in the form of a detailed "Questionnaire for the Utility Evaluation of a Complex Model." The questionnaire information is summarized by the assessors using a 13-item scale and corresponding rating scores. Based on user inputs, the items can be weighted and threshold values used to classify the model as (1)operationally acceptable and can be used with confidence, (2) 
MIT Energy Laboratory Assessment Approach
Personnel of the Massachusetts Institute of Technology (MIT) Energy Laboratory have evolved a multistep process for assessment, based on several energy models, with the steps being a function of the assessment purpose. See Figure 4 (Kresge [1979] , Wood [1980] ). The steps or elements of the MIT procedure are:
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Review of the literature-an evaluation of a model's structure and characteristics which relies solely on the published materials. This f i s t step of the assessment process brings together and summarizes the available information describing the model's objectives, strut- ture, and principal results. The review is primarily useful to a potential model user in providing a description of what the model is intended to do and of the methodology used to achieve the stated objectives.
Gass
Overview model assessment-an analytical evaluation of the model's properties based on all (published and unpublished) technical documentation. It includes an evaluation of the empirical content of the model, limitations due to the model's structure, and identification of critical points and issues. It should include an analysis of the computer code. The overview report is an interim document used to plan the next steps of the assessment. Independent audit-an evaluation of the model's validity, applicability, and performance using data derived from experiments. The experiments are designed by the assessors but are implemented by the modelers with a member of the assessor team present. The audit report focuses on the model's behavior with regard to its major critical points, and provides information on the quality of the available documentation. In-depth assessment-an evaluation of the computer-based model by "hands-on" running by the assessor team. This allows for more complex tests, changes to the model by the assessor team, and identification of errors and discrepancies between implementation and documentation.
The above elements represent four distinct steps in model assessment, but they should be viewed as the stages in a comprehensive model assessment process. The extent to which an assessment covers all four elements is a function of the assessment purposes and, of course, personnel and financial resources. The MIT procedure has been applied to the assessment of several energy models, see Goldman and Gruhl[1980] , Kuh and Wood [1979] , and Wood [1981] . Other assessment approaches are similar to the MIT procedure, with variations due to the requirements of the assessment and areas of expertise of the assessors; see Holloway [1980a,b] , Weisbin et al. [1981] , and AlsmiUer 619801. A general approach is given in U.S. GAQ [1979] .
Assessment Summary
Researchers in model assessment agree on one thing: the information required to perform an assessment should be produced by the model developers if they have adequate resources and time and if they adhere to basic professional OR guidelines. See Caywood et al. 619711, U.S. GAO [1976b] , Beraha [I9811 for guidelines and model development procedures. Gass [1977a, 1981bl suggests that, if the modeling steps are accomplished in sufficient detail and scope, it should not be too difficult for independent assessors to estimate the model's validity and utility. The assessment could consist of replications and testing the veracity of the claims of the model developers. It is, of course, naive to think that a complex computer-based decision-aiding model is produced in working and resource conditions that yield a fully developed model ready for easy assessment. There are numerous problems. Specifically, the model is often a "moving target" that is modified continually (Wood [1980] , Gass [1981b] ). Analysts and programmers working in a policy environment are under pressure to produce answers and operate in a "crash mode" with little time to perform complete tests of the computerbased model (Greenberg [1979] ). Model development guidelines or standards do not exist and, even if they did, it would be too expensive to adhere to them. An assessor cannot perform an assessment without involving the original model developers (Stauffer [1979] ), and if this last claim is true, no model assessment can be truly independent.
The resolution of these points is really the resolution of what the assessment process should be. A model assessment procedure and its objectives should be tailored to the scope and purposes of the model and will vary with the model, model developers, assessors, users, available resources, etc. Model assessment is an expensive and involved undertaking; all models need not be assessed. Since policy analysis models will always be subject to some sort of a review, the initial development task should be of the highest professional caliber, one that allows the model to be readily assessed. This will save money in the long run, and be more useful to the policymaker in the short run. The preferred route to model assessment is to make a decision on the scope of the assessment and criteria for assessment when the model is started. In this way, the developers will know the ground rules and the material they must produce to satisfy the agreed upon criteria. It should be clear that more experimentation and research in assessment methodology is required to determine how to improve the utility of models for policy analyses. 
RELATED ISSUES Model Confidence and Credibility
Procedures for model validation and assessment tend to culminate in a judgment concerning the measure of confidence or credibility a user should give to the model's results (Emshoff and Sisson, Hoffman and Deeter [1979b] , Gass and Joel [1980] , and Sargent [1980] ). At this time, no formal, precise definition and means of determining model confidence exists. We emphasize that model confidence is not an attribute of a model, but is an information-based opinion or judgment of a particular user for a given decision environment. The generation and presentation of the necessary information is the task of the model analysts and developers. The level of confidence may vary from user to user because of differences in application requirements, and subjective judgmental preferences. Confidence in a model evolves through a joint effort between the model developers and a designated user. For a decision model without a designated user (which implies specific use) there is no basis upon which a confidence statement can be made, that is, the apriori confidence level is zero. Certainly many analysts can demonstrate that their models give accurate predictions and have a high degree of validity, thus, the analysts have confidence in the model outputs. But for such models to be used in specific decision settings, they must be evaluated in terms of the decision maker's confidence-setting criteria. Such criteria are not necessarily quantitative. Whether or not a model satisfies a criterion depends on the analysts' (or assessors') abilities to produce specific informationmodel materials-required by the decision maker. In the ideal situation the decision maker and analysts agree to criteria and information needs prior to model development and testing. The final model materials should include the necessary information or explain why such information is unobtainable. A similar process should be part of any model assessment, since assessments make sense only if they are done for designated decision problems and hence, for an implied set of decision makers.
Model confidence is subjective, each decision maker internalizes the available information by means of an imprecise algorithm for evaluating model confidence. Such algorithms should be based on information produced by the initial model analysts or by subsequent model assessors. An approach to detailing information requirements and a demonstration of how model materials can be used by a decision maker to obtain a statement of model confidence is given in Gass and Joel.
Model Documentation
We do not know of any model assessment or modeling project review that indicated satisfaction with the available documentation. As docu-mentation is the sine qua non of model validation and assessment, we cannot let the opportunity pass without noting that serious problems exist regarding the production and availability of model documentation. I t is not our purpose to describe approaches for achieving adequate documentation, but to stress that model use, especially the use of policy analysis models, is a function of documentation. (See the surveys by Shubik and Brewer [1972] , U.S. GAO [1974], and Fromm et al. [1975] .) Readers interested in model and computer program documentation guidelines should refer to Brewer [1976] , National Bureau of Standards (NBS) [1976, 19811, House and McLeod, Gass [1979a] , Nance [1979] , Newton and Weatherbee [1980] , and .
SUMMARY
The issue underlying the strong interest in policy-analysis model validation and assessment is our present inability to demonstrate how particular models can aid the policy process. This inability has been attributed to many things: lack of professionalism by the model developers, lack of support by the model sponsors, lack of faith by the model users, and possibly by demanding too much from the models. Decisions will be made with or without a supporting model. Every decision maker has a mental model against which the complex computer-based model is compared (Hogan [1978] ). ". . . The fact remains that the computer model is normally the only one required to prove its credibility in any rigorous fashion before it is used to guide policymaking" (House and Ball) . Hogan [1978] , paraphrasing Geoffrion [I9761 (who paraphrased Hamming [1962] ), states that "The purpose of energy modeling is insight, not numbers," and "The challenge to the modeler and the modeling process is to use a complex model in a fashion which helps build this insight. . . ."
Maybe this is enough, or maybe this is all we can ask for, but the hope is to do more.
How to improve the utility of policy analysis models is the task for the OR community in the 1980s. The OR profession has a unique opportunity to extend its influence in this area due to the use of microcomputers and model-based Decision Support Systems as tools of the decision maker (see Keene and Morton [1978] ). We can learn from computer scientists as they address the management of program development by structured programming procedures, the emergence of a software science to aid in program verification and reliability, documentation guidelines, and concerns with the quality of software. (See Hoare [1972] , Fitzsimmons and Lowe [1978] , NBS [1976] , and Zelkowitz.) Ideas and approaches to OR modeling have not been lacking; witness the many references upon which this paper is based. Brewer [1977] , Brewer and Shubik, Gass [1979b] , Greenberg [1981] , Greenberg and Murphy, U.S. GAO [1976b] , and Ziegler Gass [1980] address the issues of professionalism, standards, and methods for model development and the management of the modeling process. House and McLeod offer "directions for progress" (p. 15). Renewed interest and directions in model validation and sensitivity analysis are indicated by McKay [1979a, b, 19801, Harris [1979, 19801, Labys, and . New approaches to model comparison and improvement procedures such as the Energy Modeling Forum are available (Hogan [1979] , Sweeney and Weyant [1979] , Sweeney [1981] ). Many ideas are presented in Bayraktar et al. [1981] , the validation and assessment workshop reports of Gass [1980 , and the conference proceedings of the sixth IIASA Syrnposium on Global Modeling by Meadows et al. [1982] . Greenberger et al. (Chapter 10 [1976] ) describe approaches to improve the modeling and the political process. Richels [I9811 presents a model analysis approach that bridges the often conflicting needs of analysts, assessors, and the policy makers. Greenberger [I9811 offers steps that involve policy modelers and policymakers to humanize policy analysis and make policy models easier to use, understand, and accept for those without a technical orientation. And Gass and Parikh [1981] address the problem of how a multimodel analysis can be coordinated to produce a credible analysis.
The problems exist. The ideas are forthcoming. The need and the challenges are great.
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