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 Abstract 
 
The similar chemical properties of sulfur, selenium and tellurium have been 
used to enable investigation of altering the size of occluded species, AOx (A = 
sulfur, selenium, tellurium and x = 0, 3 or 4), within sodalite based framework 
materials.  
 
Geomimetic synthesis of nosean Na8[AlSiO4]6AOx where A = sulfur, selenium, 
tellurium and x = 0, 3 or 4 has been investigated and a synthesis method for pure 
nosean selenate has been reported.  
 
Beryllosilicate and beryllogermanate sodalite compounds M8[BeSiO4]6A2 where 
M = Fe, Mn, Zn, Co, etc. and A = S, Se, Te have also been geomimetically 
synthesised and the magnetic effect of interchanging the original occluded 
sulfide for selenide resulted in a change in symmetry from P

4 3n to P222 at low 
temperature. Controlled mixed-metal beryllium compounds were targeted in 
order to investigate the effect of each M and combinations thereof.  
 
Unusual grinding effects have been observed for blue square planar 
Cu(Ph2SNH)2Cl2, whereby a reversible colour change to green occurs on 
grinding or application of a sheer force. Evidence points towards the possibility 
that a sheer effect, induced by way of grinding, causes a twisting of the ligands, 
inducing a reversible colour change, with properties tending towards those of 
the pseudo-tetrahedral allogon in the square planar polymorph. 
 
Anion metathesis has been found to occur within a system containing 
[Cu(Ph2SNH)4]Cl2, Ph2SNH.H2O and NaBF4. There is evidence indicating that, 
on grinding, an additional Ph2SNH ligand can be coordinated to the copper 
centre. This would be the first example of a purely solid state reaction in which 
the maximum coordination number for a ligand could be controlled by the 
counterion. 
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CHAPTER 1 
 
1. Introduction 
 2
1.1 SULFUR, SELENIUM AND TELLURIUM 
Group 16 consists of the elements oxygen, sulfur, selenium, tellurium, polonium 
and livermorium. These are collectively known as ‘the chalcogens’. Literally 
translated from the Greek words, chalkos meaning copper and 
meaning genes or born – taken to mean the chalcogens ‘give birth to’ or 
‘produce’ copper. The name is somewhat misleading, as the group has nothing 
specifically to do with copper, the implication is more in line with copper-ore 
former, or just ore-former as most of the group 16 elements are present in nature 
in a combined state in different mineral ores. 
 
The members show increasing metallic character as the atomic number 
increases. Both oxygen and sulfur are non-metals, selenium and tellurium are 
metalloids (and semiconductors) and polonium is a metal. The bonding 
characteristics of the elements correspond to their metal character; the smaller 
members of the group showing a greater tendency to form covalent bonds than 
the larger members. This is illustrated with the decrease of stability of H2A 
compounds from H2S to H2Po. Electronegativities decrease with increasing 
atomic number within the group, with oxygen exhibiting much stronger 
hydrogen bonding than the other chalcogens in the group.1 
 
All of the group 16 elements can be found naturally as ions in minerals, most 
often as 2− ions (except for Po). Oxidation states of +2, +4, and +6 are also 
known for members S - Po when combined with O, F, or Cl. The difference in 
oxidation states can be explained by considering the electronic structure of the 
elements. Oxygen is able to use only s and p orbitals for bonding, the larger 
members of the group have low-lying d orbitals and thus can demonstrate an 
expanded octet.  
The group 16 elements and their compounds vary in their toxicity. Oxygen and 
sulfur are both essential to all life, while the compounds of selenium, tellurium,  
and polonium can be toxic. Selenium is an essential trace element although at 
larger concentrations (above 5ppm) it has been implicated in several health 
disorders. Tellurium compounds, whilst toxic, have never been reported to cause 
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a human fatality.1 Since polonium and its compounds are radioactive, they are 
extremely toxic in any concentration; the effects of exposure were clearly 
demonstrated by the poisoning of Alexander Litvinenko in 2006. 
 
Within group 16, there are great differences between the chemistry of oxygen 
and that of sulfur, although the variations down the group from sulfur to 
polonium become more gradual. This is due to three main factors; the small size 
of the oxygen atom which enables formation of double bonds, its inability to 
expand its valence shell due to lack of accessible d-orbitals and its high 
electronegativity, enabling its participation in hydrogen-bonding - all of which 
set oxygen apart from the other group 16 elements in terms of properties and 
reactions as a series. For these reasons oxygen, has not been counted as a part of 
the group under investigation in this work. Polonium has also been excluded. It 
is therefore the reactions and properties of sulfur, selenium and tellurium within 
solid state environments which have been used within this work.  
 
It is the ability of sulfur, selenium and tellurium to form similar complexes, with 
differing central chalcogenide size and electronegativity which has been utilised 
within this work. Within naturally forming sulfur containing nosean and helvite 
group minerals, aluminosilicates cages encapsulate sulfur / oxygen compounds. 
The ability to tetrahedrally coordinate four metal cations to each element in turn, 
has meant that synthetic versions, containing selenium and tellurium could be 
synthesised, in order to investigate the changes that occur when the size and the 
electronegativity of the tetrahedra within the frameworks are altered, without 
having to make any significant changes to methods or the framework structures 
themselves.  
 
 4
1.2 SOLID STATE CHEMISTRY 
Solid state chemistry is concerned with the synthesis, structure, properties and 
applications of materials in the solid state. These materials are primarily 
(although not exclusively) crystalline and inorganic or organic. 
 
The majority of inorganic solids are non-molecular and their properties and 
structure are determined by the manner in which the atoms or ions are packed 
together in three dimensions. The variety and complexity of structural types is 
central to the appreciation of solid state chemistry. This includes not only the 
description and classification of crystal structures, but also the space group and 
an evaluation of the factors that influence and control crystal structures.  
 
Within molecular substances, the structure and properties are determined by the 
individual molecules, whereas properties of solid state materials are determined 
by whole lattices. Solid state chemistry is therefore mainly concerned with non-
molecular, inorganic, crystalline materials. 
 
1.2.1 Solid State Structures 
The description and classification of crystal structures and a working knowledge 
of space groups is an essential part of solid state chemistry. A crystal is a solid 
material whose constituent atoms, molecules or ions are arranged in an orderly 
repeating pattern extending in three dimensions. Crystallography is the study of 
these crystals. The symmetry of a crystal can be accurately and thoroughly 
depicted by its ‘space group’.  
 
The space group of a crystal describes the translational symmetry of the unit 
cell, lattice centring, point group symmetry operations of reflection, rotation and 
improper rotation and the screw axis and glide plane symmetry operations. This 
can be achieved succinctly taking into account symmetry operations, point 
groups and lattice types. There are two types of notation in crystallography, 
Hermann-Mauguin and Schoenflies notations. Hermann-Mauguin is used within 
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this work as it can be used to describe planes, translational symmetry elements 
and also specifies directions of the symmetry axis.  
 
The first letter of the Hermann-Mauguin notation is used to represent the type of 
unit cell. Lattice systems may have lattice points on the cell corners only, known 
as a primitive lattice (P), with a lattice point at the centre of the cell, it becomes 
a body centred lattice (I); with lattice points at the centre of each face of the cell, 
it becomes a face centred lattice (F); or with a lattice point at the centre of only 
one of the cell faces, it is a single face centred lattice (C). 
 
Figure 1.1: Cubic Bravais Lattices (P, I, F, C)  
 
The next number is the rotational symmetry, denoted by a number n, given by φ 
= 360° / n, where φ is the angle of rotation. A rotation of 180° would be denoted 
by n = 2, and is called a two-fold rotation, a rotation of 90o is denoted by n = 4 
and is called a four-fold rotation, etc. By convention these are written down in 
decreasing order of n, with the largest called the principal axis.  
Improper rotations are designated by the symbol  where n represents the 
proper rotation component of the operation. A  operation represents a mirror 

n

2
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operation, perpendicular to the corresponding proper rotation axis and is denoted 
‘m’. For an improper rotation axis to be present, it is not necessary for the either 
the rotation operation or the inversion centre to exist as an operation of the 
group, meaning that a  operation does not possess a 4-fold rotation axis or an 
inversion centre. 
 
Proper rotations combined with translations give rise to screw axes. The screw 
axis is noted by a number where the angle of rotation is given by Xy. The degree 
of translation is then added as a subscript showing how far along the axis the 
translation is, as a portion of the parallel lattice vector. For example, 21 is a 180° 
(two-fold) rotation followed by a translation of ½ of the lattice vector. 31 is a 
120° (three-fold) rotation followed by a translation of ⅓.  
 
Mirror planes combined with translations give rise to glide operations. Glide 
operations occur when a mirror operation (the glide plane) is followed by a 
translation (the glide vector). The translation directions are either parallel with a 
unit cell direction or a combination of cell directions. Glides described 
separately are given the symbols fg in which the letter g indicates the direction of 
the mirror component and f indicates the direction of translation, therefore an ab 
glide has an a glide plane in the b direction, meaning that the object is reflected 
in a plane parallel with the (010) planes and then translated by a/2. Glide plane 
operations exist in all three directions and in pairs of directions. Glides that 
translate by half of the cell in two different directions are called n glides. An 
object undergoes an nc operation when it is reflected in the (001) plane, and 
translated by (a + b)/2. Applying two identical glide operations to an object, is 
equivalent to applying a unit cell translation to that object. 
 
Space groups can be defined by combining the point group identifier with the 
upper case letters describing the lattice, rotations and translations within the 
lattice in the form of screw axes and glide planes, giving a complete 
crystallographic space group.  
 

4
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The way in which crystals are packed or arranged within the lattice system also 
plays a large part in the chemistry of the system. 
 
1.2.2 Polymorphism 
Polymorphism is the ability of an element or compound to crystallise as more 
than one distinct crystal species.2 It was first observed by Mitscherlich in 1922.3 
The term polymorphism was coined from the Greek words meaning ‘many 
forms’. Polymorphism is often described as being the result of differences in 
crystal packing. This is known as packing polymorphism. 
 
Crystallisation of a compound must result in an overall decrease in the free 
energy of a system. Within most systems the resulting crystal is that with the 
most negative free energy. Within a polymorphic system, there are two or more 
possible structures, with similar free energy. Oswald’s Rule of Stages recognises 
that there is a trade-off within the system between the natural tendency towards 
the lowest energy crystal to be formed, and the kinetic tendency of the saturated 
system to crystallise as quickly as possible. The quickest forming and lowest 
energy crystals are often not the same, hence the formation of the more rapidly 
forming crystals, which may precede a secondary transformation of the lowest 
energy crystal.4 
 
Polymorphic systems have been of great interest as the polymorphs forming 
often have different physical and chemical properties. This has had the greatest 
effect within the pharmaceutical industry, as different polymorphs of a drug can 
interact differently with the human body. 
 
Polymorphic behaviour can occur as a result of hydrogen bonding or electronic 
effects such as Jahn Teller distortions, both of which will be discussed in this 
chapter. 
 
1.2.3 Hydrogen Bonding 
Hydrogen bonds are strong, directional interactions which can dictate crystal 
packing. They were acknowledged by Pauling5 in 1939 when he reported: 
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“Under certain conditions an atom of hydrogen is attracted by relatively strong 
forces to two atoms instead of only one, so that it may be considered to be acting 
as a bond between them.” 
 
A hydrogen bond is said to exist when (i) there is evidence of a bond, and (ii) 
there is evidence that this bond sterically involves a hydrogen atom already 
bonded to another atom.6 Steiner and Saeger7 defined hydrogen bonds as:  
“Any cohesive interaction D-H…A where H carries a positive and A a negative 
(full or partial) charge and the charge on D is more negative than on H”.  
This definition includes groups such as C-H as potential hydrogen bond donors. 
The interactions are greatly affected by the nature of D and A but also by the 
groups attached to them. 
 
Hydrogen bonds can be classed as weak, intermediate or strong - the 
classification of the bonds into each category appears not to have been clearly 
defined, and therefore remains rather a grey area. In the context of this research, 
most interactions are N-H…halogen, which can be classed as strong hydrogen 
bonds. It is also commonly accepted that, within a chain of hydrogen bonded 
groups, the interactions are stronger. This is known as cooperative hydrogen 
bonding and occurs because the electron density on the D-H group is polarised 
by the existing hydrogen bond, therefore increasing the negative charge on the 
donor atom, which in turn makes it a better hydrogen bond acceptor.8 
 
Hydrogen bonds can be classified into three categories; linear, bent and 
bifurcated. It is commonly accepted that the closer the D-H…A angle is to 180o, 
the stronger the hydrogen bond. A linear hydrogen bond is one where the D-
H…A bond angle is approximately equal to 180o. A bent hydrogen bond is one 
where the D-H…A bond angle is less than 180o and bifurcated hydrogen bonds, 
which exist when there are an unequal number of donor and acceptor groups, or 
geometry restrictions mean that not all groups can be involved in the network. 9 
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Figure 1.2: Types of Hydrogen Bonding 
 
1.2.4 Jahn-Teller Distortions  
The Jahn-Teller effect is used to describe the geometrical distortion occurring 
within non-linear molecules when there are degenerate ground states present 
rendering the molecule unstable. In 1937 Jahn and Teller published a theory10 
that: "any non-linear molecular system in a degenerate electronic state will be 
unstable and will undergo distortion to form a system of lower symmetry and 
lower energy thereby removing the degeneracy". The direction of the distortion 
is not predicted, only the presence of the instability. More often than not, the 
distortion takes effect by elongating the bonds to the ligands lying along the z-
axis, although shortening of these bonds is also possible. 
 
For octahedral coordination, susceptible species are d4, d9 and low spin d7 in 
which 1 or 3 electrons occupy eg therefore having doubly degenerate ground 
states. The Jahn-Teller effect is small when the degeneracy is in the t2g group. 
For tetrahedral coordination, susceptible species are high spin d2, d5, d7 and low 
spin d4 which is much less common due to the much smaller crystal field 
stabilisation energy associated with tetrahedral splitting.  
 
Taking an example from this work, the diphenylsulfimide, copper chloride 
complex, Cu(Ph2SNH)2Cl2 can form both (pseudo)tetrahedral and planar 
complexes as described by Kelly et al.11 Copper(II) has a d9 electronic 
configuration, leaving one orbital singularly occupied and therefore compounds 
are susceptible to distortions arising from a non-degenerate state. 
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Figure 1.3 Electronic configurations for four coordinate copper(II) complexes. 
Left: square planar    Right: tetrahedral  
 
Within the two 4 ligand copper (II) complexes, the square planar complex is not 
susceptible to Jahn-Teller distortions as the two highest energy levels are not 
degenerate. The tetrahedral complexes show both e levels dx2-y2 and dz2 doubly 
occupied and three degenerate t2 levels, dxz, dyz, dxy, sharing 5 electrons.  
 
  
 11
1.3 SULFIMIDES 
Sulfimides are three-coordinate sulfur compounds with a sulfur-nitrogen bond. 
They have the general formula: RR’SNR” where R can be an aryl or an alkyl 
group and R” can be aromatic. The most commonly studied sulfimides are those 
where R’’ is hydrogen, in these cases, the terms N-unsubstituted sulfimides or 
free sulfimides can be used to describe them. 
 
NR is isoelectronic to CR2 and O, therefore the chemistry exhibited by 
sulfimides is expected to be similar to that of sulfonium ylids and sulfoxides. 
 
Figure 1.4: The structures of sulfimides and related compounds 
 
Within early literature, sulfimides were known as sulfilimines, or imino 
sulfuranes. The first recorded example of a sulfimide (although it was not 
recognised as such) was in a report to the British Chemical Warfare Department 
by Raper12 in 1917, who reported a crystalline product on reaction of mustard 
gas and sodium-N-chloro-p-toluenesulfonamide, more commonly known as 
chloramine-T.  
 
In 1921 Nicolet and Willard13 reported the first (recognised) synthesis of 
sulfimides by reactions of sulfide with a halogen. This was quickly followed in 
1922 by Mann and Pope, who reported that organic sulfides react with 
chloramine-T, yielding sulfimides.14  
 
The first preparation of a free sulfimide was reported in 1958 by Appel and 
Buchner.15 they reacted a mixture of methylsulfide and ethylsulfide with 
hydroxylamine-O-sulfonic acid or chloramines to produce diethylsulfimide. 
  
"
'
"2
Sulfimide           Sulfonium Ylid                     Sulfoxide
' '
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Figure 1.5: The structure of diphenylsulfimide 
 
The first reported synthesis of free S,S-diphenylsulfimide was in 1972 by 
Furukawa et al.16 They formed the monohydrate form, Ph2SNH.H2O. A 
synthetic method for the formation of anhydrous Ph2SNH was later published in 
1975 by Martin and Franz.17 
 
1.3.1 Complexes of Ph2SNH 
The first structurally characterised complex of free S,S-diphenylsulfimide was 
reported in a 1995 paper by Cramer et al.18 They reported a uranium based 
complex, prepared by the reaction of Cp*2UCl2 and Ph2SNH to give 
[Cp*2UCl2(Ph2SNH)] (Cp* = n5-C5Me5). The structural characterisation of the 
complex indicated that the metal was bonded to the nitrogen, rather than the 
sulfur. The reported N…Cl distance was 3.001(8) Å, (the accepted range for N-
H…Cl affected by a hydrogen bond is 3.00 – 3.20 Å).1 There was further 
confirmation of the N-H…Cl interaction found in the U-Cl bond length, which 
was 2.648(8) Å for the non-hydrogen bonding chloride and 2.693 Å for the 
chloride involved in the N-H…Cl interaction.  
 
In all examples of complexes with Ph2SNH known to date, the lone pair of 
electrons on the nitrogen always acts as the donor. It should be noted that at 
least one example of a diarylsulfimide ligand co-ordinating through the sulfur 
rather than the nitrogen has been previously reported for platinum complex 
[Pt(Ph2SNH)(Ph2SNC(Me)NH)Cl]Cl.19 
 
 In 1998 Kelly et al reported that Ph2SNH readily formed other metal 
complexes, and that these complexes exhibit interesting properties. 20, 21 
Complexes containing the Ph2SNH ligand, bound to copper,11, 22 cobalt, 20 
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platinum, 19 and iron21 have all been synthesised, characterised and investigated 
to varying extents.  
 
1.3.2 Transition Metal - Diphenylsulfimide Complexes 
Both cobalt(II) and nickel coordinate six s-s-diphenylsulfimide ligands 
octahedrally in a cubic space group with analogous structures. Each of their 
hydrogen’s point towards one of the two chloride anions in an alternating 
sequence.  
 
Figure 1.6: Octahedral cobalt diphenylsulfimide complex21 
The nitrogen-metal-nitrogen angles are expected to be 90o in a perfect 
octahedron; although in this instance they are distorted by the hydrogen bonding 
interactions with the chloride anions. The nickel complex exhibits stronger 
hydrogen bonding interactions, decreasing the N…Cl distance from 3.362 Å to 
3.352 Å, making the N-H…Cl angle more linear; from 131.5o to 159.8o therefore 
exhibiting a geometry slightly closer to a perfect octahedron with a N-M-N 
angle of 84.8o for the cobalt centre compared with 85.05o in the nickel centre. 
 
A platinum centre coordinates to four S,S-diphenylsulfimide ligands with two 
chloride counter anions to form a planar complex with hydrogen bonding being 
exhibited between the NH and the Cl anions. This is symmetrically analogous to 
the four ligand copper complex, although with slightly stronger, more linear 
hydrogen bonds. 
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Figure 1.7: Planar platinum diphenylsulfimide complex19 
 
A silver saccharinato complex, [Ag(sac)(Ph2SNH)], where sac is saccharin, 
benzoic sulfimide, has also been reported by Gumus et al in 2006.23 The 
complex was reported to have a monomeric structure containing a linearly 
coordinated silver(I).  
 
Figure 1.8: Molecular structure of [Ag(sac)(Ph2SNH)]23  
 
It was reported that the individual molecules were linked by strong N–H…O 
hydrogen bonds and aromatic stacking π…π interactions and that the packing of 
the molecules was further reinforced by C–H…π interactions. 
 15
 
It was also reported that room temperature solutions of Ph2SNH and 
[Ag(sac)(Ph2SNH)] displayed intense blue luminescence, the luminescent 
properties of the Ph2SNH were found to be due to intra-ligand transitions, while 
for the silver(I) complex, the luminescence originated from several different 
transitions including intra-ligand transitions and metal-to-ligand charge transfer. 
 
1.3.3 Copper - S,S-diphenylsulfimide Complexes 
A copper centre can coordinate with two, four or five diphenylsulfimide ligands 
as square planar, pseudo-tetrahedral or trigonal bypyrimidal, depending on the 
synthesis method. The copper complexes have attracted the most attention due 
to various unusual properties and characteristics including; the existence of 
allogons (isomers with the same ligands but different coordination geometries 
about the central copper) in the same cell, the interchange of ligands in solution 
to create either four or five ligand complexes, formation of two concomitant 
polymorphs, two different copper centres in the same unit cell and formation of  
square planar and pseudo-tetrahedral complexes with a neutral copper(II) centre. 
These can be described as allogons, meaning other or different angle, within 
which the difference in stability between square planar and the pseudo-
tetrahedral complex is so small that both forms can exist in the same system. 
Reaction of copper(II) chloride with two molar equivalents of (the monohydrate 
of) Ph2SNH gives trans-[CuCl2(Ph2SNH)2].  
 
Figure 1.9 Trans-[CuCl2(Ph2SNH)2] 
 
Trans-[CuCl2(Ph2SNH)2] can be isolated in two different geometries; blue, 
block-like crystals, with a perfect-square planar copper centre, or green needle 
shaped crystals, with distorted tetrahedral coordination at the copper centre.11 
This was the first reported case of allogons within copper(II) complexes. 
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Figure 1.10: Square-planar form of [CuCl2(Ph2SNH)2] 11 
 
 
Figure 1.11: Pseudo- tetrahedral form of [CuCl2(Ph2SNH)2] 11 
 
The geometry of CuCl2(Ph2SNH)2 is reported to be dependent on the 
crystallisation technique. The two geometries do not naturally interconvert in the 
solid state, however the square planar complex can be transformed to the 
pseudo-tetrahedral complex (and vice versa) via recrystallisation methods in 
solution. 
 
Reaction of copper(II) chloride with four molar equivalents of (the monohydrate 
of) Ph2SNH.H2O gives purple crystallites (very small crystals) of 
[Cu(Ph2SNH)4]Cl2.24 
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Figure 1.12: Four coordinate copper complex with two charge balancing Cl- 24  
To date, coordination of more than four ligands to the copper centre in the 
presence of a chloride anion has not been achieved, even in the presence of a 
large excess of Ph2SNH.H2O. However, if the chloride anions are swapped for 
tetrafluoroborate anions, the copper(II) centre coordinates to five S,S-
diphenylsulfimide ligands.  
 
Figure 1.13: The five coordinate copper centre in [Cu(Ph2SNH)5]2+ 25 
 
The work within this thesis focuses specifically on the solid state properties and 
reactions of the copper S,S-diphenylsulfimide complexes with chloride anions. 
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1.4 MINERALS AND ROCKS 
It is a common misconception that the terms ‘minerals’ and ‘rocks’ are 
interchangeable. A mineral is a naturally occurring solid, with a definite 
composition (albeit sometimes with interchangeable ions of a similar nature) 
and specific crystalline structure. Rocks often contain minerals and can be 
formed from one or more minerals, but they can also contain ‘organic’ remains 
and mineraloids (minerals lacking a crystalline structure). It is possible for a 
rock to contain predominantly one mineral, as in the case of limestone which is 
composed almost entirely of the mineral calcite.  
 
1.4.1 Geomimetics 
Geomimetics is the geological analogue to biomimetics, (chemists developing 
new compounds by copying and enhancing natural ones). The term is given to 
the process of replicating the natural formation of minerals within a laboratory 
environment. By employing the principles of geosystems within the laboratory, 
scientists and mineralogists have overcome shortages of naturally occurring 
minerals, as well as being able to understand further the properties exhibited by 
minerals and create and develop new and novel processes and materials. Many 
minerals have interesting, unusual, and valuable properties, such as ion 
exchange, catalytic properties, varying colours shade and intensity, and 
magnetic properties, which can be tailored by compositional and structural 
modifications to create improved materials.26 
 
An early example of the use of geomimetics in everyday life is the synthesis and 
chemical modification of the mineral lapis lazuli, giving rise to ultramarine blue 
(or lazurite) - a structure based on a simple sodalite type framework, 
encapsulating a polysulfide anion radical, S3-· which exhibits a very intense blue 
colour. It was used in the early 19th Century as a blue pigment, however 
unobtainable for most painters due to the cost. Two chemists; Jean-Baptise 
Guimet and Christian Gmelin independently developed ways of producing 
cheap synthetic ultramarine in the late 1820s using clay minerals, sulfur, pitch 
and sodium carbonate. Today, synthetic ultramarine has been further developed 
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to produce both pink and violet shades by chemical modification of the 
encapsulated S3-· radical post synthesis and is used commercially in ceramics, 
plastics, cosmetics and paint.  
 
Geomimetics have been used in this work to control the chemical composition 
of minerals so that definite structures can be assigned and properties 
investigated with the variation of the end-members. In the helvite group of 
minerals, constituents have been modified in order to see the effects on the 
magnetic and structural properties and within the nosean group of compounds in 
order to refine synthesis procedures and thoroughly investigate the structure. 
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1.5 ZEOLITES 
Both the nosean and helvite group of minerals fall under the general ‘umbrella’ 
of zeolites. Zeolites are crystalline aluminosilicates, characterised by a three-
dimensional framework structure and uniformly sized pores. These pores often 
contain water molecules which can be removed by heating or exposure to low 
pressure. Zeolites were christened in 1756 by Baron Axel. F. Cronstedt27 (most 
famous for isolating nickel), who coined the term ‘zeolite’ to describe the 
hydrated aluminosilicate mineral, stilbite, which displayed unique frothing 
characteristics when heated in a blowpipe. The word was derived from two 
Greek words: ζεω (zeo) meaning ‘to boil’ and λįθος (lithos) meaning ‘stone’.27 
The aluminosilicate framework structure of a zeolite is not affected by the 
removal of the water molecules from the pores, on dehydration, the incorporated 
cations move closer to the framework oxygens to compensate for the loss of the 
water. 
 
Zeolites are abundant in nature but can also be formed synthetically. Their 
formation in nature occurs by the reaction of volcanic or fly ash, (typically 
containing varying ratios of SiO2 : Al2O3 : Fe2O3 : CaO : MgO : K2O : Na2O : 
TiO2) with alkaline freshwater in lakes or seawater. Industrial use of naturally 
formed zeolites is limited mainly to the nuclear, concrete and gemstone 
industries. Naturally occurring zeolites have been found to vary in constituents – 
not in the framework, however the occluded tetrahedra often have 
interchangeable cations and anions of similar nature. The intensity of attempts to 
synthesise industrial quality zeolites from inorganic waste, such as volcanic ash 
and fly ash is dramatically increasing due to growing concern over the 
consistent formation of vast quantities of these environmental pollutants.28  
 
Zeolites have a seemingly endless list of both commercial and domestic 
applications. They can be found in many households in the UK in the form of 
washing powders, water filters or, most recently, food supplements and cracking 
of petrol, which is either produced or upgraded using them. Uses include but are 
not limited to: water filtration, water softening, gas/air purification, radioactive 
waste treatment, refinement of natural gas, cracking of hydrocarbons, including 
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petroleum and vegetable oils, vaccine adjuvantation, delayed release drug 
delivery and cat litter. The use of zeolites in all of these applications can be 
attributed to one or more of four main properties facilitated by their largely rigid 
porous framework structures: absorption, catalysis, desiccation and ion 
exchange. 
 
1.5.1 Synthesis of Zeolites 
Hydrothermal conditions can be used to crystallize out zeolite phases from 
aqueous Si/Al containing gels under highly alkaline conditions. Using these 
methods it is possible to form a variety of frameworks by making various 
adjustments to the ratio of Si/Al, water, and cation(s) present and reaction 
temperature, pressure, and time. This method was used in the synthesis of the 
nosean compounds (see Section 1.6.2).  
 
Another zeolite synthesis technique involves subjecting appropriate starting 
materials to temperatures circa 1100oC in a closed environment without the 
presence of water. This method was previously described for the synthesis of 
tellurite aluminate sodalite and was used in this work for the preparation of 
beryllosilicate sodalites.29 
 
The use of organic molecules and quaternary ammonium ions in the gel as a 
template or void filler can also be used in the synthesis of zeolites although this 
method was not utilised in this work. The method was developed by R.M. 
Barrer30 in 1961 and led to the production of a large proportion of the zeolite 
structures synthesised to date. Lok et al.31 undertook a systematic review of the 
role of organic molecules in the synthesis of zeolites in 1983. 
 
1.5.2 Zeolite and Zeotype Materials 
The term zeolite should only be used to describe aluminosilicates, i.e. 
frameworks containing aluminium, silicon and oxygen, however, there are many 
examples of zeolite-like or zeolite-related three-dimensional structures (for 
example beryllosilicate sodalites). The term ‘zeotype’ is used to describe such 
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compounds. Zeolite and zeotype pore size can range from 2 to 10 Å (0.2 to 1 
nm). 
 
Lowenstein’s rule32 stipulates that for hydrothermally produced zeolite systems 
prepared at ambient temperatures, whenever two tetrahedra are linked by one 
oxygen bridge, the centre of only one of them can be aluminium; the other 
centre must be occupied by silicon or another small ion of electrovalence 4 or 
more. Aluminate-rich and purely aluminous frameworks have been synthesised 
by using high temperature/pressure routes in order to overcome the 
thermodynamic unfavourability of the Al-O-Al link within zeolite systems. 
 
1.5.3 Structure/Framework of Zeolites 
Zeolite/zeotype structures are built from primary building units TO4 (where T = 
Al3+, Si4+, Be2+, B3+, etc). The way in which the tetrahedra share their vertices 
dictates the overall architecture of the framework. The tetrahedra can be thought of 
as Basic Building Units (BBUs), which join together to form ‘Secondary Building 
Units’ (SBUs). These are repeated throughout the structure. There are currently 23 
known SBUs, which form 49 different Composite Building Units (CBUs or 
Periodic Building Units, PerBU), combinations of which make up the 194 
framework types recognised by the International Zeolite Association. 
 
It is thought that the most frequently studied Composite Building Unit is known 
as a β-cage or sodalite (SOD), which is comprised of 8 x 6TO4 rings and 6 x 
4TO4 rings [46.68].  
 
Figure 1.14: An empty β- cage 
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The way in which the β-cages fuse together determines the zeolite formed. In 
the case of the β-cages, by fusing together the 4TO4 SBUs sodalite is formed, if 
the β-cages are bridged by the 4TO4 SBUs then zeolite A is formed and if the β-
cages are bridged by the 6TO4 SBUs then zeolite X/Y is formed. 
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1.6 SODALITE 
The term sodalite is used to describe a specific mineral of the formula 
Na8[AlSiO4]6Cl2 and also the framework type of a group of similar minerals. 
 
The mineral sodalite, Na8[Al6Si6O24]Cl2, is cubic, belonging to the space group 
P

4 3n with a cell parameter (a) of approx. 8.9 Å.33 The structure is a typical 
aluminosilicate consisting of equal number of linked Si-O and Al-O tetrahedra 
in which all of the oxygens are shared. The linkage of the (Al, Si)O4 tetrahedra 
results in cubo-octahedral units bound by eight rings of six-tetrahedra parallel to 
{111} and six rings of four tetrahedra parallel to {100}. Each of the four and six 
membered rings are shared by two cages. There are two cages per unit cell. The 
six-membered rings form a set of channels parallel to the cube body diagonals 
which intersect at the corners of the unit cells to form large cavities.  
 
 
Figure 1.15: The sodalite framework formed by the fusing together of the β- 
cages via the 4 TO4 rings  
 
The chloride ions are located at the centre of each cage, tetrahedrally 
coordinated to 4 sodium ions, situated on the cube body diagonals. Each sodium 
is bonded tetrahedrally to one central chloride ion and three close range 
framework oxygens and 3 long range framework oxygens giving a seven-fold 
coordination to each sodium ion.  
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Each six-membered ring has only one neighbouring sodium ion and the ring is 
strongly distorted so that three framework oxygens are at (approx.) 2.35 Å and 
three are at approx. 3.08 Å from the sodium ion. This distortion results from the 
chloride ion which pulls the sodium ion about 1.11 Å from the mean plane of 
the six-membered ring into the sodalite cage. 
 
 
Figure 1.16: The structure and bonds within the helvite group minerals34 
Extreme example of 3+3 bonding to the six ring oxygens. Here the longer 
interactions are effectively non bonding making the coordination of iron 
tetrahedral 
 
The sodalite group is vast, encompassing over 900 crystal structures – 
approximately 18 % of the zeolite/zeotype crystal structures published to date. 
The sodalite framework type was the first of the zeolite structures to be 
described. It is widely accepted that this was in 1930 by Linus Pauling,35 
although it was, in fact, Frans Maurits Jaeger in 1929.36, 37 
 
The aluminosilicate framework structure exhibited by sodalite is isotypic with 
the frameworks of beryllosilicate [Be6Si6O24]12-, borate [B12O24]12-, aluminate 
[Al12O24] and tugtupite [Na8Cl2][Al2Be2Si8O24] minerals, all of which occur 
naturally, along with synthetic gallium and germanium substituted analogues of 
the aluminosilicate sodalites which are also known.38  
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The sodalite system is structurally relatively simple, providing an excellent 
model to study phenomena such as host-guest interactions and variation of 
structural parameters as a function of composition. Taylor and Henderson33, 39, 40 
were the first to investigate correlations in simple structural parameters, such as 
the unit cell and framework bond angle of the sodalite system. Subsequent work 
probed the detailed structure of the sodalite system and allowed structural 
parameters to be predicted with limited knowledge of the system; for example, 
ionic radii of the occluded cation and anion and cell parameters.41-44 Despite the 
apparent structural simplicity of sodalite, it is a surprisingly versatile 
framework. Depmeier45 published a 2005 review in order to provide a concise 
overview of the structure and an investigation into substitution effects was 
published in 2009 by Lars et al.46 
 
It is possible to get an electronically neutral, purely siliceous framework, as 
synthesised by Bibby and Dale in 1985.47 Within an aluminosilicate framework 
the replacement of the tetrahedrally coordinated Si4+ cations by Al3+ cations, 
results in a negative charge on the framework. Therefore each aluminium-
oxygen tetrahedron needs a balancing positive charge to preserve the overall 
electronic neutrality of the structure. This balancing charge is often in the form 
of a non-framework group I or II cation such as lithium, sodium, potassium, 
magnesium, calcium, strontium or barium being held electrostatically within the 
framework.  
 
The Al3+ tetrahedra can be replaced by a vast range of divalent and trivalent 
cations. These include: aluminium, beryllium, boron, cobalt, gallium, 
germanium, magnesium, nickel, phosphorus, tin, titanium, vanadium and zinc. 
An example of a divalent metal found in the framework of zeotype minerals is 
beryllium. Structurally, it is ideal for incorporation into zeotype frameworks for 
two main reasons; the tendency to co-ordinate to oxygen tetrahedrally, and the 
size of divalent beryllium (0.27 Å) being a close match to that of Si4+ (0.26 Å). 
Within an aluminosilicate framework of a zeolite, one Be2+ and one Si4+ could 
replace two Al3+ ions for electroneutrality as seen in tugtupite, or, given a 
straight swap, the balancing charge required by the framework allows 
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incorporation of 2+ cations such as Fe2+, Mn2+, Zn2+, Co2+. The incorporation of 
magnetic materials such as Fe2+ mean that the M4A tetrahedra contained within 
the framework can be considered as small units or nano-units of ionic inorganic 
compound distributed uniformly throughout the framework, referred to as metal 
clusters can be used to explore magnetic frustration within and between these 
clusters.  
 
Figure 1.17: A sodalite cage containing a central tetrahedral anion48 
 
 The Si4+ can be replaced by germanium, gallium, phosphorus and arsenic. The 
gallosilicate, aluminogermenate and gallogermanate49 zeotypes are similar in 
properties to their aluminosilicate counterparts although relatively few have 
been reported and no pure natural sources have been found to date. 
 
The trend observed for the sodalite series is that the cell size decreases with the 
average framework bond length. Beagley and Titiloye50 reviewed this work and 
extended their theoretical studies to include other framework compositions. 
These findings were later supported by experimental studies by Johnson et al.49 
on the aluminogermanate, gallosilicate and gallogermanate sodalites. Structural 
studies of the systems showed that many of the correlations found in the 
aluminosilicate series such as tetrahedral tilt angles, cell parameters and 
framework angles, could be extended to these series. 
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Table 1.1: The dependence of sodalite cell sizes on composition 
Framework amax ( Å) amin( Å) 
[Be6Si6O24] 9.248 7.695 
[Al6Si6O24] 9.429 8.108 
[Ga6Si6O24] 9.813 8.143 
[Al6Ge6O24] 9.913 8.263 
[Ga6Ge6O24] 10.185 8.467 
 
The flexibility of the sodalite framework has been highlighted by a number of 
groups worldwide, with berylloarsenate51 and oxide-free frameworks such as 
Zn7[P12N14]Cl252 having been synthesised. 
 
The main factor in the versatility of the sodalite framework is the ability of the 
cage to tilt/collapse the framework tetrahedra out of their ‘normal’ planes, 
enabling the cavity size to be altered. This was first acknowledged by Pauling5 
and further explored by Beagley and Titiloye.50 The sodalite structure can be 
envisaged by first considering a fully-expanded framework of perfectly regular 
tetrahedra of equal sizes sharing corners. This framework undergoes collapse by 
rotation of the tetrahedra about directions parallel to the cell edges and hence 
parallel to their 

4  axes to allow coordination of the occluded cation to the 
framework oxygens. 
 
The collapse/tilting of the framework tetrahedra allows coordination of the 
metal cations to both the framework oxygens and the central anion. The 
tetrahedra within the pore can then rotate to be parallel to the cell edges. This 
occurs by the cooperative rotation of the TO4 tetrahedra about the 4-fold axis 
which enables accommodation of varying sizes of interframework ions. 
 
This flexibility of the framework opened the door to disagreements and there 
has historically been some controversy regarding the space groups of sodalite 
group minerals. The difference between P

4 3n and P

4 3m space groups is the 
presence of a diagonal glide plane in P

4 3n which limits the possible reflections 
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from hhl planes to those where 1 = 2n as opposed to mirror plane in P

4 3m 
meaning that there is no condition limiting the possible reflections and allowing 
T1 and T2 to move from the fixed position as seen in P

4 3n.53 
Table 1.2: Published results of the sodalite group minerals space groups 
Author Year Sodalite Nosean Danalite Helvite 
Pauling5 1930 P

4 3n   P

4 3n 
Barth54 1932 P

4 3m P

4 3n   
Saalfeld55, 56 1959/61  P

4 3m   
Taylor39 1967 P

4 3n P

4 3n   
Holloway et al57 1972   P

4 3n  
Hassan / Grundy53 1982 P

4 3n P

4 3n P

4 3n P

4 3n 
Hassan / Grundy58 1989  P

4 3n   
Gesing / Buhl59 1998  P23*   
Armstrong / Dann48 2003   P

4 3n P

4 3n 
Hassan / Parise60 2003    P

4 3n 
*Carbonate nosean 
 
When the tetrahedra are rotated, the framework symmetry remains cubic, but the 
space group is changed from Im3m (fully open array of tetrahedra) to I

4 3m. As 
the rotation angle increases, the cavities shrink and become more and more 
distorted, at Ø = 45o they become truncated tetrahedra.53  
 
Figure 1.18: A fully expanded Im3m sodalite framework and a 
truncated/collapsed sodalite framework44 
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In the sodalite group minerals the symmetry is lowered further to P

4 3n due to 
the ordering of T1- and T2- tetrahedra. In reality when T1 and T2 are different 
i.e. in an aluminosilicate framework, the Al- and Si- tetrahedra are not regular or 
of equal size, therefore they are slightly compressed along the rotation axes. 
This means that there are two rotation angles, ØT1 and ØT2, corresponding to the 
rotations of the T1- and T2- tetrahedral, respectively. The wide range of ion 
sizes that can be accommodated within the framework is a direct consequence of 
the flexibility of the framework geometry.53 
Table 1.3: Composition and space groups of a selection of sodalite minerals 
Name Space 
Group 
M1 M2 T1 T2 A1 A2 Ref 
Silica Sodalite Im3m Na4 Na4 Si6 Si6 H20 H20 47 
Aluminate Sodalite Imm2 Ca4 Ca4 Al6 Al6 WO4 WO4 61 
Chromate Aluminate 
Sodalite I

4 3m Ca4 Ca4 Al6 Al6 CrO4 CrO4 
62 
Gallosilicate 
Hydrosodalite I

4 3m Na4 Na Ga5 Si7 H2O H2O 
38 
Sodalite Iodide I

4 3m Na4 Na4 Al6 Si6 I I 
63 
K-Hydrosodalite P1 K3 K3 Al6 Si6 H2O H2O 47 
Carbonate Nosean P23 Na4 Na4 Al6 Si6 CO3 H2O 59 
Sodalite P

4 3n Na4 Na4 Al6 Si6 Cl Cl 
33 
Danalite P

4 3n Fe4 Fe4 Be6 Si6 S S 
48 
Nosean P

4 3n Na4 Na4 Al6 Si6 SO4 H2O 
58 
Dehydrated 
Gallosilicate 
P63 Na4 Na4 Ga6 Si6 - - 38 
Nitrate Sodalite Pm3n Na4 Na4 Al6 Si6 NO3 NO3 64 
 
 
1.6.1 Geometric Modelling of Sodalites 
In 1984, Hassan and Grundy65 proposed and developed a geometrical model to 
calculate framework geometries for a number of existing aluminosilicate 
sodalites and make predictions about alternative viable theoretical sodalite 
systems. 
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 In the sodalite group minerals, M8[T1T2O4]6A2, the (T1,T2)O4 tetrahedra 
undergo rotations until the M ions are within feasible bonding distance to both 
the framework oxygens and the central anion A on the 2(a) site at (0, 0, 0).  
 
If the edge length of the regular tetrahedron is E and the rotation angle is Ø, then 
the unit cell can be calculated using the equation: 
a = E(2cos  + 2  ) 
Equation 1.1 
and the parameters of the corners (x, x, z) (the oxygen coordinates) are: 
x = )2cos2(2
cos


 
Equation 1.2 
z = )2cos2(2
sin


 
Equation 1.3 
and      = tan-1 (z/x) 
Equation 1.4 
Description of the sodalite structure using geometrical modelling as described 
by Hassan53 and Dempsey66 makes an assumption that the T1-O and T2-O 
distances remain constant irrespective of the interframework ions present. (It 
was reported by Armstrong34 in 2004 that this does not hold true vide infra, 
however the assumption continues to enable satisfactory modelling).  
 
In any one of the framework tetrahedra, symmetry requires two O-O edges to be 
equal, the notation ET2 and ET1 will be used herein. The angle of rotation of the 
tetrahedra, away from the fully expanded structure, are T2 and T1.  

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 Figure 1.19: Fully Expanded Im3m and Partially Collapsed Sodalite 
(reproduced from 65 as an aid to explain Eq 1.1 – 1.13) 
In figure 1.19, in the left hand structure we can see the fully expanded 
framework of regular tetrahedra of equal sizes (space group Im3m). Arrows 
indicate the rotation of tetrahedra about the 

4  axes parallel to the cell edges that 
collapse the framework. Along each row of tetrahedra with 

4  axes parallel to a 
cell edge, alternate tetrahedra are rotated clockwise and anti-clockwise. The 
rotation angle  is also shown. On the right is the partially collapsed structure of 
sodalite showing rotation angles T1 and T2, and also O-O distances ET1 and 
ET2. T1 and O are shown as open and T2 as filled ellipsoids. Numbers indicate 
heights in units of one-hundredth on the projection axis, a3.  
 
Hassan and Grundy derived geometric relationships for the sodalite structure 
based on the atomic positions. T1 is the cation with the lower positive charge 
and T2 is the cation with a higher positive charge. 
 
Considering the T1(¼, 0, ½) - O(x, y, z)- T2(O, ¼, ½) triangle, the distance 
between the T1 and the T2 is related to the cell edge by: 
22
21 aTT   
Equation 1.5 
and for the oxygen fractional coordinates: 
(y-x) = 2/a2[(T1-O)2 – (T2-O)2] 
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Equation 1.6 
Because T1-O is greater than T2-O it follows that y is greater than x. Therefore 
in order to maintain the integrity of the structure, if T1 and T2 are interchanged, 
x and y must also be changed. Although the difference between x and y is 
minimal, refinements cannot make this adjustment. Inconsistencies should be 
obvious from the T1-O and T2-O bond lengths.  
 
The relationship obtained between the T1-O-T2 angle and cell edge from the 
above triangle is: 
 
cos(T1-O-T2) = )1(2
2
OT
OT


 + )2(2
1
OT
OT


 - )1)(2(16
2
OTOT
a
  
   Equation 1.7 
 From a measured cell edge value and using these assumptions, the 
aluminosilicate framework geometry can be calculated.  
 
The cell edge is given by: 
a = 2ET2cos T2 + 4[(T1-O)2 – (ET1/2)2] 
Equation 1.8 
The cell edge is given by: 
a = 2ET2cos T2 + 4[(T1-O)2 – (ET1/2)2] 
Equation 1.9 
By transforming the equation we get: 
cos T2 = 
22
1
TE
{a - 4[(T1-O)2 – (ET1/2)2] ½ } 
Equation 1.10 
and    cos T1 = {a - 4[(T2-O)2 – (ET2/2)2] ½ } 
Equation 1.11 
Equations 1.8, 1.9 and 1.10 give the variation of T2 and T1 with cell edge, 
while the relationship between the T2-O-T1 angle and the cell edge is obtained 
from the triangle T1(¼, 0, ½) - O(x,y,z) - T2(0,¼,½) is given by Equation 1.11: 

12
1
TE
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cos(T1-O-T2) = )1(2
2
OT
OT


 + )2(2
1
OT
OT


 - )1)(2(16
2
OTOT
a
  
   Equation 1.12 
The atomic coordinates of the oxygen O44 in Figure 1.19 are obtained from the 
two tetrahedra that it shares: 
x = 
a
1  (ET2/2)cos T2    y = 
a
1  (ET1/2)cos T1  z = ½(ZT1 + ZT2) 
where     zT1 = ½ -  (ET1/2) sin T1 
Equation 1.13 
 
zT2 = ½ - 
a
1  (ET2/2)sin T2   
Equation 1.14 
The z-coordinate obtained from either the T1O4 or T2O4 tetrahedra should be 
equal but in all calculations the mean value of zT1 and zT2 is normally used. 
 
1.6.2 Nosean  
Nosean is a member of the sulfatic sodalite group of minerals, which also 
includes hauyne and lazurite. Nosean relates very closely to hauyne and there is 
said to be a solid solution between the two.67 In 1967, after much speculation 
about the composition, Taylor39 proposed the formula Na8[AlSiO4]6SO4.H2O for 
pure nosean. In 1991, Na6Ca2[AlSiO4]6(SO4)2, was proposed by Hassan and 
Grundy68 for hauyne. This uncertainty arising from the significant variation of 
constituent sodium, calcium, sulfate and water in the naturally forming 
minerals.53  
 
There have historically been a variety of synthetic routes to nosean. Some 
examples of synthetic methods include fusing nepheline or sodalite with sodium 
sulfate or firing a mixture of kaolin, sodium carbonate and sodium sulfate at 
600-700o.53 
 
a
1

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The structure of nosean differs to that of sodalite, in that there is only one sulfate 
per unit cell so the cavities are not fully occupied by the occluded tetrahedra. 
For each cage occupied by the [Na4.SO4]2+ tetrahedra there is one filled with 
[Na4.H2O]4+ or if dried, [Na4]4+, meaning that the 100 % anionic occupancy of 
the cavities as displayed in sodalite and the helvites (to be discussed later on in 
this chapter) becomes 50 % occupancy for nosean. The larger sulfate ion as 
opposed to the chloride ion contained in sodalite also dictates that the 
framework is less collapsed. 
 
 
 
Figure 1.20: Body centred array of interpenetrating double M4(AO4) tetrahedral 
units as in noseans (left) and helvite (right)41 
 
All published analyses of noseans to-date are from naturally forming minerals 
rather than geomimetically formed compounds meaning that the results could 
have been affected by the presence of impurities. Most of the investigative work 
carried out on nosean is pre-1990 meaning that the use of computers for data 
collection and analysis was very time consuming therefore most refinements 
were based on film data. In the cases where computers were used58, 69 in order to 
minimise expenditure in terms of computer usage the structural studies were 
significantly simplified. The unobserved reflections were not used. This was 
compensated for by weighting the observed reflections equally.53  
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The structure of nosean was investigated by both Barth54 in 1932 and 
Machatschki70 in 1934. In 1959, Saalfeld55 suggested that there was one sulfate 
ion per unit cell and these were distributed randomly between two different sites 
(0, 0, 0) and (½, ½, ½). In 1961, Saalfeld56 suggested that the nosean 
superstructure was commensurate, having a supercell six times that of the 
subcell, however this was refuted by Taylor,39 who measured superstructure 
periodicities of nine specimens of sulfate-rich sodalites, two of which were 
nosean and found their superstructures to be incommensurate. 
 
The presence of complex satellite reflections has been well established by 
Schulz,71 Lohn,72 Taylor39 and Hassan.73 In 1970, Schulz74 indicated that in the 
nosean structure all the atoms contribute to the superstructure reflections. In 
addition to different chemistries, the satellite reflections were thought to be 
related to the temperature of formation of the minerals and the ordering 
processes that were associated with decreasing temperature.  
 
The complex satellite reflections as seen in figure 1.21 are evident in nosean but 
not for the hauyne (included for comparison) in the long exposed precession 
photographs showing the hhl net taken by Hassan.53 It can be seen from the 
photographs that the hauyne sample used in this instance does not show 
evidence of a superstructure (no additional weak symmetry equivalent spots on 
the photograph) although a superstructure has been reported for Hauyne by 
Saalfield55 and Taylor.39 Hassan also noted from these pictures that the 
diffraction maxima show symmetry consistent with a P

4 3n space group and 
that no hhl (1 = 2n + 1) reflection can be seen.53 
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Figure 1.21: Precession photographs of hauyne showing hhl net (left) and 
nosean showing hhl net (right).53 
 
 In 1989, Hassan and Buseck69 used high resolution TEM and found evidence 
for the ordering of [Na4.SO4] [Na4.H2O] clusters in the nosean. They concluded 
that the complex satellite reflections were a result of incommensurate 
modulations of the framework oxygen positions in several directions <001>, 
<110> and <112>. 
 
Their results also suggested that the different sizes of the [Na4.SO4] and 
[Na4.H2O] clusters and their degree of ordering influenced the positional 
modulation of the framework oxygens, with some parts of the crystal showing 
superstructure fringes that were absent in other parts. This suggested that the 
complex satellite reflections in nosean arise from the positional modulations of 
the two independent framework oxygens – indicating that the positional 
modulations were related to the degree of ordering of clusters of different sizes, 
which was enhanced by the net charge difference of two valence units between 
the cavities. The ordering of the clusters in a 1:1 ratio gave rise to antiphase 
domain boundaries (APBs). APBs, or domain walls, are interfacial layers that 
separate domains with opposite relative displacements of atoms and otherwise 
identical physical properties. The space group for each domain in the case of 
nosean, being P23, a subgroup of P

4 3n. In 1989, Hassan and Grundy58 
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suggested that an ‘Ideal Nosean’ would demonstrate a P23 space group, but 
suggested that a P

4 3n space group was a good average for nosean. 
 
A geomimetically formed carbonate nosean59 was investigated in 1998 by 
Gesing and Buhl and found to have a P23 space group. The framework 
(Al,Si)O4 were found to be completely ordered, with alternating [Na4.CO3]2+ 
and [Na4]4+ clusters filling the cavities. The carbonate ion was found to occupy a 
central position, exhibiting twelve-fold orientational disorder within the cages 
and the sodium cations found to occupy two independent sets of 8(e) sites, with 
the sodiums in the ‘unoccupied’ cavity being very close to the six-membered 
rings in the framework. 
 
Current consensus for nosean is a P

4 3n space group and a crystal structure 
believed to exhibit fully ordered AlO4 and SiO4 tetrahedra which the framework 
oxygens split over two independent 24(i) sites with the interframework sodium 
cations located on three independent sets of 8(e) positions, close to each other 
on the body diagonals of the cubic structure. 
 
X-ray diffraction of nitrite sodalite75 revealed that the nitrite anion was 
disordered and successfully refined one set of scattering data to two different 
structures. It is thought that, the interframework oxoanions librate within the 
structure, in a similar fashion to those of noseans, as reported in 1997 for a 
nitrate sodalite, (Na8[AlSiO4](NO2)2), by Fois, Gamba and Maric. 76  
 
A computer simulation study of the nitrate sodalite at room temperature using 
first-principle molecular dynamics method77 reported that the NO2 anion was in 
a rotational state within the cage and that diffraction data collected 
experimentally shows an average of all possible orientations of the NO2 within 
the cages. It was concluded that it did not seem to be possible to predict the 
rotational behaviour of a caged system simply on the basis of the relative 
dimensions of the zeolitic cage and the guest species because the dynamics of 
the guest is determined by its interactions, (either with the framework or other 
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caged species), and can be deeply influenced by only slight changes of these 
interactions. It was noted that in the simulated systems, all rotations occurred in 
a continuous way and sudden rotational jumps were not observed. A similar 
rotational state of the occluded oxoanion occurs within nosean; which adds to 
the difficulty in extracting exact structural solutions from data collected. 
 
1.6.3 The Helvite Group  
Helvite, like sodalite, is both a group and a mineral. The helvite group of 
minerals can be considered a subset of the sodalite group. Minerals in this group 
include the minerals helvite Mn8[Be6Si6O24]S2 danalite Fe8[Be6Si6O24]S2 and 
genthelvite Zn8[Be6Si6O24]S2. The naturally occurring helvite minerals often 
contain a mixture of the metal end members.  
 
The ratio of each of the metals present within the helvite group would logically 
be dependent on the abundance of each metal present at the time of formation, 
however in nature, the Mn member is more common than the Fe member, while 
the Zn member is noticeably less abundant. Burt78, 79 suggested that this was due 
to the chalcophile-lithophile tendencies of the end-members, which were found 
by Marakushev and Bezmen,80 to be accurately expressed as the inequality Zn 
>> Fe > Mn. Explaining the large gap between the Zn and Mn ends of the series 
as noted by Dunn in 1976.81 
  
The space group of a helvite group mineral (Fe,Zn,Mn)8[Be6Si6O24] S2 was 
reported to be P

4 3n with a = 8.19 Å by Barth82 in 1926 using powder 
photographs, the space group was later confirmed by Gottfried83 in 1927, 
finding a = 8.52 Å using rotation photographs. Both Barth and Gottfried noted 
that helvite appeared to be isotypic to sodalite. Making use of this isotypic 
relationship, Pauling5 determined the full structure of a helvite in 1930 using 
oscillation photographs finding a = 8.25 Å.  
 
A study was undertaken by Dunn81 in 1976, analysing seventy five members of 
the helvite group from worldwide localities and using analyses from fifty seven 
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literature sources. He concluded that the chemical analyses indicated complete 
miscibility between the Fe and Mn members and between the Fe and Zn 
members but not between the Mn and Zn members. Essentially pure helvite and 
genthelvite occur naturally but the nearest approach to pure danalite was a 
sample with 86 % iron end member. A naturally occurring pure danalite has not 
been reported to date. Helvite and genthelvite were both prepared 
geomimetically by Mel’nikov et al.84 in 1968 using high pressure hydrothermal 
methods (2 kbar, 750 oC), however they were unable to form danalite, leading 
there to be a common belief that danalite was unstable. It was not until 2004, 
that pure danalite was successfully synthesised geomimetically in a high 
temperature sealed environment (1100oC) by Dann and Armstrong.48 
 
In 1985, a study by Hassan and Grundy73 carried out structural refinements on 
six members of the helvite group (Mn,Fe,Zn)8[ Be6Si6O24]S2 covering a wide 
compositional range by varying the Mn:Fe:Zn ratio. Their results indicated that 
the varying interframework cations displayed little effect on the distance 
between the framework tetrahedra. 
 
The most notable geometric difference between the sodalite and helvite mineral 
lies within the T1-O-T2 angle. It is possible that this angle can be used as a 
qualitative measure of the degree of dπ – pπ bonding in the framework. The 
maximum dπ – pπ bonding would correspond to a T1-O-T2 bond angle of 180o. 
Within sodalite, both Al and Si have 3d orbitals available meaning that the T-
(3d) and the O-(2p) π orbitals overlap, in order to maximise these interactions 
the T-O-T bond angle widens. In the corresponding helvite mineral, there are no 
available orbitals of the correct symmetry to interact with the O-(2p) π orbitals 
from the beryllium and therefore a smaller angle is seen for the Be-O-Si 
(~128o). 
 
It was predicted by Brown et al.85 that the replacement of Al3+ with Be2+ would 
increase the strength of the Si-O bond, therefore decrease bond length however 
this was not the case. This could be explained by a counterbalancing effect from 
the M interframework ions coordinating to the framework oxygen. 
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The geometric frustration of three-dimensional networks of corner-sharing 
tetrahedra have been a focus point for a number of research groups86-88 as these 
have been shown to be the most frustrated of all common lattice types.  
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1.7 MAGNETISM, MAGNETIC FRUSTRATION AND CLUSTER 
CHEMISTRY 
1.7.1 Magnetism 
Electrons are known to exhibit a property commonly referred to as ‘spin’. Spin, 
is the angular momentum affecting all particles, in a way that, under certain 
conditions, makes them act as though they are spinning balls of charge. The spin 
of an electron, like all quantum angular momentum, only exhibits discrete 
‘allowed’ states, (Planck’s Constant). In the case of an electron there are only 
two possible states: + ½ (spin parallel/up) and – ½ (spin anti-parallel/down). In 
addition to this angular momentum, electrons also have an associated magnetic 
moment, meaning that each electron can be considered a tiny bar magnet.  
 
Magnetic properties fall into five clear categories; diamagnetism, 
paramagnetism, ferromagnetism, ferrimagnetism and anti ferromagnetism. 
Diamagnetism is a fundamental property whereby a small magnetic moment is 
created in opposition to an applied external magnetic field. This property is 
exhibited by all matter, whether it is considered ‘magnetic’ or not. 
 
Paramagnetism also only occurs in the presence of an external magnetic field. 
This is due to the spin of unpaired electrons which are randomly oriented due to 
thermal entropy and do not interact with each other in the absence of a magnetic 
field, however, when an external magnetic field is applied, the unpaired 
electrons then align themselves with the field, resulting in a net magnetic 
moment in the direction of the applied field. Paramagnetic materials do not 
retain their magnetisation on the removal of the external magnetic field.  
 
Materials displaying ferromagnetic properties also do so because of unpaired 
electrons, however, in the case of ferromagnetism, the unpaired electrons are 
aligned (exhibiting the same spin state) and therefore each atom with unpaired 
electrons creates an electronic moment. These moments then align, forming a 
significant magnetisation even in the absence of an applied external magnetic 
field. As with paramagnetism, there is a critical temperature at which the 
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thermal entropy is stronger than the magnetic moment holding the dipoles in 
alignment. At this temperature spontaneous magnetisation no longer occurs and 
the material becomes paramagnetic.  
 
Figure 1.22: The dipoles within a ferromagnetic material below TC 
 
Ferrimagnetic materials were regarded for years as ferromagnetic materials 
because they also display spontaneous magnetisation, however, in the case of 
ferrimagnetism the system consists of two sublattices, with unequal, opposing 
magnetic moments. Meaning that there is still a net magnetic moment and 
therefore a magnetic field is created. Ferrimagnetic materials, like ferromagnetic 
materials, become paramagnetic above a critical temperature. 
 
Figure 1.23: The dipoles within a ferrimagnetic material below TC 
 
Antiferromagnetic systems are similar to that of ferrimagnetic materials, in that 
there are two sublattices present within the system which spontaneously 
magnetise below a critical temperature (in the case of antiferromagnetic 
materials this is known as the Néel Temperature rather than the Curie 
Temperature), however in the case of antiferromagnetism, the opposing 
(antiparallel) magnetic moments of the sublattices are equal, and therefore there 
is almost no net external magnetic moment.  
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Figure 1.24: The dipoles within an antiferromagnetic material below TN 
 
Antiferromagnetic systems where the dipoles are found in a triangular (two 
dimensional) or tetrahedral (three dimensional), rather than square/cubic lattice 
arrangements, often exhibit magnetic frustration. Within a frustrated system, the 
symmetry of the structure precludes the possibility of all dipole interactions 
being favourable at the same time. The frustration occurs because it is physically 
impossible for three dipoles in a triangular arrangement to all be antiparallel, as 
there are only two ‘allowed’ spin states and three points on a triangle. In this 
situation, any two of the dipoles can align anti-parallel (the favourable state 
within an antiferromagnetic system), but there is no way that the third dipole can 
be positioned in a way that it is anti-parallel to both its neighbours. 
 
Figure 1.25: Magnetic frustration in triangular lattices.  
 
Similarly, within a tetrahedral arrangement, there is no way to arrange the 
dipoles in a way that all interactions between the moments are 
antiferromagnetic. There are six interactions, four of which are antiparallel (thus 
favourable) however two of the interactions are still parallel, rendering the 
system ‘magnetically frustrated’. 
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Figure 1.26: Magnetic frustration within a tetrahedral lattice 
 
Geometrically frustrated magnets usually consist of an array of frustrated units, 
these systems are of interest due to the diversity of electronic and magnetic 
phenomena they have revealed including low temperature disordered phases, 
spin glass and spin ice systems. The ground state of geometrically frustrated 
systems is often macroscopically degenerate promoting exotic behaviour by 
preventing the formation of a conventional ordered state down to extremely low 
temperatures. 
 
Spin glass is an example of this, so-called because of the amorphous 
arrangement of magnetic moments within a system. A spin glass system shows 
typical magnetic behaviour, usually paramagnetic, (whereby magnetism is 
inversely proportional to temperature), above the critical temperature. On 
reaching the critical temperature, the magnetic moment becomes almost 
constant, this is known as the field-cooled magnetisation. Within a paramagnetic 
or ferromagnetic system cooled below the critical temperature, on removal of 
the external applied magnetic field, the magnetisation drops exponentially to 
zero and the remnant magnetisation respectively. Within spin glass systems, the 
magnetisation drops rapidly to a point known as the remnant magnetisation, and 
then slowly decreases as the magnetisation approaches zero. To date, no simple 
function has been found to fit the curve of the decrease of magnetisation versus 
time between the remnant magnetisation and zero. Conversely, if a spin glass 
system is cooled to below the critical temperature and an external magnetic field 
is then applied, the magnetisation increases rapidly to a constant (known as the 
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zero field cooled magnetisation), which then slowly increases until it reaches the 
field cooled magnetisation.  
 
Spin ice is another unusual system displayed by frustrated magnets, so called 
because of the similarity to Pauling’s description89 of proton disorder in water 
ice. In the case of spin ice, due to the different arrangements of spins available 
to each tetrahedron within a structure, there are a huge number of equivalent 
arrangements at the same energy. This renders the system degenerate in the 
ground state. Within spin ice systems the disorder of the magnetic moments 
within the system, below the critical temperature retains residual entropy, 
analogous to that displayed by the proton disorder within water ice.  
 
Currently one of the most active areas of the investigation into geometric 
frustration is that of three dimensional networks of corner-sharing tetrahedra.86-
88 Beryllosilicate sodalites can be considered as an expanded structure of this 
type, because the individual tetrahedral clusters are magnetically frustrated, 
however they are atypical as they are geometrically separated within the sodalite 
framework and are ‘held’ at a distance away from each other, allowing the 
magnetic and electronic interactions within a single tetrahedron to be 
investigated away from the influence of the other magnetically frustrated 
tetrahedrons within the three-dimensional structure. 
 
1.7.2 Magnetic and Electronic Interactions within Beryllosilicate 
Materials 
 
Interest was sparked in the pure aluminate29, 61, 62, 90-93 M8[AlO2]12A2 and 
beryllosilicate48, 60, 73, 94-97 M8[BeSiO4]6A2 sodalites because, unlike their 
aluminosilicate counterparts, they have the ability to entrap divalent cations and 
anions in their cavities due to the charge balance needed by the framework. This 
enables small blocks of (II,VI) semiconductor to become encapsulated, 
separated by the inert framework.  
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Figure 1.27: ‘Trapped’ M4A tetrahedra within the beryllosilicate framework41  
 
Electronic interaction between these units would be of considerable interest as 
they could be considered as framework expanded semiconductors. The 
electronic properties of these materials were investigated by several groups. 98-
100 Moran et al. 98 reported the optical absorption bands of cadmium sulfide 
occluded aluminate sodalite as having a large blue-shift away from the optical 
spectrum of bulk CdS. The same authors demonstrated the electronically 
isolating effect of the zeolite framework using 77Se and 125Te MASNMR on the 
cadmium selenide and cadmium telluride beryllosilicates where spectra 
exhibited upfield shifts from the bulk CdA materials. These results indicated a 
reduction in the paramagnetic contribution to the chemical shift suggesting 
greater localisation of the electron density in the sodalite compared to the bulk. 
Work by Brenchley et al.43, 101 on Cd8[AlO2]12S2 initially concluded the 
individual [Cd4S] groups may have shown electronic coupling across the cages 
due to a blue-shifted UV spectrum, but later rescinded these conclusions when 
luminescent properties of the material showed that the shifted absorption 
maximum was more likely to be due to small amounts of bulk CdS trapped 
within the sodalite crystallites. However Herron et al.102 reported coupling of 
[Cd4.S] units in zeolite Y despite a separation of 6 Å. 
 
Within danalite48, Fe8[BeSiO4]6S2, the intra-cage iron-iron separation is ~ 3.93 
Å whereas inter-cage separations are ~ 4.54 Å, explaining why the strength of 
these interactions could differ. There is also the possibility, intra-cage, of a 
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through bond interaction via the sulfur. Inter-cage, a through bond interaction 
would have to proceed via one or more framework oxygens.  
 
For electronically and magnetically active metal clusters, the possibility exists 
for two distinct types of interaction; local interactions between the four metal 
centres within each sodalite cage and long-range three-dimensional interactions 
between the units within the cages.  
 
Figure 1.28: Possible interactions between the ‘trapped’ M4A tetrahedra48 
Studies on sodium electro-sodalite,103 (SES), formed when each sodalite cage is 
occupied by a Na43+ cluster, arranged on a body-centred cubic lattice of F-
centres (anion vacancies that bind electrons) indicate that at low temperatures, 
the free electrons in these materials order antiferromagnetically (TN 50-70K) – 
indicating that electrons are trapped within the sodium cluster in the sodalite 
cage. These observations suggest that there is strong electronic coupling 
between centres within a sodalite cage, but weak (or possibly non-existent) 
interactions between species in neighbouring cages. The difference in the 
strength of interaction is thought to be the result of the distances over which 
such interactions take place. The magnetic interactions seem to follow a similar 
pattern, whereby the inter-cluster interactions have been reported as being strong 
anti-ferromagnetic interactions, however (most likely) due to the large 
interatomic separation, the intra-cluster interaction is reported to be 
negligible.103 
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1.8 AIMS OF THIS WORK  
 
The purpose of this work was to synthesise, characterise and investigate the 
properties of functional materials, containing Group 16 elements as key 
components, in the solid state. The materials of interest included beryllium 
containing zeotypes, nosean compounds and copper (II) diphenylsulfimide 
complexes. Although these are quite disparate in their nature and functionality, 
they are linked by the presence of the Group 16 elements, which play a 
significant role in determining their properties. 
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CHAPTER 2 
 
2. Experimental 
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2.1 SYNTHESIS TECHNIQUES 
The synthetic methods used for the preparation of zeolites in this thesis largely 
mimic the formation of natural samples, using conditions of elevated 
temperature and/or pressure. 
 
Hydrothermal techniques were used in the preparation of the nosean samples, 
high temperature ‘open boat’ methods were used in order to facilitate 
modification of ions within the nosean samples, high temperature sealed quartz 
tube methods were used in the synthesis of all of the helvite-family and various 
grinding methods were used in the reactions of the diphenylsulfimide 
compounds. 
 
2.1.1 Hydrothermal Synthesis 
Hydrothermal synthesis is the most common preparation method for zeolite and 
zeotype structures and was used in the formation of the nosean compounds. The 
process involves heating the reaction mixture in a sealed environment in the 
presence of a ‘flux’ to high temperatures in order to create pressure, encouraging 
the reaction to occur.  
 
Stoichiometric amounts of the reactants were ground to an homogeneous 
powder then transferred into a Teflon liner (28 ml capacity). A sodium 
hydroxide ‘flux’ solution, was added to the Teflon liner and the mixture stirred 
to a paste. The liner was then sealed, placed into a stainless steel Parr 4747 acid 
digestion bomb and heated in an autoclave oven with a maximum temperature 
of 240 oC and temperature stability of ±2 oC 
 
2.1.2 High Temperature Reactions: Open Boat Method 
An open boat high temperature reaction entails solid reactants being ground into 
an homogeneous powder and transferred into a ceramic dish approx. 10 cm x 1.5 
cm x 1.5 cm. The boat was then placed into a quick-fit quartz tube which was in 
turn placed into a tube furnace. A cylinder containing the gas under which the 
reaction was to be carried out was attached with a quick-fit seal to the quartz 
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tube. A paraffin bubbler was used to provide back pressure and to confirm that 
the gas was flowing through the apparatus correctly.  
 
2.1.3 High Temperature Reactions: Sealed Quartz Tube Method 
If the reactants were air sensitive (metal halides) or volatilised at temperatures 
below the reaction temperature, (sulfur sublimes at 108 oC), sealed quartz tubes 
were used in conjunction with an argon filled glove box. 
 
The tubes were pyrolysed in order to avoid reaction of the silica tube with the 
reactants. This involved the inside of the tube being coated with acetone and 
then heated strongly with an oxy-methane blowtorch, causing a layer of carbon 
to be deposited on the inside of the ampoule and therefore preventing the 
unwanted reaction with the silica reaction vessel without affecting the reaction 
itself. 
 
Reactants were dried (if necessary) and transferred to an argon filled glove box 
(1 ppm water/1 ppm oxygen). They were then weighed, ground into an 
homogeneous powder and transferred into a custom-made quartz tube for 
sealing. The tube was evacuated on a vacuum line and sealed, using an oxy-
methane blowtorch in a fume cupboard.  
Sealed ampoules were then placed in the centre of a tube furnace, fitted with an 
inconel (nickel-based alloy with chromium and iron) work tube. Glass wool was 
inserted into the ends of the tube in order to minimise risk in the event of the 
failure of an ampoule.  
 
The furnace was then heated, held at temperature and left to cool for the 
stipulated time for each experiment. The sealed ampoule was then transferred 
back into the glove box, opened using glass cutters and the reagents ground for 
10 minutes in preparation for analysis.  
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2.2 ANALYTICAL TECHNIQUES 
2.2.1 Powder X – Ray Diffraction 
Powder X-ray diffraction (powder XRD or PXD) was used for ‘fingerprint’ 
characterisation of samples and identification of impurities by comparison with 
the JCPDS104 database and, in conjunction with the Rietveld105 method, in the 
determination of lattice parameters. The quality of extractable information was 
dependent on the nature of the sample. Factors influencing this included: the 
crystallinity of the sample, structural imperfections, the size of the crystallites, 
sample texture, the complexity of the crystal structure, (determined by the 
number of atoms in the asymmetric unit cell and the unit cell volume) and the 
quality of experimental data (determined by instrument performance and 
counting statistics).  
 
The instrument used was a Bruker D8 Advance diffractometer, using a copper 
target emitting Cuk1 radiation at 298 K. The data were collected for sample 
identification between 10-80 o 2 with a step size of 0.0147 o 2 over a period of 
20 min using a PSD detector. Data for Rietveld105 refinement were collected 
over a period of 13 h, over a 2 range 10-110 o, with a step size of 0.0147 o. 
Once collected, the diffraction data were managed by the EVA program, which 
had access to the JCPDS104 files which were used to determine impurities by 
comparison with other powder diffraction patterns on file. 
 
Generation of the X-rays took place in the ‘X-ray tube’, where electrons were 
emitted in a vacuum from an electrically heated tungsten cathode and 
accelerated by high voltage (25-50 kV) towards a copper cathode. On collision, 
the copper target gave rise to two energy transitions within the X-ray region: 
2p1s, producing K and 3p1s, which results in K radiation. These were 
both doublets due to the spin multiplicity of the electrons in the p orbitals. In 
order to produce a single X-ray wavelength, a germanium crystal was fixed at 
such an angle to the beam that only one wavelength was diffracted. The single 
wavelength beam was then directed towards the sample through a collimator. 
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Samples were mounted in recessed plastic sample holders and in the case of 
beryllium containing compounds, sealed under Mylar film. The sample was 
rotated during data collection with a constant angular velocity with a Position 
Sensitive Detector (PSD) moving at double the angular velocity around the 
sample in order to detect the diffracted X-rays.  
 
Figure 2.1: Schematic diagram of a powder X-ray diffractometer106 
 Crystalline solids diffract X-rays by interaction with their electron clouds. The 
translational symmetry of a structure is depicted by lattice points. These can be 
joined to form lattice lines (two dimensional) or planes (three dimensional), the 
position of which are indicated by the Miller indices (h, k, l). The separation 
between the planes, also known as the d-spacing, is the perpendicular distance 
from the origin to the nearest plane and has the notation d or dhkl. Constructive 
interference only occurs when the path difference between the two waves is an 
integral number of wavelengths. Which of the two outcomes occurs is 
dependent on: the distance between the planes (dhkl), the wavelength of the 
radiation λ, and the angle of incidence θ. All these factors are related to each 
other and the path difference between the wave by Braggs Law107: 
nλ = 2dhkl sinθ 
Equation 2.1 
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Polycrystalline (or powder) samples contain a vast number of tiny randomly 
ordered crystallites adopting the whole range of possible orientations. In 
accordance with the Bragg equation107, an X-ray beam striking the sample will 
be diffracted in all possible directions simultaneously. This gives rise to a cone 
of diffraction caused by each lattice spacing in each crystal at all possible 
orientations at once. The resulting pattern given is that of 2θ against intensity. 
 
Each lattice plane should give rise to an observed intensity of X-rays at a 
particular 2θ value on the diffraction pattern, although this is not always the 
case. Intensity may not always be observed for all planes due to systematic 
absences and reflection conditions originating from the symmetry of the system. 
Various space symmetry elements can lead to absences, including glide planes 
(two dimensional) and screw axes (one dimensional). These absences can be 
utilised in the designation of space groups. The intensity of the reflection for 
each plane of atoms is related mainly to electron density and distribution within 
the cell, although other factors include: thermal vibrations causing a decrease in 
intensity, anisotropic absorption of X-rays by the sample, the number of 
reflections contributing to an observed powder line and crystals being aligned in 
an ordered fashion rather than randomly, which would increase the intensities of 
certain reflections. 
 
2.2.2 Powder Neutron Diffraction 
Neutron diffraction is an analysis technique which utilises the phenomenon 
associated with the interference of a flux of neutrons coming into contact with 
nuclei in atoms. The electron density of the constituent atoms is therefore not a 
limiting factor, meaning beryllium can be detected using neutron diffraction as 
opposed to its practical invisibility within the realms of X-ray diffraction. 
 Neutrons have wavelengths similar to atomic spacings, this property permits 
diffraction measurements to be carried out. The interaction of a neutron with an 
atom is weak, which means that unlike other techniques, (such as X-ray 
diffraction and electron microscopy), the whole sample is penetrated and not 
just the surface layers. Neutrons are spin ½ particles, meaning they have a 
magnetic moment which can couple directly to other magnetic materials, this 
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makes them useful for the investigation into magnetic properties of structures. 
The cross-section of both magnetic and nuclear scattering are of the same 
magnitude and so can be measured simultaneously. 
 
There were two key reasons for the use of PND within this work; the detection 
of the lighter beryllium atoms in the presence of heavy transition metals such as 
iron and manganese and the use of inelastic scattering to investigate magnetic 
interactions.  
 
 The powder neutron diffraction data were collected at Institut Laue-Langevin in 
Grenoble using the D2B for the inelastic scattering experiments for the 
beryllosilicates by Dr Klaus Neumann and using D1A for nosean sample 
investigation under the guidance of Dr Paul Henry. 
 
The D1A is very compatible with the Rietveld refinement method, because of its 
near perfect Gaussian peak-shape in the 2θ-range 30 ° to 150 °. The high 
resolution over a wide range of scattering angles permits the refinement of up to 
150 structural parameters by the Rietveld method.108 A Ge-crystal 
monochromator was used with a 1.9 Å wavelength beam. The data were 
collected over a period of 12 h, over a 2θ range 10-165 o. The detectors used 
were 25 3He counters, the background of which is 0.1 Hz without a sample 
present. 
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Figure 2.2: Schematic diagram of the D1A neutron diffractometer108 
 
The D2B is a very high-resolution powder diffractometer, limited only by 
powder particle size.109 
 
The beam of neutrons used was from the reactor hall H11, which were passed 
through a germanium crystal monochromator. The wavelength of the beam used 
was 1.594 Å and the angular range of the diffractometer was 5 o <2 < 165 o. 
The detectors used were 64 3He counters and the background 0.1Hz without a 
sample present. The temperature was controlled using a dilution cryostat. 
 
All samples were run using a vanadium can sample holder; as vanadium has a 
large incoherent cross section and a small coherent scattering length, meaning 
that the can inputs a constant contribution to the background only. As a result, 
there were no sample holder Bragg reflections and all reflections seen are as a 
result of the sample. Focussing was used to remove scattering from other parts, 
(e.g. the cryostat), so there was no contribution from this, resulting in high 
resolution, high angle and extremely clean neutron data. 
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Figure 2.3: Schematic diagram of the D2B neutron diffractometer109 
 
 
2.2.3 Rietveld Refinement 
On collection of data sufficient for refinement, a set of mathematical 
calculations developed by Hugo. M. Rietveld in 1967105 were applied in order to 
gain an increased structural understanding of the sample. Application of this set 
of calculations to data is commonly now known as Rietveld refinement. 
  
Rietveld provided a technique to compare observed and calculated diffraction 
patterns, providing the peak intensities were taken at equal angular step sizes.  
Calculated peak positions and sizes are based upon a theoretical model 
comprised of a number of structural/positional and instrumental parameters, e.g. 
atomic positions, space group, temperature factors and lattice parameters, zero 
point error and a function to describe the peak shape. Once the calculated 
pattern is produced, least-squares refinements are carried out until a ‘best fit’ 
with the observed pattern is achieved over the entire collected range. In this 
work, the GSAS110 (General Structure Analysis System) suite of programs was 
used. 
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Rietveld105 stipulated that for any given refinement a best-fit is required, this 
being the best least-squares fit to all of the thousands of observed intensities 
simultaneously. The calculated summation of all of the data points, Sy, is given 
by: 
 
Equation 2.2 
Where wi is 1 / yi, yi is the observed intensity at the ith step and yci is the 
calculated intensity at the ith step. 
  
The structure factor F, is the sum of the contributions of the scattering 
amplitudes, f, and the phases, , of each atom, leading to the following 
expression: 
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Equation 2.3 
In a unit cell, the total phase shift of an atom j, at a point (xj, yj, zj) from the 
origin is the sum of the phase shifts in each direction. When the phase shift is 
evaluated, the structure factor for one unit cell becomes: 
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Equation 2.4 
Where h, k and l are the Miller Indices that define the reflecting plane. For very 
small crystals, it may be shown that the intensity of the scattered beam is 
proportional to the square of the structure factor. 
22
hklhkl FkLI   
Equation 2.5  
where k is a scaling constant and L the Lorentz factor, a geometric function of 
the method of data collection and hence the instrument used. In real crystals, the 
scattering intensity is modified by imperfections in the lattice structure. Defects 
and substitutional disorder cause local structural irregularities, particularly in 
non-stoichiometric materials. Additionally, thermal motion causes a reduction in 
the scattering intensity as a result of atomic vibrations moving the atoms away 
 
i
ciiiy yywS
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from their ideal in-plane positions, thus disrupting the in-plane behaviour of 
their combined scattering. The correction to a structure factor reflected by a 
plane, hkl, takes the form: 
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Equation 2.6 
So that for a unit cell, the structure factor becomes: 
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Equation 2.7 
Where nj is the occupation factor of the jth atom, equal to one in a structure free 
from defects. However, this assumes that the displacements due to the thermal 
motion are isotropic, which only occurs in some highly symmetric special sites 
of cubic space groups. A more rigorous analysis describes the anisotropy of 
thermal motion in the form of an ellipsoid, replacing the above equation with: 
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Equation 2.8 
A number of expressions can be used to simulate the thermal motion, but the 
form above has been used throughout this work. 
 
The intensity of the scattered beam at a particular point is also dependant on the 
multiplicity of the particular hkl reflection. Therefore, for a specific hkl 
reflection in a given crystal symmetry class, there can be a number of equivalent 
planes diffracting at the same angle to give an increased intensity. 
 
In a Rietveld105 refinement, a starting model is selected from searches of 
previous literature or databases. The scale factor and background contribution 
are the initial parameters to be refined because they involve coefficients of 
ordinary or orthogonal polynomials and the problem is therefore linear, 
connoting a convergence of the values, irrespective of the starting points. The 
next refining steps taken are the lattice parameters, zero point correction and the 
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sample displacement. These allow accurate positioning of the Bragg reflections 
to be pin-pointed. These parameters are all non-linear and therefore often 
require several cycles of refinement to obtain accurate data. It is sometimes also 
possible at this stage to initiate refinements of the peak profile coefficients. The 
atomic positions are then unfixed, in order to allow the most comfortable 
positioning, followed by temperature factor refinements on the well positioned 
atoms defining their thermal motion. The last parameters to be refined are the 
peak-shape function and the additional background coefficients, which are used 
to refine any asymmetry, sample broadening effects and sometimes the 
anisotropic temperature factors.111 
 
The calculated value, yci, is:  
 
k
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Equation 2.9 
Where: s represents scale factor, k represents Miller indices, h k l, for a Bragg 
reflection, Lk represents Lorentz polarisation and multiplicity factors,  
represents the reflection profile function, Fk is the structure factor for the kth 
Bragg reflection, Pk is the preferred orientation function, A is an absorption 
function, and ybi represents the background intensity at the ith step. 
 
The preferred orientation function accounts for the tendency of certain types of 
crystallites to be order in one particular set of ways and is defined as: 
 )exp()1( 2122 kk GGGP   
Equation 2.10 
Where G1 and G2 are refinable parameters and k is the angle between the 
presumed cylindrical symmetry axis and the preferred orientation axis direction. 
The background intensity at 2i is obtained from a specified, refinable 
background function  
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Equation 2.11  
where BKPOS is the user-specified background position from the input file. 
 62
 
Since a comparison of intensities is performed at every point, it is essential for 
the construction of the calculated profile to accurately describe the shape of the 
Bragg reflections i.e. peak shape. Peak shape is generally dictated by the 
instrument; for the Bruker D8ADVANCE the peak shape is pseudo-Voigt, and 
described by the equation: 
GL )1(    
Equation 2.12  
where L and G are the Lorentzian and Gaussian contributions to the peak shape 
and  is the mixing parameter which can be refined as a linear function of 2; 
)2(  BA NN   
Equation 2.13 
where NA and NB are refinable parameters. 
 
The contributions to the peak shape due to Gaussian (G) and Lorentzian (L) are 
calculated as follows: 
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Equation 2.14 
and 
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Equation 2.15 
where 2k is the calculated position for the kth Bragg peak corrected for the 
counter zero-point and Hk is the full-width-at-half-maximum (FWHM) of the kth 
Bragg reflection. The full width at half maximum (FWHM), Hk, of a peak has 
been shown to vary with scattering angle and is modelled as: 
WVUH k   tantan 22  
Equation 2.16 
where U, V and W are the instrument dependant refinable parameters that can 
also account for peak broadening due to the sample particle size. At the low 
scattering angles, due to the finite sizes of the beam and sample, the peak shape 
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shows marked asymmetry, which shifts the peak maximum to a slightly lower 
angle without affecting the intensity. This asymmetry can be corrected by the 
use of a semi-empirical correction factor: 
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Equation 2.17 
where P is the defined asymmetry parameter and s = 1, 0 or –1 when 2i - 2k is 
negative, zero or positive respectively. 
 
A comparison of the calculated and observed patterns is made using the least 
squares method. The refinable parameters for any least squares refinement fall 
into two groups. The first group defines the structural parameters that describe 
the contents of the unit cell and include all the overlapping temperature factors, 
coordinates and occupancies of each atom. The second group contains the 
profile parameters that define the position, shape and FWHM of each peak and 
consist of the profile scale factor, unit cell parameters, U, V, W, zero-point, 
asymmetry and preferred orientation correction. An assessment of the ‘fit’ or 
agreement between the calculated and observed profile must be made. This can 
be done quantitatively using a number of reliability factors, Rprofile, Rexpected and 
Rweighted profile. The R-factors are given by; 
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Where Rexp is defined from the statistics of the refinement and N is the number 
of observations, P is the number of refinable parameters and C the number if 
constraints.  
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Equation 2.20 
Mathematically, Rweighted profile (Rwp) is the most useful of the three R-factors 
because the numerator is the residual being minimised, meaning it reflects the 
progress of the refinement and is generally quoted as one of two numbers when 
publishing a particular refinement fit. The second quoted value is chi-squared 
parameter, 2, which is a measure of the whole fit and also minimised during the 
refinement. 
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Equation 2.21 
For a successful fit, the Rwp should approach the statistically expected R-factor 
(Rexp). It is also possible to see how well a refinement is progressing by 
examining the plot of the two profiles. The difference line produced should be 
as flat as possible with fluctuations consistent with noise. 
 
Figure 2.4: Graphical representation of a refinement fit using GSAS 
(The green line is the calculated pattern, the red crosses represent the collected 
pattern and the pink line represents the difference between the two. The vertical 
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tick marks indicate the positions of the calculated reflections based on the 
refined cell parameters and space group.) 
 
 
2.2.4 Mössbauer Spectroscopy 
In 1957 Rudolph Mössbauer112 discovered that if the emitting and absorbing 
nuclei are in a fixed position, i.e. bound within a solid, then the energy loss due 
to recoil on emission of a gamma(γ)-ray becomes negligible, thus allowing the 
emitted gamma radiation to be absorbed by another nucleus. This recoilless 
nuclear resonance absorption of gamma rays is known as the Mössbauer Effect. 
Mössbauer spectroscopy, or nuclear gamma resonance spectroscopy, as it is 
sometimes called, is dependent on this ejection of γ-rays from a nucleus, without 
a resulting loss of energy from the recoil. This implies that for a resonance 
absorption experiment of an atom in fixed position, the transition energy 
between the nucleus in a ground state (Eg) and an excited state (Ee) is exactly 
equal to the emitted photon.  
Due to the precise definition of nuclear energy levels, it is only possible for a 
photon with the exact transition energy to excite another fixed nucleus (with the 
same number of protons and neutrons). If the nucleus is not fixed, the difference 
between the energy levels can be defined112 as: 
E = Ee - Eg 
Equation 2.22 
In the case of a photon emitted from a nucleus, mass M, with an initial velocity 
Vx, the total energy above the ground state nucleus at rest can be given by: 
Ee = ½ MVx2  
Equation 2.23 
Considering the energy of the emitted γ-ray (Eγ) and the resulting velocity after 
recoil (Vx+v), the total energy of the system can be described by the equation: 
Ee = Eg + Eγ + ½ M (Vx + v)2 
Equation 2.24 
Taking into account the conservation of energy 
E + ½ MVx2 = Eg + Eγ + ½ M (Vx + v)2 
Equation 2.25 
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Meaning that the difference between the energy required for the transition from 
ground to excited state and the energy of the emitted photon Eγ is: 
δE = E - Eγ = ½ Mv2 + MvVx 
Equation 2.26 
  δE = ER + ED 
Equation 2.27 
Where ER is the recoil kinetic energy (which independent of Vx) and ED is the 
Doppler-effect energy (which is proportional to Vx), and caused by the random 
thermal movement within the system, this means that the energy needed to 
excite a ground state nucleus is given by: 
E = Eγ + ER + ED 
Equation 2.28 
The values of ER and ED can be expressed more conveniently in terms of Eγ by 
the expressions: 
ER = Eγ2/2Mc2 
Equation 2.29 
ED = Eγ x (2Ek/Mc2) 
Equation 2.30 
Given the ER and ED being largely dependent on the mass M, if we consider a 
solid where the mass is not only that of the nucleus but that of the whole 
particle, we magnify M by a factor of ~1017 (the average number of atoms in a 
crystal), rendering the other terms in the equations negligible. Therefore leaving: 
E = Eγ 
Equation 2.31 
Given that resonance only occurs when the transition energy exactly matches 
those of the emission and absorption nuclei, the process is isotope specific. The 
signal strength and resolution are defined by the relative number of recoil free 
events. These are dictated by two limiting factors: the energy of the gamma-ray, 
isotopes with relatively low excitation energies are suitable, and the natural 
linewidth of the excited nuclear state, which is related to the average lifetime of 
the excited state before decay.  
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For an isotope to be feasible for use in Mössbauer spectroscopy, the energy of 
the γ-ray must be between 10-100 keV, the half-life of the excited state should 
be 1-100 ns and there needs to be a pre-cursor isotope available with high 
activity and a long half-life. The most ideally suited isotope in Mössbauer is 
57Fe, but other well suited isotopes include those of; antimony, europium, gold, 
iodine, neptunium, tellurium, tin, and xenon. It is also possible to use isotopes of 
iridium, nickel, ruthenium and tungsten, although these do not give such strong 
spectra. As well as containing a suitable isotope, the sample should also have a 
high melting point, contain non-resonant scattering elements and ideally have 
naturally high abundance of the active isotope, although it is possible to use 
artificially enriched samples in order to improve resolution.113 
 
 
Figure 2.5: Schematic diagram for Mössbauer spectroscopy113 
The source is accelerated through a range of velocities using the 
transducer/vibrator in order to produce a Doppler effect, which gives a tiny 
variation in the gamma ray energy through a given range. In the case of 57Fe, 
this is ± 11 mm/s, 528.858 x 10-9 eV. The gamma-rays are then passed through 
the absorber (sample) to a detector. In the resulting spectra, gamma ray intensity 
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is plotted as a function of the source velocity. At velocities corresponding to the 
resonant energy levels of the sample, a fraction of the gamma rays are absorbed, 
resulting in a drop in the measured intensity and a corresponding dip in the 
spectrum.  
 
Mössbauer Spectroscopy allows magnetic and non magnetic sublattices to be 
investigated. Information can be gathered about oxidation state, magnetic 
properties and short range crystal chemistry. Chemical Isomer Shift (IS) is a 
result of the interaction between nuclear charge density and the surrounding ‘s’ 
electron charge cloud. It can give information about the spin state as well as the 
co-ordination number. 
 
Quadrupole Splitting (QS) occurs due to an interaction between the electric 
quadrupole moment of the nucleus and Electric Field Gradient created by the 
electrons, this give us information pertaining to the charge symmetry around the 
nucleus. Hyperfine field interaction (Hint) gives the internal magnetic field of a 
magnetic material. A hyperfine interaction describes any interaction between 
nuclei and electrons, the resultant field is called the hyperfine field. 113 
 
Mössbauer spectra were recorded by J.F. Marco using a conventional constant 
acceleration spectrometer with a 57Co(Rh) source. The absorbers were prepared 
to contain an amount of natural Fe of about 8-10 mg cm-2. Spectra were 
computer fitted and the isomer shifts referred to the centroid of the spectrum of 
 - iron at room temperature.  
 
 
2.2.5 Infrared Spectroscopy 
 In this work, IR analysis was used as an aid to confirm the presence of expected 
compounds, or groups within a compound. IR was used in the determination of 
anions within zeolite frameworks and the frameworks themselves. It also played 
an integral part in the differentiation between the two Cu(Ph2SNH)2Cl2 
complexes.  
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Potassium bromide (KBr) was the primary medium used to run samples, 
although in the case of some sulfimide complexes sodium chloride (NaCl) was 
used to avoid the possibility of ion exchange reactions occurring on grinding. In 
these cases NaCl was dried before use and all samples prepared in an argon 
filled glovebox, as the peaks of interest appeared in the 2000 cm-1 to 3000 cm-1 
range which coincides with the broad O-H stretch in water. If grinding needed to 
be avoided completely, then a Nujol mull was used. 
 
In all preparations, small amounts of sample (approximately 1-2 mg) were 
added to the appropriate medium (NaCl or KBr) (approximately 200 mg) and 
ground to a fine powder. This was the pressed into a disc using a pressure circa 
10 T. All spectra were acquired using a Perkin Elmer Paragon 1200PC FT-IR 
spectrometer over the range 4000–200 cm-1. 
 
2.2.6 Electron Paramagnetic Resonance 
Electron Paramagnetic Resonance (EPR), is a spectroscopic technique which 
detects chemical species having unpaired electrons. It is concerned with 
microwave-induced transitions between magnetic energy levels of electrons 
having a net spin and orbital angular momentum. EPR is dependent on the 
Zeeman Effect; this is the split of a spectral line into several components in the 
presence of a magnetic field The distance between the Zeeman sub-levels is 
proportional to the magnetic field.114 
 
The most commonly used wavelength range of microwaves used in EPR is 3.0-
3.3 cm; these are known as X band microwaves. In the middle of X band, the 
free electron resonance is 3390 Gauss. 
Table 2.1: Bands used in EPR spectroscopy 
Designation Frequency, 
ν / GHz 
Wavelength, 
λ / cm 
Free Electron Energy, 
B(electron) / G 
X 9.5 3.15 3,390 
Q 35 0.86 12,500 
W 95 0.32 35,0000  
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Figure 2.6: Schematic diagram for EPR 
 
Microwaves are generated by the Klystron tube and the power level adjusted 
with the attenuator. Microwaves enter the circulator from the klystron and are 
routed towards the cavity where the sample is mounted. Microwaves reflected 
back from the cavity are then routed to the diode detector, which produces a 
current proportional to the microwave power reflected from the cavity. Any 
power reflected from the diode is absorbed completely by the Load. An 
oscillating magnetic field is superimposed on the d.c. field by means of small 
coils built into the cavity walls. When the field is in the vicinity of a resonance 
line, it is swept back and forth through part of the line, leading to an a.c. 
component in the diode current. This a.c. component is then amplified using a 
frequency selective amplifier, thus eliminating a great deal of noise. The 
modulation amplitude is normally less than the line width. Thus, the detected 
a.c. signal is proportional to the change in sample absorption. This amounts to 
detection of the first derivative of the absorption curve. 
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Figure 2.7: Magnetic field before and after a small amplitude field modulation 
is applied as seen in an EPR spectrum 
The EPR studies in this thesis were kindly carried out by D.Collison, E. 
McInnes and R.M. Kowalczyk from the EPSRC Centre for EPR spectroscopy, 
School of Chemistry, University of Manchester and Paul Anderson from the 
University of Birmingham using a Bruker ESP 300 spectrometer operating at X-
band frequencies (ca 9 GHz) with 100 kHz field modulation. The microwave 
frequency was measured with a Hewlett-Packard 5350B frequency counter to an 
accuracy of ± 1 kHz, and the magnetic field with a Bruker ER 035M NMR 
gaussmeter to better than ± 0.1 G. 
 
 
2.2.7 SQUID Magnetometry 
Superconducting Quantum Interference Device (SQUID) is one of the most 
sensitive forms of magnetometry. It uses a combination of superconducting 
materials and Josephson junctions to measure magnetic fields with resolutions 
up to ~10-14 kG.  
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Any magnetic dipole, whether ferromagnetic or paramagnetic produces a field 
of the order of: 
B0 = M / d3 
Equation 2.32 
where M is the dipole moment and d is the distance of the point on the field 
from the centre of the dipole. If d can be fixed, measuring the field leads to 
knowledge of the dipole moment and hence its magnetisation or susceptibility.  
 
The data collected in this work was attained by using the Quantum Design 
SQUID Magnetometer in the Department of Physics at Loughborough 
University by Dr Klaus Neumann. The magnetometer is capable of collecting 
data between 1.8 K and 400 K in a field strength of up to 5.5 Tesla. 
 
2.2.8 Scanning Electron Microscopy  
Scanning Electron Microscopy (SEM) is a technique that uses electrons rather 
than light to form an image. Scanning electron microscopes produce high-
resolution images of the sample surface. SEM images have a characteristic 
three-dimensional appearance and are useful for judging the surface structure of 
the sample. SEM pictures were taken using the LEO 1530 Ultra High Res VP 
FE-SEM at Loughborough University. 
 
2.2.9 Elemental Analysis 
Elemental analysis is a method used to determine the percentage abundance of 
carbon, hydrogen and nitrogen in powder samples. The sample to be analysed is 
placed into a small tin capsule and weighed very accurately (to a millionth of a 
gram). The capsule is then introduced to the analyser furnace (or combustion 
tube), which is at a temperature between 950-990 oC. The tin capsule then 
combusts, making tin oxide, which elevates the temperature to over 1800 oC, at 
which time the sample is ‘vaporised’. Once the sample has undergone complete 
combustion to CO2, N2, NxOy, H2O and other by-products, the undesirable 
constituents such as sulfur, halogens, phosphorus, etc are removed by scrubbers 
inside the combustion tube. After combustion, the sample gasses flow through a 
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reduction tube, which removes any unused oxygen and converts the nitrogen 
oxides to nitrogen. The gases are then homogenised to a precise temperature, 
pressure and volume in the mixing area and a portion then flows through to a 
series of thermal conductivity cells (the detectors). The detector records the 
abundance of He carrier gas, CO2, H2O and N2, thereby making it possible to 
calculate the % abundance of each element from the initial weight of the sample.  
 
 
Figure 2.8: Schematic diagram of an elemental analyser 
 
The elemental analysis data was acquired on a Perkin Elmer 2400 Elemental 
Analyser by Mrs Pauline King. The results from this type of analysis should 
give percentages within 0.3 % of those calculated for the proposed structure. 
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CHAPTER 3 
 
3. Investigation into the Synthesis and Structure of 
Nosean Compounds 
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3.1  INTRODUCTION 
 
Electronically, an aluminosilicate sodalite framework unit cell Al6Si6O24 
requires 6+ valence units to be balanced, as [(6 x +3) + (6 x +4) +(24 x -2)] = -
6]. There are two ‘cages’ per unit cell, therefore each ‘cage’ requires +3 valence 
units to satisfy electronic neutrality. The four Na+ cations, positioned inside the 
edges of the framework, provide +4 valence units, shifting the overall charge 
required per ‘cage’ to -1 (as provided by Cl- in the mineral sodalite). The charge 
on the chalcogen (oxide) anions as they appear in the noseans are either AO42-, 
AO32- or A2- therefore the charge is balanced within a nosean unit cell when 
there is one chalcogen (oxide) anion per two ‘cages’ or per one unit cell. 
 
In some cases, the central anion has been reported to occupy crystallographic 
sites close to, but not on, the cage centre. Although this lowers symmetry, it 
does allow higher degeneracy. This decrease in symmetry causes a loss of 
resolution within scattering experiments and a lower definition in the position 
and structure of such anions. The space group of nosean has been reported as 
‘ideally’ P23 (Hassan and Buseck) and experimentally as both P 3n69 and  
P 3m74.  
Table 3.1: Examples of published sodalite and nosean space groups 
Author Year Sodalite Nosean 
Pauling35 1930 P 3n  
Barth54 1932 P 3m P 3n 
Machatschki70 1934 P 3n P 3n 
Saalfeld55 1959/61  P 3m 
Taylor39 1967 P 3n P 3n 
Hassan / Grundy53 1982 P 3n P 3n 
Hassan / Grundy58 1989  P 3n 
Gesing / Buhl59 1998  P23* 

4

4

4

4

4

4

4

4

4

4

4

4

4
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*Carbonate nosean 
The difference between P 3n and P 3m space groups is the presence of a 
diagonal glide plane in P 3n which limits the possible reflections from hhl 
planes to those where l = 2n as opposed to a mirror plane in P 3m meaning that 
there is no condition limiting the possible reflections and allowing T1 and T2 to 
move from the fixed position as seen in P 3n.53 
 
Current consensus for naturally formed sulfate nosean69 is a P 3n space group 
and a crystal structure believed to exhibit fully ordered AlO4 and SiO4 tetrahedra 
which the framework oxygens split over two independent 24(i) sites with the 
interframework sodium cations located on three independent sets of 8(e) 
positions, close to each other on the body diagonals of the cubic structure. 
 

4

4

4

4

4

4
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3.2 EXPERIMENTAL  
 
3.2.1 Powder X-ray Diffraction Collection 
X-ray diffraction data were collected over a period of 2 h, over a 2θ range  
10-60 o, with a step size of 0.0147 o. 
 
3.2.2 Powder Neutron Diffraction 
 The powder neutron diffraction data were collected using the D1A 
diffractometer at ILL in Grenoble over a period of 12 h, across a 2θ range 10-
165 o. The program GSAS was used for the refinement. Initial stages of the 
refinement included all the instrument parameters (background, scale factor and 
peak shape (Gaussian) parameters). The cell size and atomic parameters (atomic 
positions and temperature factors) were then slowly introduced for all atoms.  
 
3.2.3 Starting Models for Diffraction Data Refinements 
Various space groups and starting models were used for structural refinement of 
the X-ray and neutron diffraction data. In some cases, the framework 
coordinates were taken and the occluded species estimated. Refinements were 
carried out in the space groups P23, P 3n and P 3m to find the best fit using 
various starting models of cluster containing ordered frameworks consisting of 
AlO4 and SiO4 tetrahedra. The starting models can be seen in table 3.2, along 
with any notes from the Inorganic Crystal Structural Database.  
Table 3.2: Starting models used for nosean Rietveld refinements 
Authors Compound S.G Notes Ref 
Hassan and 
Grundy 
Ideal Nosean P23 Calculated 58 
Hassan and 
Grundy 
Average Nosean P 3n *†• 
58 
Weller and 
Wong 
Mixed Halide 
Sodalite 
P 3n  
115 

4

4

4

4
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Weller and 
Wong 
Sodalite 
(Neutron) 
P 3n  
115 
Gesing and 
Buhl 
Carbonate 
Nosean  
P 3n †^ 
116 
Schulz  Nosean P 3m *◊† 
74 
* Unusual difference between calculated and measured density  
† The coordinates are those given in the paper, but the atomic distances do not  
  agree with those calculated during testing. The coordinates are probably  
  correct.  
◊ Cell size indirect from given Si-O distances 
• At least one temperature factor is implausible or meaningless, but agrees  
  with the value given in the paper. 
^ A site occupation is implausible or meaningless, but agrees with the  
 paper. 
 
The logical crystal structure should show that the framework oxygens are 
ordered over two different 24i positions, interframework cations (Na) are 
disordered over two or three independent sets of 8(e) positions that are close to 
each other. Two in the case of symmetrical occluded species (A, AO4) and three 
for AO3. The 2(a) site at the centres of the cages contain the interframework 
anion (S, Se or Te). The AOx2- group can be in one of two orientations; one 
orientation is rotated 90 ° with respect to the other, and the interframework 
cations can force the A atom and thus the AOx2- group off the 2(a) site, as 
reported for hauyne by Hassan in 198465. 
 
Within the refinements in this work, starting models have been taken exactly 
from papers, therefore the format of Al, Si atomic coordinates is not always the 
same, but this has been compensated for by the interchanging of the x and y 
positions of the framework oxygens.  
 

4

4

4
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3.2.4 Bond Valence Calculations 
Bond valence calculations provide a quantitative measure of bond strength and 
can be used for detecting errors in structural determinations, indicating which 
bonds are the most important in defining a structure, assigning oxidation states, 
determining partial occupancies of atomic sites, locating hydrogen bonds and 
detecting the presence of a lattice induced strains that give rise to displacive 
phase transitions and other unusual properties. 
 
In order to check the validity of the refined nosean structures, bond valence 
calculations were performed.117 The relationship between bond length, r and the 
bond valence, S can be described by two expressions: 
S = ( r / r0 )-N 
Equation 3.1 
and 
S = exp[(r0 - r) / B] 
Equation 3.2 
, where N and B are empirically determined parameters. Brown and Altermatt117 
found that on refining B, (by selecting the values of B giving the lowest 
estimated standard deviations), it could rarely be determined to better than 0.05 
and a value of 0.37 was consistent with most or all of the refined values. 
Therefore the latter equation was used in this thesis because of the less variable 
nature of B in comparison with N and the value of B used for all equations is 
0.37. 
 
By checking the bond valence calculations against the oxidation states of each 
atom, it was possible to confirm that the proposed structure obeys the normal 
rules of structural chemistry. If the deviation between the bond valence and the 
oxidation state of any atom differed by more than ~10 %, the reason for the 
discrepancy was investigated, as the usual cause of large deviations is incorrect 
structural determination. Other causes for discrepancies within the bond valence 
calculations include: the use of an incorrect space group, the use of the correct 
space group with the wrong choice of origin, missing bonds and missing atoms. 
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In the case of nosean, where an anion is present in only half of the framework 
cavities, meaning that charge balance is achieved by the inclusion of both 
cavities of the crystal structure, an average value for the occupied and 
unoccupied cages were used.  
 
The bonds in the tilted/’collapsed’ sodalite structures are strained, as a result of 
the geometric constraints imposed by the 3-dimensional geometry and the space 
group symmetry. Because of these constraints, some bonds are stretched and 
others compressed, meaning that it is acceptable in some cases for the 
framework cations to exhibit bond valence sums that are too large (compressed) 
or too small (stretched). 
 
Values for the number of bonds expected, the r0 value used for each individual 
bond and the approximate acceptable length of the bond can be seen in the table 
below. 
Table 3.3: Acceptable bond lengths for nosean interactions 
Bond No bonds r0 Bond length (Å) 
Al-O 4 1.620 1.7 
Si-O 4 1.624 1.6 
Na-Os 3 1.803 2.3 
Na-Ol 1 1.803 2.9 
Na-S 1 2.300 2.9 
Na-Se 1 2.410 3.2 
Na-Te 1 2.640 3.3 
S-O x 1.624 1.5 
Se-O x 1.788 1.65 
Te-O x 1.956 1.9 
 
Within the sulfate nosean, the ratio of SO42- : H2O (or nothing) filling the 
cavities is expected to be 1 : 1. The cavities with a central anion have a different 
charge to those without, and since framework oxygens of each cavity require +3 
v.u, we can expect each (Na4SO4)2+ type of cavity to be surrounded by Na44+ 
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(without the central anion) and vice versa, so that the charge on the framework 
atoms will be satisfied within the smallest volume. 
 
Within nosean, one cavity is occupied and one is not, so only one of the two 
sodium environments will be within bonding range of a sulfate ion, the other 
being in an unfilled cavity. The sodium within the filled cavity will be within 
bonding distance of the (SO4)2- and the framework oxygens, whereas the sodium 
atoms in the unfilled cage are bonded only to the framework oxygens. 
 
There are 3 long distances and 3 short distances between the sodium and 
framework oxygens, although the long distances are sometimes considered non 
bonding (they contribute less than 0.1 v.u), we will take them into consideration 
in the bond valence calculations, as although they contribute ~0.03 v.u ignoring 
3 of these interactions would give an error of almost 9 % on a sodium atom, our 
acceptable error being 10 %. 
 
The most ‘logical’ structure for the various noseans, depends whether or not we 
consider the framework oxygens to be affected by the presence of a central 
anion within the cage. The framework oxygens could be in either one or two 
environments (and therefore could be split over one or two sites). The sodium 
cations would be more likely to be affected by the presence of the central anion 
as they are positioned in closer proximity and so these will also be split over two 
sites - one site within the occupied cavity and a different site within the 
unoccupied cavity. Due to the symmetry of the sulfate ion, the environment of 
the sodiums and (possibly) framework oxygens within each cavity should be 
equivalent.  
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3.3 RESULTS: New Route for the Geomimetic Preparation of 
Nosean Compounds 
The starting point for this work was to establish the best synthesis route for pure 
nosean compounds. Previous attempts119 using kaolin (Al2[Si2O5](OH)4) 
produced samples which were satisfactory, only for approximate refinements, 
so, the first hurdle was to produce a sample pure enough to allow more precise 
structural solutions to be found.  
 
None of the noseans had been previously reported to have been synthesised 
geomimetically ‘from scratch’, the process for the preparation of nosean sulfate 
was to work from a starting material of thiocyanide sodalite119, 120 which was 
annealed in air at 850 oC for 17 h in order to thermally convert it to nosean 
sulfate. This method provided a satisfactory sample for initial refinements 
although impurity phases were present. 
 
The preparation involved an homogeneous mixture of kaolin and the appropriate 
salt being put into a Teflon liner with a NaOH flux (2 M) at 220 oC for 24 h. 
This yielded nosean, however there were additional reflections apparent in the 
diffraction data so the first step was to see if a pure sample could be made. The 
initial steps were to replace the framework donor kaolin, with zeolite A (a 
sodalite based structure) and then modify the reaction environment to optimum.  
 
A variation of both the ratio of the starting materials and the molarity of the flux 
with all other variables being held constant was carried out in an effort to pin-
point the preparation technique yielding the purest sample. 
  
The starting materials were homogeneously ground using an agate pestle and 
mortar then placed into a Teflon liner with the NaOH flux, which was placed 
inside a Parr 4747 bomb and heated in the centre of a furnace to 240 oC for 48 h 
then removed and allowed to cool to ambient temperature. The samples were 
filtered, washed thoroughly with water and dried in an oven at 110 oC for 24 h. 
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The resulting compounds were then reground and placed into plastic sample 
holders for X-ray diffraction data to be collected.  
 
A starting point of a 2 M solution of NaOH was used as a flux. The variations 
can be seen in table 3.4 . 
Table 3.4: Molar ratio and flux concentration variation for nosean selenite 
synthesis 
Reaction No 1 2 3 4 5 6 8 9 10 11 12 
Zeolite A (mol) 1 1 1 1 1 1 1 1 1 1 1 
Na2SeO3 (mol) 1 2 4 8 4 4 4 4 2 4 8 
NaOH Flux (M) 2 2 2 2 1 3 4 5 1 1 1 
 
Reaction No 3, with a ratio of Zeolite A : Na2SeO3 of 1 : 4 had no additional 
reflections, indicating a pure sample. The molarity of the NaOH flux was then 
varied from 1-5 M in 1 M increments holding the 1 : 4 ratio of starting materials 
constant. In this instance reaction number 5, a 1 M solution of NaOH was found 
to yield the purest sample. The powder X-ray diffraction data collected from 
variation of the molarity of the flux can be seen in figure 3.1.  
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1M NaOH   2M NaOH 3M NaOH 4M NaOH  5M NaOH 
Figure 3.1: Comparison of data from nosean selenite formed under varying 
concentrations of NaOH solution 
The red tick marks indicate the allowed reflections of nosean sulfate. Hence the 
pattern being slightly ‘shifted’ – a result of changing the size of the species 
inside the cage, in this case SO4 to SeO3. Additional reflections indicate impurity 
phases. It is clear that although there are only minimal impurities whilst using 
the 2 M flux, the use of a 1 M flux removes all of these additional reflections. 
 
In order to see if these results held true for the other nosean compounds, zeolite 
A (Na12(Al12Si12O48).27H2O) and the appropriate sodium chalcogen compound 
(Na2AOx) were homogeneously ground using an agate pestle and mortar then 
placed into a Teflon liner with a NaOH solution in a Parr 4747 bomb and heated 
to 240 oC for 48 h, then allowed to cool naturally to ambient temperature. The 
samples were filtered, washed thoroughly with water and dried in an oven at 110 
oC for 24 h. 
2-Theta - Scale
20 30 40 50
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Figure 3.2: XRD data from nosean sulfate preparation under 1 M (black) and 2 
M (red) NaOH 
 
The new geomimetic synthesis method was successful for the nosean sulfate, 
selenite and tellurite, although these were the only noseans for which a pure 
sample was yielded via geomimetic synthesis routes. High temperature, open 
boat annealing methods were used for the synthesis of the remaining noseans. 
 
Nosean sulfate was annealed under H2 at 600 oC for 24h in order to produce 
nosean sulfide. Nosean selenite was annealed under H2 at 600 oC for 24 h in 
order to produce nosean selenide and annealed under O2 at 400 oC for 24 h to 
produce nosean selenate. Nosean tellurite was annealed under H2 at 600 oC in 
order to produce nosean telluride.  
 
Unfortunately. attempts to produce nosean tellurate and nosean sulfite were not 
successful by either the geomimetic synthesis or annealing preparation 
techniques.  
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3.4 DISCUSSION: New Geomimetic Synthesis Route for Noseans 
A new route for the geomimetic preparation of nosean compounds yielding 
higher purity compounds than the previously recognised synthetic route has 
been found. This results in nosean compounds with fewer impurities than the 
previously used preparation techniques. 119 
 
The sulfate, selenite and tellurite compounds were successfully synthesised 
using this method. Impure samples of the sulfite, selenate and tellurate nosean 
were yielded, therefore annealing methods were used for their preparation. 
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3.5 RESULTS: Structural Investigation of Nosean Compounds 
3.5.1 Diffraction Data Summary 
X-ray diffraction data were obtained for nosean sulfate, sulfide, selenate, 
selenite, selenide, tellurite and telluride. Refinements for the nosean structures 
showed ordering of the aluminium and silicon atoms in the framework. 
Framework bond lengths [Al-O ≈ 1.7 Å and Si-O ≈ 1.6 Å] were consistent with 
the literature values for tetrahedral aluminium and silicon. 
 
The most ‘logical’ structure for the sulfate, depending whether or not we 
consider the framework oxygens affected by the presence of a central anion 
within the cage, puts the framework oxygens in either one or two environments 
(and therefore split the sites into two). The sodium cations would be more likely 
to be affected by the presence of the central anion as they are positioned closer 
in proximity and so these will also be split over two sites - one site within the 
occupied cavity and a different site within the unoccupied cavity. Due to the 
symmetry of the sulfate ion, the environments of the sodiums and (most likely 
the) framework oxygens within each cavity should be equivalent.  
 
All low temperature, powder neutron diffraction data refinements were 
undertaken using background ‘Type 1’ and phase ‘Type 2’ with a ‘Peak Cut-off’ 
of 0.001. 
Table 3.5: Summary of starting models  
No Authors Compound S.G 
1 Hassan and Grundy58 Ideal Nosean P23 
2 Hassan and Grundy
58 Average Nosean P 3n 
3 Wong and Weller
115 Halide Sodalite P 3n 
4 Weller and Wong
115 Sodalite P 3n 
5 Gesing and Buhl59 Carbonate Nosean P23 
6 Schulz
121 Nosean P 3m 
 

4

4

4

4
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3.5.2 Nosean Sulfate - Na8[Al6Si6O24]SO4 
IR spectroscopy was carried out using a KBr medium, as described in Section 
2.2.5, in order to confirm the presence of the interframework anion and the 
sodalite framework.  
Table 3.6: Nosean sulfate IR data 
Experimental, 
ν, (cm-1)  
Literature, ν 
(cm-1) 122  
Inference 
1105 1105 SO42- Symmetric (S-O) stretch 
996 995  Asymmetric (Al, Si-O) stretch 
725 722  Symmetric (Al, Si-O) stretch 
701 698  Symmetric (Al, Si-O) stretch 
658 656  Symmetric (Al, Si-O) stretch 
459 452  (Al, Si-O) bend 
 
General assignment of the absorption bands for the framework within sodalite 
minerals as reported by Henderson and Taylor40 are: 
υas T – O – T  Asymmetric (Al, Si-O) stretch 900 – 1200 cm-1 
υs   T – O – T Symmetric (Al, Si-O) stretch 550 – 850 cm-1 
δ   O – T – O  (O-Al, Si) bend 400 – 550 cm-1 
δ   T – O – T (Al, Si-O) bend < 300 cm-1 
A comparison between the literature122 and experimental data confirms the 
presence of the sulphate anion and exhibits typical absorptions for a sodalite 
framework. 
 
Starting Model 1  
This is an example of splitting of the oxygens and sodiums onto two different 
sites to compensate for the difference between the empty and the occupied 
cages. Because the sulfate anion is symmetrical, only two different 
environments for the occupied and non-occupied cages have been taken into 
account as it is envisaged that the environment of surrounding the sodiums and 
framework oxygens within the occupied cages will be the same. 
Selected atomic positions and temperature factors can be seen in the following 
table: 
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Table 3.7: Atomic positions and temperature factors using SM 1 
a = 9.065933 Rwp = 0.0464 Rp = 0.0449 χ2 = 2.734 for 38 variables  
Atom Site Occ x y z Ue*100 / Å 
Al 6g 1 0.2510(15) 0 ½ 0.01104 
Si 6h 1 0.2510(15) ½ 0 0.01104 
O1 12i 1 0.1492(7) 0.4572(6) 0.1410(5) 0.01087 
O2 12i 1 0.3554(7) 0.3436(6) 0.9600(5) 0.01087 
Na1 4e 1 0.1985(7) 0.1985(7) 0.1985(7) 0.02060 
Na2 4e 1 0.7669(7) 0.7669(7) 0.7669(7) 0.02060 
S 1a 1 0 0 0 0.3517 
O3 4e 1 0.9196(19) 0.9196(19) 0.9196(19) 0.3517 
 
The bond valence for bond ij (where i is the cation and j is the anion) is defined 
by: s(ij)=(exp[R0(ij)-R(ij))/B(ij)), where the sum of bond valances = the sum of 
all S(ij), for each bond ij. Where R is the bond length and R0 and B are 
empirically determined parameters. The value for R0 is dependent on the bond, 
values for which have been taken from Brown and Altermatt117 and B = 0.37 
then we would expect the sum of all bonds on each atom to add up to their 
oxidation state (V). 
Selected bond lengths and valance calculations can be seen in the table below: 
Table 3.8: Bond valence parameters using SM 1 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O3   1.73 1.62 0.753 2 1.51     
Al-O2   1.60 1.62 1.058 2 2.12     
Al 1.282 4 3.62 3 21 % 
Si-O3   1.62 1.62 1.000 2 2.00     
Si-O2   1.74 1.62 0.727 2 1.45     
 Si 1.363 4 3.45 4 14 % 
Na1-O2   2.44 1.80 0.177 3 0.53     
Na1-O2   2.90 1.80 0.051 3 0.15     
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 Na1 0.68 1 32 % 
Na2-O1   3.03 1.80 0.037 3 0.11     
Na2-O1   2.30 1.80 0.260 3 0.78     
 Na2 0.89 1 11 % 
O (from Al, Si, and Na1) 2.87 2 44 % 
O (from Al, Si, and Na2) 2.94 2 47 % 
 
Starting Model 2 
Table 3.9: Atomic positions and temperature factors using SM 2 
a = 9.066748 Rwp = 0.0578 Rp = 0.0545 χ2 = 3.302 for 36 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6d 1 ¼ 0 ½ 0.01901 
Si 6e 1 ¼ ½ 0 0.01901 
O1 24i 0.5 0.1433(6) 0.1374(6) 0.5487(33) 0.01192 
O2 24i 0.5 0.1491(6) 0.1691(6) 0.5309(33) 0.01192 
Na1 8e 0.5 0.3098(11) 0.3098(11) 0.3098(11) 0.05979 
Na2 8e 0.5 0.5838(11) 0.5838(11) 0.5838(11) 0.05979 
S 2a 0.5 0 0 0 0.12980 
O3 8e 0.5 0.7385(16) 0.7385(16) 0.7385(16) 0.12980 
 
Table 3.10: Bond valence parameters using SM 2 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O3   1.64 1.62 0.953 2 1.91    
Al-O2   1.81 1.62 0.603 2 1.21    
Al 3.11 3 4 % 
Si-O3   1.71 1.62 0.793 2 1.59    
Si-O2   1.56 1.62 1.176 2 2.35    
 Si 3.94 4 2 % 
Na1-O2   3.07 1.80 0.033 3 0.10    
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Na1-O2   2.45 1.80 0.173 3 0.52    
 Na1 0.62 1 38 % 
Na2-O1   2.43 1.80 0.184 3 0.55    
 Na2 0.55 1 45 % 
O (from Al, Si, and Na1) 1.97 2 2 % 
O (from Al, Si, and Na2) 1.95 2 3 % 
 
Starting Model 3  
Table 3.11: Atomic positions and temperature factors using SM 3 
a = 9.066949 Rwp = 0.0546 Rp = 0.0545 χ2 = 3.546 for 42 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6d 1 ¼ ½ 0 0.00918 
Si 6e 1 ¼ 0 ½ 0.00918 
O1 24i 1 0.1451(5) 0.4613(31) 0.1535(5) 0.01326 
Na 8e 0.5 0.2233(9) 0.2233(9) 0.2233(9) 0.10824 
S 2a 0.5 0 0 0 0.01032 
O2 24i 0.167 0.1379(14) 0.0779(17) -0.0403(21) 0.01032 
 
Table 3.12: Bond valence parameters using SM 3 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.721 1.62 0.761 4 3.04     
Al 3.04 3 1 % 
Si-O1   1.62 1.62 1.014 4 4.05     
 Si 4.05 4 1 % 
Na-O1  2.36 1.8 0.223 3 0.67     
Na-O1  2.88 1.8 0.054 3 0.16     
 Na 0.83 1 17 % 
O (from Al, Si, and Na1) 2.05 2 3 % 
S-O2 1.48 1.62 1.476 4 5.90     
S 5.90 6 2 % 
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Starting Model 4  
Table 3.13: Atomic positions and temperature factors using SM 4 
a = 9.063510 Rwp = 0.0630 Rp = 0.0630 χ2 = 4.531 for 47 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6d 1 ¼ ½ 0 0.01019 
Si 6e 1 ¼ 0 ½ 0.01019 
O1 24i 1 0.1454(6) 0.4603(4) 0.1544(6) 0.01872 
Na 8e 0.5 0.2065(15) 0.2065(15) 0.2065(15) 0.03436 
S 2a 0.5 0 0 0 0.06202 
O2 8e 0.5 -0.0895(9) -0.0895(9) -0.0895(9) 0.06202 
 
  
Table 3.14: Bond valence parameters using SM 4 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.73 1.62 0.747 4 2.99     
Al 2.99 3 0 % 
Si-O1   1.62 1.62 1.016 4 4.07     
 Si 4.07 4 2 % 
Na-O1  2.41 1.8 0.192 3 0.58     
Na-O1  2.89 1.8 0.053 3 0.16     
 Na 0.73 1 27 % 
O (from Al, Si, and Na1) 2.01 2 0 % 
S-O2 1.41 1.62 1.807 4 7.23     
S 7.23 6 20 % 
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Starting Model 5 
Table 3.15: Atomic positions and temperature factors using SM 5 
a = 9.064971 Rwp = 0.0569 Rp = 0.0541 χ2 = 3.766 for 38 variables 
Atom Site Occ x y z 
Ue*100 / 
Å 
Al 6g 1 0.2485(28) ½ 0 0.02026 
Si 6h 1 0.2485(28) 0 ½ 0.02026 
O1 12i 1 0.1414(10) 0.4617(4) 0.1557(11) 0.02538 
O2 12i 1 0.6544(10) 0.9607(4) 0.6457(11) 0.02538 
Na1 4e 1 0.2075(13) 0.2075(13) 0.2075(13) 0.08411 
Na2 4e 1 0.7515(13) 0.7515(13) 0.7515(13) 0.08411 
S 1a 1 0 0 0 0.04054 
O3 12i 0.333 0.9261(23) 0.1459(23) 0.0249(23) 0.04054 
 
Table 3.16: Bond valence parameters using SM 5 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O3   1.75 1.62 0.708 2 1.42     
Al-O2   1.73 1.62 0.735 2 1.47     
Al 0.721 4 2.88 3 4 % 
Si-O3   1.57 1.62 1.151 2 2.30     
Si-O2   1.63 1.62 0.992 2 1.98     
 Si 1.071 4 4.29 4 7 % 
Na1-O   2.43 1.8 0.185 3 0.56     
Na1-O   2.89 1.8 0.053 3 0.16     
 Na1 0.71 1 29 % 
Na2-O1   2.93 1.8 0.048 3 0.14     
Na2-O1   2.30 1.8 0.261 3 0.78     
 Na2 0.93 1 7 % 
O (from Al, Si, and Na1) 2.03 2 2 % 
O (from Al, Si, and Na2) 2.10 2 5 % 
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Starting Model 6 
Table 3.17: Atomic positions and temperature factors using SM 6 
a = 9.064971 Rwp = 0.0695 Rp = 0.0690 χ2 = 5.148 for 41 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 12i 0.5 0.2549(20) 0 ½ 0.01451 
Si 12i 0.5 0.2554(14) ½ 0 0.01451 
O1 12i 1 0.1503(4) 0.1503(4) 0.4614(4) 0.01198 
O2 12i 1 0.6502(4) 0.6502(4) 0.9614(4) 0.01198 
Na1 4e 1 0.2170(12) 0.2170(12) 0.2170(12) 0.10180 
Na2 4e 1 0.7170(12) 0.7170(12) 0.7170(12) 0.10180 
S 1a 1 0 0 0 0.06492 
O3 4e 1 -0.5854(10) -0.5854(10) -0.5854(10) 0.06492 
 
Table 3.18: Bond valence parameters using SM 6 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O3   1.70 1.62 0.806 2 1.61     
Al-O2   1.65 1.62 0.922 2 1.84     
Al 0.864 4 3.46 3 15 % 
Si-O3   1.70 1.62 0.814 2 1.63     
Si-O2   1.65 1.62 0.932 2 1.86     
 Si 0.873 4 3.49 4 13 % 
Na1-O   2.38 1.80 0.213 3 0.64     
Na1-O   2.88 1.80 0.055 3 0.17     
 Na1 0.80 1 20 % 
Na2-O1   2.88 1.80 0.055 3 0.17     
Na2-O1   2.38 1.80 0.213 3 0.64     
 Na2 0.80 1 20 % 
O (from Al, Si, and Na1) 2.01 2 0 % 
O (from Al, Si, and Na2) 2.01 2 0 % 
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Results for starting model 1 show the temperature factor on the occluded anion 
is high (0.3517 Å, the normal parameters lying approximately between 0.01 Å 
and 0.1 Å), indicating that the model is not a good fit as it is having to ‘spread 
out’ the charge for the anion in order to accommodate the atoms in the positions 
they are placed. The bond valence calculations show discrepancies greater than 
10 % across the board, supporting the suggestion that this is not likely to be the 
correct structure.  
 
The framework temperature factors, when refining against SM2, are all 
acceptable. The occluded anion, is slightly large at 0.12980. Bond valence 
calculations also show the framework atoms to be positioned at good distances 
from each other, although, both sodium atoms are underbonded by about 40 %. 
This could potentially be due to the occluded anions (in alternating cavities) 
offering a balancing charge.  
 
On refining against SM3, the framework cations and the sulfate both have very 
low temperature factors, with the sodium exhibiting a high temperature factor. 
This could be caused by a disordered 24i O2 site. The refinement did not 
converge easily and although the bond valences seem to be largely in agreement, 
with the exception on the sodium, the extremes of the temperature factors would 
indicate that this is not an exact fit. 
 
On refining the data using SM4, with the O2 on an ordered 8e site as opposed to 
the disordered 24i used in SM3, the data is a much better fit and the refinement 
converged far more easily. All temperature factors are within the normal range 
although the framework cations are at the bottom end of the scale and the value 
for χ2 is slightly higher (4.531 as opposed to 3.546). The sodium is, again, 
underbonded and the sulfur is slightly overbonded, these two could possibly be 
related. 
 
All temperature factors for the refinement against SM5 are well within the 
‘normal’ limits, with none of them sitting at the very top or bottom of the scale. 
There is a good value for χ2 (3.766) and the bond valence calculations for the 
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framework and the central sulfur are all comfortably under 10 % difference. One 
of the sodium atoms is showing as 29 % underbonded, although this seems a 
common factor for nosean refinements. Overall this is, so far, the best fit. 
 
The original refinement using SM6 shows temperature factors at the top and 
bottom of the limits of acceptable and the bond valence calculations are above 
10 % with the exception of the oxygens. The central sulfur was also unable to 
locate the oxygens. On manually moving the O3 to –0.03, a site close to its 
original starting position, the occluded anion oxygens became part of the 
refinement, although the framework refinement was still not satisfactory. 
 
A discussion of these results can be found on page 126. 
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3.5.3 Nosean Selenate - Na8[Al6Si6O24]SeO4 
As with the nosean sulfate, the ratio of SeO42- : nothing filling the cavities is 
expected to be 1 : 1. The cavities with a central selenate anion are deficient by 
one valance unit on the framework and the cavities without the central anion 
have one superfluous valance unit so we therefore expect each (Na4SeO4)2+ type 
of cavity to be surrounded by Na44+ cavities (with no anion) and each Na44+ 
cavity will be surrounded by (Na4SeO4)2+ cavities so that the charge on the 
frameworks will be satisfied within the smallest volume. 
 
Before structural data were retrieved, IR spectroscopy was carried out using a 
KBr medium, as described in Section 2.2.5, in order to confirm the presence of 
the interframework selenate anion and the sodalite framework. A comparison 
between the literature122 and experimental data confirms the presence of both 
selenate and sodalite framework absorptions. 
Table 3.19: Nosean Selenate IR Data  
Experimental, 
ν (cm-1)  
Literature, ν 
(cm-1) 122  
Inference 
993 995  Asymmetric (Al, Si-O) stretch 
887 840-910 SeO42- (Se-O) Stretch 
722 722  Symmetric (Al, Si-O) stretch 
700 698  Symmetric (Al, Si-O) stretch 
657 656  Symmetric (Al, Si-O) stretch 
451 452  (Al, Si-O) bend 
 
 
The logical structure for the selenate puts the framework oxygens in two 
environments – one with selenate in the cage and one without. The same logic 
applies to the sodium cations. Because the selenate ion is symmetrical, the 
environments of the framework oxygens and sodiums within the structure 
should be equivalent. 
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Starting Model 1  
Table 3.20: Atomic positions and temperature factors using SM1 
a = 9.060982; Rwp = 0.0600 ; Rp = 0.0556 ; χ2 = 4.094 for 54 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6d 1 ¼ 0 ½ 0.01093 
Si 6e 1 ¼ ½ 0 0.02592 
O1 24i 0.5 0.1420(7) 0.1420(7) 0.4594(4) 0.01063 
O2 24i 0.5 0.1474(7) 0.1603(7) 0.4543(4) 0.01105 
Na1 8e 0.5 0.2814(7) 0.2814(7) 0.2814(7) 0.01105 
Na2 8e 0.5 0.6958(7) 0.6958(7) 0.6958(7) 0.03284 
Se 2a 0.5 0 0 0 0.06712 
O3 8e 0.5 0.3575(24) 0.3575(24) 0.3575(24) 0.09460  
 
Table 3.21: Bond valence parameters using SM1 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1 1.69 1.62 0.828 2 1.66     
Al-O2 1.77 1.62 0.660 2 1.32     
Al 0.744 4 2.97 3 1 % 
Si-O1 1.63 1.62 0.973 2 1.95     
Si-O2  1.62 1.62 1.019 2 2.04     
 Si 0.996 4 3.98 4 0 % 
Na1-O1  2.39 1.80 0.207 3 0.62     
Na1-O2 3.07 1.80 0.033 3 0.10     
 Na1 0.72 1 28 % 
Na2-O1 2.97 1.80 0.043 3 0.13     
Na2-O2 2.40 1.80 0.197 3 0.59     
 Na2 0.72 1 28 % 
O (from Al, Si, and Na1) 1.98 2 1 % 
O (from Al, Si, and Na2) 1.98 2 1 % 
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Starting Model 2 
Table 3.22: Atomic positions and temperature factors using SM2 
a = 9.059178 ; Rwp = 0.0600 ; Rp = 0.0556; χ2 = 4.094 for 45 variables 
Atom Site Occ x y z 
Ue*100 / 
Å 
Al 6d 1 ¼ 0 ½  0.01054 
Si 6e 1 ¼ ½ 0 0.01054 
O1 24i 0.5 0.1489(20) 0.1473(21) 0.4865(5) 0.01085 
O2 24i 0.5 0.1534(20) 0.1571(21) 0.4365(5) 0.01085 
Na1 8e 0.21 0.3497(23) 0.3497(23) 0.3497(23) 0.04372 
Na2 8e 0.34 0.7000(23) 0.7000(23) 0.7000(23) 0.04372 
Na 3 8e 0.46 0.7462(23) 0.7462(23) 0.7462(23) 0.04372 
Se 2a 0.49 0 0 0 0.03790 
O3 8e 0.49 0.2996(15) 0.2996(15) 0.2996(15) 0.03790 
 
Table 3.23: Bond valence parameters using SM2 
Bond   R R0 S(ij) No Total V Error 
Al-O3 1.62 1.62 0.989 2 1.98     
Al-O2 1.77 1.62 0.667 2 1.33     
Al 0.828 4 3.31 3 10 % 
Si-O3 1.64 1.62 0.950 2 1.90     
Si-O2 1.72 1.62 0.763 2 1.53     
 Si 0.857 4 3.43 4 14 % 
Na1-O1 2.87 1.80 0.057 3 0.17     
Na1-O2 2.61 1.80 0.112 3 0.34     
 Na1 0.51 1 49 % 
Na2-O1 2.74 1.80 0.079 3 0.24     
Na2-O2 3.02 1.80 0.037 3 0.11     
 Na2 0.35 1 65 % 
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Na3-O1 2.72 1.80 0.085 3 0.26     
Na3-O2  3.08 1.80 0.032 3 0.10     
Na3 0.35 1 65 % 
O (from Al, Si, and Na1) 1.85 2 7 % 
O (from Al, Si, and Na2) 1.80 2 10 % 
O (from Al, Si, and Na2) 1.80 2 10 % 
 
Starting Model 3 
Table 3.24: Atomic positions and temperature factors using SM3 
a = 9.0587901; Rwp = 0.0444 ; Rp = 0.0430 ; χ2 = 2.685 for 58 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6d 1 ¼ ½ 0 0.01718 
Si 6e 1 ¼ 0 ½ 0.00951 
O1 24i 1 0.1437(5) 0.4633(28) 0.1528(5) 0.01608 
Na 8e 0.5 0.2470(10) 0.2470(10) 0.2470(10) 0.10197 
Se 2a 0.5 0 0 0 0.03228 
O2 24i 0.167 0.2069(14) 0.0539(8) -0.0530(7) 0.04513 
 
Table 3.25: Bond valence parameters using SM3 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1  1.72 1.62 0.767 4 3.07     
Al 3.07 3 2 % 
Si-O1   1.61 1.62 1.050 4 4.20     
 Si 4.20 4 5 % 
Na-O1  2.33 1.80 0.239 3 0.72     
Na-O1  2.90 1.80 0.052 3 0.15     
 Na 0.87 1 13 % 
O (from Al, Si, and Na1) 2.11 2 5 % 
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Starting Model 4 
Table 3.26: Atomic positions and temperature factors using SM4 
a = 9.056176; Rwp = 0.0522 ; Rp = 0.0525 ; χ2 = 4.000 for 54 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6d 1 ¼ ½ 0 0.01375 
Si 6e 1 ¼ 0 ½ 0.01033 
O1 24i 1 0.1464(7) 0.4632(4) 0.1556(6) 0.01625 
Na 8e 1 0.2312(12) 0.2312(12) 0.2312(12) 0.10290 
Se 2a 0.5 0 0 0 0.02366 
O2 8e 0.5 -0.0977(11) -0.0977(11) -0.0977(11) 0.08128 
 
Table 3.27: Bond valence parameters using SM4 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.73 1.62 0.753 4 3.01     
Al 3.01 3 0 % 
Si-O1   1.61 1.62 1.033 4 4.13     
 Si 4.13 4 3 % 
Na-O1  2.34 1.80 0.234 3 0.70     
Na-O1  2.86 1.80 0.058 3 0.17     
 Na 0.88 1 12 % 
O (from Al, Si, and Na1) 2.08 2 4 % 
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Starting Model 5  
Table 3.28: Atomic positions and temperature factors using SM5  
a = 9.057690; Rwp = 0.0354 ; Rp = 0.0355 ; χ2 =1.973 for 55 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6g 1 0.2506(27) ½ 0 0.00930 
Si 6h 1 0.2480(23) 0 ½ 0.00901 
O1 12i 1 0.1365(9) 0.4593(9) 0.1570(9) 0.00938 
O2 12i 1 0.6480(7) 0.9616(10) 0.6523(10) 0.01798 
Na1 4e 1 0.2044(11) 0.2044(11) 0.2044(11) 0.04303 
Na2 4e 1 0.7616(11) 0.7616(11) 0.7616(11) 0.04070 
Se 1a 1 0 0 0 0.07714 
O3 12i 0.333 0.9387(8) 0.2049(15) 0.0542(9) 0.12250 
Table 3.29: Bond valence parameters using SM5 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.80 1.62 0.621 2 1.24     
Al-O2   1.64 1.62 0.945 2 1.89     
Al 0.783 4 3.13 3 4 % 
Si-O1   1.53 1.62 1.286 2 2.57     
Si-O2   1.71 1.62 0.801 2 1.60     
 Si 1.043 4 4.17 4 4 % 
Na1-O1   2.43 1.8 0.185 3 0.55     
Na1-O2   2.88 1.8 0.054 3 0.16     
 Na1 0.72 1 28 % 
Na2-O1   2.98 1.80 0.041 3 0.12     
Na2-O2   2.31 1.80 0.257 3 0.77     
 Na2 0.89 1 11 % 
O (from Al, Si, and Na1) 2.07 2 3 % 
O (from Al, Si, and Na2) 2.12 2 6 % 
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Starting Model 6  
Table 3.30: Atomic positions and temperature factors using SM6 
a = 9.059284 ; Rwp = 0.0465 ; Rp = 0.0450 ; χ2 = 3.129 for 55 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 12i 1 0.2453(19) ½ 0 0.01120 
Si 12i 1 0.2477(19) 0 ½ 0.01120 
O1 12i 1 0.1485(32) 0.1485(32) 0.4613(33) 0.01401 
O2 12i 1 0.6537(32) 0.6537(32) 0.9562(33) 0.01401 
Na1 4e 1 0.2627(10) 0.2627(10) 0.2627(10) 0.04291 
Na2 4e 1 0.7031(10) 0.7031(10) 0.7031(10) 0.04291 
Se 1a 1 0 0 0 0.14121 
O3 4e 1 -0.1037(9) -0.1037(9) -0.1037(9) 0.14121 
 
Table 3.31: Bond valence parameters using SM6 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O3   1.64 1.62 0.937 2 1.87     
Al-O2   1.71 1.62 0.778 2 1.56     
Al 0.857 4 3.43 3 14 % 
Si-O3   1.66 1.62 0.920 2 1.84     
Si-O2   1.70 1.62 0.812 2 1.62     
 Si 0.866 4 3.46 4 13 % 
Na1-O1   2.32 1.80 0.248 3 0.74     
Na1-O2   2.98 1.80 0.042 3 0.13     
 Na1 0.87 1 13 % 
Na2-O1   2.90 1.80 0.051 3 0.15     
Na2-O2   2.38 1.80 0.211 3 0.63     
 Na2 0.79 1 21 % 
O (from Al, Si, and Na1) 2.01 2 1 % 
O (from Al, Si, and Na2) 1.99 2 1 % 
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Results for starting model 1 show the temperature factors all lie within the 
acceptable limits, although the values for the framework constituents are at the 
low end of the scale. Bond valence parameters are almost all over the 10 % 
acceptable error threshold, suggesting that starting model 1 is not a good fit for 
the selenate nosean.  
 
The framework temperature factors, when refining against SM2, were all 
acceptable, although it should be noted that the atoms making up the framework 
are all close to the minimum accepted value. Bond valence calculations also 
show the framework atoms to be positioned at good distances from each other, 
although, both sodium atoms are underbonded by about 30 %.  
 
On refining against SM3, the silicon has a low temperature factor (0.00951 Å), 
with the sodium exhibiting a high temperature factor (0.10197 Å). The range of 
the temperature factors would indicate that the data is not a good fit, although 
bond valence calculations all show to be within the acceptable limits, with the 
exception of the sodium, which is commonly found to be underbonded, as in this 
case. 
 
On refining the data using SM4, similar results to SM3 were yielded, which was 
to be expected as the only difference between the two is the ordering of the 
selenate oxygens. The framework silicon remained low and the temperature 
factor for the sodium remained high.  
 
The framework cation temperature factors were also low using starting model 5, 
the bond valence calculations show that the structure is feasible, with the usual 
bond valence discrepancy showing for only one of the sodium atoms.  
 
Starting model 6 showed very large temperature factors for the selenate, 
indication that the positioning was not a good fit. Bond valence calculations can 
be seen to be high across all atoms, which signifies a mismatch in the structure.  
 
A discussion of these results can be found on page 126. 
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3.5.4 Nosean Selenite Na8[Al6Si6O24]SeO3 
The ratio of cavities containing and not containing a central SeO32- anion is 
expected to be 1:1. We expect each (Na4SeO3)2+ filled cavity to be surrounded 
by Na44+ cavities (with no anion) and vice versa. 
 
Before structural data were retrieved, IR spectroscopy was carried out using a 
KBr medium, as described in Section 2.2.5, in order to confirm the presence of 
the interframework selenite anion and the sodalite framework. A comparison 
between the literature122 and experimental data confirms the presence of both 
selenite and sodalite framework absorptions. 
Table 3.32: Nosean selenite IR data 
Experimental, 
λ (cm-1)  
Literature, ν 
(cm-1) 122  
Inference 
995 995  Asymmetric (Al, Si-O) stretch 
817 816  SeO32- anion (1/a1) 
787 788  SeO32- anion (3/e) 
724 722  Symmetric (Al, Si-O) stretch 
700 698  Symmetric (Al, Si-O) stretch 
657 656  Symmetric (Al, Si-O) stretch 
450 452  (Al, Si-O) bend 
 
 
The logical structure for the selenite could put the framework oxygens in one, 
two or three environments: one if the framework oxygen is not affected by the 
presence of the central anion, the second assuming there is an effect on the 
framework oxygens, the third due to the asymmetric nature of the anion. The 
atomic coordinates of the sodium cations are considered to be different in 
cavities with the central anion to those without. The asymmetric selenite anion 
means that the environments of the sodiums (and possibly framework oxygens) 
within each anion filled cavity should also be different, depending on whether 
there are two of the ‘selenite oxygens’ directed towards them or one. 
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Starting Model 1  
Table 3.33: Atomic positions and temperature factors using SM1 
a = 9.046825; Rwp = 0.0385 ; Rp = 0.0349 ; χ2 = 2.071 for 57 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6g 1 0.2501(4) 0 ½ 0.01503 
Si 6h 1 0.2532(33) ½ 0 0.01503 
O1 12i 1 0.1588(9) 0.4511(7) 0.1367(5) 0.01515 
O2 12i 1 0.3488(9) 0.3521(7) 0.9627(5) 0.01515 
Na1 4e 1 0.1981(9) 0.1981(9) 0.1981(9) 0.03153 
Na2 4e 1 0.7651(9) 0.7651(9) 0.7651(9) 0.03153 
Se 1a 1 0 0 0 0.25962 
O3 4e 0.75 0.8826(23) 0.8826(23) 0.8826(23) 0.25962 
 
Table 3.34: Bond valence parameters using SM1 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O3   1.82 1.62 0.582 2 1.16     
Al-O2   1.69 1.62 0.839 2 1.68     
Al     0.711 4 2.84 3 5 % 
Si-O3   1.57 1.62 1.170 2 2.34     
Si-O2   1.63 1.62 0.989 2 1.98     
 Si     1.079 4 4.32 4 8 % 
Na1-O1   2.38 1.8 0.209 3 0.63     
Na1-O2   2.89 1.8 0.053 3 0.16     
 Na1         0.79 1 21 % 
Na2-O1   3.06 1.8 0.034 3 0.10     
Na2-O2   2.32 1.8 0.247 3 0.74     
 Na2         0.84 1 16 % 
O (from Al, Si, and Na1) 2.05 2 3 % 
O (from Al, Si, and Na2) 2.07 2 4 % 
Starting model 2  
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Table 3.35: Atomic positions and Temperature factors using SM2 
a = 9.048722; Rwp = 0.0496 ; Rp = 0.0399 ; χ2 = 2.244 for 48 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 ¼ 0 ½ 0.01372 
Si 6b 1 ¼ ½ 0 0.01372 
O1 24i 0.5 0.1467(7) 0.1478(7) 0.5596(4) 0.01496 
O2 24i 0.5 0.1467(7) 0.1582(7) 0.5196(4) 0.01496 
Na1 8e 0.5 0.2229(20) 0.2229(20) 0.2229(20) 0.05700 
Na2 8e 0.5 0.6863(20) 0.6863(20) 0.6863(20) 0.05700 
Na3 8e 0.5 0.7387(20) 0.7387(20) 0.7387(20) 0.05700 
Se 2a 0.5 0 0 0 0.05619 
O3 8e 0.375 0.2984(16) 0.2984(16) 0.2984(16) 0.05619 
 
Table 3.36: Bond valence parameters using SM2 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.72 1.62 0.767 2 1.53     
Al-O2   1.72 1.62 0.767 2 1.53     
Al     0.767 4 3.07 3 2 % 
Si-O3   1.71 1.62 0.803 2 1.61     
Si-O2   1.58 1.62 1.139 2 2.28     
 Si     0.971 4 3.88 4 3 % 
Na1-O1   2.35 1.80 0.227 3 0.68     
Na1-O2   2.89 1.80 0.053 3 0.16     
 Na1         0.84 1 16 % 
Na2-O1   3.01 1.8 0.038 3 0.11     
Na2-O2   2.35 1.8 0.230 3 0.69     
 Na2         0.81 1 19 % 
Na3-O1   2.42 1.8 0.190 3 0.57     
Na3-O2   2.80 1.8 0.067 3 0.20     
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 Na3 0.77 1 23 % 
O (from Al, Si, and Na1) 2.02 2 1 % 
O (from Al, Si, and Na2) 2.01 2 0 % 
O (from Al, Si, and Na3) 2.00 2 0 % 
 
 
Starting Model 3 
Table 3.37: Atomic positions and Temperature factors using SM3 
a = 9.04764 ; Rwp = 0.0408 ; Rp = 0.0371 ; χ2 = 2.147 for 53 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 ¼ ½ 0 0.01227 
Si 6b 1 ¼ 0 ½ 0.01227 
O1 24i 0.5 0.1434(6) 0.4631(31) 0.1513(6) 0.01824 
Na 8e 0.5 0.2600(12) 0.2600(12) 0.2600(12) 0.12036 
Se 2a 0.5 0 0 0 0.03408 
O2 24i .125 0.2165 0.0629 -0.0560 0.03408 
 
Table 3.38: Bond valence parameters using SM3 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.71 1.62 0.790 4 3.16     
Al 3.16 3 5 % 
Si-O1   1.61 1.62 1.039 4 4.15     
 Si 4.15 4 4 % 
Na-O1  2.34 1.80 0.236 3 0.71     
Na-O1  2.94 1.80 0.047 3 0.14     
 Na 0.85 1 15 % 
O (from Al, Si, and Na1) 2.11 2 6 % 
Se-O2 2.10 1.79 0.428 3 1.28     
Se 1.28 6 79 % 
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Starting Model 4 
Table 3.39: Atomic positions and Temperature factors using SM4 
a = 9.046952 ; Rwp = 0.0476 ; Rp = 0.0418 ; χ2 = 2.839 for 53 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 ¼ ½ 0 0.02530 
Si 6b 1 ¼ 0 ½ 0.02530 
O1 24i 0.5 0.1448(7) 0.4636(34) 0.1527(7) 0.02024 
Na 8e 0.5 0.2783(9) 0.2783(9) 0.2783(9) 0.12024 
Se 2a 0.5 0 0 0 0.05906 
O2 8e .375 -0.1242(14) -0.1242(14) -0.1242(14) 0.05906 
 
Table 3.40: Bond valence parameters using SM4 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.71 1.62 0.784 4 3.14     
Al 3.14 3 5 % 
Si-O1   1.61 1.62 1.033 4 4.13     
 Si 4.13 4 3 % 
Na-O1  2.36 1.8 0.223 3 0.67     
Na-O1  2.99 1.8 0.040 3 0.12     
 Na 0.79 1 21 % 
O (from Al, Si, and Na1) 2.08 2 4 % 
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Starting Model 5  
Table 3.41: Atomic positions and Temperature factors using SM5 
a = 9.07912; Rwp = 0.0405 ; Rp = 0.0358 ; χ2 = 1.978 for 51 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 0.2385(21) 0 ½ 0.00488 
Si 6b 1 0.2553(21) ½ 0 0.00488 
O1 24i 0.5 0.1342 (5) 0.4610(34) 0.1593(5) 0.01225 
O2 24i 0.5 0.6472(5) 0.9599(34) 0.6494(5) 0.01225 
Na1 8e 0.5 0.2104(14) 0.2104(14) 0.2104(14) 0.05984 
Na2 8e 0.5 0.7544(14) 0.7544(14) 0.7544(14) 0.05984 
Se 2a 0.5 0 0 0 0.07455 
O3 16 0.125 0.9473(11) 0.1665(5) 0.0544(12) 0.07455 
O4 8e 0.125 0.2777(11) 0 0 0.07455 
Table 3.42: Bond valence parameters using SM5 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.53 1.62 1.262 2 2.52     
Al-O2   1.71 1.62 0.778 2 1.56     
Al     1.020 4 4.08 3 36 % 
Si-O3   1.76 1.62 0.694 2 1.39     
Si-O2   1.65 1.62 0.922 2 1.84     
 Si     0.808 4 3.23 4 19 % 
Na1-O1   2.41 1.80 0.192 3 0.58     
Na1-O2   2.90 1.80 0.052 3 0.16     
 Na1         0.73 1 27 % 
Na2-O1   2.95 1.80 0.046 3 0.14     
Na2-O2   2.30 1.80 0.259 3 0.78     
 Na2         0.91 1 9 % 
O (from Al, Si, and Na1) 2.07 2 4 % 
O (from Al, Si, and Na2) 2.13 2 7 % 
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Starting Model 6 
Table 3.43: Atomic positions and Temperature factors using SM6 
a = 9.045298; Rwp = 0.0399 ; Rp = 0.0357 ; χ2 = 2.056 for 58 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 12 0.5 0.2482(22) 0 ½ 0.00621 
Si 12 0.5 0.2482(22) ½ 0 0.00621 
O1 12 1 0.1474(4) 0.1474(4) 0.4597(4) 0.02098 
O2 12 1 0.6474(4) 0.6474(4) 0.9597(4) 0.02098 
Na1 4 1 0.2771(13) 0.2771(13) 0.2771(13) 0.11231 
Na2 4 1 0.7771(13) 0.7771(13) 0.7771(13) 0.11231 
Se 1 1 0 0 0 0.06059 
O3 4 0.75 0.2055(14) 0.2055(14) 0.2055(14) 0.06059 
  
Table 3.44: Bond valence parameters using SM6 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O3   1.66 1.62 0.907 2 1.81     
Al-O2   1.67 1.62 0.864 2 1.73     
Al 0.886 4 3.54 3 18 % 
Si-O3   1.66 1.62 0.917 2 1.83     
Si-O2   1.67 1.62 0.874 2 1.75     
 Si 0.895 4 3.58 4 10 % 
Na1-O1   2.34 1.80 0.234 3 0.70     
Na1-O2   3.03 1.80 0.036 3 0.11     
 Na1 0.81 1 19 % 
Na2-O1   3.03 1.80 0.036 3 0.11     
Na2-O2   2.34 1.80 0.234 3 0.70     
 Na2 0.81 1 19 % 
O (from Al, Si, and Na1) 2.05 2 3 % 
O (from Al, Si, and Na2) 2.05 2 3 % 
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The temperature factors of the selenite oxygens within the refinement against 
starting model 1 are very high, this could indicate that they are split over more 
than one site as logic would determine. This will be tested with SM6. The rest of 
the temperature factors lie within normal bounds. Aside from a slight 
discrepancy on the sodium, bond valence calculations look plausible for this 
model, with all of the framework atoms having a less than 10 % discrepancy. 
 
Starting model 2 shows temperature factors well within the normal range with 
no exceptionally high or low values. The bond valence calculations showed to 
be within 3 % for all framework constituents and within 25 % for the sodium 
which is an acceptable value.  
 
There seems to be tension on the sodium on using starting model 3, indicated by 
a high temperature factor on the sodium. The bond valence calculations are all 
within the 10 % acceptable limit, although given the temperature factor on the 
sodium, this is not the best ‘fit’ for the selenite so far. 
 
Starting Model 4 also shows the sodium with a high temperature factor. This 
indicates that the correct structure sees the sodium split over two or more sites 
and is consistent with the similar starting model 3 results. 
 
The temperature factors exhibited by the framework cations for the refinement 
against starting model 5 are at 0.0048 Å. – well outside the accepted limit of 
0.01 – 0.1 Å. The bond valence calculations are all outside of the 10 % 
acceptable level, with the aluminium bond valence calculations showing a 
discrepancy of 36 %. 
 
The low temperature factors on the framework cations and the high temperature 
factors on the sodium atoms for starting model 6 indicate that this structure is 
not a good fit. This is in agreement with the bond valence calculations, which 
show an error of over 10 % across most of the constituents.  
 
A discussion of these results can be found on page 126. 
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3.5.5 Nosean Tellurite Na8[AlSiO4]6TeO3 
The ratio of cavities containing and not containing a central TeO32- anion is 
expected to be 1:1. We expect each [Na4TeO3]2+ filled cavity to be surrounded 
by Na44+ cavities (with no anion) and vice versa in order to satisfy the -6 charge 
across two cages. 
 
Before structural data were retrieved, IR spectroscopy was carried out using a 
KBr medium, as described in Section 2.2.5, in order to confirm the presence of 
the interframework tellurite anion and the sodalite framework. A comparison 
between the literature122 and experimental data confirms the presence of both 
tellurite and sodalite framework absorptions. 
Table 3.45: IR data for nosean tellurite 
Experimental, 
ν (cm-1)  
Literature, ν 
(cm-1) 122  
Inference 
995 995  Asymmetric (Al, Si-O) stretch 
724 722  Symmetric (Al, Si-O) stretch 
700 698  Symmetric (Al, Si-O) stretch 
657 656  Symmetric (Al, Si-O) stretch 
450 452  (Al, Si-O) bend 
 
The logical structure for the tellurite could put the framework oxygens in one or 
two environments: one if the framework oxygen is not affected by the presence 
of the central anion and one assuming there is an effect on the framework 
oxygens. The atomic coordinates of the sodium cations are considered to be 
different in cavities with the central anion to those without. The asymmetric 
tellurite anion means that the environments of the sodiums (and possibly 
framework oxygens) within each anion filled cavity should also be different, 
depending on whether there are two of the ‘tellurite oxygens’ directed towards 
them or one. 
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Starting Model 1 
Table 3.46: Atomic positions and temperature factors using SM1 
a = 8.908407; Rwp = 0.0271 ; Rp = 0.0213 ; χ2 = 4.527 for 48 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6g 1 0.2355(33) 0 ½ 0.00917 
Si 6h 1 0.2658(27) ½ 0 0.00917 
O1 12i 1 0.1596(11) 0.4454(9) 0.1324(7) 0.02238 
O2 12i 1 0.3496(11) 0.3464(9) 0.9584(7) 0.02238 
Na1 4e 1 0.1802(16) 0.1802(16) 0.1802(16) 0.06220 
Na2 4e 1 0.7472(16) 0.7472(16) 0.7472(16) 0.06220 
Te 1a 1 0 0 0 0.04983 
O3 4e 0.75 0.8934(14) 0.8934(14) 0.8934(14) 0.04983 
 
Table 3.47: Bond valence parameters using SM1 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O3   1.77 1.62 0.667 2 1.33     
Al-O2   1.71 1.62 0.778 2 1.56     
Al 0.722 4 2.89 3 4 % 
Si-O3   1.6 1.62 1.079 2 2.16     
Si-O2   1.61 1.62 1.039 2 2.08     
 Si 1.059 4 4.23 4 6 % 
Na1-O1   2.42 1.80 0.189 3 0.57     
Na1-O2   2.91 1.80 0.050 3 0.15     
 Na1 0.72 1 28 % 
Na2-O1   3.03 1.80 0.037 3 0.11     
Na2-O2   2.24 1.80 0.305 3 0.92     
 Na2 1.03 1 3 % 
O (from Al, Si, and Na1) 2.02 2 1 % 
O (from Al, Si, and Na2) 2.12 2 6 % 
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Starting Model 2  
Table 3.48: Atomic positions and temperature factors using SM2 
a = 8.952501; Rwp = 0.0279 ; Rp = 0.0210 ; χ2 = 4.159 for 52 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 ¼ 0 ½ 0.01070 
Si 6b 1 ¼ ½ 0 0.01070 
O1 24i 0.5 0.1302(21) 0.1407(23) 0.5744(9) 0.01024 
O2 24i 0.5 0.1531(21) 0.1621(23) 0.5225(12) 0.01024 
Na1 8e 0.5 0.2904(14) 0.2904(14) 0.2904(14) 0.06511 
Na2 8e 0.5 0.6975(6) 0.6975(6) 0.6975(6) 0.06511 
Na3 8e 0.5 0.7496(4) 0.7496(4) 0.7496(4) 0.06511 
Te 2a 0.5 0 0 0 0.05392 
O3 8e 0.375 0.3288(17) 0.3288(17) 0.3288(17) 0.05392 
 
Table 3.49: Bond valence parameters using SM2 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O3   1.78 1.62 0.644 2 1.29     
Al-O2   1.70 1.62 0.799 2 1.60     
Al 0.721 4 2.89 3 4 % 
Si-O3   1.66 1.62 0.902 2 1.80     
Si-O2   1.59 1.62 1.084 2 2.17     
 Si 0.993 4 3.97 4 1 % 
Na1-O2   2.49 1.80 0.156 3 0.47     
Na1-O2   2.67 1.80 0.095 3 0.29     
 Na1 0.75 1 25 % 
Na2-O1   2.39 1.80 0.205 3 0.61     
Na2-O2   2.95 1.80 0.045 3 0.13     
 Na2 0.75 1 25 % 
Na3-O1   2.35 1.80 0.229 3 0.69     
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Na3-O2   2.71 1.80 0.087 3 0.26     
 Na3 0.95 1 5 % 
O (from Al, Si, and Na1) 1.97 2 2 % 
O (from Al, Si, and Na2) 1.96 2 2 % 
O (from Al, Si, and Na3)  2.03 2 2 %  
 
 
Starting Model 3 
Table 3.50: Atomic positions and temperature factors using SM3 
a = 8.950754 ; Rwp = 0.0365 ; Rp = 0.0263 ; χ2 = 5.416 for 46 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 ¼ ½ 0 0.00792 
Si 6b 1 ¼ 0 ½ 0.00792 
O1 24i 0.5 0.1398(10) 0.4474(5) 0.1497(9) 0.02036 
Na 8e 0.5 0.1735(17) 0.1735(17) 0.1735(17) 0.14075 
Te 2a 0.5 0 0 0 0.00920 
O2 24i .125 0.2373(33) 0.0354(16) -0.0387(16) 0.00920 
 
Table 3.51: Bond valence parameters using SM3 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.73 1.62 0.745 4 2.98     
Al 2.98 3 1 % 
Si-O1   1.61 1.62 1.039 4 4.15     
 Si 4.15 4 4 % 
Na-O1  2.48 1.8 0.160 3 0.48     
Na-O1  3.06 1.8 0.033 3 0.10     
 Na 0.58 1 42 % 
O (from Al, Si, and Na1) 1.98 2 1 % 
Starting Model 4 
Table 3.52: Atomic positions and temperature factors using SM4 
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a = 8.947787 ; Rwp = 0.0371 ; Rp = 0.0263 ; χ2 =6 .220 for 49 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 ¼ ½ 0 0.0128 
Si 6b 1 ¼ 0 ½ 0.0128 
O1 24i 0.5 0.1388(11) 0.4475(5) 0.1483(10) 0.03237 
Na 8e 0.5 0.1770(21) 0.1770(21) 0.1770(21) 0.13892 
Te 2a 0.5 0 0 0 0.02566 
O2 8e .375 -0.1115(11) -0.1115(11) -0.1115(11) 0.02566 
 
Table 3.53: Bond valence parameters using SM4 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.72 1.62 0.755 4 3.02     
Al 3.02 3 1 % 
Si-O1   1.61 1.62 1.041 4 4.17     
 Si 4.17 4 4 % 
Na-
O1  2.46 1.8 0.170 3 0.51     
Na-
O1  
3.06 
1.8 0.033 3 0.10     
 Na 0.61 1 39 % 
O (from Al, Si, and Na1) 2.00 2 0 % 
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Starting Model 5 
Table 3.54: Atomic positions and temperature factors using SM5 
a = 8.952173 ; Rwp = 0.0301 ; Rp = 0.0227 ; χ2 = 4.950 for 47 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 0.2390(34) ½ 0 0.01625 
Si 6b 1 0.2570(34) 0 ½ 0.01625 
O1 12i 1 0.1461(7) 0.4482(5) 0.1447(8) 0.01625 
O2 12i 1 0.6591(7) 0.9472(5) 0.6347(8) 0.01625 
Na1 4e 1 0.7077(24) 0.7077(24) 0.7077(24) 0.09466 
Na2 4e 1 0.1637(24) 0.1637(24) 0.1637(24) 0.09466 
Te 12a 0.5 0 0 0 0.02198 
O3 12i 0.125 0.9030(12) 0.1217(9) 0.0926(13) 0.02198 
O4 6 0.125 0.1322(9) 0 0 0.02198 
 
Table 3.55: Bond valence parameters using SM5 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O1   1.61 1.62 1.033 2 2.07     
Al-O2   1.88 1.62 0.497 2 0.99     
Al     0.765 4 3.06 3 2 % 
Si-O3   1.71 1.62 0.784 2 1.57     
Si-O2   1.50 1.62 1.413 2 2.83     
 Si     1.099 4 4.39 4 10 % 
Na1-
O1   2.98 1.80 0.042 3 0.13     
Na1-
O2   
2.28 
1.80 0.273 3 0.82     
 Na1         0.95 1 5 % 
Na2-
O1   
2.56 
1.80 0.130 3 0.39     
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Na2-
O2   
3.09 
1.80 0.031 3 0.09     
 Na2         0.48 1 52 % 
O (from Al, Si, and Na1) 2.18 2 9 % 
O (from Al, Si, and Na2) 2.02 2 1 % 
Starting Model 6  
Table 3.56: Atomic positions and temperature factors using SM6 
a = 8.949544 ; Rwp = 0.0303 ; Rp = 0.0236 ; χ2 = 5.389 for 48 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 12 0.5 0.2540(27) 0 ½ 0.01921 
Si 12 0.5 0.2540(27) ½ 0 0.01921 
O1 12 1 0.1509(6) 0.1509(6) 0.4595(5) 0.02771 
O2 12 1 0.6470(6) 0.6470(6) 0.9448(5) 0.02771 
Na1 4 1 0.1637(21) 0.1637(21) 0.1637(21) 0.09555 
Na2 4 1 0.7358(21) 0.7358(21) 0.7358(21) 0.09555 
Te 1 1 0 0 0 0.04217 
O3 4 0.75 -0.1028(12) -0.1028(12) -0.1028(12) 0.04217 
 
Table 3.57: Bond valence parameters using SM6 
 Bond   R (A) R0 S(ij) No Total V Error 
Al-O3   1.68 1.62 0.862 2 1.72     
Al-O2   1.66 1.62 0.895 2 1.79     
Al 0.878 4 3.51 3 17 % 
Si-O3   1.68 1.62 0.871 2 1.74     
Si-O2   1.66 1.62 0.905 2 1.81     
 Si 0.888 4 3.55 4 11 % 
Na1-O1   2.65 1.80 0.101 3 0.30     
Na1-O2   3.10 1.80 0.030 3 0.09     
 Na1 0.39 1 61 % 
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Na2-O1   2.86 1.80 0.058 3 0.17     
Na2-O2   2.18 1.80 0.359 3 1.08     
 Na2 1.25 1 25 % 
O (from Al, Si, and Na1) 1.90 2 5 % 
O (from Al, Si, and Na2) 2.18 2 9 % 
  
Refinement against starting model 1 shows temperature factors for the 
framework cations being a little low at 0.00917, although the rest of the 
temperature factors lie within the acceptable boundaries and the bond valence 
calculations are below the 10 % error margin with the exception of sodium as 
expected.  
 
The temperature factors for the framework ions using starting model 2, are 
collectively small, although they are still within the acceptable range. Bond 
valence calculations show the framework to be consistently below 10 % with the 
sodium slightly above.  
 
For starting model 3, the temperature factors of the framework cations and the 
tellurite anion are both very low and the sodium very high indicating that this is 
not a good fit.  
 
The refinement did not converge easily for either SM3 or SM4, the χ2 values 
both above 5, all of which is an indication that this is not the right starting model 
for the nosean tellurite.  
 
Starting model 5 shows a χ2 value of 4.950. The temperature factor for the 
framework constituents was at the low end of the scale and the sodiums was 
towards the high end, although all within an acceptable size. The bond valence 
calculations show an error of less than 10 % across the framework although 5 % 
on one sodium and 52 % on the other.  
 
Refinement against starting model 6 produces very high bond valence errors and 
is therefore not a suitable model for the nosean tellurite. 
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A discussion of these results can be found on page 126. 
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3.5.6 Nosean Selenide Na8[Al6Si6O24]Se 
Selenide nosean is one of the least complex of the nosean structures as the 
central anion is a single Se2- anion with no accompanying oxygens. The ratio of 
cavities containing and not containing a central anion is expected to be 1:1. We 
expect each (Na4Se)2+ filled cavity to be surrounded by Na44+ cavities (with no 
anion) and vice versa. 
 
Before structural data were retrieved, IR spectroscopy was carried out using a 
KBr medium, as described in Section 2.2.5, in order to confirm the presence of 
the sodalite framework. A comparison between the literature122 and 
experimental data confirms the presence of the expected sodalite framework 
absorptions. 
Table 3.58: IR data for nosean selenide 
Experimental, 
ν (cm-1)  
Literature, ν 
(cm-1) 122  
Inference 
997 995  Asymmetric (Al, Si-O) stretch 
720 722  Symmetric (Al, Si-O) stretch 
699 698  Symmetric (Al, Si-O) stretch 
653 656  Symmetric (Al, Si-O) stretch 
454 452  (Al, Si-O) bend 
 
Unfortunately, the presence of an impurity phase meant that the refinement 
became more complex and the results hold less integrity. 
 
There was uncertainty, even in the simple selenide nosean, as to how many sites 
(different environments) the framework oxygens and the sodiums were split 
over, so a variety of starting models were used in order to elucidate a structure 
which was electronically sound and also a good fit to the data. In some cases 
during the refinements, the introduction of a particular variable could cause the 
χ2 value to oscillate. In this situation, the value was set at an estimated point and 
the refinement was continued as normal and the disruptive variable reintroduced 
at the end of the refinement, which then successfully converged. 
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(Adjusted) Starting Model 1 
Table 3.59: Atomic positions and temperature factors using adjusted SM1  
a = 8.99790 ; Rwp = 0.0616 ; Rp = 0.0526 ; χ2 = 4.217 for 38 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 ¼  ½  0 0.00445 
Si 6b 1 ¼ 0 ½ 0.10147 
O3 24i 0.5 0.1502(4) 0.4625(16) 0.1530(12) 0.00778 
O4 24i 0.5 0.3464(4) 0.3590(16) 0.9381(12) 0.00778 
Na5 8e 0.5 0.1566(31) 0.1566(31) 0.1566(31) 0.07760 
Na6 8e 0.5 0.7161(31) 0.7161(31) 0.7161(31) 0.07760 
Se 2a 0.5 0 0 0 0.11586 
 
Table 3.60: Bond valence parameters using an adjusted SM1 
 Bond   R(A) R0 S(ij) No Total V  Error 
Al-O3   1.68 1.62 .855 2 1.71   
Al-O4   1.64  1.62  .96 2 1.92   
Al 3.63 3 21 % 
Si-O3   1.64 1.62  .95 2 1.9   
Si-O4   1.78 1.62  .651 2 1.3   
 Si 3.2 4 20 % 
Na5-O4   3.18 1.80  .024 3 0.07   
Na5-O4   2.54 1.80  .138 3 0.41   
 Na 0.49 1 51 % 
Na6-O3   2.36 1.80 .22 3 0.66   
Na6-O3    2.84 1.80 .061 3 0.18   
Na6-Se     3.37 2.41 .075 1 0.08   
 Na 0.92 1 8 % 
 
 
 
 
 
 
 124
 (Adjusted) Starting Model 2 
Table 3.61: Atomic positions and temperature factors using adjusted SM2 
a = 8.996771 ; Rwp = 0.0653 ; Rp = 0.0546 ; χ2 = 3.982 for 36 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 ¼  ½  0 0.09267 
Si 6b 1 ¼ 0 ½ 0.01551 
O3 24i 0.5 0.1392(5) 0.4655(14) 0.1442(13) 0.02533 
O4 24i 0.5 0.3581(5) 0.3590(14) 0.9411(13) 0.02533 
Na5 8e 0.5 0.8177(15) 0.8177(15) 0.8177(15) 0.07826 
Na6 8e 0.5 0.4616(15) 0.4616(15) 0.4616(15) 0.07826 
Se 2a 0.5 0 0 0 0.10277 
 
Table 3.62: Bond valence parameters using an adjusted SM2 
 Bond   R(A) R0 S(ij) No Total V Error 
Al-O3   1.67 1.62 0.883 2 1.766    
Al-O4   1.69 1.62 0.839 2 1.678    
Al 3.444 3 15 % 
Si-O3   1.60 1.62 1.058 2 2.116    
Si-O4   1.99 1.62 0.828 2 1.656    
 Si 3.772 4 6 % 
Na5-O3   2.61 1.80 0.114 3 0.342    
Na5-O4   2.50 1.80 0.151 3 0.453    
Na5-Se     2.84 2.41 0.313 1 0.313    
 Na5 1.108 1 11 % 
 Na6 0 1 100 % 
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Starting Model 4  
Table 3.63: Atomic positions and temperature factors using SM4  
a = 9.065933 Rwp = 0.0464 Rp = 0.0449 χ2 = 2.734 for 38 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6 1 ¼ ½ 0 0.02614 
Si 6 1 ¼ 0 ½ 0.02614 
O 12 1 0.1411(8) 0.4484(8) 0.1473(17) 0.02482 
Na 4 1 0.1799(34) 0.1799(34) 0.1799(34) 0.08835 
S 2a 0.34 0 0 0 0.09125 
 
Table 3.64: Bond valence parameters using SM4  
 Bond  R (A) R0 S(ij) No Total V Error 
Al-O  1.71 1.62 0.78 4 3.12     
Al 3.12 3 4 % 
Si-O  1.64 1.62 0.963 4 3.852     
 Si 3.852 4 4 % 
Na-O  2.46 1.80 0.17 3 0.51     
Na-O  3.06 1.80 0.034 3 0.102     
Na-Se  2.80 2.41 0.349 1 0.349     
 Na 0.961 1 4 % 
 
Starting Model 5 
Table 3.65: Atomic positions and temperature factors using SM5 
a = 8.994484 ; Rwp = 0.0729 ; Rp = 0.0535 ; χ2 = 6.914 for 41 variables 
Atom Site Occ x y z Ue*100 / Å 
Al 6c 1 0.2525(16) ½  0 0.09328 
Si 6b 1 0.2525(16) 0 ½ 0.09328 
O3 24i 0.5 0.1367(5) 0.4533(12) 0.1515(5) 0.02905 
O4 24i 0.5 0.6497(5) 0.9523(12) 0.6415(5) 0.02905 
Na5 8e 0.5 0.1579(5) 0.1579(5) 0.1579(5) 0.10613 
Na6 8e 0.5 0.7019(5) 0.7019(5) 0.7019(5) 0.10613 
Se 2a 0.5 0 0 0 0.25467 
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Table 3.66: Bond valence parameters using SM5 
 Bond   R(A) R0 S(ij) No Total V Error 
Al-O3   1.77 1.62 0.667 2 1.334    
Al-O4   1.71 1.62 0.784 2 1.568    
Al 2.902 3 3 % 
Si-O3   1.59 1.62 1.096 2 2.192    
Si-O4   1.61 1.62 1.039 2 2.078    
 Si 4.27 4 7 % 
Na5-O4   2.67 1.80 0.096 3 0.288    
Na5-O4   3.11 1.80 0.029 3 0.087    
Na5-Se   2.46 2.41 0.874 1 0.874    
 Na5 1.249 1 25 % 
Na6-O3   2.97 1.80 0.042 3 0.126    
  2.37 1.80 0.219 3 0.657    
 Na6 0.783 1 22 % 
 
 
It was necessary to adjust SM1 due to the simplicity of the nosean selenide, 
these modifications to the starting model involved using a P 3n not P23 space 
group and removing an oxygen and sodium site, to compensate for the lack of 
oxygens in the occluded anion. The refinements showed temperature factors 
below the acceptable range and the bond valance calculations were also an 
implausible value, indicating that this starting model is not a good model for the 
data. It was possible that the space group and ‘splitting’ of the sites were correct 
but the positional parameters set in the wrong place as they were taken from a 
theoretical model. The Al, Si and Se are set coordinates, however the framework 
oxygens and sodiums have not been consistently reported to be on the same site 
in each starting model so the positional coordinates could be incorrect. 
 
An adjustment was also made to SM2, removing an oxygen and sodium site. 
The sodium atoms were moved to a site in accordance with Hassan and 
Grundy’s experimental model for nosean, unfortunately this left Na6 unable to 

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bond to the framework oxygens. As the sodium starting positions were edited to 
be used as the starting model (the sodiums were originally split over 3 sites as 
the nosean sulfate would expect). The sodium was manually moved to various 
sites, however no good fit could be found. 
 
No refinement was carried out using SM3, as the SM3 and SM4 frameworks are 
very similar, the difference occurring in the positioning of the central anion, 
which is not a factor in the nosean selenide.  
 
Refining the data using SM4, the most simple sodalite starting model, assumed a 
P 3n space group and that there is negligible difference between the 
environments of the occupied and unoccupied cavities. This appears to be the 
most satisfactory model for the framework however the selenide is slightly 
underbonded. On allowing the occupancy of the Se site to vary, both its 
occupancy and temperature factor rose to very high values, although fixing it at 
a lower point to take into consideration the impurity phase gives more 
acceptable temperature factors, this had little effect on the bond valance 
calculations. 
 
Refinement data using SM5 exhibits unusually high temperature factors for both 
the sodium and selenium. SM4 is clearly a better fit in this case.  

4
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3.6 DISCUSSION 
Table 3.67: Overview of structural fits: the most likely correct fit is bold 
SM χ2 
 Sulfate Selenate Selenite Tellurite Selenide 
1 2.734 4.094 2.071 4.527 4.22 
2 3.202 4.094  2.244 4.159 3.98 
3 3.546 2.685 2.147 5.416  
4 4.531 4.000 2.839 6.220 2.93 
5 3.983 1.973 1.978 4.950 6.91 
6 5.148 3.129 2.056 5.389  
 
It can be seen from the results that the most likely structures for the nosean 
sulfate and selenate are based on starting model 5; a P23 carbonate nosean. The 
selenite and tellurite nosean refinements showed the most plausible solution 
when refined against naturally formed nosean sulfate and the selenide structure 
showed the most feasible results when using a starting model of plain sodalite. 
 
 
3.7 FURTHER WORK 
A clear follow on from this work lies in finding or developing the geomimetic 
synthesis route for the noseans of which it was not possible to use the new 
geomimetic synthesis route discussed in this chapter to develop pure samples. A 
continuation of probing the exact structure using powder X-ray and neutron 
diffraction would provide an interesting study. 
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CHAPTER 4 
 
4. Synthesis and Characterisation of Beryllium 
Containing Sodalite Minerals 
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4.1 INTRODUCTION 
4.1.1 Beryllosilicates 
Naturally formed beryllosilicate sodalites occur with a mixture of Mn, Fe and 
Zn end members, with Mn and Fe both exhibiting a high-spin state due to their 
tetrahedral crystal fields.  
 
In the series of Mn  Fe  Zn end member compounds, the cation radius has 
been found to decrease, with the effective charge increasing respectively.53 As a 
result of this, trends predicted for the series include; increased rotation of the 
framework tetrahedra and subsequently increased collapse of the framework, a 
decrease in length of the cell edge, a decrease of the Be-O-Si angle, a decrease 
of the M-O and M-A bond lengths and therefore decrease of all dimensions for 
the A-M4 tetrahedra. The same trends should hold for any other metal end 
members and the intermediary mixed metal compounds thereof. 
 
In 1981, Hassan53 estimated that parameters for pure danalite (of which no 
example had yet been synthesised or found) would be midway between the pure 
Mn and Zn members since the radius of Fe2+ is the mean of Mn2+ and Zn2+. It 
was predicted that the difference in rotation angle between the Mn- and Fe- and 
between the Fe- and Zn- end member compounds would be ~2 o, so between Mn 
and Zn end member compounds would be ~4 o, and as a result of the small 
differences in the rotation angle, that pure danalite would be stable and there 
would be complete miscibility between the three isomorphous members of the 
helvite group. Pure danalite was successfully synthesised in 2003 by Dann and 
Armstrong.48, 34 
 
The synthesis of beryllosilicate, (MxM’8-x)[BeSiO4]6A2, and beryllogermanate 
(MxM’8-x)[BeGeO4]6A2 framework materials containing different transition 
metal cations and chalcogen anions using solid state methods has been 
undertaken. By altering the cations to change the number of unpaired electrons 
in the M4A cluster and the anions to alter the separation between clusters, an 
initial investigation of magnetic properties of isolated clusters has been carried 
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out. Sample purity was confirmed by powder X-ray diffraction before further 
work was carried out using polarised neutron diffraction experiments to 
investigate the magnetic behaviour. 
 
Sufficient volumes (~20g) of Fe4S and Fe4Se [BeSiO4] beryllosilicates were 
synthesised and characterised using PXD in order to run prolonged low 
temperature polarised neutron experiments to investigate further the magnetic 
interactions occurring within the compounds. 
  
Another objective was to investigate the effect of the unpaired electrons of M on 
the magnetic interactions within and between clusters. Naturally occurring 
helvite group materials have been found to incorporate almost all of the 
transition metals, although none of these have been pure samples. The 
previously investigated systems Mn2+ and Fe2+ have five and four unpaired 
electrons respectively, more electronically dilute systems have not been studied. 
It therefore seemed an attainable target to attempt preparation of pure systems 
containing metals with fewer unpaired d electrons such as Cr2+ and Co2+. 
 
The effect of the size of both the cluster and the framework on the interactions 
was also investigated. Maintaining the number of d electrons whilst varying the 
size of both the metal cluster within the framework and the framework itself. 
This was done by exchanging M (Fe for Ru), A (S for Se and Te) and by 
increasing the size of the actual framework (replacing the SiO4 tetrahedra with 
GeO4 tetrahedra). 
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Table 4.1: Beryllosilicate minerals targeted for synthesis  
Investigating the 
Effect of No of d 
electrons 
Investigating the Effect of 
Metal Cluster and Cage 
Investigating the 
Effect of Mixing 
Metals 
Ca8[BeSiO4]6S2 Ru8[BeSiO4]6S2 Mn6Fe2[BeSiO4]6S2 
Ti8[BeSiO4]6S2 Cd8[BeSiO4]6S2 Mn4Fe4[BeSiO4]6S2 
V8[BeSiO4]6S2 Fe8[BeSiO4]6Se2 Mn2Fe6[BeSiO4]6S2 
Cr8[BeSiO4]6S2 Fe8[BeSiO4]6Te2 Fe4Zn4[BeSiO4]6S2 
Mn8[BeSiO4]6S2 Mn8[BeSiO4]6Se2 Mn6Co2[BeSiO4]6S2 
Fe8[BeSiO4]6S2 Mn8[BeSiO4]6Te2 Mn4Co4[BeSiO4]6S2 
Co8[BeSiO4]6S2 Fe8[BeGeO4]6S2 Mn2Co6[BeSiO4]6S2 
Ni8[BeSiO4]6S2 Mn8[BeGeO4]6S2 Fe6Co2[BeSiO4]6S2 
Cu8[BeSiO4]6S2 Zn8[BeGeO4]6S2 Fe4Co4[BeSiO4]6S2 
Zn8[BeSiO4]6S2 Cd8[BeGeO4]6S2 Fe2Co6[BeSiO4]6S2 
 
To date Dann et al. 48, 34 have synthesised pure Fe4S beryllosilicate and impure 
Fe4Se and Fe4Te. Magnetic measurements were recorded for the Fe4S 
beryllosilicate. Pure Mn4S44 was also successfully synthesised, along with Cd4S 
beryllosilicate sodalite.123, 124 
 
The effect on the magnetic behaviour for samples with mixed cation clusters 
was also investigated, by producing mixed cation samples in a methodical way, 
to investigate stoichiometrically controlled mixed metal clusters.  
 
Powder X-ray diffraction data were collected in order to confirm the sample 
purity and the magnetic properties were then investigated via prolonged, low 
temperature, polarised neutron experiments in order to investigate the magnetic 
interactions occurring within the cluster and between them. 
 
The previously reported34 Fe8[BeSiO4]6S2 Mössbauer spectrum consists of a 
main contribution that accounts for 97 % of the total spectral area and a minor 
impurity phase that accounts for 3 % of the total spectral area. The isomer shift 
of the main contribution is centred at 0.93 mm s-1, which is consistent with high 
spin iron (II) in a tetrahedral environment. 
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Figure 4.1: Mössbauer Data Fe8[BeSiO4]6S2 
Table 4.2: Mössbauer Spectra for Fe8[BeSiO4]6S2 
Phase IS (mms-1) QS (mms-1) FWHM Area ( %) 
Fe8S2 0.93 0 0.36 97 
Fe2SiO4 1.13 2.85 0.24 3 
 
For high spin iron (II) species, the contribution of the valence electrons to the 
electric field gradient (efg) is usually much higher than that due to the 
contribution of the lattice. In the case of the iron sulfide material, there is zero 
quadrupole splitting. This would be expected if the anions surrounding the iron 
(II) ion were identical, as the sixth electron of the high spin iron (II) would then 
be equally distributed between the degenerate e orbitals (dx2-y2 and dz2) and the 
contribution of the valence electrons to the electric field gradient would be zero, 
but in the danalite family of minerals the iron(II) ion is not in a perfect 
tetrahedral environment, it is coordinated to three oxygens from the framework 
and the central chalcogenide anion. The elongated tetrahedral geometry and 
consequential loss of degeneracy of the e orbitals would result in a significant 
contribution of the valence electrons to the electric field gradient where the sixth 
electron would now occupy either dx2-y2 or dz2 preferentially. Taking into 
consideration that valence and lattice contributions to the efg are of opposite 
sign, the zero quadrupole splitting in the iron sulfide danalite would imply that 
at room temperature, the lattice contribution to the efg, which is independent of 
temperature, is large enough to exactly compensate for the lattice contribution. 
This suggests that the separation of the two e states created by the elongated 
tetrahedral symmetry in the case of the sulfide is very small. 
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The previously reported34 Fe8[BeSiO4]6Se2 Mössbauer spectra consists of a main 
contribution that accounts for 97 % of the total spectral area and a minor 
impurity phase that accounts for 3 % of the total spectral area. The isomer shift 
of the main contribution is centred at 0.93 mm s-1, which is consistent with high 
spin iron (II) in a tetrahedral environment. The quadrupole splitting shown by 
the main absorption increases from S to Se, indicating that quadrupole splitting 
increases with the size of the chalcogenide. 
 
Figure 4.2: Mössbauer data for Fe8[BeSiO4]6Se2 
Table 4.3: Mössbauer data Fe8[BeSiO4]6Se2 
Phase IS (mms-1) QS (mms-1) FWHM Area( %) 
Fe8Se2 0.93 0.33 0.30 97 
Fe2SiO4 1.09 2.73 0.36 3 
 
Unlike the sulfide, the selenide danalite exhibits a quadrupole split doublet at 
room temperature, indicating that the lattice contribution is no longer large 
enough to compensate for the valence contribution as it was in the sulfide. The 
results suggest that as the difference in bonding character between the oxides 
and chalcogenide increases, the splitting of the e levels is accentuated and a 
larger electric field gradient is observed. 
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4.2 EXPERIMENTAL 
4.2.1 Safety 
Beryllium compounds have been classified as a Category 1 Carcinogen by the 
International Agency for Research on Cancer (IARC). Inhalation of beryllium 
compounds can cause berylliosis or chronic beryllium disorder. It was therefore 
ensured that appropriate safety precautions were taken, at all times, in order to 
minimise contact and exposure to the laboratory atmosphere. Beryllium has 
many large scale applications including windows used in aircraft and electronic 
components therefore, unlike many new materials with unknown properties, the 
risks of using beryllium are well known as are the procedures for its use.  
 
4.2.2 Preparation of Beryllosilicates 
The preparation technique used to make the beryllosilicate sodalites followed 
the methodology previously described29 for the synthesis of tellurite aluminate 
sodalite although stoichiometric amounts were used. All of the weighing, 
grinding and transfer processes were carried out in an argon filled glove box 
(1ppm water/ 1ppm oxygen). 
 
6SiO2  + 6 BeO + 2MA + 6MO  (MxM’8-x)[BeZO4]6 A2 
Reaction 4.1 
Where M and M’ = Cd, Co, Cr, Fe, Mn, Ti, V, Zn;  
Z = Si or Ge 
and A = S, Se or Te. 
 
All reagents were homogeneously ground using an agate pestle and mortar in an 
argon-filled glove box (1ppm water/ 1ppm oxygen). The mixture was placed in 
quartz tubes, evacuated and sealed using a methane/oxygen blowtorch.  
 
The tubes were heated in the centre of a tube furnace fitted with an Inconel® 
work tube at a rate of 0.2 oC min-1 to 200 oC, held for 5 h and then heated at a 
rate of 3 oC min-1 to 1100 oC, left for 24-48 h then allowed to cool with the 
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furnace to ambient temperature. The samples were then transferred back to the 
glove box, where they were opened with a glass cutter. 
The resulting compounds were then reground, placed into plastic sample 
holders, sealed under Mylar film, wiped down and transported in a sealed 
box/bag for transportation to the diffractometer.  
 
4.2.3 Powder X-ray Diffraction Structure Refinement 
X-ray diffraction data were collected as described in the experimental chapter. 
The data collected for sample identification were collected over a period of 2 h, 
over a 2 range ~20-80 o, with a step size of 0.0147 o. 
 
4.2.4 Powder Neutron Diffraction Structure Refinement 
 The powder neutron diffraction data were collected using the D2B 
diffractometer at ILL in Grenoble. The data were collected over a period of 12 
h, over a 2 range 5-165 o. Magnetic scattering neutron experiments and 
refinements were kindly carried out by Klaus Neumann, Physics Dept, 
Loughborough University. 
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4.3 RESULTS AND DISCUSSION 
 
4.3.1 Varying the Size of Metal Cluster and Framework 
The aim of this section was to discover which metal cations would form single 
cation beryllosilicate or beryllogermanate compounds, without the presence of 
impurities. 
Table 4.4: Targeted compound vs actual product 
Target Material  
 
 
 
 
 
 
 
Products 
Ca8[BeSiO4]6S2 Ca2Be(Si2O7), CaS, CaBeSiO4 
Ti8[BeSiO4]6S2 TiS, BeO, SiO2, TiO 
V8[BeSiO4]6S2 VS, SiO2, Be2SiO4, V2O3 
Cr8[BeSiO4]6S2 CrS, BeO, SiO2, CrO 
Mn8[BeSiO4]6S2 Mn8[BeSiO4]6S2 
Fe8[BeSiO4]6S2 Fe8[BeSiO4]6S2, Fe2SiO4 
Co8[BeSiO4]6S2 CoBeSiO4, BeSiO4 
Ni8[BeSiO4]6S2 Ni8[BeSiO4]6S2 + Impurity phase 
Cu8[BeSiO4]6S2 CuS, BeO, SiO2, CuO 
Zn8[BeSiO4]6S2 Zn8[BeSiO4]6S2 
Ru8[BeSiO4]6S2 RuS, BeO, SiO2, RuO 
Cd8[BeSiO4]6S2 Cd8[BeSiO4]6S2 
Fe8[BeSiO4]6S2 Fe8[BeSiO4]6S2 
Fe8[BeSiO4]6Se2 Fe8[BeSiO4]6Se2, Fe2SiO4 
Fe8[BeSiO4]6Te2 Fe8[BeSiO4]6Te2 + Fe2SiO4 
Mn8[BeSiO4]6Se2 Mn8[BeSiO4]6Se2 
Mn8[BeSiO4]6Te2 Mn8[BeSiO4]6Te2 + Impurity phase 
Fe8[BeGeO4]6S2 FeO, GeO, FeSO2 
Mn8[BeGeO4]6S2 Mn8[BeGeO4]6 S2 
Zn8[BeGeO4]6S2 Zn8[BeGeO4]6S2 + GeO 
Cd8[BeGeO4]6S2 Cd8[BeGeO4]6S2 + Impurity phase 
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4.3.2 Controlled Impurities – Mixed Metals 
Naturally occurring beryllosilicates contain a mixture of metal anions within the 
structure due to the environment in which they have been formed containing a 
number of various metallic anions, in varying forms. The ratio of the metals 
present within the beryllosilicate is dependent upon the abundance and 
compounds present at the time of formation. Because of this, it is very difficult 
to find pure naturally occurring minerals. 
 
Results of reactions attempting to geomimetically form controlled mixed-metal 
beryllosilicate minerals can be seen in the table below. 
 
Table 4.5: Attempts to synthesise mixed metal beryllosilicate results 
Target Material  Products 
Mn6Fe2[BeSiO4]6S2  
 
 
 
 

Mn6Fe2[BeSiO4]6S2 
Mn4Fe4[BeSiO4]6S2 Mn4Fe4[BeSiO4]6S2 
Mn2Fe6[BeSiO4]6S2 Mn2Fe6[BeSiO4]6S2 
Mn6Co2[BeSiO4]6S2 Mn6Co2[BeSiO4]6S2+ Impurities 
Mn4Co4[BeSiO4]6S2 Mn4Co4[BeSiO4]6S2+ Impurities 
Mn2Co6[BeSiO4]6S2 CoS, BeO, SiO2, CoO, MnS, MnO 
Fe6Co2[BeSiO4]6S2 Fe6Co2[BeSiO4]6S2+ Impurities 
Fe4Co4[BeSiO4]6S2 Fe4Co4[BeSiO4]6S2+ Impurities 
Fe2Co6[BeSiO4]6S2 Fe2Co6[BeSiO4]6S2+ Impurities 
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Figure 4.3: Powder XRD data for the Fe-Mn series showing 2θ 20-80 o. The 
blue tick marks represent known data for helvite. 
 
 
Figure 4.4: Powder XRD data for the Fe-Co series showing 2θ 26-29 o. 
 
It is clear from the diffraction data of the cobalt doped iron beryllosilicates that 
the solution limit has been exceeded, but the shift in the lattice parameter 
implies that some cobalt has been substituted in the main phase. Similar results 
were seen with the manganese-cobalt series. 
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4.4 MAGNETIC STUDY RESULTS AND DISCUSSION 
4.4.1 Iron Sulfide Beryllosilicate Fe8[BeSiO4]6S2 
X-ray diffraction refinements for the danalite showed ordering of the beryllium 
and silicon atoms in the framework. Framework bond lengths [Be-O ≈ 1.6 Å and 
Si-O ≈ 1.6 Å] were consistent with the literature values for tetrahedral beryllium 
and silicon. Refinement data can be seen in the tables below. 
Table 4.6: Atomic positions and temperature factors for Fe8[Be6Si6O24]S2 
a = 8.24080       Rwp = 1.1214      Rp = 1.5223       χ2 = 1.808 for 38 variables 
Atom Site Occ x y z Ue*100 / Å 
Be 6c 1 ¼ ½ 0 0.02644 
Si 6b 1 ¼ 0 ½ 0.02644 
O 24i 0.5 0.1438(7) 0.4546(24) 0.1519(7) 0.02752 
Fe 8e 1 0.1778(34) 0.1778(34) 0.1778(34) 0.08945 
S 2a 1 0 0 0 0.09215 
 
Table 4.7: Selected bond lengths and angles for [Fe8S2][Be6Si6O24] 
BeO / Å SiO / Å FeO / Å FeS / Å BeOSi \ ° 
1.624 (6) 1.600 (6) 2.070(6) 2.399(18) 128.88(19) 
 
Powder neutron diffraction data were collected at various intervals down to 2 K. 
Changes in the structure are indicated by the appearance of extra reflections in 
the powder neutron diffraction pattern at low temperature.  
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Figure 4.5: PND Data for Fe8[BeSiO4]6S2 at T: 150 K (red) and 2 K (blue), 2θ: 
5 o-49 o 
The appearance of additional reflections within the spectra indicates that 3d 
magnetic ordering occurs at a low temperature. 
 
Figure 4.6: PND Data for Fe8[BeSiO4]6S2 at T:150 K (red) and 2 K (blue), 2θ: 
77 o-113 o 
The splitting of the major reflections indicates that there is a distortion of the 
framework on reduction of the temperature to 2 K, corresponding to a cubic 
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sodalite lattice crystallising in the space group P 3n in the powder neutron 
diffraction pattern at low temperature. 
 
 
Figure 4.7: PND Data for Fe8[BeSiO4]6S2 at T = 150 K (red) and 2 K (blue) in the 2θ 
range 115 o-147 o 
 
Figure 4.8: Isotherms as a function of applied field T: 2 K – 300 K 
 
Isotherms as a function of applied field are characterised by a temperature 
dependent slope in the high field region (above 1 Tesla). The low field region 
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exhibits a strong field dependence resembling saturation of some of the 
magnetic contribution in relatively low applied fields. A possible interpretation 
could have been the presence of ferromagnetic coupled clusters which could 
account for the magnetisation behaviour in low applied fields. Such a 
contribution would be aligned easily and be saturated in relatively low external 
magnetic fields, however, the low temperature neutron diffraction data confirms 
that it must be due to an impurity, as there is no evidence of the three-
dimensional ferromagnetic ordering in the sulfide sample. 
 
Figure 4.9: M2 v H/M for T: 2 K – 300 K 
 
Figure 4.10: C v T for H: 0, 5, 10 Tesla 
0.0 0.5 1.0
0
50
100
150
200K
300K
100K
Fe8(BeSiO4)6S2
50K
10K
2K
M
2   
[ J
2  /
 (k
g*
T)
2  ]
H/M   [ (kg*T2)/J ]
 144
  
4.4.2 Iron Selenide Beryllosilicate Fe8[BeSiO4]6Se2 
X-ray diffraction refinements for the iron selenide beryllosilicate showed 
ordering of the beryllium and silicon atoms in the framework. Framework bond 
lengths [Be-O≈1.6 Å and Si-O≈1.6 Å] were consistent with the literature values 
for tetrahedral beryllium and silicon. Refinement data can be seen in the tables 
below. 
Table 4.8: Atomic positions and temperature factors for Fe8[BeSiO4]6Se2 
a = 8.29525      Rwp = 1.6597      Rp = 1.0312       χ2 = 3.7861 for 42 variables 
Atom Site Occ x y z Ue*100 / Å 
Be 6c 1 ¼ ½ 0 0.02214 
Si 6b 1 ¼ 0 ½ 0.02214 
O 24i 0.5 0.1421(8) 0.4384(8) 0.1454(17) 0.02672 
Fe 8e 1 0.1799(27) 0.1799(27) 0.1799(27) 0.08932 
Se 2a 1 0 0 0 0.09125 
Table 4.9: Selected bond lengths and angles for Fe8[BeSiO4]6Se2 
BeO / Å SiO / Å FeO / Å FeSe / Å BeOSi \ ° 
1.631(6) 1.612(6) 2.109(4) 2.5249(17) 130.71(22) 
 
From the neutron diffraction data, it appears that at 5 K there is no magnetic 
ordering, although there does appear to be a change in the nuclear structure, 
indicated by the tendency of the peaks to show a double peak structure at low 
temperatures, these appear to merge as the temperature is increased. The 
transition is more evident in the higher 2θ regions, and can clearly be seen in the 
64 o-80 o range, whereas is not so apparent in the lower angle region 34 o-52 o. 
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Figure 4.11: PND Data for Fe8[BeSiO4]6Se2 at T = 90 K (green), 50 K (red) 5 K 
(blue)  in the 2θ range 34 o-52 o 
  
The data indicates that the symmetry of the cubic unit is being reduced to an 
orthorhombic (P222) system. At high temperature, it seems that the d6 
configuration is not showing any sort of distortion to the perfect tetrahedron 
around Fe, despite an FeO3Se structure as the energy available allows equal 
population of e and t2 levels. However, at low temperature, the population is 
static and hence the Jahn-Teller distortion affects the crystal structure – reducing 
the symmetry from cubic to orthorhombic. This distortion removes the magnetic 
frustration inherent in a perfect Fe4 cluster and hence allows magnetic ordering 
to occur. This behaviour does not occur in the sulfide system as the FeO3S 
tetrahedron is not sufficiently distorted to affect the lowering in symmetry of the 
sodalite system. At present, only one other orthorhombic sodalite system has 
been reported, an aluminate sodalite Ca8[Al12O24](CrO4)2.91  
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Figure 4.12: PND data for Fe8[BeSiO4]6Se2 at T = 90 K (green), 50 K (red), 5 K 
(blue)  in the 2θ: 64 o-80 o 
The cooling data shows that there are other phases present in the sample, 
although their abundance is negligible. The χ2 value was recorded to be 30 and 
the main phase R factor of order 5.  
 
Figure 4.13: PND cooling data for Fe8[BeSiO4]6Se2 in the 2θ range: 7 o-140 o 
 
The indication from the magnetic data is that the symmetry is being reduced 
from P 3n to P222 at 5 K. 

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4.5 CONCLUSION AND FURTHER WORK 
 
Beryllosilicate and beryllogermanate sodalite structures have been synthesised 
and properties investigated. These have shown huge potential as ideal 
compounds for the study into magnetic properties of 4-atom clusters due to the 
high symmetry of the arrangement of the transition metal atoms and the ability 
to control the intercluster separation. This has been made possible by the similar 
properties of sulfur, selenium and tellurium and also the ability of the 
beryllosilicate sodalites to encapsulate a variety of cations as clusters within 
their framework. 
 
The iron-selenide beryllosilicate has been found in initial studies to move from a 
P 3n to a P222 space group at low temperatures. Time constraints did not 
allow repetition of this experiment and investigations into the telluride 
compound, although interesting results could be yielded. 
 
Further studies would include ‘fine tuning’ the synthesis method in order to 
produce 100 % pure samples of the sulfide and telluride danalites in order to 
complete magnetic studies. Further investigations into the space group 
transitions for the minerals at low temperatures and low temperature Mössbauer 
measurements could be used to gain a further understanding.  
 
 
  

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CHAPTER 5 
 
5. Investigations into the Effect of Grinding on trans-
[CuCl2(Ph2SNH)2] 
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5.1 INTRODUCTION 
It has previously been reported11 that trans-[CuCl2(Ph2SNH)2] can be isolated in 
two different geometries: blue, block-like crystals, with a perfect-square planar 
copper centre, and green needle shaped crystals, with distorted tetrahedral 
coordination at the copper centre. The geometry of the complex was reported to 
be dependent on the crystallisation technique. It was noted that the two 
geometries do not naturally interconvert in the solid state, however the square 
planar complex can be transformed to the pseudo-tetrahedral complex (or vice 
versa) via recrystallisation methods in solution.  
 
Figure 5.1: Square-planar[2] and pseudo-tetrahedral [CuCl2(Ph2SNH)2][3]11 
The pseudo-tetrahedral complex exhibits hydrogen bonding, with N....Cl 
distances of 3.502(9) Å and 3.512(7) Å. The sulfimide ligands are oriented in 
such a way that the two NH groups are on opposite sides of the N-Cu-N plane. 
No evidence of intramolecular hydrogen bonding was found in the square planar 
allogon.  
 
There is a significant difference between the IR spectra of the two forms, 
particularly in the positioning of the N-H stretch. The N-H stretch is observed at 
3202 cm-1 for the tetrahedral form, which is 90 cm-1 lower than that observed for 
the square planar form, in which there are no hydrogen bonding interactions 
affecting the NH hydrogen. The S-N bond lengths are 1.596(7) Å in the pseudo-
tetrahedral complex, compared to, a slightly shorter 1.582(9) Å in the square-
planar isomer. 
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In the interest of simplicity, within this chapter, a number has been assigned to 
each compound and ‘state’ thereof: 
Table 5.1: Assigned numbers/letters to each compound and ‘state’ thereof 
 Compound Colour State 
[1] Ph2SNH.H2O White Free ligand 
[1a] Ph2SNH N/A Ligand in complex 
[2] trans-[CuCl2(Ph2SNH)2] Blue Square planar crystals 
[2a] trans-[CuCl2(Ph2SNH)2] Green Ground [2] 
[2b] trans-[CuCl2(Ph2SNH)2] Blue [2a] after leaving in air  
[3] trans-[CuCl2(Ph2SNH)2] Green Pseudo-tetrahedral crystals 
[4] [Cu(Ph2SNH)4]Cl2 Purple Square planar crystallites 
 
 It had been noted prior to the start of this work, that on grinding, the blue square 
planar crystals [2] generate a powder which appears green in colour [2a].  
 
The colour change from blue to green was originally thought to be due to either 
an effect of particle size, instability in air being magnified due to smaller 
particle size, an effect of pressure or a more significant structural change taking 
place such as the conversion of the square planar complex to a pseudo-
tetrahedral geometry. The aim of this work was to try to determine the reason 
for the change occurring within the blue square planar complex on grinding to 
cause the change in colour to green.  
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5.2 EXPERIMENTAL 
5.2.1 Preparation of Square Planar Cu(Ph2SNH)2Cl2 [2] 
[1] (0.227 g, 1.04 mmol) was added to a solution of CuCl2 (0.045 g, 0.335 mmol 
anhydrous) in MeCN (30ml) in a round bottomed flask and stirred until a purple 
precipitate ([Cu(Ph2SNH)4]Cl2) suspended in a green solution was seen. CuCl2 
(0.045 g, anhydrous) was then added, and the solution stirred for a further 15 
minutes. The round bottomed flask was then put into the freezer and allowed to 
cool overnight. The resulting blue solid was filtered under vacuum and washed 
with diethyl ether. 
 
5.2.2 Preparation of Pseudo-Tetrahedral Cu(Ph2SNH)2Cl2 [3] 
A sample of the crystalline blue isomer, isolated as above, was slowly 
crystallised. Two methods were tried; solvent diffusion and vapour diffusion. In 
each case ~7 mg of the square-planar complex were dissolved in CH2Cl2 (7 ml) 
and diethyl ether was used as the second solvent. In the case of vapour diffusion, 
20 ml was used and in the case of solvent diffusion 7 ml. These were then left to 
crystallise. Typically crystallisation took between 5 h and 3 days. 
 
5.2.3 Grinding Experiments 
Grinding experiments on [2] were performed both manually with an agate pestle 
and mortar and using a Fritsch Pulverisette 7 planetary micro mill, equipped 
with an agate cup and grinding balls, operating at 400 rpm for a typical run time 
of 45 min. 
 
5.2.4 Infrared Spectroscopy 
Sodium chloride and Nujol were used as the media. NaCl was used to avoid the 
possibility of ion-exchange reactions occurring on grinding. The NaCl was dried 
thoroughly before use and all samples prepared in an inert atmosphere, as the 
area of interest appeared in the 2000 cm-1 to 3000 cm-1 range, which coincides 
with the broad O-H stretch in water. A Nujol mull was used when grinding was 
needed to be avoided completely. In all preparations, small amounts of sample 
(approximately 1-2 mg) were added to the appropriate medium (NaCl or Nujol) 
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(approximately 200 mg or 2 ml respectively) and ground to a fine powder or 
stirred to a paste. The NaCl was the pressed into a disc using a pressure circa 10 
T and the Nujol mull placed between CsI plates.  
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5.3 RESULTS AND DISCUSSION 
Preparation of the complexes were not 100 % reliable or predictable, the two 
isomers were often concomitantly produced and subsequently hand separated. 
External factors such as temperature, photo-exposure and concentration were 
varied over a number of months, with no clear trends forming as to the effect of 
these. The photograph in figure 5.2 shows the concomitant formation of [2] and 
[3] within the same vessel suspended in diethyl ether.  
 
Figure 5.2: Concomitant Cu(Ph2SNH)2Cl2 crystals in diethyl ether 
5.3.1 Observations 
The ability of both [2] and [3] to form within the same system, and the fact that 
each isomer can be dissolved and recrystallised as either form is indicative that 
the free energies of the systems are very similar. On isolation of the crystals in 
either geometry, they were found to be air stable and did not interconvert in the 
solid state. On grinding, both manually and using a ball mill, there was no 
change to [3], but [2] exhibited a colour change from blue to green. The 
resulting green powder [2a], if left in air, was found to gradually revert to a blue 
colour. 
 Figure 5.3: Left to right: [2], [2a], [2a] after 12h, 72h, 1 week and 3 weeks. 
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A sample of [2a] was stored in a nitrogen atmosphere for the duration of the 
colour change experiment and the speed of colour change back to blue was 
found to be significantly decreased and in 2 of 3 instances remained green 
throughout a 3 month period. 
 
Figure 5.4: [2a] Stored under nitrogen for 3 weeks 
A sample of [2] was ground under diethyl ether. Surprisingly, the resulting 
powder was light blue. A similar colour powder was also yielded when green 
[2a] was stirred in diethyl ether.  
    
Figure 5.5: [2] (left); with [2] after; grinding under diethyl ether; [2a]; and 
[2a] after stirring under diethyl ether (right) 
The timescale for the colour change varied from experiment to experiment 
although the time taken for a complete transformation was found to range 
between 10 seconds and 2 minutes. 
 
5.3.2 Separating the Effects of Grinding 
Two ‘side-effects’ of grinding are the creation of heat and pressure, therefore it 
was plausible that it was a change in temperature or pressure causing the colour 
change. [2] was subjected to pressure (10 T) for 15 h and heated in air to 120 oC 
for 15 h (mp 157 oC), neither process yielded a colour change. 
 
5.3.3 Sheer Effect  
On carrying out an approximate weighing of the compound using a makeshift 
paper weighing boat, it was noticed that a small amount of [2] that had become 
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caught in the fold at the corner had left a green (rather than blue) residue on the 
paper. On experimentation, it was found that if a few crystals of [2] were placed 
between two sheets of paper which were subsequently rubbed together, the 
result was a green ‘powder’ residue on the paper, presumably [2b]. On leaving 
the paper in air overnight the residue had become blue [2b]. Figure 5.6 shows 
the residue immediately after being rubbed between two sheets and after being 
left in air for 24 h.  
  
Figure 5.6: Residue of [2] immediately after being rubbed between two sheets of 
paper and the same residue after 24 h in air.  
This simple, non brutal, formation of [2a] introduced the idea that the change 
could be due to a sheer effect caused when planar layers slide over one another 
or a ‘twisting’ of [1a] out of their planar geometry.  
 
5.3.4 Infra-red Spectroscopy 
A plausible explanation for the colour change to [2] when it was ground could 
potentially have been due to the reduction of particle size on grinding. This 
seemed unlikely due to the colour change of [2a] under diethyl ether, however 
IR data were collected from [2], [3] and [2a] to ascertain i) whether the change 
occurring was purely aesthetic and ii) to rule out the colour change being due to 
a change in geometry from [2] to [3] and back to [2] on exposure to air over 
time.  
 
The Cu-Cl bond was investigated using a Nujol mull on CsI plates. Data showed 
a ν(Cu-Cl) band at ~295 cm-1 displayed by both [2] and [2a], which concurred 
with the literature122 value of ~300 cm-1. Further confirmation that the 
assignment of this stretch was correct was found by collecting the same data set 
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from the [Cu(Ph2SNH)4]Cl2 [3] (within which the Cl- act as counterions rather 
than being incorporated in the complex and therefore does not contain a Cu-Cl 
bond). This confirmed correct assignment of the band.  
 
Figure 5.7: IR Data showing ν(Cu-Cl) present in [2] and [2a] but, not in [1] 
and [4]  
The IR data for N-H were then collected using NaCl (anhydrous). A comparison 
of IR data shows ν(N-H) to be 3292 cm-1 in [2], and 3202 cm-1 in [3]. Notably, 
ν(N-H) of the ground square planar complex [2a] was 3219 cm-1, therefore 
discounting particle size as an explanation for the colour change and inferring 
that the mechanism of grinding has an effect on the hydrogen bonding. 
 
Figure 5.8: Comparison of ν(N-H) in [2] (blue), [3] (green) and [2a] (red). The 
band at ~3050 cm-1 common to all three are ν(C-H). 
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5.3.5 UV-vis Spectroscopy 
The Kubelka-Munk corrected solid state UV-vis reflectance spectra indicated 
that the effect of grinding [2] generates a material ([2a]) which exhibits 
properties seemingly intermediate between [2] and [3]. (λmax 463 nm in [2], λmax 
497 nm in [3] and λmax 482 nm in [2a]). 
 
 
Figure 5.9: Comparison of the solid state UV-vis reflectance spectra of [2] 
(blue), [3] (green) and [2a] (red).  
 
The UV data for [2], [2a] and [3] as seen in figure 5.9 are all different, 
confirming that [2a] is an intermediate between [2] and [3]. The d-d transitions 
cannot be seen in Figure 5.9 as they are likely to be weak and only visible at 
higher nm values; therefore the peaks visible must be associated with charge 
transfer interactions between the copper centre and the ligands, presumably a 
ligand to metal type transfer. In such cases, changes in the exact orientation of 
the ligand compared to the metal will result in changes in the energy of such 
transitions, meaning that the change seen between [2] and [2a] could be due to 
the interaction between the ligands and copper centre changing in value slightly 
with the change in orientation of the ligands compared to metal d orbitals. 
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5.3.6 EPR 
The initial EPR experiment carried out at Manchester using the EPSRC EPR 
Service on [2] and [2a], confirming that on grinding [2] there were definite 
changes in the spectrum. 
 
 The X-band spectrum of [2], (top in figure 5.10), consistent with a typical 
tetragonal site, showed a weak unresolved “parallel” feature for which g║ = 
2.208 and a derivative-shaped “perpendicular” feature with g┴ = 2.064. On 
grinding, the two resonances moved towards each other so that g║ = 2.135 and 
g┴ = 2.074, which could be consistent with either changes in geometry or 
symmetry. 
 
Figure 5.10: The X-band spectra of [2] (top) via intermediate states of grinding 
to [2a](bottom).  
On leaving the sample over time, the opposite effect to grinding was observed, 
indicating the change caused by grinding was reversible. Over time the parallel 
and perpendicular features diverged and the spectra showed a contribution from 
a seemingly intermediate state, suggesting that the Cu(II) site in [2a] after 2 days 
was neither fully tetrahedral or tetragonal. This fit with the reversion time for 
[2a] being approx. 3 weeks, hence a second experiment was conducted at 
Birmingham to investigate the reversion process fully.  
 159
 
Figure 5.11: X-band Spectra of [2a] – after day 1 (top) after day 2 (bottom). 
The Q-band spectrum of [2] showed a rhombic signal with gxx = 2.209, gyy = 
2.065 and gzz = 2.030 attributed to the tetragonal symmetry of the Cu(II) site. 
The spectrum of [2a] comprised of the same Cu(II) signal with a very broad 
contribution centred at g ≈ 2.132 which could potentially be the “parallel” 
component of a distorted tetragonal spin system. Both spectra exhibited a low 
field shoulder on the g = 2.062 feature and a small, sharp feature between the 
split components of the “perpendicular” region with g = 2.044. 
 
Figure 5.12: Q-band spectra of [2] (black line) and [2a] (red line). 
The W-band spectra of [2] were recorded twice, rotating the sample tube by ~30 
o between field sweeps. The variation of the weak “noise-like” features was 
caused by non-random orientation of the crystallities due to incomplete grinding 
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of the microcrystals. The Cu(II) signal is rhombic with gxx = 2.209, gyy = 2.064 
and gzz = 2.030 for [2] and gxx = 2.210, gyy = 2.066 and gzz = 2.031 for [2a], 
attributed to the tetragonal symmetry of the Cu(II) site. The very broad signal 
centred at g ≈ 2.133 is present in the spectrum of the green sample, which could 
be the “parallel” component of a tetrahedral signal or a distortion of a tetragonal 
signal. 
 
A portion of [2] retained crystallinity after grinding, as deduced from the W-
band spectra. This complicated the interpretation of the Q-band and W-band 
spectra due to the extra signals present. Within EPR, a change in symmetry from 
planar towards pseudo-tetrahedral would be revealed by a change in the g-
factor. Within this experiment, the g-factor remained constant (in the range of 
experimental errors (Δg = 0.001)) for even the most intense contribution in all 
Q-band and W-band spectra. This indicated that the colour change from blue to 
green is not occurring due to a geometrical change from square planar to pseudo 
tetrahedral. The appearance of the broad line at about g ≈ 2.132 in figure 5.12 
could, however, suggest a change in symmetry between [2] and [2a].  
 
The continuation was carried out by Paul Armstrong at the University of 
Birmingham, investigating [2], [2a] and [2b]. Results confirmed that the X-band 
signal of [2] was g║ = 2.080, g┴ = 2.032, consistent with a square planar 
geometry. These results were consistent with the results from the previous EPR 
experiment and single crystal X-ray experiments carried out by Kelly et al11. 
The signal of [2a] was g║ = 2.133, g┴ = 2.036, which is consistent with a 
deviation from the planar geometry exhibited by [2], but the signal was not 
identical to that from the pseudo-tetrahedral isomer [3], of which g║ = 2.181, g┴ 
= 2.034. The presence of a ‘shoulder’ at g ≈ 2.08, suggested the presence of a 
residual proportion of copper centres with planar geometry [2]. This tallied with 
the previous EPR experiment and with the IR results, which showed a residual 
N-H stretch shoulder due to [2].  
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Figure 5.13: X-band spectra of [2] (blue), [3] (light green), [2a] (dark green) 
A full investigation into the reversion of [2a] to [2b] was carried out over 53 
days, and it was also confirmed that [2a] spontaneously reverts back to its 
original state, indicating that [2b] is identical to [2]. The speed of reversion from 
[2a] to [2b] appeared to take place much more slowly, this was attributed to the 
close packing of the powder into a sample tube inhibiting the amount of air 
reaching [2a] and therefore slowing the process.  
2950 3150 3350 3550 3750
Field (B)/Gauss
unground
ground
gre ps tet
 162
 
Figure 5.14: The change in the spectrum of [2a] (purple) after (successively) 
4,6,13,20 and 53 days 
 
5.3.7 Powder X-ray Diffraction 
The diffraction patterns of [2] and [2a] confirmed that on grinding, crystalline 
[2] it became amorphous whilst maintaining residual planar Cu(II) centres, even 
after prolonged use of a ball mill.  
Figure 5.15 shows that in comparison with [2], [2a] appeared to have a high 
background and broad, less defined reflections, all of which suggest that [2a] is 
amorphous. The reflections shown in the patterns of [2] and [3] were very 
different, with the main reflection of [2] at 2θ = 21 o and the main reflection for 
[3] at 2θ = 8 o. The reflections present for [2a] occurred at exactly the same 2θ 
values as [2] with no additional reflections similar to those of [3] being formed.  
This indicated that there was no change in geometry from square planar to 
pseudo-tetrahedral on grinding [2], instead, in agreement with the EPR results, 
pointing to a change in symmetry but not geometry. 
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Figure 5.15: Powder XRD patterns of [2] (blue), [3] (black) and [2a] (red) 
 
5.3.8 SEM  
SEM of [2], [2a] and [2b] after 3 weeks confirmed that [2] and [3] were highly 
crystalline, [2a] was amorphous and that [2a] regains crystallinity with time. The 
pictures also confirmed that small residual crystallites of [2] were present even 
in freshly ground [2a]. This concurs with the IR and both EPR experiments. 
 
Figure 5.16: SEM of [2] crystal 
After thorough grinding, the SEM suggested that [2a] was mainly amorphous, 
although there are visible residual crystals of [2] present in the sample 
regardless of how long the sample was ground for. 
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Figure 5.17: SEM of mainly amorphous [2a] with visible residual crystals 
The sample of [2b], which had been left to stand in air for 3 weeks, was found to 
have regained crystallinity and transformed from an amorphous state back to 
(albeit much smaller) crystals. 
 
Figure 5.18: SEM of [2b], [2] ground and left in open air for 3 weeks 
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5.4 DISCUSSION 
It is clear from the results that there is a change of symmetry taking place in [2] 
upon grinding, which is significant enough to induce a colour change and 
structural shifting, however, small enough so that exposure to air over time, or 
to diethyl ether, will enable [2a] to revert back to its original state, [2b].  
 
The square planar complex is not susceptible to Jahn-Teller distortions as the 
two highest energy levels are not degenerate, however the pseudo-tetrahedral 
complex is, within the tetrahedral complex, the orbitals involved are the t2 levels 
(dxy, dxz and dyz), leading to a greater number of possible distortions as there are 
three degenerate levels to consider. Jahn-Teller distortions are likely to account 
for the occurrence of the polymorphism exhibited by the system, 
[CuCl2(Ph2SNH)2], as the distortion at the copper centre results in the formation 
of two geometries of the same building units. 
 
The colour difference between the square planar geometry to that of the pseudo-
tetrahedral isomer prompted the idea that the blue square-planar complex was 
being transformed into its green pseudo-tetrahedral allogon on grinding. This 
theory has been comprehensively disproved. Therefore it can be concluded that 
[2a] is not the same as the pseudo-tetrahedral isomer of the complex which 
crystallises out of solution in the initial experiment [3]. Evidence for this 
included that [2a] reverts to [2] in air, when [3] is indefinitely stable in air, the 
powder X-ray diffraction data showing no sign of the reflections given by [2a] 
moving away from [2] towards those of [3] and the EPR experiments exhibiting 
a minimal g-factor variation using X-band, Q-band and W-band spectra. All of 
which rule out a change in geometry between [2] and [2a] thus ruling out a 
direct correlation between [3] and [2a]. 
 
It is possible that [2a] has a square planar disposition of nitrogen and chlorine 
atoms about the copper as seen in [2], but there are subtle changes in the precise 
orientation of the sulfimide moieties taking place. The crystal structure of [2] 
reveals that the sulfur atoms are coplanar with the nitrogens, chlorides and 
copper, therefore it is feasible that rotation of the copper-nitrogen bonds could 
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move the sulfur atoms out of this plane. This arrangement was recognised by 
Kelly et al125 within the green CuBr2(Ph2SNH)2Br2 unit in 
[Cu(Ph2SNH)4][CuBr2(Ph2SNH)2]Br2. Within which the sulfurs are splayed 
either side of the central N-Cu-Cl plane so that the molecule no longer has a c2 
axis, but does still possess a centre of symmetry. Although a direct comparison 
cannot be made as the halogen present in the system is different and there is also 
a tetra-coordinated unit in the cell.  
 
The application of a light, sheer force, such as gliding two sheets of paper over 
one another enabling the transformation to [2a], but 10 tonnes of pressure not 
inducing the conversion, points to the potential of a sheer effect by way of 
grinding causing a twisting of the ligands. An example of this ‘twisted’ ligand 
where the hydrogens are out of place was seen previously in a copper compound 
with a similar ligand where carbon replaces sulfur [CuCl2(Ph2CNH)2].126 
 
Figure 5.19: [CuCl2(Ph2CNH)2]126 and [CuCl2(Ph2SNH)2]11 showed side-by-
side for comparison 
 
In this compound the sulfur has been replaced by carbon and the rest of the 
complex remains unchanged. The copper centre shows planar geometry, with 
the Cu-Cl bond length 2.29 Å and the C-N 1.98 Å. The N-Cu-Cl angle is 88.67 o 
and the Cl-Cu-N angle is 99.33 o.126 Full analyses are not available for this 
compound, however, preliminary results show that it does exhibit a ‘twisting’ of 
the ligands, so that rather than the ligands being approximately perpendicular to 
the CuCl2N2 plane they are slightly rotated. 
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The twisting of some of the ligands on application of a sheer force could provide 
a more sustainable explanation. Due to the randomness of the sheer effect being 
imposed by grinding – not all centres would be affected, and those that were 
would not be twisted by an exact angle. This would explain the broader stretch 
for the NH and Cu-Cl in the IR data as the Cl and H are in the same plane in [2] 
and not in [3], twisting the ligands would pull the hydrogens out of the same 
plane as the copper, nitrogen and sulfur, as is the case in [3] which would 
explain why the environment of the NH in [2a] is that much closer to that of [3] 
(out of plane hydrogens) than [2] planar hydrogens. 
 
The variability of the degree to which the ligands were twisted out of plane and 
the twisting itself would logically produce similar results to the EPR, SEM and 
powder XRD reported herein. All of which show an amorphous powder 
immediately after being ground, which could be caused by the ligand twisting 
angles being different, then the structure slowly returning to a crystalline state. 
This would be in line with the ligands slowly twisting back into the most 
energetically favourable position, which would be the same for each copper 
centre. It could also explain the broad g-factor seen in the W-band EPR, as a 
twist in the ligand would provide a significant enough structural change to have 
an effect. 
 
 
5.5 CONCLUSION AND FURTHER WORK 
It can be confidently stated that the unusual grinding effects noted for 
Cu(Ph2SNH)2Cl2 are definitely not simply particle size effects - there is 
definitely a change in geomtery occurring within some part of the molecule, 
exactly what that change is, however, is hard to ascertain - it could be a 
relatively trivial conformational change of the ligands. Why that should produce 
such a dramatic change in colour etc is not currently understood. Future work 
would include trying to elucidate a full explanation, though it is not immediately 
obvious what the next step in that process would be. The scope of using Se or Te 
within similar compounds would also potentially provide an interesting study.  
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CHAPTER 6 
 
6. Possible Anion Influence on the Coordination 
Number of the Cu(II) Centre within 
[Cu(Ph2SNH)4]Cl2 
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6.1 INTRODUTION 
Table 6.1: Assigned numbers/letters to each compound and ‘state’ thereof 
 Compound Colour State 
[1] Ph2SNH.H2O White Free Ligand 
[1a] Ph2SNH N/A Ligand in complex 
[4] [Cu(Ph2SNH)4]Cl2 Purple Crystallites 
[4a] [4] + [1]  purple Ground together 
[4b] [4] + [1] + NaBF4 Blue Ground together 
[4c] [4] + [1] + NaBPh4 Blue Ground together 
[4d] [4] + [1] + NaBr Purple Ground together 
[5] [Cu(Ph2SNH)5](BF4)2 Blue Crystallites  
 
To date, coordination of more than four ligands to a copper centre in the 
presence of a chloride anion has not been achieved, even in the presence of a 
large excess of [1]. However, if the chloride counterions are swapped for 
tetrafluoroborate, the copper(II) centre can coordinate to five S,S-
diphenylsulfimide ligands. This implies that in addition to directing the 
geometry of a metal centre, the anion is also capable of directing the 
coordination number, the logical driving force of which being hydrogen bonding 
from the counterion.127 This is an established reaction within solution chemistry. 
 
Reaction of copper(II) chloride with four molar equivalents of (the monohydrate 
of) Ph2SNH.H2O24 [1] gives purple crystallites of [Cu(Ph2SNH)4]Cl2 [4]. The 
copper centre shows square planar coordination with angles of 92.3 o and 87.7 o 
and S-N bond lengths of 1.592 Å and 1.591 Å. The latter bond lengths are at the 
lower end of the range for this type of bond, indicating a double bond character. 
The chloride anions are above and below the CuN4 plane, each interacting with 
two sulfimide NH hydrogen atoms. H(1) points slightly below the plane and the 
chloride acceptor lies above the plane resulting in a smaller N-H…Cl angle than 
that of H(3) which points towards the chloride. There were no long range axial 
Cu…Cl interactions observed (which would make the complex take on a pseudo 
tetrahedral geometry because of the involvement of the chloride in the hydrogen 
bonding interactions). 24 
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Figure 6.1: The crystal structure of [Cu(Ph2SNH)4]Cl2 [4]24 
 
The aim of this chapter was two-fold. Initially, to determine whether it was 
possible to exchange the chloride counter ion for tetrafluoroborate in the solid 
state. Pending on the success of switching the counterions, establishing whether 
it would be possible to repeat the experiment reported by Kelly et al in 2005, 127 
whereby in solution, the coordination number of the complex was altered by the 
exchanging of the counterions, but in the solid state. If it was found to be 
possible, it could be the first example of a purely solid state reaction in which 
the maximum coordination number for a ligand was controlled by the 
counterion. 
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6.2 EXPERIMENTAL 
6.2.1 Preparation of Cu(Ph2SNH)4Cl2 
Anhydrous CuCl2 (0.084 g, 6.2x10-4 mol) was added to acetonitrile (MeCN, 120 
ml) in a beaker, covered and stirred until all CuCl2 had dissolved. [1] (0.599 g, 
2.73x10-3 mol) was then added with continuous stirring. The solution proceeded 
to change through an array of colours: 
Yellow  turquoise  green  blue  turquoise  pink, before a purple 
precipitate was formed. This precipitate was then filtered and washed with 
MeCN and dried.  
 
6.2.2 IR/XRD Data Collection 
Sodium chloride was the primary medium used to run samples to avoid the 
possibility of ion exchange reactions occurring on grinding. Small 1-2 mg of 
sample was added to the appropriate medium (approximately 200 mg) and 
ground to a fine powder. This was the pressed into a disc using a pressure circa 
10 T. Spectra were acquired using a Perkin Elmer Paragon 1200PC FT-IR 
spectrometer over the range 4000–200 cm-1. 
 
X-ray diffraction data were collected using a Bruker D8 Advance powder 
diffractometer operating at 298 K with a copper target emitting CuKα1 radiation 
and a Johansson type Ge-crystal monochromator with no filter. The data 
collected for the identification of phases were collected over a period of 2 h, 
over a 2θ range 0-60 o, with a step size of 0.0147 o. 
 
6.2.3 Experimental Investigation 
All grinding reactions within this section were carried out at least twice. In the 
presence of NaBF4 for the experiment and in the presence of NaBPh4 as a 
control. NaBPh4 was used because of the lack of hydrogen bonding character, as 
opposed to NaBF4 in which the strong hydrogen bonding character was 
predicted to be a driving force for any reaction taking place alongside the 
formation of NaCl which is energetically favourable. 
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6.3 RESULTS 
6.3.1 Reactions and Observations 
Initially [4] (0.5 g, 5.32x10-4 mol) was ground along with excess [1] (0.1167 g, 
5.32x10-4 mol) for 110 minutes in a ball mill.  
[Cu(Ph2SNH)4]Cl2 + Ph2SNH.H20  [4a] 
Reaction 6.1 
On grinding [4] with an excess of [1], there was no distinct colour change. The 
bright purple crystallites ground together with white ligand displayed a lighter 
purple colour concurrent with what would be expected. 
 
[4] (0.5 g, 5.32x10-4 mol) was then ground along with excess [1] (0.1167 g, 
5.32x10-4 mol) and Na[BF4] (0.1168 g, 1.06x10-3 mol) for 110 minutes in a ball 
mill.  
[Cu(Ph2SNH)4]Cl2 + Ph2SNH.H20 + 2Na[BF4]  [4b] (+ NaCl?) 
Reaction 6.2 
The resulting product was a pale blue powder, indicating that something within 
the system was changing. 
 
The experiment was repeated with Na[BPh4] in order to see if the same results 
were yielded.  
[Cu(Ph2SNH)4]Cl2 + Ph2SNH.H20 + 2Na[BPh4]  [4c] (+ NaCl) 
Reaction 6.3 
A pale blue product was yielded, suggesting that a similar reaction takes place 
regardless of whether the counterion present would form hydrogen bonds. 
 
A sample of Cu(Ph2SNH)5(BF4)2 was prepared in order for comparisons to be 
made. Cu(BF4)2 (0.2 g, 8.4x10-4 mol) was dissolved in acetonitrile (20 ml). [1] 
(0.9615 g, 4.38x10-3 mol) was added slowly with stirring. The solution was 
evaporated to 5 ml and diethyl ether was added (10 ml). The resulting 
precipitate was filtered and dried. 
Cu(BF4)2 + 5 Ph2SNH.H2O  Cu(Ph2SNH)5(BF4)2 
Reaction 6.4 
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6.3.2 Infra-red Spectroscopy 
The IR spectroscopy of [4] reveals N-H and N-S stretches, found at 3081cm-1 
and 940cm-1 respectively. Data for Cu(Ph2SNH)5](BF4)2 exhibited vibrations at 
937 cm-1 (ν S–N), 3311 and 3130 cm-1 (ν N–H), 1084 cm-1 (ν B–F). Data 
collected from [4b] shows: 933 cm-1 (ν S–N), 3304 and 3285 cm-1 (ν N–H) and 
1074 cm-1 (ν B–F). The IR data collected from [4c] showed: 914 cm-1 (ν S–N), 
3290 and 3054 cm-1 (ν N–H). 
Table 6.2: Comparison of IR Data and inference for [4], [4b], [4c] and [5] 
[4] [4b] [4c] [5] Inference 
940 cm-1 933 cm-1 914 cm-1 937 cm-1 (ν S–N) 
3081cm-1 3304 cm-1 3265 cm-1 3311 cm-1 (ν N–H) 
 3285 cm-1 3054 cm-1 3130 cm-1 (ν N–H) 
 1074 cm-1  1084 cm-1 (ν B–F) 
 
A comparison of [4] and [4b] shows that the environment of the atoms stay 
similar, with a broad intense stretch at ~1090 cm-1 representing the addition of 
the tetrafluoroborate. 
 
Figure 6.2: IR Spectra of [4] and [4b] 
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6.3.3 Powder X-ray Diffraction 
X-ray diffraction data were recorded for [1], [4], [4a], [4b], [4c], [4d] and [5].  
 
The XRD pattern of [4b] confirms the presence of NaCl indicating a metathesis 
reaction between the [Cl]- and the [BF4]- counterions. 
 
Figure 6.3: XRD Data showing [4b] against known NaCl reflections 
A comparison of diffraction data between [1], [4] and [4b] shows that there is no 
[4] or [1] present in the [4b] sample, indicating that a completely new phase was 
present along with NaCl. 
 
Figure 6.4:XRD data showing a comparison of [1], [4] and [4b] 
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Data collected from [4b] and [4c] both show the presence of NaCl, confirming 
that the counterions on the sodium have been displaced and replaced by the 
chloride counterions from [4]. 
 
 Figure 6.5: XRD data comparing [4b] and [4c] 
 
Diffraction data comparing [4b] and [4d] show that the phase present as a result 
of grinding together [4] and NaBF4 without the presence of [1] yields a very 
different crystal structure to the product when [1] is also present.  
 
Figure 6.6: XRD data showing a comparison of [4b] and [4d] 
Although comparing the diffraction patterns of [4b] and [5] clearly exhibits 
different crystal structures for crystallised [5] and the product of reaction 6.2. 
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Figure 6.7: XRD data comparison of [4b] and [5] 
 
6.4 DISCUSSION 
The grinding together of [1] and [4] has been shown to not induce a reaction, 
suggesting that the mechanical energy from grinding alone is not enough to 
drive forwards a reaction or addition of a further ligand to [4] to produce [5]. On 
addition of NaBF4 it is clear that a reaction does take place. The XRD data 
confirms the presence of NaCl, therefore confirming that it is possible to remove 
the counterion from [4] in the solid state by grinding due to either the stability of 
the sodium chloride system or, if the chloride counterions are being replaced by 
the [BF4]- ions, then it could potentially have been the energy from hydrogen 
bonds that would form.  
 
As the colour change would suggest, and the XRD data confirms, the grinding 
of [4], [1] and NaBPh4 also produces NaCl. This confirms that it is the energetic 
favourability of the formation of NaCl driving the reaction forwards. Although it 
does cast doubt on what is happening to the non-chloride anions in the system.  
 
 The removal of the charge balancing chloride ions from [4] and onto the 
sodium, means that the [BF4]- in the system is not accounted for. Investigations 
into what happens to the [BF4]- produced results which were harder to fully 
reconcile. 
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X-ray and IR data appear to show free ligand ‘disappearing’ when 
[Cu(Ph2SNH)4]Cl2 is ground with ligand and Na[BF4] suggesting formation of 
[Cu(Ph2SNH)5](BF4)2, but the powder pattern does not match the one known for 
[Cu(Ph2SNH)5](BF4)2. This could be due to [Cu(Ph2SNH)5](BF4)2 formed in the 
solid state having a different crystal structure/unit cell to the one generated from 
solution or it could be indicative of the formation of entirely different products.  
  
If it is assumed that [Cu(Ph2SNH)5](BF4)2 is forming, then the question becomes 
whether the formation is driven by hydrogen-bonding from the counterion to the 
cation, as is the case in solution, or by the energy produced from the formation 
of NaCl, which is the implication of the results involving reactions of Na(BPh4). 
 
 
6.5 CONCLUSION 
   
It is clear that a range of effects and interactions are occurring in the solid state 
reactions including the formation of NaCl, but because the product formed is not 
identical in unit cell to that formed in solution, a definitive answer cannot be 
given as to whether the product formed is [Cu(Ph2SNH)5](BF4)2 or indeed 
[Cu(Ph2SNH)5](BPh4)2. It is possible that the hydrogen-bond interactions and 
possible relative conformations of phenyl units etc within the system (especially 
in the salts of [BPh4]-) allow for multiple polymorph formation, a feature within 
the solution chemistry and so not unexpected within the solid state also. 
 
It can be said with certainty that anion metathesis is occurring and that there is 
evidence of this process aiding the addition of a fifth ligand onto the copper 
centre although full elucidation has not been forthcoming. 
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