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We study quantum gravitational degrees of freedom of an arbitrarily chosen spatial region in the
framework of loop quantum gravity . The main question concerned is if the dimension of the Hilbert
space of states corresponding to the same boundary area satises the Bekenstein bound. We show
that the dimension of such space formed by all kinematical quantum states, i.e. with the Hamiltonian
constraint being not imposed, is innite. We make an assumption about the Hamiltonian's action,
which is equivalent to the holographic hypothesis, an which lead us to physical states (solutions of the
Hamiltonian constraint) specied by data on the boundary. The physical states which correspond to
the same boundary area A form a nite dimensional Hilbert space and we show that its dimension
is equial to expA=l
2
p
, where  lies in the interval 0:55 <  < 1:01. We discuss in general the
arising notion of statistical mechanical entropy. For our particular case, when the only parameter
specifying the system's macrostate is the boundary area, this entropy is given by S(A) = A. We
discuss the possible implications of the result obtained for the black hole entropy.
Among the results of the loop approach to non-perturbative quantum gravity the are several which, if taken seriously,
tell us that the picture of geometry on scales small comparatively with our usual scales (on Planckian scales) looks
quite dierently from the habitual picture of Riemannian geometry, and that the usual classical picture arises only
on a coarse-graining. The fundamental exitations of this quantum geometry are one-dimensional loop exitations, and
the whole quantum picture is of essentially discrete, combinatorial character [1].
One of the manifestations of this discretennes is that there exists a countable basis in the Hilbert space of gravita-
tional quantum states; this basis can be realized [2] as the space of dieomorphism equivalence classes of embeddings
of the so called spin-networks. This means the striking dierence of the quantum geometry picture with its countable
space of states from the classical Riemannian picture with the degrees of freedom of continuum. Moreover, not only
the arising quantum geometry diers profoundly from what the classical picture suggests, but it seems also to be
essentially dierent from what any usual perturbative quantum eld theory might give. Namely, as it has been argued
by Smolin [3], there is a reason to expect that the number of quantum gravitational degrees of freedom per a spatial
region is, in fact, nite. If true, this fact would mean a fundamental dierence between non-perturbative quantum
theory of gravity and quantum eld theories in Minkowski space-time with their innite number of degrees of freedom
per a spatial region.
The reason why we could expect that the dimension of the space of states of gravity per an arbitrarily chosen spatial
region is nite comes from the black hole physics. The Bekenstein bound [4] asserts that the entropy of a system
contained inside some region in space can not exceed the entropy of a black hole whose horizon surface just coincide





where S is the entropy of a black hole and A is the area of its horizon surface (we work in Planckian units so that
the proportionality coecient in (1) is just
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As discussed by Smolin in [3], it is essentially the second law of thermodynamics which imposes the Bekenstein bound




investigate whether the answer is positive for the case of loop quantum gravity. The other aim of this paper is to try to
reveal that connection between quantum gravity and thermodynamics which is suggested by the Bekenstein argument.
Accordingly, the paper is divided in two parts. The rst section concerns the notion of geometrical entropy; we discuss
how the macroscopic picture of continuous Riemannian geometry arises from an essentially discrete quantum picture
and how the macroscopic description leads to the notion of entropy. In the second section, which contains the main
result of this paper, we compute the geometrical entropy of an arbitrarily chosen spatial region with a xed area of
the boundary and discuss the Bekenstein bound. We conclude with the discussion of the results obtained.
I. GEOMETRICAL ENTROPY: A DEFINITION
Let us recall at the very beginning how the standard notion of entropy in statistical mechanics arises. To be
concrete, let us consider classical systems; the quantum case preserves the same main points. The concept of entropy
in general arises with distinguishing between macro- and micro-states of a system. Microstate describes a system in
its minute possible details; for a classical system microstate is represented by a point in its phase space. Macrostate,
on the other hand, describes a system only in its manifest macroscopic properties; this macroscopic description is
usually far less precise. In particular, this means that there might be quite a lot of microscopical states which are
identical with regard to their macroscopic features, i.e. which correspond to the same macroscopic state. This gives
rise to the notion of entropy. Entropy is a function which depends on macroscopic state of a system. It can be thought
of as a function which for each macroscopic state gives the (logarithm of the) number of dierent microscopic states
corresponding to this macrostate. More precisely, the space of states of a system (its phase space for a classical one)
should be divided into compartments, where all microstates belonging to the same compartment are macroscopically
indistinguishable. Then the entropy of a macrostate is given
1
by the logarithm of the volume of the compartment
corresponding to this macrostate.
Several comments are in order:
1. If the space of states is discrete than instead of the logarithm of the volume of the compartment we have to
consider the logarithm of the number of dierent states corresponding to the same macrostate.











is the probability to nd the system in the microstate n (the set of all p
n
denes a statistical state of
the system) and the sum is taken over all microstates. The informational entropy coincides with the statistical
mechanical one for such statistical states that all microstates belonging to the same compartment of the phase
space have an equial probability weight and the other microstates have the weight zero.
3. Quantum mechanical entropy, which is given by
S =  Tr^ log ^; (5)
with ^ being the density matrix operator, takes in the basis of the eigenstates of ^ the form (4) and again
coincide with the informational entropy for states when eigenvalues of ^ corresponding to the same macrostate
are equial.
Let us now return to the loop quantum gravity. As it is discussed in [1], kinematical quantum states of our gravity
system are dieomorphism equivalence classes of congurations of loops called spin-networks (this set forms a basis
in the representation space) and their possible linear combinations. The basis spin-network states are eigenstates of
operators corresponding to the area of dierent 2-surfaces in our space with a purely discreet spectra. It is important
to understand how the continuous properties of the usual Riemannian geometry arise from such a discrete picture
[5]. As we have stressed at the very beginning, the quantum gravity suggests that the usual picture of Riemannian
geometry arises only as an approximation to the more fundamental quantum one. Therefore, we have to be able to
1
In fact, entropy is proportional to this number, but we work in the units in which this proportionality coecient is chosen
to be unity.
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answer the two types of questions: for a given quantum loop state and a given precision we have to tell which metrics
it approximates with this precision (if any); conversely, for a given metric and a precision we should nd all quantum
states approximating it with the precision chosen (again, if such quantum states exist).
Let us assume for a moment that we can answer any such question and for any metric we know the set of quantum
states approximating this metric. In general, if the precision is chosen not too tight, there will be a lot of quantum
states corresponding to the same \geometry". It is quite tempting in this context to consider a usual Riemannian
geometry description as a macroscopical one and to regard all quantum states approximating a Riemannian metric as
microstates corresponding to the same macrostate. In other words, it is natural to introduce a coarse-graining of the
space of quantum states so that quantum states approximating dierent metrics belong to dierent compartments.
Having divided the space of states this way, it is natural to introduce the function which for any 3-metric gives the
logarithm of the \volume" of the corresponding compartment. This is our geometrical entropy.
Thus, geometrical entropy tells \how many " there are dierent quantum states which correspond to a given metric.
To be more precise, in the cases when a compartment is itself a linear space the entropy is given by the logarithm of
the dimension of the corresponding compartment. The property of a compartment to be a linear space depends on
the approximation criterion chosen. This is a delicate issue; we shall discuss it below for our special case. We also
postpone to the next section the discussion of what is to be chosen as an approximating criterion.
Let us repeat the main points of our discussion. When we try to realize how the continuous picture of the usual
Riemannian geometry arises from a discrete quantum picture we are led to the notion of approximation. This gives
rise to a coarse-graining of the space of quantum states and, exactly as it happens in statistical mechanic, to the
notion of entropy. In our opinion, the arising geometrical entropy is a general notion which is meaningful for any
gravity system. In the next section we implement this notion to the gravity system contained inside some arbitrarily
chosen spatial region.
II. GEOMETRICAL ENTROPY OF A SPATIAL REGION WITH A FIXED AREA
The function of a macroscopic state of a gravity system which we introduced in the previous section gives us
the logarithm of the number of dierent quantum states which correspond to the same macrostate. This function
might prove to be innite for some macrostates (or even for all of them). This would make this geometric entropy
a meaningless notion. In fact, this is precisely the problem which we have stated to be the main issue of this paper.
Namely, let us consider the gravity system dwelling inside an arbitrary spatial region and x a macrostate of this
system xing a 2-metric on the boundary
2
; is the number of dierent quantum states of this system which correspond
to the same macrostate nite? If the answer is positive we could introduce a function of 2-metric which gives the
logarithm of the corresponding number of states and consider this function as an entropy of our gravitational system.
There is only a \single" macroscopic parameter which species the macrostate of the system; the entropy would be a
function of this parameter.
Let us see if this is indeed the case for our system. We denote the spatial region which we are interested in by
 and its boundary by S. Recall now that states of the loop quantum gravity are, roughly speaking, congurations
of loops. For the system under consideration the states are loops which lie entirely inside  or which cross the
boundary S in some points. After all, the parts of loops which lie outside  are of no interest for us because they
describe the gravitational degrees of freedom of the outside space. Each intersection with the boundary gives to the




+ 2j=2 (note that we measure area in Planckian units), where j is the
color of the intersecting edge (see [1]). Let us now consider the quantum states (spin-networks) which have the same
points of intersections with the boundary and the same colors of the intersecting edges. This set of spin-network
states approximates a denite boundary metric in the following sense. Let us consider the set of subspaces s  S




. We will say that a spin-network state j  >







This seems to be something dierent from what we have discussed in the previous section. Indeed, we xed there a 3-metric
and introduced a function which for this 3-metric gives a number of microstates approximating it. Here we are going to x a
2-metric on the boundary and to count approximating it states. There is an important dierence between the both cases, but
the basic idea to nd a number of microstates approximating the given macrostate remains the same. The case when we x a








on the state j  > and A
s
(g) is the area of the same subspace s evaluated with
respect to the metric g; " is the precision with which our 2-metric g will be said to be approximated by j  >. In other
words, 2-metric is approximated by a loop state if, with some precision, all the areas on the boundary evaluated with
respect to this metric coincide with the eigenvalues of the corresponding quantum area operators
3
.
A linear combination of any two basis states with the same intersection points and the same colors of intersecting
edges is again eigenstate of all area operators and give the same eigenvalues thus approximating the same 2-metric.
Therefore these states form a linear space and we may attempt to nd its dimension
4
. It is easy to see that its
dimension is innite. Indeed, we can change colors of some internal edges of our spin-network in the way which is
equivalent to adding of one more loop to our network; we obtain a dierent (in fact, orthogonal to the state from
which we started) spin-network state which approximates the same 2-metric. Or we can embed the same spin-network
inside  so that the points of intersection remain the same but the whole state is of a dierent dieomorphism class
(for example, we can make a knot on one of the edges); this gives us an orthogonal state. We see, therefore, that
there are an innite number of dierent basis states and that the dimension of the space specied is innite. This of
corse means that the number of states approximating the same 2-metric is innite.
Does this mean that the Bekenstein bound is not satised? Or we have gone wrong somewhere? The point is that
we have not taken into account the Hamiltonian constraint. Recall that the demand of dieomorphism invariantness
is realized in our quantum theory since we consider as the quantum states not merely \congurations of loops"
but something which is dieomorphic invariant { the classes of such loop congurations with respect to the action
of dieomorphisms. But our Hamiltonian constraint operator still acts on these, already dieomorphism invariant
states nontrivially, although in a way which we still do not understand completely. This means that there are still
\unphysical" degrees of freedom contained in our spin-network states. The question arises if it is these degrees of
freedom which give an innite contribution to the number of states which we discussed above and if discarding of
these superuous states will give us something nite.
There are some reasons to believe that this is the case. The main of them is certainly the Bekenstein bound
5
.
So what we would like to do is to discard \superuous" states and to count the number of remained states which
approximate the same macrostate of our system. In order to do this we should know how the Hamiltonian constraint
operator acts on our loop states. The problem is that we do not know this action. This is the point where we have
to make an assumption.
As it is discussed in [3], the bound on a dimension of the space of states of quantum gravitational system living
inside a spatial region has led to the so-called holographic hypothesis [6]. It asserts that all degrees of freedom of such
a system can be described by some eld theory on a boundary with a nite numbers of degrees of freedom. We shall
make an assumption about the Hamiltonian's action which is equivalent to the holographic hypothesis. Namely, let
us consider the nite action of the Hamiltonian constraint operator, i.e. the corresponding evolution operator. This
operator, of corse, acts only on the degrees of freedom of the interior. We shall assume that this evolution operator
maps a spin-network state into an orthogonal spin-network state and, moreover, that all spin-network states with the
same intersection points and colors of the intersecting edges lie on a single \trajectory" of the evolution operator.
That is, all spin-network states which dier inside the region but have the same intersections with the boundary and
the same colors of the intersecting edges belong now to the same equivalence class (with respect to the action of the
Hamiltonian constraint operator) and should be considered as a single state. All degrees of freedom which remain
are those lying on the boundary; these degrees of freedom can be specied by xing the intersection points and the
corresponding colors of intersecting edges.
There are, in fact, some additional reasons, except the Bekenstein bound, to argue in favor of this strong assumption.
First is that something similar occurs in the classical theory. The Hamiltonian constraint
6




















R is the curvature scalar of g
ab
, G is the Newton's constant, K
ab
is the intrinsic curvature and
G
abcd
is the supermetric. Having assigned a value of K
ab
everywhere on our hypersurface, we can think of metrics
3
We should demand this coincidence only for suciently good sets s on the boundary, for it is always possible to construct a
set s with arbitrary area (up to the whole area of S) with respect to g but which is not intersected by a single edge from our
loop state and, therefore has no quantum area.
4
Note that these are not all the states which approximate a given 2-metric but only part of such states.
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There are several other reasons, although not so strong, which are discussed in [3].
6
We assume the vacuum case.
4
which satisfy the equation (6) as of \physical" metrics. In fact, to know the \physical" metric inside some region
of our space hypersurface (having specied some value of K
ab
everywhere) we have only to assign the metric on
the boundary of the chosen region and solve elliptic equation (6) with the chosen boundary conditions. So in this
sense \physical" degrees of freedom of a classical gravitational system living inside a spatial region are determined by
metrics on its boundary. There are also arguments which follow from the explicit form of the quantum Hamiltonian
operator in the loop approach and which lead to our assumption. We shall not discuss this complicated issue here.
So we have assumed that the innite number of dierent quantum states from our previous discussion is, in fact, a
single physical state. Now we may try to investigate how many such physical states approximate a given 2-metric on
the boundary. But what we would like to do here is even more simple. Let us consider as states corresponding to the
same macrostate not only the states which approximate a xed 2-metric but all quantum states which correspond a
xed area of our boundary, i.e. let our macroscopic parameter which species a macrostate be simply the boundary
area. There are, of course, more such states than the states which simply correspond to some 2-metric on the boundary
because we also take into account states which correspond to dierent metrics of the same area. The number of these
states of \denite area" is precisely that dimension of the Hilbert space of the system with a xed boundary area
which we would like to nd.
That is, we are looking for the number of dierent states which correspond to the same area of the boundary. Let
us see how the physical states of our system look like. Each such a state is specied as follows. We x points p on the
boundary where our edges intersect it and x the colors j
p
of the edges in this intersections. Remember that if such
two choses can be mapped into one another by a dieomorphism on the boundary than we should not distinguish















Now we shall use the standard trick. Instead of counting states which correspond to the same area we shall take a





over all dierent states   = fp; j
p
g, where  > 0 is a parameter. Considering exp A( ) as a probability of our





The entropy of the system in this macrostate is given by the formula (4) or, equivalently (as it is easy to check) by
S() = A() + lnQ(): (10)
We see that the mean value of the boundary area depends on . One can adjust the value of  so that A() acquires
any prescribed value. There is some denite value of S which corresponds to the chosen A. Excluding  in such a
way we obtain the entropy as a function of the area S = S(A). Statistical mechanics tells us that when the number
of exitations gets larger it is of no dierence which way of calculating S(A) to choose; one can count the logarithm of
the number of dierent states which give the same area or calculate the function S(A) as described - the results will
not dier. In our case this means that S(A) will be meaningful only for large A (comparatively with unity, i.e. with
the Planckian area). This is really what we need because only in this case the notion of approximation and, therefore,
the notion of entropy gets sense.
Let us now discuss if all the sets of fp; j
p
g should be taken into account. First of all, a set fp; j
p
g species a physical
state if there exists at least one conguration of loops (spin-network) such that it intersects the boundary in the points
fpg and the colors of the intersecting edges in these points are fj
p






the number of loops which enter  plus the number of loops which comes out of , must be even number for physical
states so that not all of sets fp; j
p
g correspond to physical states. There is also another important question. Let us
x the points of intersection; consider the following two \states"
f: : : ; j(p
0
) = s; : : : ; j(p
00
) = q; : : :g; f: : : ; j(p
0
) = q; : : : ; j(p
00
) = s; : : :g: (11)




; if rst of these sets corresponds to a physical
state (i.e. if there exist such a spin-network which intersects the boundary at the specied points and has the colors
5
required) then the second also correspond to a physical state; they give the same whole area of the boundary. Should
we distinguish these two states or consider them as a single physical state? To answer this question let us recall that
we have to count all dierent microstates which correspond to the same macrostate. For the case under consideration,
macrostate is specied by a single parameter - area of the boundary. We could count the number of states which give
the same boundary area A with two steps. First we could chose some 2-metric g which gives area of the boundary to
be A and count the number of states which correspond to this 2-metric. Then we would have to combine this number
with the similar number which arises when we change the metric so that the area remains the same. In other words,
microstates which correspond to dierent 2-metrics should be counted separately { these are dierent microstates.
Thus the following obvious property of our entropy function holds. Let us denote by g
A
metrics which give the area
A of the boundary, by S(g) the geometrical entropy corresponding to the metric g and by S(A) the entropy which
arises as the logarithm of the number of dierent states which give the same boundary area A. Then
S(g
A
)  S(A) (12)
holds for all g
A
. Now we can answers our question if we should distinguish the two states (11). These states correspond




are dierent in these two states) and,
therefore, we should consider them as dierent states.
We can now calculate the statistical sum Q(). The above discussion shows that





























where the rst sum denotes the sum over number of possible intersection points and the subsequent ones denote the
summation over the possible colors at the intersections. We have to remember that all sequences of j which do not
correspond to a spin-network state intersecting our boundary with these colors should be excluded from the sum.

















We can expect that Q() will increase as  gets smaller because any case (13) diverges when  goes to zero. However,




) = 1 (we shall see in a minute to which value
of  this corresponds). When  gets smaller and approach 
0
Q() increases and diverges at the point 
0
. It can
easily be checked that A() and S() also diverge when  ! 
0
. This means that changing  but slightly we will
obtain substantial dierences in values of A and S. What we are interested in is the dependence S(A) for large values
of A. But we see that all large values of A can be obtained by small changes in  when ! 
0
. Thus, from (10) we




Here we neglected the term lnQ which is small comparatively with the main term (16).
This result tells us that entropy grows precisely as the rst power of area of the boundary. Now let us see what 
0
amounts to. One can do this numerically but it is also straightforward to nd an approximate value. Note that we
can give the term under the square root from (15) the form (j + 1)
2
  1. Because the sum starts from j = 1 we can



















Now let us recall that (14) would give the right value for Q if there were no additional conditions on the states over
which the sum is taken. This conditions, in fact, mean that not every set of points and the corresponding colors should
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be summed over; there are some sets which do not correspond to any spin-network state and should be excluded from
the sum. So the Q() which we have computed (we shall denote it Q
0
() lateron) is actually larger than the real
statistical sum Q() because some positive terms should be excluded from Q
0
in order to get Q. As we have seen, it
is essential for our result that the statistical sum diverges for some nite value of . Because Q() < Q
0
() the real




Let us show that this is not the case. We could simply take into account the conditions which our data should met
in order to enter the sum and nd Q() explicitly. This seems to be a pretty long way. However, what we would
like to show here is simply that S(A) depends linearly on A for large values of A. As we have discussed, it is not
necessary to calculate Q(); it would be enough to prove that it diverges for some nite value of . The idea of this
proof is the following. Let us consider some \simple" sets of data which we know enter the sum. We can organize a
statistical sum, which we shall denote by Q
00
() only from these states. Because these are not all the physical states
of our system we will have Q
00
< Q. If we could show that Q
00
diverges for some nal value of  = 
00
than we would
reach our aim. Indeed, we know that Q() behaves worse as  goes to zero. Because Q
00





diverges for some nite 
00




and the real statistical sum would diverge for some  lying
between the two: 
00
<  < 
0
.
We shall construct such Q
00
() as follows. First, let us consider only states with an even number of intersections
with the boundary. We demand also that for every intersection point there exists at least one dierent intersection
point such that the colors of both coincide. Moreover, we demand that all the data could be divided into such pairs of
points with the same color specications. The data obtained this way are precisely those which one gets considering
only spin-networks without vertices or, in other words, simply loops of dierent colors which intersect the boundary
in pairs of dierent points and do not split somewhere in the interior. All the states of this kind are physical ones,
that is they all appear in the statistical sum Q, and it is also obvious that these are not all physical states.
It is straightforward to write a statistical sum for these states, because it is easy to keep track on them. Now we
have 2n intersection points and the set of corresponding colors fj
1
; : : : ; j
n
g. This set of data gives the denite value
of the boundary area, namely
A(fj
1













In the case when all n of these colors coincide we have simply a single microstate which correspond to this area. What
can we say about the case when some of the colors dier? We have now to recall the discussion which led us to the
point that we should distinguish states of the form (11). Something similar is happening here. When some of the
colors dier there appear possible dierent ways of drawing loops through the xed intersection points which give
us dierent boundary metrics and, therefore, should be considered as dierent microstates. For example, in the case
when there are 4 intersection points and, thus, two loops of dierent colors coming through our region there are 6
dierent possible ways to draw these two loops through these intersection points which give us dierent microstates.
One can easily see that in the case when there are n loops of dierent colors the corresponding number of all possible
drawings is (2n)!=(2!)
n
. When some of the colors coincide the corresponding number is smaller because a transposition
of two loops of the same color leads to no change in a microstate. One can check that these numbers are precisely
those binomials which arise when one picks up the states described from the statistical sum Q
0
.
Now we can write the statistical sum Q
00
explicitly. It is useful to introduce instead of a single number of loops a
sequence of numbers of loops of the same colors. That is, we introduce a number I of dierent colors in a state and
the corresponding numbers n
1
; : : : ; n
I



























































+ 2j=2. The rst sum runs over the number of dierent colors in a state. The
subsequent sums run over the numbers of loops fn
i
g of the colors fj
i
g.
This sum, in fact, is still irksome to deal with but recall that we would like only to show that there exists such
Q
00
() < Q() which diverges for some nite 
00
. Note that if we discard the combinatorial coecient from (19),




which is even less than Q
00
. We shall show that this
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In fact, in this case we would obtain that S(A) grows slower than A.
7








) (see (17)) and our sum (we















































) = 1. To nd an approximate value of 
00
let us use the approximation


















It is straightforward to check that equation Z() = 1 has on the interval (0; 1) a single solution 
00
 0:41. A
numerical investigation gives a slightly dierent value 
00
 0:55.
So our results show that the statistical sum over all physical states diverges for some nite value of parameter . As
we have seen, this implies (for large values of A) the linear dependence of the entropy on the boundary area S = A.
The proportionality coecient, as our results show, lies between the two founded values, so our nal result is
S(A) = A;
0:55 <  < 1:01 (24)
III. DISCUSSION
The key assumption which led us to the linear dependence S = A of the entropy from the boundary area was the
assumption that the innite number of spin-network states which correspond to the same metric on the boundary is
indeed a single physical microstate of our system. We specify these microstates xing boundary points (intersection
points) and assigning colors to these points (so that the whole set of the data is compatible with a loop state). Thus
the physical degrees of freedom of our system live on the boundary. In this sense our assumption is equivalent to the
holographic hypothesis.
In the case this assumption is true our result gives the entropy which the system has when the only parameter
specifying its macroscopic state is the boundary area. This also gives us the number of dierent microstates which
correspond to the same boundary area or, in other words, the dimension of the Hilbert space of states corresponding
to the same macrostate of the system. The dependence of these quantities on the area is the same as the Bekenstein
bound suggests, up to the value of the proportionality coecient which we were not able to nd exactly. Thus we see
that the arising quantum picture seems to dier radically from what classical Einstein theory or even any conventional
quantum eld theory may give.
We can also look at the result obtained in a less general context. We counted states which were specied by some
data on the boundary. Even if we did not have the Hamiltonian constraint and the corresponding diminishing in the
number of physical states was not occurring, the result obtained would still have a sense. Namely, this would be the
entropy of surface degrees of freedom, entropy which arises when the most precise our knowledge about the system is
the knowledge of what is going on on the boundary, and, therefore, dierent microstates of the system are only those
distinguishable by measurements on the boundary. This is the holographic hypothesis which assumes that this exaust
all physical degrees of freedom of the system.
It should be noted that the notion of geometrical entropy is, presumably, valid not only in the form explored
here (when we xed the only macroscopic parameter { the boundary area), but also in a more general context. For
example, it is of interest to calculate the entropy S(g) which correspond to a given 2-metric on the boundary, which
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is a genuine geometrical entropy. In this connection an interesting problem arises if there exists such a 2-metric ~g
A
that it gives the boundary area A and its geometrical entropy S(~g
A
) is proportional to A, S(~g
A
) = A. This problem
is not trivial because, as we have seen, generally S(g
A
)  A. The other important open problem is to nd the exact
value of  in (24).
Let us conclude by speculating on a possible connection of our entropy to the black hole entropy. One might argue
that if the degrees of freedom of black hole are the described quantum loop degrees of freedom than our result gives
the black hole entropy. Indeed, there are reasons to believe that the microscopic degrees of freedom which give rise
to a statistical mechanical entropy of black hole are those lying on the horizon surface. It is quite reasonable to
conjecture that the degrees of freedom which lie under the horizon (if any) can not contribute to the entropy which
exposes itself in processes taking place above the horizon (some kind of cosmic sensorship). We have also seen that
S(A) is the largest value of the entropy which system gets when its macrostate is specied the least precise and the
only macroscopic parameter is area of the boundary. One might argue that this is what we have for black holes
because one can not carry on measurements on the horizon surface to determine its 2-metric. On the other hand, we
know that for a spherically symmetric black hole this 2-metric is also spherically symmetric. So this would strength
our arguments if it turned out that the geometrical entropy S(g) corresponding to a metric on the boundary reaches
its maximum for spherically symmetric metrics.
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