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Abstract 
 
The size of the World Wide Web is growing rapidly and it has become a very important source of 
information that can be useful to various academic and commercial applications. However, 
because of the large number of documents online, it is becoming increasingly difficult to search 
for useful information on the Web. General-purpose Web search engines, such as Google and 
AltaVista, present search results as ranked lists. Such ranked lists can only show users the first 
few documents of the search results and fail to give them a quick overview of retrieved document 
set. To address this problem, clustering techniques are often used to group documents into 
different topics. While traditional clustering algorithms have been applied to Web page 
clustering, such clustering techniques do not make use of the unique characteristics of the Web, 
such as its hyperlink structures. In this study, we propose to incorporate hyperlink analysis into 
the traditional vector space model used in document clustering. Specifically, we will introduce a 
new metric HFIDF based on link analysis to be used with the traditional TFIDF (term frequency 
multiplied by inverse document frequency) in similarity measure in clustering algorithms. The 
proposed study will investigate whether the use of Web structure analysis techniques improve the 
performance of document clustering in presenting Web search results. 
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1. Introduction 
With billions of pages contributed by millions of individuals and organizations, the World Wide 
Web is a rich, enormous knowledge base that can be useful to many applications. The knowledge 
comes not only from the content of the pages themselves, but also from the unique characteristics 
of the Web, such as its hyperlink structure and its diversity of content and languages. However, it 
is often not easy for users to search for information in this massive collection. Web search 
engines such as Google present search results as one-dimensional lists ordered by estimated 
relevance to the query and page quality. A major drawback of this presentation is that it fails to 
give users a quick “feel” for the retrieval. Users know little about the returned documents’ 
content until they click on and read each of them. It is highly desirable for a search engine to 
provide such a “feel” in the form of an overview of the retrieved document set so the user can 
gain an overall picture of the retrieved set and explore any specific topic of interest. A high-level 
overview of the search results can also help users determine the relevance of retrieved document 
sets or reformulate queries based on feedback from the previous search.  
 
As traditional ranked-list presentation lacks the immediate responsiveness desired for high 
quality information retrieval, document clustering techniques have gained increasing popularity   845
in recent years. These techniques automatically assign documents to different categories which 
are decided dynamically according to the collection (unsupervised learning). We believe that 
existing document clustering techniques can be improved. The reason is that most document 
clustering algorithms were originally developed for static text collections and rely only on the 
term information of each document. The unique link structure of the Web, which has been shown 
to be useful in other Web applications, is not used in the clustering algorithm.  
 
The goal of this research is to study whether the use of Web structure analysis techniques 
improves the performance of document clustering. The rest of the paper is structure as follows. 
In Section 2, we review related work in Web document clustering. We discuss our research 
objective in Section 3, and present our proposed model in Section 4. In Section 5 we discuss our 
plan for evaluation study and future work.  
  
2. Related Work 
Many techniques have been used to categorize large document sets into categories to help users 
get a quick overview of the document sets. The vector space model, based on TFIDF scores (term 
frequency multiplied by inverse document frequency), is often used in these techniques to represent 
the documents. The similarity between a pair of documents is often calculated based on this 
vector space model using popular similarity metrics such as cosine distance, Euclidean distance, 
the Dice measure, or the Jaccard’s measure (Salton & McGill, 1983).   
There are in general two approaches in assigning documents into groups: text classification and 
text clustering. Both areas have been studied extensively in traditional information retrieval 
research. Text classification is the classification of textual documents into predefined categories 
(supervised learning), while text clustering groups documents into categories dynamically 
defined based on their similarities (unsupervised learning).   
Many studies on text classification have been reported at SIGIR conferences and evaluated on 
standard testbeds (Yang & Liu, 1999). For example, the Naive Bayesian method and the 
k-nearest neighbor method have been widely used (e.g., McCallum et al., 1999). Neural network 
programs have also been applied to text classification, usually employing the 
feedforward/backpropagation neural network model (Ng et al., 1997; Lam & Lee, 1999). 
Frequencies or TFIDF scores (term frequency multiplied by inverse document frequency) of the 
terms are used to form a vector (Salton, 1989) which can be used as the input to the network. 
Based on learning examples, the network will be trained to predict the category of a document. 
Text classification has been applied in Web search engines such as NorthernLight (which no 
longer exists). The format of HTML documents and the structure of the Web also provide 
additional information for analysis. Examples of such information include the predicted category 
of neighbors (Chakrabarti et al., 1998), the anchor text pointing to a document (Chau, 2004; 
Chau & Chen, forthcoming), or the outgoing links to all other documents (Joachims et al., 2001). 
It has been shown that using such additional information improves classification results. 
 
On the other hand, text clustering tries to assign documents into different categories that are not 
predefined; all categories are dynamically defined by the algorithm. There are two types of 
clustering algorithms, namely hierarchical clustering and non-hierarchical clustering. The 
k-nearest neighbor method and Ward’s algorithm (Ward, 1963) are the most widely used   846
hierarchical clustering methods. Willet (1988) provided an excellent review of hierarchical 
agglomerative clustering algorithms for document retrieval. For non-hierarchical clustering, one 
of the most common approaches is the K-means algorithm. The centroid position for each cluster 
is recalculated every time a document is added. The algorithm stops when all documents have 
been grouped into the final required number of clusters (Rocchio, 1966). Another approach often 
used in recent years is the neural network approach. For example, Kohonen’s self-organizing 
map (SOM), a type of neural network that produces a 2-dimensional grid representation for 
n-dimensional features, has been widely applied (Lin et al., 1991; Kohonen, 1995; Orwig et al., 
1997). One example of applying text clustering to Web applications is popular search engine 
Clusty (www.clusty.com) which performs dynamic clustering on search results. Similarly, the 
Grouper system applied the Suffix-Tree Clustering algorithm to Web search results (Zamir & 
Etzioni, 1999). The self-organizing map (SOM) technique also has been applied to Web 
applications. A combination of noun phrasing and SOM has been used to cluster the search 
results of search agents that collect Web pages by meta-searching popular search engines or 
performing breadth-first search on particular Web sites (Chau et al., 2001; Chen et al., 2002). 
Readers are referred to Chen & Chau (2004) for a more extensive review on Web page 
classification and clustering. 
3. Research Objective 
Hyperlink structure analysis has not been widely used in Web page clustering. Preliminary 
results have shown that such analysis can improve the performance of Web document clustering 
(He et al., 2002). Because of the unsupervised nature of clustering, it is a more challenging issue 
to incorporate link analysis into clustering. In this study, we propose a model for clustering Web 
search results by incorporating Web structure analysis into document clustering algorithm. We 
believe that users’ Web search performance, in terms of precision, recall, and efficiency, will be 
improved under our framework that integrates these post-retrieval analyses. 
 
4. Proposed Model   
In document clustering, a document is often represented as a vector based on the vector space 
model (Salton, 1989). More formally, each document Di is represented by an n-dimensional 
vector:  
Di = (wi1, wi2, ……, win)  where wij represents the weight of term j in document Di.      (1) 
 
The traditional TFIDF (term frequency multiplied by inverse document frequency) score is used 
to calculate a term’s weight in a document (Salton, 1989): 
  wij = tfij × log 
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The similarity between documents, which is the key element in most clustering algorithms, is 
measured based on similarity score such as the cosine product or the Jaccard’s measure between 
the TFIDF scores. This model, which is developed for offline document collection, does not 
consider Web documents’ similarity in link structure. Hyperlink-related features have been 
shown to be useful in text classification applications (Chakrabarti et al., 1999; Chau, 2004), but 
have not been tested in document clustering. It has been demonstrated that if two Web pages 
point to the same document, or are co-cited by the same document, it is more likely that the two 
where   tfij = the number of occurrences of term j in Di, and
 tdfj = the number of documents containing term j   847
documents are related to the same topic (Davison, 2000). To incorporate Web structure analysis 
into document clustering, we propose to add link information to the vector space model. In 
particular, we incorporate the set of q hyperlinks that appear in the document set as our features. 
If a Web page has a hyperlink to a page, the corresponding feature will be set to 1. Otherwise, it 
will be 0. These features will be combined with the traditional vector space model (a set of p 
terms) in the text clustering algorithm. In the revised vector space model, each document Di is 
represented by the following vector: 
  Di = (ti1, ti2, ……, tip, hi1, hi2, ……, hiq)        ( 3 )  
where  tij represents the weight of term j in document Di , 
  hij represents the weight of hyperlink j in document Di , and 
  n = p + q 
 
When two Web pages contain the same hyperlink, we assume that the two pages are more likely 
to be similar to each other than pages that do not share any links. In addition, the similarity also 
depends on the popularity of the hyperlink. For example, many Web pages have a link to the 
Yahoo Web site, but pages that share this link are not more likely to be similar to each other than 
a pair of random pages. On the other hand, if two pages share a link that is more specific (e.g., a 
link to http://www.jaguar.com), then it is more likely that the two pages are about the same topic 
(e.g., car and vehicle). It is analogous to the TFIDF score, where terms that appear in a large 
number of documents (e.g., common words such as “a”, “the”, “is”, etc.) will receive a lower 
score. Based on this observation, we propose a score called HFIDF (hyperlink frequency 
multiplied by inverse document frequency). The score is denoted as hij and is defined as follows: 
  hij = hfij × log 
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It should be noted that there is a special condition in the calculation of hfij, where Di is located at 
the URL specified by hyperlink j (i.e., j points to Di). In this case, we should assign a high score 
to hfij such that another vector Dk containing the hyperlink j (i.e., a link to Di) will receive a high 
hik score with Di. Therefore, we revise hfij as follows: 
 
⎩
⎨
⎧ ≠
=
otherwise. in  hyperlink of s occurrence of number the
, hyperlink  at    located   is     if   , all for ) max(
i
i kj
ij D j
j D i k k hf
hf   (5) 
 
This HFIDF and TFIDF can be used to represent each Web page in the revised vector space 
model (in Equation (3)) and the similarity metric (using the cosine or Jaccard’s score) used in 
clustering can be calculated using this model. This can apply to any Web page clustering 
algorithms that rely on inter-document similarity. These algorithms have been shown effective in 
facilitating users in their Web searching and browsing activities or traditional data clustering 
applications (Chen et al., 1996; Steinbach et al., 2000; Zamir & Etzioni, 1999). Traditionally, 
only term-features (usually TFIDF) are used in these algorithms (e.g., Orwig et al., 1996; 
Kohonen et al., 2000). 
 
It should be noted that the HFIDF model should only apply to data sets where pages are 
supposed to share some hyperlinks (e.g., pages that are collected from closely related topics or 
domains). If the overlaps between hyperlinks are low, the method can be modified by using the 
where  hfij = the number of occurrences of hyperlink j in Di, and 
hdfj = the number of documents containing hyperlink j   848
similarity between hyperlinks. For example, hfij can be represented by the frequencies of terms 
that appear in the hyperlinks instead of the hyperlinks themselves. 
 
5. Proposed Evaluation and Future Work 
We are currently implementing the HFIDF model in different clustering algorithms such as 
K-means clustering, self-organizing maps (SOM), Suffix-Tree clustering, and agglomerative 
hierarchical clustering. After successfully implementation, the first step of our evaluation plan is 
to evaluate the proposed clustering algorithm in a controlled experiment. Each chosen clustering 
algorithm enhanced by hyperlink information (HFIDF + TFIDF) will be compared with the 
corresponding clustering algorithm using term information (TFIDF) only. To test the 
performance of the methods across different domains, the clustering will be performed separately 
in three to four different search topic areas, such as computer, entertainment, and medical 
information (Chen et al., 1996). The two methods will also be tested using document collections 
of different sizes, ranging from hundreds of documents (the typical downloadable pages 
provided by a search engine) to hundreds of thousands of documents, a size tested in most other 
clustering applications (Chau et al., 2001; Chen et al., 1996).   
 
The test data set will be created by fetching documents from the Web. The evaluation will be 
conducted for both English and non-English Web pages (e.g., Chinese or Japanese). The 
performance of the two methods (with and without using link information) will be compared in 
terms of cluster precision and cluster recall, based on the standard clusters created manually by 
domain experts (Roussinov & Chen, 1999). In addition, we will also compare the clusters created 
by our systems with those provided from open sources on the Web, such as the taxonomy 
provided in the Yahoo and ODP directories. 
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