Chen primes in arithmetic progressions by Lewulis, Paweł
ar
X
iv
:1
60
1.
02
87
3v
4 
 [m
ath
.N
T]
  2
6 J
un
 20
18
Chen primes in arithmetic progressions
Pawe l Lewulis
Abstract
We find a lower bound for the number of Chen primes in the arithmetic progression a mod q,
where (a, q) = (a+ 2, q) = 1. Our estimate is uniform for q ≤ logM x, where M > 0 is fixed.
1 Introduction
The famous twin prime conjecture asserts that there exist infinitely many primes p such that p+2
is also a prime. It is a common perception that our current methods are insufficient to prove this
supposition, although in some way one is able to get very close to it. For example in [1] and [2], J.
Chen proved the following famous result.
Theorem 1.1. There are infinitely many primes p such that p + 2 has at most two prime factors,
each greater or equal than p1/10.
In fact, Chen showed that the number of such primes in an interval [1, x] is greater than cx/ log2 x,
where c is some positive constant. In [3], B. Green and T. Tao showed that there are infinitely many
3-term arithmetic progressions among them. This result was extended by B. Zhou in [4], where it is
proven that in the same circumstances one can find arithmetic progressions of any given length.
It is natural to ask whether Chen primes (or twin primes) are equally distributed among arithmetic
progressions as primes do. For example, using Crame´r’s random model we are led to the following
conjecture about twin primes (cf. section 2 for the notation).
Conjecture 1.2. Let a, q be positive integers such that (a(a+ 2), q) = 1. Then
#{twin primes p : p ≡ a (mod q)} = (2Π2 + oq(1))
x
ϕ2(q) log
2 x
.
The goal of this paper is to prove a uniform (in a Siegel−Walfisz manner) lower bound for an
analogous count of Chen primes. We will accomplish this using techniques developed by Chen with
slight modifications (specifically, we shall follow the discussion in [7]). The main result can be stated
as follows:
Theorem 1.3. Let M > 0 and let a, q be positive integers such that (a, q) = (a + 2, q) = 1 and
q ≤ logM x. Then ∑
x/2≤n≤x−2
Λa,q(n)1P2(n+ 2)1(n+2,P (x1/8))=1 ≫M
x
ϕ2(q) log x
.
After removing the small contribution of the prime powers, we can also convert this into a more
elegant form.
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Corollary 1.4. Let M > 0 and let a, q be positive integers such that (a, q) = (a + 2, q) = 1 and
q ≤ logM x. Then ∑
n6x
n≡a (q)
1n∈PCh ≫M
x
ϕ2(q) log
2 x
.
The proof of Theorem 1.3 is based on the following observation.
Lemma 1.5. For x2/3 < n 6 x we have
1P2(n) ≥ 1−
1
2
∑
p≤x1/3
1p|n −
1
2
∑
p1≤x1/3<p2≤p3
1n=p1p2p3 −
∑
p≤x1/3
1p2|n.
Proof. This is an easy case analysis.
By Lemma 1.5 one can reduce our task into the following estimation.
A1 −
1
2
∑
x1/8≤p≤x1/3
A2,p −
1
2
A3 −
∑
x1/8≤p≤x1/3
A4,p ≫
x
ϕ2(q) log x
, (1.1)
where
A1 :=
∑
x/2≤n≤x−2
Λa,q(n)1(n+2,P (x1/8))=1, (1.2)
A2,p :=
∑
x/2≤n≤x−2
p|n+2
Λa,q(n)1(n+2,P (x1/8))=1, (1.3)
A3 :=
∑
x/2≤n≤x−2
Λa,q(n)
∑
x1/8≤p1≤x1/3<p2≤p3
1n+2=p1p2p3 . (1.4)
A4,p :=
∑
x/2≤n≤x−2
p2|n+2
Λa,q(n)1(n+2,P (x1/8))=1, (1.5)
To this end, we prove the following estimates.
A1 ≥ (4.394− o(1))Π2
x
2ϕ2(q) log x
(section 4), (1.6)∑
x1/8≤p≤x1/3
A2,p ≤ (7.168 + o(1))Π2
x
2ϕ2(q) log x
(section 5), (1.7)
A3 ≤ (1.456 + o(1))Π2
x
2ϕ2(q) log x
(section 6). (1.8)
Notice that the right hand side sum in (1.1) can be handled easily. Indeed, we have
∑
x1/8≤p≤x1/3
A4,p ≪ x log x
∑
x1/8≤p≤x1/3
1
p2
≪ x7/8+o(1). (1.9)
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2 Notation
• p always denotes a prime number and x will be a real number greater than 3;
• P (y) :=
∏
p<y p for y ≥ 2,
• Λa,q(n) := 1n≡a(q)Λ(n),
• P , P2 are the sets of primes and almost primes respectively,
• PCh := {p : ∃p1,p2∈P p1, p2 > p
1/8, p+ 2 = p1p2} ∪ {twin primes},
• Π2 :=
∏
p>2(1−
1
(p−1)2 ) ≈ 0.66,
• ϕ2(n) := n
∏
p|n:p6=2
(
1− 2p
)
× (1− 12|n/2),
• ∆(f ; a (d)) :=
∑
n≡a(d) f(n)−
1
φ(d)
∑
n:(n,d)=1 f(n),
• we will treat M as an absolute constant, so in the further sections the dependence on M will
not be emphasized in any way.
3 Preliminaries
Theorem 3.1 (Siegel−Walfisz). For any A > 0 there exists a constant CA > 0 such that∑
n≤x
n=a (d)
Λ(n) =
x
φ(d)
+O(x exp(−CA
√
log x))
for every residue class a (d) satisfying (a, d) = 1 and for all x ≥ 2 such that d ≤ logA x.
Theorem 3.2 (Bombieri−Vinogradov). Let x ≥ 2. Then∑
d≤D
max
a∈(Z/dZ)×
∣∣∆(Λ1[1,x]; a (d))∣∣≪A x log−A x
for all A > 0, where D ≤ x1/2 log−B x for some sufficiently big B = B(A).
Let us define the real functions f(s) and F (s) in the following way:
F (s) =
2eγ
s
, f(s) =
2eγ
s
log(s− 1).
Theorem 3.3 (Jurkat−Richert). Consider s > 1 and z,D ≥ 2 which satisfy z = D1/s. Let Q be a
finite subset of P and let Q be the product of the primes in Q. Furthermore, let h be a multiplicative
function that for some ε with 0 < ε < 1/200 satisfies the inequality
∏
p∈PQ
u≤p<z
(1− h(p))−1 < (1 + ε)
log z
log u
(3.1)
and
0 ≤ h(p) < 1.
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for every prime p. For a fixed integer α, let {Ed}
∞
d=1 be a family of subsets of Z
+ of the form
{n : n ≡ α mod d}. Let us consider a finitely supported non-negative real sequence (an)
∞
n=1 and let rd
be defined by the equality ∑
n∈Ed
an = h(d)X + rd.
for every square-free d ≤ D, some X > 0 and some error terms rd. Then, for any 1 < s ≤ 3, there is
an upper bound ∑
n6∈⋃p<z Ep
an ≤ (F (s) + εe
14−s)XV (z) +
∑
d≤QD:µ2(d)=1
|rd| + |α|, (3.2)
and for any 2 ≤ s ≤ 4 there is a lower bound∑
n6∈⋃p<z Ep
an ≥ (f(s)− εe
14−s)XV (z) +
∑
d≤QD:µ2(d)=1
|rd| − |α|, (3.3)
where V (z) =
∏
p<z(1 − h(p)).
Proof. This is a special case of the Jurkat-Richert theorem from [6].
Remark 3.4. In [6, §10.3] one can also find a proof that our particular choice of h in the next section
satisfies condition (3.1) with Q being the set of first y primes where y depends on ε. In this situation
we can also get ε→ 0 by letting Q→∞.
Lemma 3.5. Let
b(n) = 1x/2+2≤n≤x
∑
x1/8≤p1≤x1/3<p2≤p3
1n=p1p2p3 .
Then
∑
d≤D
max
a∈(Z/dZ)×
|Ra,d| :=
∑
d≤D
max
a∈(Z/dZ)×
∣∣∣∣∣
∑
n≡a mod d
b(n)−
1
ϕ(d)
∑
n
b(n)
∣∣∣∣∣≪A x log−A x
for any A > 0 provided that D ≤ x1/2 log−B x for some sufficiently large B = B(A).
Proof. Follows from Theorem 22.3 from [5]. We also note that for each integer d ≥ x1/8 we have∑
n:(n,d)>1 b(n)≪ x
7/8, so the total contribution of ingredients of this form is at most x7/8+o(1) which
is neglible.
Lemma 3.6. Let d ≥ 1 be a fixed integer and let f : (0,∞)d → C be a fixed compactly supported,
Riemann integrable function. Then for x > 1 we have
∑
p1,...,pd
1
p1 . . . pd
f
(
log p1
log x
, . . . ,
log pd
log x
)
=
∫
(0,∞)d
f(t1, . . . , td)
dt1 . . . dtd
t1 . . . td
+ ox→∞(1).
Proof. Follows from Mertens’ second theorem combined with elementary properties of the Riemann
integral.
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4 Estimating A1
According to Theorem 3.3 let us define Ed as the set of positive integers from the residue class
−2 (d). Let us also define a multiplicative function g(d) such that g(2) = 0 and g(p) = 1/(p − 1).
The precise value in non-square-free numbers is not relevant. Put z = x1/8 and D = x1/2−ǫx , where
ǫx := (log x)
−1/2. We take Q to be the largest set of the form as in Remark 3.4 satisfying Q ≤ log log x.
We have
A1 =
∑
x/2≤n≤x−2
n6∈⋃p<z Ep
Λa,q(n).
We define ∑
x/2≤n≤x−2
n∈Ed
Λa,q(n) =
∑
x/2≤n≤x−2
n≡−2 (d)
n≡a (q)
Λ(n) = ga,q(d)
x
2
+ r
(a,q)
d ,
where ga,q(d) := 1(q,d)=1g(d)/ϕ(q) and r
(a,q)
d is a remainder term. Here we notice that if p|d, q for
some p, then p|n+2 which contradicts n+2 ≡ a+2 (q) joined with (a+2, q) = 1. In such a case one
has r
(a,q)
d = 0.
According to Theorem 3.3, we put X = x2ϕ(q) and h(d) = g(d)1(q,d). If (q, d) = 1, then by the
prime number theorem we get
r
(a,q)
d = ∆(Λ1[x/2,x−2]; cq,d (qd)) +O
(
x
ϕ(qd) exp(C log1/10 x)
)
.
for some residue class cq,d ∈ (Z/qdZ)
× and some positive constant C.
From the Bombieri−Vinogradov theorem one gets
∑
d≤QD
µ2(d)=1
|∆(Λ1[x/2,x−2]; cq,d (qd))| ≤
∑
d≤qQD
max
c∈(Z/dZ)×
|∆(Λ1[x/2,x−2]; c (d))| ≪ x log
−M−10 x. (4.1)
Notice that the estimate above is uniform because
qQD ≪ x1/2x−1/(log x)
1/2
logM x log log x = o
(
x1/2 log−B(M+10) x
)
, (4.2)
where B(M + 10) is a real number large enough such that Theorem 3.2 can be used with exponent
M + 10.
By Theorem 3.3 one has
A1 ≥ (f(4− 8ǫx)−O(ε))
x
2ϕ(q)
V (z)−O(x log−M−10 x). (4.3)
From Mertens’ third theorem we conclude
V (z) = (1 + o(1))
2Π2
eγ log z
∏
p6=2:p|q
(
1−
1
p− 1
)−1
. (4.4)
This can be simplified further to
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A1 ≥ (log 3− o(1))Π2
x
2ϕ2(q) log z
. (4.5)
5 Estimating A2,p
For z ≤ p ≤ x1/3 we have
A2,p =
∑
x/2≤n≤x−2
n6∈⋃p′<z Ep′
Λa,q(n)1p|n+2.
We apply the Jurkat−Richert theorem, but this time taking D/p instead of D. For any square-free d
we have
∑
x/2≤n≤x−2
n∈Ed
Λa,q(n)1p|n+2 =
∑
x/2≤n≤x−2
n≡−2 (pd)
n≡a (q)
Λ(n) = g(d)1(d,q)=1
g(p)x
2ϕ(q)
+ r
(a,q)
pd , (5.1)
and hence
A2,p ≤
(
F
(
logD/p
log z
)
+O(ε)
)
g(p)x
2ϕ(q)
V (z) +O

 ∑
d≤QD/p
|∆(Λ1[x/2,x−2]; cq,pd (pqd))|

 . (5.2)
Since every d ≤ QD has at most O(log x) prime factors, one can conclude
∑
z≤p≤x1/3
∑
d≤QD/p
|∆(Λ1[x/2,x−2]; cq,pd (pqd))| ≪ log x
∑
d≤QD
|∆(Λ1[x/2,x−2]; cq,d (qd))| ≪ x log
−M−9 x.
(5.3)
From (4.4), (5.2) and (5.3)
∑
z≤p≤x1/3
A2,p ≤ Π2
x
eγϕ2(q) log z
∑
z≤p≤x1/3
(
F
(
logD/p
log z
)
+O(ε)
)
p
+O(x log−M−9 x). (5.4)
By Lemma 2.5 we have
∑
z≤p<x1/3
F ( logD/plog z )
p
=
∫ 8/3
1
F (4− 8ǫx − t)
dt
t
+ o(1) = 2eγ
∫ 8/3
1
1
4− t− 8ǫx
dt
t
+ o(1) = (5.5)
(2eγ + o(1))
∫ 8/3
1
dt
(4− t)t
=
eγ log 6
2
+ o(1).
Combining (5.4) and (5.5) we get∑
z≤p≤x1/3
A2,p ≤ (log 6 + o(1))Π2
x
2ϕ2(q) log z
. (5.6)
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6 Estimating A3
We have
A3 =
∑
x/2≤n≤x−2
Λa,q(n)
∑
z≤p1≤x1/3<p2≤p3
1n+2=p1p2p3 = (6.1)
∑
x/2+2≤n≤x
n≡a+2 (q)
Λ(n− 2)
∑
x1/8≤p1≤x1/3<p2≤p3
1n=p1p2p3 ≤ log x
∑
n∈Z
n≡a+2 (q)
b(n)1(n−2,P (√x))=1 +O(x
0.51),
where b(n) is defined as in Lemma 3.5. The error term comes from the numbers of the form pk for
k ≥ 2. One can rewrite the above sum into∑
n∈Z
n6∈⋃p<√x E′p
b(n)1n≡a+2 (q),
where E′d denotes the residue class 2 (d). We use the Jurkat−Richert theorem again. By Lemma
3.5 for some c′d,q ∈ (Z/dqZ)
× we get (remember that conditions n ≡ 2 (d) and n ≡ a + 2 (q) force
(d, q) = 1)
∑
n∈E′d
b(n)1n≡a+2 (q) =
∑
n≡2 (d)
n≡a+2 (q)
b(n) =
g(d)
ϕ(q)
1(d,q)=1
∑
n∈Z
b(n) +Rc′
d,q
,dq = (6.2)
g(d)1(d,q)=1
∑
n≡a (q)
b(n)− g(d)1(d,q)=1Ra,q +Rc′d,q,dq,
where ∑
d≤QD
µ2(d)=1
|Rc′
d,q
,dq − g(d)1(d,q)=1Ra,q| ≤
∑
d≤qQD
µ2(d)=1
max
c′∈(Z/dZ)×
|Rc′,d| +
|Ra,q|
∑
d≤QD
µ2(d)=1
1
ϕ(d)
≪ x log−M−10 x;
we used trivial inequality |Ra,q| ≤
∑
d≤D |Ra,d| ≪ x log
−M−11 x above. Similarily to the previous
situation of this kind, let us emphasize that the upper bound here is uniform with respect to q. By
using the inequality from Theorem 3.3 with the level of distribution QD1/(1+ǫx) we get
∑
n∈Z
n≡a+2 (q)
b(n)1(n−2,P (√x))=1 ≤ (F (1 + ǫx) +O(ε))V (D
1/(1+εx))
∑
n∈Z
n≡a+2 (q)
b(n) +O(x log−M−10 x).
(6.3)
Again, by using the Mertens’ third theorem one gets
V (D1/(1+ǫx)) =
1
2
Π2(1 + o(1))
1
eγ log z
∏
p6=2:p|q
(
1−
1
p− 1
)−1
. (6.4)
By F (s)
s→1+
−−−−→ 2eγ and
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∑
n∈Z
n≡a+2 (q)
b(n) =
1
ϕ(q)
∑
n∈Z
b(n) +Ra,q,
where |Ra,q| ≪ x log
−M−11 x, we have
∑
n∈Z
n≡a+2 (q)
b(n)1(n−2,P (√x))=1 ≤ (1 + o(1))Π2
1
ϕ2(q) log z
∑
n∈Z
b(n) +O(x log−M−10 x). (6.5)
By (6.1)−(6.5) and Lemma 3.6 we get
∑
n∈Z
b(n) ≤ (1 + o(1))
x
2 log x
∫
1/8≤t1≤1/3<t2<1−t1−t2
dt1dt2
t1t2(1− t1 − t2)
≤ (0.364 + o(1))
x
2 log x
. (6.6)
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