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Résumé
Les méthodes actuelles d’étude des systèmes pair-à-pair (modélisation, simulation, et exécu-
tion sur des systèmes réels) montrent souvent des limites sur les plans du passage à l’échelle
et du réalisme. Cet article présente P2PLab, une plate-forme pour l’étude et l’évaluation des
systèmes pair-à-pair, qui combine l’émulation (utilisation de l’application réelle à étudier à
l’intérieur d’un environnement synthétique) et la virtualisation. Après la présentation des ca-
ractéristiques principales de P2PLab (émulation réseau distribuée, virtualisation légère), nous
montrons son utilité lors de l’étude du système de diffusion de fichiers BitTorrent.
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1. Introduction
Les systèmes pair-à-pair et les algorithmes utilisés par ces systèmes ont fait l’objet d’un intérêt
considérable ces dernières années. Ils sont devenus plus performants, mais aussi plus com-
plexes, ce qui a eu pour conséquence de les rendre plus difficiles à concevoir, à vérifier et à
évaluer. Il devient nécessaire de pouvoir vérifier qu’une application se comportera correcte-
ment même lorsqu’elle sera exécutée sur des milliers de nœuds, ou de pouvoir comprendre
des applications conçues pour fonctionner sur un tel nombre de nœuds.
Les applications distribuées sont traditionnellement étudiées en utilisant la modélisation, la
simulation, et l’exécution sur des systèmes réels. La modélisation et la simulation consistent
à utiliser un modèle du fonctionnement de l’application dans un environnement synthétique.
Cette méthode est largement utilisée, et permet d’obtenir des résultats de bonne qualité as-
sez facilement. Toutefois, il est souvent difficile de simuler efficacement un grand nombre de
nœuds en utilisant un modèle complexe de l’application : un compromis entre le nombre de
nœuds et la précision du modèle est souvent obligatoire.
La solution opposée consiste à exécuter l’application réelle à étudier dans un environnement
d’expérimentation réel comme PlanetLab [1]. Mais ces plates-formes sont difficiles à contrôler
et à modifier (afin de les adapter à des conditions d’expériences particulières), et les résultats
sont souvent difficiles à reproduire, car les conditions environnementales peuvent varier de
∗ Ce travail a été réalisé au sein du laboratoire ID-IMAG. Les différentes évaluations ont été faites en utilisant les
ressources des projets GridExplorer et Grid5000 (plus d’informations sur http ://www.grid5000.fr/).
manière importante entre les expériences. L’expérimentation sur ce type de plate-forme est né-
cessaire lors du développement d’un système pair-à-pair, mais ces expériences ne sont pas suf-
fisantes, et l’utilisation d’autres méthodes d’évaluation devient de plus en plus importante [2].
Entre ces deux approches, cet article explore une solution intermédiaire combinant émulation
et virtualisation, et montre que cette approche permet d’obtenir des résultats intéressants.
Mais tout d’abord, l’émulation et la virtualisation doivent être distinguées :
L’émulation consiste à exécuter l’application à étudier dans un environnement modifié afin
de correspondre aux conditions expérimentales souhaitées. Il est nécessaire de détermi-
ner quelles sont les ressources à émuler (et avec quelle précision) : il s’agit souvent d’un
compromis entre réalisme et coût. Par exemple, lors de l’étude de systèmes pair-à-pair,
l’émulation réseau est importante, alors que l’émulation précise des entrées/sorties sur le
disque dur n’est probablement pas nécessaire. L’émulation est souvent coûteuse (temps
processeur, mémoire), et son coût est souvent difficile à évaluer, car il dépend à la fois de
la qualité de l’émulation et de ses paramètres : émuler un réseau à latence importante né-
cessitera une quantité de mémoire plus importante qu’émuler un réseau à faible latence.
La virtualisation de ressources permet de partager une ressource réelle entre plusieurs ins-
tances d’une application. Elle est nécessaire afin de permettre l’étude d’un grand nombre
de nœuds. Dans le cas des systèmes distribués, la virtualisation permet d’exécuter plu-
sieurs instances de l’application ou du système d’exploitation sur chaque machine phy-
sique. Bien entendu, comme les ressources réelles de la machine physique sont partagées
entre les différentes instances, l’équité est un problème important. Comme la précision
de l’émulation, le niveau d’équité de la virtualisation est un compromis entre qualité et
coût.
2. État de l’art
Beaucoup de travaux ont été effectués récemment sur la virtualisation, avec différentes ap-
proches. Linux Vserver [3] est une modification du noyau Linux qui y ajoute des contextes et
contrôle les interactions entre ces contextes, permettant à plusieurs environnements de parta-
ger le même noyau de manière invisible pour les applications, avec un très faible surcout. User
Mode Linux [3] est un portage du noyau Linux vers un processus Linux. Et Xen [3] utilise la
para-virtualisation (exécution de systèmes légèrement modifiés au-dessus d’un système hôte)
pour permettre d’exécuter simultanément plusieurs systèmes d’exploitation.
Le réseau est l’aspect le plus important à contrôler lorsqu’on s’intéresse aux systèmes pair-
à-pair. Des outils de bas niveau permettent d’émuler différentes caractéristiques de liens (en
faisant varier la bande passante et la latence), tandis que des outils de haut niveau permettent
de construire des topologies synthétiques complexes.
Dummynet [4], sous FreeBSD, est l’émulateur réseau le plus utilisé. NISTNet [5] (sous Linux
2.4) et Linux Traffic Control (TC) [6] sous Linux 2.6 ont des fonctionnalités similaires. Ces ou-
tils se positionnent au niveau paquet et ordonnancent les paquets entrants et/ou sortants du
système pour contrôler le débit et le délai, en émulant aussi des problèmes comme la perte de
paquets.
Des outils de plus haut niveau permettent de recréer des topologies virtuelles : NetBed [7] com-
bine des nœuds réels (utilisant des connexions RTC ou ADSL), des nœuds utilisant Dummynet,
et des nœuds simulés (en utilisant Network Simulator Emulation Layer) pour fournir un en-
vironnement expérimental. Modelnet [8] utilise des nœuds d’une grappe partitionnée en deux
sous-ensembles : l’application à étudier est exécutée sur les edge nodes tandis que les Modelnet
core nodes émulent une topologie réseau. Modelnet utilise une phase de distillation pour faire
un compromis entre réalisme et passage à l’échelle, permettant ainsi d’émuler le réseau sur un
faible nombre de nœuds.
Les outils existants de virtualisation ciblent un grand réalisme et ont un facteur de virtuali-
sation (nombre de machines virtuelles / nombre de machines physiques) assez faible. Ils vir-
tualisent un système d’exploitation complet (noyau, bibliothèques, applications) alors que cela
n’est souvent pas nécessaire dans le cadre de l’étude des systèmes pair-à-pair, qui sont généra-
lement des applications verticales, ayant peu de dépendances avec le reste du système.
Un autre problème est l’émulation de la topologie du réseau : les outils existants visent une
émulation réaliste du coeur du réseau (congestion, routage, ...). Or la plupart des applications
pair-à-pair sont utilisées par des personnes individuelles sur des liens de type ADSL. Si cer-
tains aspects du coeur du réseau sont importants (la latence, notamment, pour des expériences
impliquant des problèmes de localité), l’accent peut être mis sur l’émulation du lien entre les




P2PLab est notre outil d’étude des systèmes pair-à-pair utilisant l’émulation. Il vise une grande
efficacité (un grand nombre de nœuds doivent pouvoir être étudiés sur un faible nombre de
nœuds physiques) et un bon passage à l’échelle (des expériences avec plusieurs milliers de
nœuds doivent être possibles).
P2PLab virtualise au niveau des processus, pas au niveau du système d’exploitation comme les
autres outils de virtualisation le font. Il utilise FreeBSD pour pouvoir utiliser Dummynet pour
l’émulation réseau. Une approche décentralisée est utilisée pour émuler les topologies réseau,

































FIG. 1 – Sur chaque machine physique, les
adresses IP des nœuds virtuels sont confi-
gurées comme des alias d’interface.
Nous avons commencé par vérifier que FreeBSD
offrait des capacités suffisantes de passage à
l’échelle (nombre de processus concurrents et
équité entre ces processus). Ce travail est présenté
en détail dans [9]. Dans la section suivante, nous
présenterons le système de virtualisation proposé
par P2PLab, puis nous nous intéresserons à son
modèle d’émulation réseau.
3.2. Virtualisation
P2PLab virtualise au niveau de l’identité réseau
des processus : les instances exécutées sur la même
machine physique partagent toutes les ressources
(système de fichiers, mémoire, etc) comme des pro-
cessus normaux, mais chaque processus virtualisé
a sa propre adresse IP sur le réseau. L’adresse IP de
chaque machine physique est conservée à des fins
d’administration, tandis que les adresses IPs des
nœuds virtuels sont configurées comme des alias
d’interface, comme montré sur la figure 1 (la plu-
part des systèmes Unix, dont Linux et FreeBSD, permettent d’affecter plusieurs adresses IP à
une même interface réseau à travers un système d’alias). Nous avons vérifié que les alias d’in-
terface ne provoquaient pas de surcoût par rapport à l’affectation normale d’une adresse IP à
une interface.
Pour associer une application à une adresse IP particulière, nous avons choisi d’intercepter
les appels systèmes liés au réseau. Plusieurs solutions étaient possibles : modifier l’application
étudiée, lier l’application avec une bibliothèque spécifique, utiliser ptrace pour intercepter
les appels systèmes, modifier le noyau, ou modifier la bibliothèque C.
Dans P2PLab, nous avons choisi de modifier la bibliothèque C de FreeBSD, ce qui est un bon
compromis entre complexité et efficacité. Nous avons modifié les fonctions bind(), connect()
et listen() pour toujours se restreindre à l’adresse IP spécifiée dans la variable d’environne-
ment BINDIP. Une évaluation précise de cette approche [9] a montré que le surcoût engendré
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FIG. 2 – Topologie émulée
Les émulateurs de topologies réseau exis-
tants comme Modelnet [8] visent une ému-
lation réaliste du coeur du réseau (routage
et interactions entre les systèmes autonomes
(AS) ou entre les principaux routeurs). Mais
la plupart des applications pair-à-pair sont
exécutées sur des nœuds situés en bordure
d’Internet [10] : par exemple sur des ordi-
nateurs personnels d’abonnés à l’ADSL. Du
coup, même si le trafic dans le coeur du
réseau peut influencer certains aspects du
comportement des systèmes pair-à-pair (la
congestion dans le coeur du réseau peut in-
fluencer la latence, par exemple), le principal
goulot d’étranglement reste le lien entre le
système participant et son fournisseur d’ac-
cès à Internet (Internet Service Provider).
Il est donc possible de modéliser le réseau In-
ternet en mettant l’accent sur le point de vue
du nœud participant, en excluant ce qui est moins important de ce point de vue là.
Le modèle d’émulation de P2PLab permet de contrôler :
– la bande passante, la latence et le taux de perte de paquets sur les liens réseaux entre les
nœuds et leur fournisseur d’accès à Internet ;
– la latence entre des groupes de nœuds, permettant d’étudier des problèmes mettant en jeu la
localité des nœuds, par exemple.
La figure 2 montre un exemple de topologie que nous avons émulée avec P2PLab. Cette évalua-
tion, ainsi que toutes les suivantes, a été réalisée sur la plate-forme GridExplorer, qui fait partie
du projet Grid5000. Les machines utilisées sont des Bi-Opteron 2 Ghz avec 2 Go de mémoire
vive et un réseau gigabit ethernet.
Nous avons mesuré la latence entre les nœuds 10.1.3.207 et 10.2.2.117 (il n’y avait pas d’autre
trafic entre les nœuds). La latence mesurée de 853 ms se décompose en :
– 20 ms de délai lorsque le paquet est parti de 10.1.3.207 (délai pour le groupe 10.1.3.0/24) ;
– 400 ms de délai entre le groupe 10.1.0.0/16 et le groupe 10.2.0.0/16 ;
– 5 ms lorsque le paquet est arrivé sur 10.2.2.117 (délai pour le groupe 10.2.0.0/16) ;
– 425 ms lorsque le paquet est revenu de 10.2.2.117 à 10.1.3.207, comme ci-dessus ;
– 3 ms de surcoût, dûs au transit sur le réseau de la grappe, et surtout au parcours des règles
du pare-feu.
Dans P2PLab, l’émulation réseau est faite d’une manière décentralisée : chaque nœud phy-
sique se charge de l’émulation réseau pour les nœuds virtuels qu’il héberge. Sur chaque nœud,
l’émulation est faite avec Dummynet [4], par l’ajout de règles dans le pare-feu du système hôte.
Nous avons montré dans [9] que le surcoût engendré par l’ajout de règles restait faible même
avec un nombre important (plusieurs centaines) de nœuds virtuels sur chaque nœud physique.
4. Évaluation d’un système pair-à-pair avec P2PLab : le cas de BitTorrent
Dans cette partie, nous allons réaliser quelques expériences sur BitTorrent [11] en utilisant
P2PLab. Dans un premier temps, nous nous attacherons rapidement à montrer l’aptitude de
P2PLab à évaluer un tel système pair-à-pair. Puis nous évaluerons certaines techniques per-
mettant à un nœud égoïste d’obtenir de meilleures performances (temps de récupération d’un
fichier plus court, ou récupération en consommant moins de bande passante).
BitTorrent est un système pair-à-pair de distribution de fichiers très populaire. Il fournit de
très bonnes performances grâce à un mécanisme de réciprocité complexe en s’assurant que les
nœuds récupérant un fichier coopèrent en envoyant les morceaux déjà récupérés vers d’autres
nœuds. Lors d’un transfert avec BitTorrent, les clients contactent un tracker pour récupérer une
liste d’autres nœuds participant au téléchargement de ce fichier, puis se connectent directement
aux autres nœuds. Les nœuds disposant du fichier complet sont appelés seeders.
BitTorrent a déjà été étudié par l’analyse de traces d’une utilisation à grande échelle [12, 13],
ainsi qu’à l’aide de modélisation [14] et de simulation [15]. Cependant, ces travaux n’ont ja-
mais été comparés à des évaluations à grande échelle sur des systèmes réels, ou à des études
utilisant l’émulation. BitTorrent est avant tout un travail d’ingénierie, et non un prototype de
recherche : plusieurs parties de son code sont très complexes, et le nombre élevé de constantes
et de paramètres utilisés dans les algorithmes le rendent très difficile à modéliser avec préci-
sion.
Pour toutes les expériences qui suivent, nous avons utilisé les ressources déjà décrites à la sec-
tion 3.3. Les clients BitTorrent utilisés sont BitTorrent 4.4.0 (écrit en Python par l’auteur originel
de BitTorrent) et une version modifiée de CTorrent 3.1.42 (écrite en C++).
4.1. Rapport de virtualisation
Dans [9], nous avons montré qu’il était possible de réaliser le transfert d’un fichier sans sur-
coût lié à la virtualisation avec les conditions qui suivent. Nous avons également montré que
le premier facteur limitant était le réseau de la grappe sous-jacente, et donc les paramètres ré-
seau de l’émulation. Nous nous replaçons donc dans ces conditions expérimentales pour les
expériences qui suivent :
– au plus 80 clients (machines virtuelles) par nœud physique ;
– bande passante descendante de 2 mbps ;
– bande passante ascendante de 128 kbps ;
– latence (en entrée et en sortie des nœuds) de 30 ms.
Ces conditions se veulent proches de celles rencontrées sur des connexions à Internet de type
ADSL.
2 Disponible sur http://www.rahul.net/dholmes/ctorrent/.



































FIG. 3 – Évolution du transfert d’un fichier de 16 Mo entre 13031 clients sur quelques nœuds
sélectionnés mais représentatifs
Dans cette expérience, nous cherchons à montrer qu’il est possible de réaliser des expériences
avec un nombre important de nœuds. Nous transférons un fichier de 16 Mo en utilisant 13040
nœuds répartis sur 163 machines physiques. Parmi ces 13040 nœuds, il y un tracker, et 8 nœuds
(seeders) qui disposent du fichier complet dès le début de l’expérience afin de le transférer vers
les autres nœuds. Le tracker et les seeders sont démarrés au début de l’expérience, tandis que
les clients sont démarrés toutes les 0.25 secondes. Les clients (seeders compris) à numéro pair
utilisent CTorrent, tandis que les clients à numéro impair utilisent BitTorrent 4.4.0. Lorsqu’un




































FIG. 4 – Temps de complétion du transfert
sur les différents nœuds
La figure 3 montre l’avancement du transfert sur
les clients numérotés 101, 200, 301, 400, 501, ... On
constate que, malgré des dates de démarrage dé-
calées, la plupart des clients terminent leur trans-
fert à des dates proches, ce qui est confirmé par
la figure 4. Cela est dû au mécanisme de récipro-
cité de BitTorrent : les clients préfèrent aider les
clients ayant reçu peu de données que des clients
proches de la fin de leur transfert, car ces derniers,
une fois le transfert terminé, pourraient quitter le
système et ne plus contribuer aux transferts des
autres clients.
4.3. Comparaison de différentes implémenta-
tions de BitTorrent
Puisqu’il permet d’exécuter directement des appli-
cations réelles, P2PLab est adapté à la comparaison d’implémentations différentes du même
protocole. Nous l’utilisons donc pour comparer BitTorrent, le client de référence développé
par l’auteur du protocole [11], et CTorrent, qui a été utilisé dans des travaux visant à mon-
trer certaines limites du protocole [16]. Nous réalisons le transfert d’un fichier de 16 Mo entre
500 clients et 8 seeders (4 utilisent BitTorrent, 4 CTorrent) en nous plaçant dans les mêmes
conditions réseaux que précédemment, et lançons tous les clients en même temps, au début de
l’expérience.
Pour vérifier qu’un client BitTorrent est performant, il est important de vérifier qu’il est perfor-
mant à la fois lorsqu’il ne communique qu’avec des clients identiques, et lorsqu’il communique
avec des clients différents. Nous comparons donc les performances de BitTorrent et CTorrent
lorsqu’ils sont lancés seuls (500 clients du même type) ou en mélangeant des clients BitTorrent
et CTorrent (250 clients de chaque type). Les résultats sont présentés en figure 5, et montrent
que BitTorrent 4.4.0 semble plus performant dans les deux cas avec ces paramètres d’expé-









































BitTorrent seul (100% BT)
250 BitTorrent avec 250 CTorrent
CTorrent seul (100% CT)
250 CTorrent avec 250 BitTorrent
FIG. 5 – Comparaison de BitTorrent et CTorrent
5. Travaux futurs
Même si cette étude de BitTorrent démontre l’utilisabilité de P2PLab, plusieurs aspects doivent
encore être approfondis. Tout d’abord, il sera important de valider notre modèle de topologie
réseau en le comparant à des plates-formes réelles comme PlanetLab [1] ou DSL-Lab, ainsi
qu’aux générateurs de topologie couramment utilisés par les simulateurs. Nous devrons aussi
comparer P2PLab aux autres outils d’émulation de systèmes distribués comme Modelnet [8].
Le système de virtualisation que nous avons développé ne permet pas pour l’instant un partage
paramétrable du temps processeur ou de la mémoire, ce qui le rend pour l’instant inutilisable
pour des applications orientées calcul. Des aménagements sont donc à prévoir afin de pouvoir
étudier des applications de type Desktop Computing.
Enfin, les expériences réalisées sur BitTorrent utilisent des paramètres peu réalistes. Il sera utile
de coupler notre outil avec des solutions permettant de générer un environnement et des com-
portements réalistes.
6. Conclusion
Avec l’augmentation des ressources disponibles sur les ordinateurs, la virtualisation et l’ému-
lation ont fait l’objet de beaucoup d’intérêt ces dernières années. Mais au-delà de leur usage ha-
bituel, ils peuvent être combinés pour construire des plates-formes expérimentales permettant
une grande configurabilité et la reproductibilité des expériences. Ces plates-formes sont par-
ticulièrement utiles dans le cadre de l’étude des systèmes distribués, où le nombre de nœuds
participant est un critère primordial.
Dans cet article, nous avons présenté P2PLab, un outil d’étude des systèmes pair-à-pair, et
nous avons montré son utilité à travers quelques expériences sur différentes implémentations
du protocole de diffusion de fichiers BitTorrent.
Nous avons aussi proposé un modèle simple de topologies réseaux virtuelles adapté à l’étude
des systèmes pair-à-pair : à la différence des modèles de topologie couramment utilisés, nous
modélisons le réseau du point de vue du nœud participant, en masquant une partie des in-
teractions se déroulant dans le coeur du réseau. Ce modèle permet aussi une implémentation
facile dans des outils d’émulation.
Notre travail permet aussi de faire penser qu’il n’est pas forcément nécessaire de recourir à
des systèmes de virtualisation lourds (virtualisant l’ensemble des ressources). Notre approche
plus légère permet d’augmenter le rapport de virtualisation en ne virtualisant que ce qui est
absolument nécessaire : l’identité réseau de l’application étudiée.
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