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Given a finite dimensional pure state transformation restricted by entanglement assisted local
operations and classical communication (ELOCC), we derive minimum and maximum bounds on the
entanglement of an ancillary catalyst that allows that transformation. These bounds are non-trivial
even when the Schmidt number of both the original and ancillary states becomes large. We identify a
lower bound for the dimension of a catalyst allowing a particular ELOCC transformation. Along with
these bounds, we present further constraints on ELOCC transformations by identifying restrictions
on the Schmidt coefficients of the target state. In addition, an example showing the existence of
qubit ELOCC transformations with multiple ranges of potential ancillary states is provided. This
example reveals some additional difficulty in finding strict bounds on ELOCC transformations, even
in the qubit case. Finally, a comparison of the bounds in this paper with previously discovered
bounds is presented.
I. INTRODUCTION
In recent years, entanglement has been identified as
a valuable resource that has proven to be integral for
use in multi-party quantum information protocols. For-
mally, entanglement can be defined as the resource
which allows parties to overcome the limitations im-
posed by local operations and classical communication
(LOCC) [1, 2]. Often entanglement is not available in
its most pure form. Rather, a quantum system may be
partially entangled and given in a form that is mixed
with noise. Consequently, such systems may not be op-
timal for certain quantum information tasks. One can
conclude that certain quantum states are more desir-
able than others depending on the objective at hand.
For example, one may desire a Bell state for the most
efficient operation of a quantum teleportation protocol.
One important effect of LOCC is the conversion from
one bipartite pure state to another. Such transforma-
tions involve the consumption of shared entanglement
between parties such that the output system is less en-
tangled than the input system. The precise character-
ization of these types of transformations is stated in
Nielsen’s Theorem [3].
Nielsen’s Theorem is deeply rooted in the theory of
majorization. Suppose that p and q are two vectors in
Rd. Then p is said to be majorized by q, denoted p ≺ q,
if:
l∑
i=1
p↓i ≤
l∑
i=1
q↓i ∀l ∈ {1, 2, · · · , d} (1)
with equality when l = d. Here, p↓i is the i-th ele-
ment of the vector p arranged in non-increasing or-
der [4]. Every pure bipartite state has a Schmidt
form |ψAB〉 =∑di=1√pi|iA〉|iB〉 ∈ HAB, where pi are
known as the Schmidt coefficients of the state and have
the property pi ≥ 0 ∀ i ∈ {1, 2, · · ·d},
∑d
i=1 pi = 1.
Nielsen’s Theorem states that if two parties share a
pure state |ψAB〉 =∑di=1√pi|iA〉|iB〉 ∈ HAB, that
they wish to transform into a second pure state
|φAB〉 =∑dj=1√qj |jA〉|jB〉 ∈ HAB using only LOCC,
then the transformation |ψAB〉 → |φAB〉 is possible with
certainty if and only if p ≺ q. However, a transforma-
tion from one state to another with unit probability is
not always possible. Two bipartite states are said to
be incomparable if |ψ〉 9 |φ〉 and |φ〉 9 |ψ〉 by LOCC
alone. To reconcile this problem, a shared ancillary state
|χA′B′〉 = ∑kx=1√rx|xA′〉|xB′〉 ∈ HA′B′ can be bor-
rowed to realize the desired transformation by increasing
the entanglement of the initial state. Stated formally,
|ψ〉 9 |φ〉 and |φ〉 9 |ψ〉, but |ψ〉 ⊗ |χ〉 → |φ〉 ⊗ |χ〉
or equivalently, p ⊀ q, q ⊀ p, but p ⊗ r ≺ q ⊗ r.
This ancillary state can be borrowed as long as it is
returned unchanged after the transformation has con-
cluded. Thus, the two parties can obtain a previously
unattainable state without using any extra entangle-
ment. LOCC transformations performed in the presence
of an ancillary (catalyst) state are called entanglement
assisted LOCC (ELOCC) transformations [2].
The trouble with ELOCC transformations is that
there is still no way to fully classify the properties of an-
cillary entangled states. Neccessary and sufficient con-
ditions have recently been outlined on the existance of
a catalyst state for any given transformation using the
Renyi entropies and power means [5, 6]. However, these
results did not present any conditions on the catalyst
state itself, only on the existence of such a state. Fur-
thermore, conditions found on catalyst states includ-
ing the catalyst dimension have been presented in [7].
Yet, these conditions only work for a subset of catalytic
examples. It is desirable to obtain a thorough under-
standing of ELOCC transformations as they play a vi-
tal role in quantum thermodynamics where a catalyst
can be thought of as a heat engine undergoing a cyclic
process that is returned to its original form when the
thermal process has concluded [8]. In the case of ther-
momajorization [9], it is athermality that is the resource
rather than entanglement, however the underlying prin-
ciples governing thermal state transformations remain
2consistent with ELOCC transformations [10].
It has also been shown that any entangled target state
can be embezzled (up to a small amount of error) us-
ing only a family of bipartite catalysts [11]. Unfortu-
nately, embezzling with small error requires the cata-
lyst Schmidt number to diverge to infinity which lim-
its its utility. This paper will focus on finite dimen-
sional ELOCC transformations in which embezzling is
not possible with a high degree of accuracy. Specifically,
bounds limiting the amount of entanglement a potential
catalyst state can contain for any pure state transfor-
mation will be shown. These bounds restrict the values
of specific Schmidt coefficients of the catalyst state and
depend on Schmidt coefficients of the initial and tar-
get states. The bounds on catalyst entanglement are
supplemented with additional conditions on the target
state that must be satisfied for an ELOCC transforma-
tion to be possible. A lower bound for the dimension
of a catalyst allowing a particular ELOCC transforma-
tion is also identified. Such a bound is somewhat of
a rarity in the literature. In addition, the existence of
transformations with multiple regions of qubit cataly-
sis will be shown, which impose challenges for finding
further bounds on ELOCC transformations, even in the
qubit case. Finally, a brief comparison between the new
bounds proved in this paper with the bounds presented
in [7] will be shown.
II. BOUNDS ON ENTANGLEMENT
CATALYSTS
There are three important properties of ELOCC
transformations that will be used extensively in this
paper. All three properties were originally proved in
[2]. For the remainder of the paper, we assume that p,
q ∈ Rd and r ∈ Rk are all arranged in non-increasing
order and that we are transforming from a state with
Schmidt vector p to a state with Schmidt vector q.
Property 1: For two incomparable Schmidt vec-
tors p, q ∈ Rd and some catalyst vector r ∈ Rk such
that p ⊗ r ≺ q ⊗ r, the largest element of p is always
smaller than the largest element of q (p1 ≤ q1) and the
smallest element of p is always larger than the smallest
element of q (pd ≥ qd). In addition,
d−1∑
i=1
pi ≤
d−1∑
i=1
qi (2)
Property 2: When d = 2, either p ≺ q or q ≺ p,
which makes borrowing a catalyst irrelevant. If p,
q ∈ Rd are incomparable Schmidt vectors and d = 3,
then no catalyst vector r exists such that p⊗ r ≺ q⊗ r.
Property 3: No transformation can be catalysed by
the maximally entangled state, r = (1/k, 1/k, · · · , 1/k).
A. Bounds on Minimum and Maximum
Entanglement of Catalyst States
This section outlines bounds that quantify the
amount of entanglement a catalyst state must contain in
order to catalyse an incomparable state transformation.
Let p and q be incomparable Schmidt vectors. Then
there exists at least one l ∈ {1, 2, · · · , d} such that∑l
i=1 pi >
∑l
i=1 qi, thus violating the majorization cri-
terion (1). Define the set of all l values such that∑l
i=1 pi >
∑l
i=1 qi to be L:
L ≡
{
l ∈ {1, 2 · · ·d}
∣∣∣∣
l∑
i=1
pi − qi > 0
}
(3)
Let m ≡ min(L) and n ≡ max(L). Due to property
1, m, n 6= 1, d − 1. Additionally, m, n 6= d since∑d
i=1 pi =
∑d
i=1 qi = 1. Because p1 ≤ q1, m can be
thought of as the minimum l causing p and q to be
incomparable, while n can be thought of as the maxi-
mum l causing p and q to be incomparable.
Suppose that the Schmidt vector r is the product
state (1, 0, · · · , 0). Then r cannot catalyse the trans-
formation because the non-zero elements of p ⊗ r, and
q⊗ r are identical to p and q respectively. Similarly, if
r is the maximally entangled state (1/k, 1/k, · · · , 1/k),
then by property 3, r cannot catalyse the transfor-
mation. The question that arises is: How far can one
deviate r from the product state or the maximally
entangled state before an ELOCC transformation be-
comes possible? This question is resolved in Theorem
1. A related theorem was proven in [12], where bounds
on single-copy ELOCC catalysts were extended to
produce bounds on multi-copy ELOCC catalysts. Here
we present bounds on single-copy ELOCC catalysts
that are stronger than those presented in [12], but
do not have application to multi-copy ELOCC catalysts.
Theorem 1: For any incomparable Schmidt vec-
tors p, q ∈ Rd and for any Schmidt vector r ∈ Rk, if
p⊗ r ≺ q⊗ r , then r must satisfy:
max
v∈{1,2,··· ,k−1}
(
rv
rv+1
)
< min
(
q1
qm
,
qn+1
qd
)
(4)
r1
rk
> max
l∈L
(
ql
ql+1
)
(5)
Remark: It appears that both bounds (4) and (5)
are only determined by the Schmidt vector q. By
definition, ql ∀ l ∈ L including qm and qn are identified
using both the Schmidt vectors p and q. Thus, (4) and
(5) are not independent of p.
Proof: Let p and q be incomparable Schmidt
vectors and let p⊗ r ≺ q⊗ r for some catalyst Schmidt
vector r. To begin, we prove that:
p1
pm
<
q1
qm
(6)
3From the definition of m, we get:
m∑
i=1
pi >
m∑
i=1
qi and
m−1∑
i=1
pi ≤
m−1∑
i=1
qi (7)
Therefore:
m∑
i=1
pi =
m−1∑
i=1
pi + pm >
m−1∑
i=1
qi + qm =
m∑
i=1
qi (8)
This implies pm > qm. Because p⊗ r ≺ q⊗ r, it holds
that p1 ≤ q1 by property 1. Combining p1 ≤ q1 and
pm > qm, we get:
p1
pm
<
q1
qm
By a similar approach, we will now prove that:
pn+1
pd
<
qn+1
qd
(9)
From the definition of n, we get:
n∑
i=1
pi >
n∑
i=1
qi and
n+1∑
i=1
pi ≤
n+1∑
i=1
qi (10)
Therefore:
n∑
i=1
pi =
n+1∑
i=1
pi − pn+1 >
n+1∑
i=1
qi − qn+1 =
n∑
i=1
qi (11)
This implies pn+1 < qn+1. Because p ⊗ r ≺ q ⊗ r, it
holds that pd ≥ qd by property 1. Combining pd ≥ qd
and pn+1 < qn+1, we get:
pn+1
pd
<
qn+1
qd
We are now ready to prove bound (4). We use proof by
contradiction. First, let:
rv′
rv′+1
≡ max
v∈{1,2,··· ,k−1}
(
rv
rv+1
)
≥ q1
qm
(12)
Where v′ is the specific v satisfying the maximum.
Thus, qmrv′ ≥ q1rv′+1. This implies that the
first (v′ − 1)d + m elements of (q ⊗ r)↓ consist of
qxry ∀ x ∈ {1, 2, · · · , d} and ∀ y ∈ {1, 2, · · · , v′ − 1}
along with qx′rv′ ∀ x′ ∈ {1, 2, · · · ,m}. From (6) and
(12), we get:
rv′
rv′+1
≥ q1
qm
>
p1
pm
(13)
Thus, the first (v′ − 1)d + m elements of (p ⊗ r)↓ are
analogous to (q⊗ r)↓ and we get the following:
(v′−1)d+m∑
i=1
(p⊗ r)↓i =
v′−1∑
j=1
rj + rv′
m∑
h=1
ph
>
v′−1∑
j=1
rj + rv′
m∑
h=1
qh
=
(v′−1)d+m∑
i=1
(q ⊗ r)↓i
(14)
Where we used the fact that
∑m
h=1 ph >
∑m
h=1 qh from
the definition of m and that
∑d
h=1 ph =
∑d
h=1 qh = 1.
Note that the largest elements of (p⊗ r)↓ and (q⊗ r)↓
are always p1r1 and q1r1 respectively. From (14) and
because p1 ≤ q1 implies p1r1 ≤ q1r1, we conclude
p⊗ r ⊀ q⊗ r, which contradicts the assumption that
p⊗ r ≺ q⊗ r. Thus, we have proved that:
max
v∈{1,2,··· ,k−1}
(
rv
rv+1
)
<
q1
qm
(15)
Next, let:
rv′
rv′+1
≥ qn+1
qd
(16)
Thus, qdrv′ ≥ qn+1rv′+1. This implies that
the first v′d + n elements of (q ⊗ r)↓ consist of
qxry ∀ x ∈ {1, 2, · · · , d} and ∀ y ∈ {1, 2, · · · , v′} along
with qx′rv′+1 ∀ x′ ∈ {1, 2, · · · , n}. From (9) and (16),
we get:
rv′
rv′+1
≥ qn+1
qd
>
pn+1
pd
(17)
Thus, the first v′d+n elements of (p⊗r)↓ are analogous
to (q⊗ r)↓ and we get the following:
v′d+n∑
i=1
(p⊗ r)↓i =
v′∑
j=1
rj + rv′+1
n∑
h=1
ph
>
v′∑
j=1
rj + rv′+1
n∑
h=1
qh
=
v′d+n∑
i=1
(q⊗ r)↓i
(18)
Where we used the fact that
∑n
h=1 ph >
∑n
h=1 qh from
the definition of n and that
∑d
h=1 ph =
∑d
h=1 qh = 1.
From (18) and because p1 ≤ q1 implies p1r1 ≤ q1r1, we
conclude p⊗r ⊀ q⊗r, which contradicts the assumption
that p⊗ r ≺ q⊗ r. Thus, we have proved that:
max
v∈{1,2,··· ,k−1}
(
rv
rv+1
)
<
qn+1
qd
(19)
Combining (15) and (19) completes the proof of
bound (4).
We will now prove bound (5). Again, we use proof by
contradiction. Let:
r1
rk
≤ max
l∈L
(
ql
ql+1
)
≡ ql′
ql′+1
(20)
Where l′ is the specific l ∈ L satisfying the maximum.
Let (p ⊗ r)′ and (q ⊗ r)′ be the product Schmidt vec-
tors when r is the maximally entangled state. From
(20), we have ql′+1r1 ≤ qmrl′ which implies that the
first kl′ largest elements of (q⊗ r)↓ are given by {qxry}
with 1 ≤ x ≤ l′ and 1 ≤ y ≤ k. The result is that
4the first kl′ elements of (q ⊗ r)↓ are identical to the
case when r is the maximally entangled state. That is,∑kl′
i=1(q⊗ r)↓ =
∑kl′
i=1(q⊗ r)′↓. It must follow that:
kl′∑
i=1
(p⊗ r)↓i ≥
kl′∑
i=1
(p⊗ r)′↓i
=

 l′∑
h=1
ph



 k∑
j=1
rj

 = l
′∑
h=1
ph
>
l′∑
h′=1
qh′ =

 l′∑
h′=1
qh′



 k∑
j′=1
rj′


=
kl′∑
i=1
(q⊗ r)′↓i =
kl′∑
i=1
(q⊗ r)↓i
(21)
Where we used the fact that
∑k
h=1 rh = 1 and that∑l′
j=1 pj >
∑l′
j=1 qj since l
′ ∈ L. Notice also that∑kl′
i=1(p⊗ r)↓i ≥
∑kl′
i=1(p⊗ r)′↓i by definition. From (21)
and because p1 ≤ q1 implies p1r1 ≤ q1r1, we can con-
clude p ⊗ r ⊀ q ⊗ r, which contradicts the assumption
that p⊗ r ≺ q⊗ r. Therefore we have derived:
r1
rk
> max
l∈L
(
ql
ql+1
)
This completes the proof of bound (5) and the proof of
Theorem 1. 
Corollary: If q1 = qm or qn+1 = qd, then there
is no Schmidt vector r that catalyses the transforma-
tion.
Proof: By definition, rv′ ≥ rv′+1. If q1 = qm,
then rv′
r
v
′+1
< 1 implying rv′ < rv′+1. This contradicts
rv′ ≥ rv′+1. Thus, q1 6= qm if a catalyst is to exist for
the transformation. By a similar argument, qn+1 6= qd
if a catalyst is to exist for the transformation. This
completes the proof. 
This corollary is strongest when d = 4 because
m,n 6= 1, d − 1, d which implies that m = n = 2.
Specifically, it states that if d = 4 and q1 = q2 or
q3 = q4, then r cannot catalyse the transformation.
Bound (4) limits how similar to the product state the
probability distribution of r can be. If the maximum
ratio between two subsequent elements of r is too large,
then r is not entangled enough to catalyse the trans-
formation. In other words, (4) represents the minimum
entanglement r must contain in order to facilitate the
transformation. Bound (5) limits how flat (how close
to the maximally entangled state) the probability dis-
tribution of r can be. It states that if the ratio be-
tween the first element and last element of r is too close
to one, then r is too entangled to catalyse the trans-
formation. Thus, this bound represents the maximum
entanglement a catalyst vector can contain and still po-
tentially catalyse the transformation. If bounds (4) and
(5) are both satisfied, it is not possible to determine
with certainty whether or not p ⊗ r and q ⊗ r are in-
comparable. Therefore, bounds (4) and (5) represent
the optimal bounds that can be derived using the ap-
proach presented in this paper.
B. A Bound on Minimum Catalyst Dimension
In this section, we identify a lower bound on the di-
mension k of an ancillary Schmidt vector r that cataly-
ses a particular incomparable state transformation. Be-
cause this new bound utilizes the results in Theorem
1, we will make the following notational simplifications.
Let:
a ≡ min
(
q1
qm
,
qn+1
qd
)
and b ≡ max
l∈L
(
ql
ql+1
)
(22)
With these notations, the bound on catalyst dimension
is presented in Theorem 2:
Theorem 2: For any incomparable Schmidt vec-
tors p, q ∈ Rd and for any Schmidt vector r ∈ Rk, if
p⊗ r ≺ q⊗ r , then the dimension of r must satisfy:
k >
ln(b)
ln(a)
+ 1 (23)
Proof: We know from Theorem 1 that rv′/rv′+1 < a,
where v′ is the specific v satisfying the maximum
in bound (4). Additionally, we know from (5) that
r1/rk > b. We want to find the minimum dimen-
sion k such that bound (5) is satisfied. The ratio
r1/rk is related to all the ratios of the form rv/rv+1,
v ∈ {1, 2, · · · , k − 1} as follows:
r1
rk
=
k−1∏
v=1
rv
rv+1
(24)
The minimum k required for bound (5) to be
satisfied occurs when rv/rv+1 = rv′/rv′+1 for all
v ∈ {1, 2, · · · , k − 1}. In addition, the maximum value
of rv′/rv′+1 is a. For this reason, we will relax the
strict inequality of (4) for the purposes of deriving the
bound on dimension and consider the case in which
rv/rv+1 = rv′/rv′+1 = a for all v ∈ {1, 2, · · · , k − 1}.
This constraint ensures that we are considering the ex-
tremal case in which k is minimized. Using equation
(24), we identify that r1/rk = a
k−1 in this case. Us-
ing this identity and bound (5), we get the following
relationship between a and b:
r1
rk
= ak−1 > b (25)
5Solving this relationship for k yields:
k >
ln(b)
ln(a)
+ 1
This completes the proof. 
Because bound (23) is only dependant on a and b, it
is exclusively determined by the Schmidt coefficients of
the target state q. The right hand side of bound (23)
is strictly greater than one. The bound is non-trivial
when k > 2, which occurs if and only if b > a. A non-
trivial example demonstrating the utility of bound (23)
is shown in the next section.
III. EXAMPLES
In this section, the maximum probability of a state
transformation and the majorization distance will be
harnessed to observe specific examples of ELOCC trans-
formations that emphasize the utility of bounds (4), (5)
and (23). Specifically, we begin with a simple example
in the qubit catalyst case that shows bounds (4) and (5)
limiting the set of potential catalysts. We then prove the
existence of ELOCC state transformations with more
than one distinct region of potential qubit catalysts fas-
cillitating them. This indicates a difficulty of deriving
further bounds on ELOCC transformations. Finally, a
higher dimentional (non-qubit) transformation will be
presented providing a comparison of the bounds shown
in [7] with the three bounds derived in this paper.
A. Maximum Probability of Transformation and
Majorization Distance
For any two incomparable bipartite states |ψ〉 and
|φ〉, there exists a maximum probability (< 1) that
the transformation |ψ〉 → |φ〉 is achieved. The max-
imum probability of a pure bipartite state transfor-
mation was first proved by [13]. We wish to ob-
serve how the maximum probability of an incompara-
ble transformation varies when a qubit Schmidt vector
r = (1 − t, t), t ∈ [0, 1/2] is borrowed to catalyse the
transformation. The modified maximum probability of
the product state transformation is:
Pmax(|ψ〉⊗|χ〉 → |φ〉⊗|χ〉) = min
l∗∈{1,2,··· ,2d}
El∗(|ψ〉 ⊗ |χ〉)
El∗(|φ〉 ⊗ |χ〉)
(26)
where El∗(|ψ〉⊗|χ〉) = 1−
∑l∗−1
i=1 (p⊗r)↓i . When l∗ = 1,
both sums in (26) are zero, making Pmax(t) = 1. Thus,
the maximum probability of a transformation never ex-
ceeds one.
In addition to the maximum probability, the ma-
jorization distance provides a measure of how close a
vector q is to majorizing another vector p and was first
defined by [14] in the context of approximate majoriza-
tion. If r is a qubit Schmidt vector, then analogously to
the maximum probability, we can observe how the ma-
jorization distance varies when r is borrowed to catalyse
the transformation. The modified majorization distance
of the product state transformation is:
δ(t) = 2 max
l∗∈{1,··· ,2d}
l∗∑
i=1
((p⊗ r)↓i − (q⊗ r)↓i ) (27)
Since both (26) and (27) are functions of t, we can
plot Pmax(t) and δ(t) against t for t ∈ [0, 1/2]. Both the
maximum probability and the majorization distance re-
veal which values of t make the Schmidt vector r an
effective catalyst for the transformation. Specifically,
when Pmax(t) = 1, or alternatively, when δ(t) = 0, r
is an effective catalyst for the transformation. Both of
these functions will be used to visualize specific exam-
ples in subsequent sections.
B. A Simple Qubit Example
In the qubit catalyst case, bounds (4) and (5) produce
direct upper and lower bounds on potential ancillary
states because rv′/rv′+1 = r1/r2 = r1/rk. Specifically,
if it is assumed that r = (1 − t, t), where t ∈ [0, 1/2],
then:
1
a+ 1
< t <
1
b+ 1
(28)
Where a and b are the right hand side of (4) and (5)
respectively defined in equation (22). As a simple ex-
ample, consider the vectors:
p = (0.45, 0.35, 0.12, 0.08)
q = (0.56, 0.21, 0.17, 0.06)
(29)
Clearly these vectors are incomparable since 0.45 <
0.56 but 0.45 + 0.35 > 0.56 + 0.21. From (28), we see
that 0.272727 < t < 0.447368. This region of potential
catalysis can be visualized by plotting the maximum
probability of the transformation and the majorization
distance in the form of (26) and (27) against t. This is
shown in FIG. 1.
FIG. 1 shows that (28) is a good approximation of
the region of catalysis but does not represent strict min-
imum and maximum bounds. The bound on minimum
entanglement is shown as the left vertical red dashed line
while the bound on maximum entanglement is shown as
the right vertical red dashed line. From the solid vertical
green lines, It is clear that both the maximum proba-
bility of the transformation and the majorization dis-
tance convey the same information on the exact region
of catalysis. Namely, the range of t to which δ(t) = 0
exactly matches the range of t in which Pmax(t) = 1.
In FIG. 1, the bounds on catalyst entanglement ap-
pear to overlap with specific points to which the quali-
tative behaviour of Pmax(t) and δ(t) change. The rea-
son for this is that bounds (4) and (5) were derived by
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FIG. 1. (color online) The maximum probability of transfor-
mation (top) and the majorization distance (bottom) plotted
against t. The region in which Pmax(t) = 1 and δ(t) = 0 is
the region of catalysis. The vertical solid green lines bound
the exact region of qubit catalysis for this transformation.
The left and right vertical red dashed lines represent the
bounds on minimum and maximum catalyst entanglement,
respectively.
analysing specific elements of (p⊗ r)↓ and (q⊗ r)↓. At
the precise values of t where either bound (4) or (5) be-
come satisfied, two elements of (q ⊗ r)↓ change place
(for example ql′+1r1 > ql′rk becomes ql′+1r1 ≤ ql′rk).
This swap in elements often causes the maximum in
(26) and/or (27) to be attained by a different value of
l∗, which ultimately changes the qualitative behaviour
of the plots.
C. Multiple Regions of Catalysis
In this section, the existence of a new class of catalytic
state transformations is proven. Namely, the existence
of incomparable vectors with multiple distinct ranges
of potential qubit catalysts is shown. Consider the in-
tervals I1 = [w, x], I2 = (x, y) and I3 = [y, z], where
0 ≤ w < x < y < z ≤ 1/2. It will be shown that there
exists w, x, y, z and incomparable Schmidt vectors p
and q such that when t ∈ I1 or t ∈ I3, r = (1 − t, t) is
an effective catalyst for the state transformation, while
when t ∈ I2, r is not an effective catalyst for the trans-
formation. That is, there are two distinct regions of
qubit catalysts that will do the job.
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FIG. 2. (color online) The maximum probability of the state
transformation (top) and the majorization distance (bot-
tom) as functions of t. In this case, there are two ranges
of t to which Pmax = 1 and δ(t) = 0, leaving a range in
between where r is not an effective catalyst for the transfor-
mation. Again, the left and right vertical red dashed lines
represent the bounds on minimum and maximum catalyst
entanglement respectively.
For example, let
p = (0.49, 0.30, 0.13, 0.06, 0.02)
q = (0.56, 0.25, 0.10, 0.08, 0.01)
(30)
The bounds on qubit catalyst entanglement (28) state
that 0.151515 < t < 0.444444. FIG. 2 shows the max-
imum probability of the transformation and the ma-
jorization distance as functions of t for this example.
It is remarkable to see that when t = 0.2 and when
t = 0.35, r effectively catalyses the state transforma-
tion, however when t = 0.3 it does not!
The discovery of this class of incomparable state
transformations has a few important implications.
Namely, the existence of multiple regions of catalysis
makes it much harder to find exact bounds on qubit
ELOCC transformations. No matter how close the
bounds given by (28) are to the minimal or maximal
effective catalyst, it is not guaranteed that all r that
lie within the bounded region catalyse the transforma-
tion. There may be additional gaps (such as in FIG. 2)
where catalysis does not occur. In order to fully charac-
terize ELOCC transformations even in the qubit case,
one would have to find conditions on p and q to which
multiple regions of catalysis exist. More specifically, one
7would have to find bounds that accurately disregard in-
comparable regions that are bounded by effective cata-
lysts. Nevertheless, the bounds presented in this paper
substantially restrict the domain of catalysts that need
to be considered for any given transformation.
In general, it appears that there are no incompara-
ble four-dimensional vectors p and q that have multiple
regions of qubit catalysis as in the example shown in
FIG. 2. Moreover, state transformations are not lim-
ited to only two regions of catalysis. Examples have
been found where there are three or more regions of po-
tential catalysts. It is conjectured that there is no limit
on the maximum number of distinct regions of potential
qubit catalysts allowing a particular ELOCC transfor-
mation. Furthermore, the likelihood of multiple regions
appears to rise as the dimension of the Schmidt vectors
p and q becomes large. The most intuitive explana-
tion as to why this is the case is that larger dimensional
Schmidt vectors tend to have a larger number of element
swaps in (p ⊗ r)↓ and (q ⊗ r)↓ as t varies from zero to
one half. Thus, there is more likelihood that for certain
t values, the product vectors may become incompara-
ble after a period of effective catalysis. This would also
explain why four-dimensional Schmidt vectors rarely, if
at all, exhibit disjoint regions of qubit catalysis. In this
case, there is simply not enough element swaps for dis-
joint regions of catalysis to occur. In all, it appears
that classifying the set of transformations with disjoint
regions of catalysis is a significant challenge because two
different incomparable state transformations with only
a slight deviation in Schmidt coefficients can have vastly
different catalytic properties. For this reason, we leave
the classification of disjoint ELOCC transformations for
future work.
D. A Higher Dimensional Example
We will now show a higher dimensional (non-qubit)
catalytic example demonstrating that (4), (5) and (23)
are able to impose conditions on incomparable state
transformations that previous bounds, first discovered
in [7], can not. This example will demonstrate the
breadth of information that bounds (4), (5) and (23)
can provide for a particular non-qubit transformation.
The bounds in [7] were dicovered using the class of
Schur-convex/concave functions. Any real valued func-
tion f is said to be Schur-convex if p ≺ q implies
f(p) ≤ f(q). The function f is said to be Schur-concave
if −f is Schur-convex [4].
By exploiting the Schur convexity/concavity of the
elementary and power sum symmetric polynomials us-
ing Newton’s identities [15], a bound on the minimum
dimension r must be in order to catalyse a particu-
lar incomparable transformation was presented in [7].
Namely it was found that:
k ≥ log2(ed−1(q)) − log2(ed−1(p))
log2(ed(p)) − log2(ed(q))
+ 1 (31)
Where ej(p), j ∈ {0, 1 · · ·d} is the jth elementary sym-
metric polynomial of p. (31) is only non-trivial when
the logarithmic term is larger than one (when k ≥ 2). In
addition to (31), the following bound was also presented
in [7]:
R(r) ≥ −e3(p)− e3(q)
e2(p)− e2(q) (32)
Where
R(r) = e2(r)− 2e3(r)
1− 2e2(r) + 3e3(r) ≥ 0 (33)
Note that e2(p) − e2(q) > 0 is a monotone under
ELOCC, however e3(p) − e3(q) is not [7]. Therefore,
in order for (33) to be non-trivial, e3(p) − e3(q) < 0.
Because both (31) and (33) must satisfy conditions to
be non-trivial, they only provide information on the cat-
alyst Schmidt vector r for a subset of all catalytic ex-
amples.
To demonstrate this, consider the vectors:
p = (0.47, 0.38, 0.13, 0.02)
q = (0.53, 0.31, 0.15, 0.01)
(34)
Bound (31) states that k ≥ 0.918917 which rounds to
k ≥ 1. Furthermore, bound (33) states that R(r) ≥
−0.170824. Because at minimum, k ≥ 2 and R(r) ≥
0 ∀ r, these two bounds are trivial for this example.
On the contrary, bound (4) states that
rv′/rv′+1 < 1.70968 and bound (5) states that
r1/rk > 2.06667. Thus, the bounds on minimum
and maximum entanglement produce non-trivial results
for this incomparable transformation. Bound (23)
reveals that k > 2.35359 which rounds to k ≥ 3.
Therefore, we have successfully identified that no qubit
catalyst exists for this transformation. This analysis
shows that the new bounds presented in this paper
provide conditions on the subset of incomparable state
transformations that could not be classified with the
bounds presented in [7] alone. To conclude, the set of
all catalytic transformations to which one can identify
meaningful information regarding potential catalysts
has been greatly increased.
IV. CONCLUSIONS
In this paper, we address the following problem. Con-
sider a state transformation |ψ〉 → |φ〉 that cannot
be achieved with LOCC alone. What catalyst |χ〉
changes the process into the ELOCC transformation
|ψ〉 ⊗ |χ〉 → |φ〉 ⊗ |χ〉? We provide a partial answer to
this question by considering the minimum deviation a
potential catalyst must have from both the product
state and the maximally entangled state for an ELOCC
transformation to become possible. In particular, we
have shown that for any incomparable Schmidt vectors
p and q, if the Schmidt vector r is a catalyst for the
8transformation, then it must have enough entanglement
to satisfy (4), but not so much entanglement that it vi-
olates (5). We have also identified a bound restricting
the minimum dimension of r. This lower bound depends
only on the Schmidt coefficients of the target state q and
is non-trivial for a large set of catalytic examples.
The solution in this paper is only partial as bounds (4)
and (5) are not tight bounds excluding all catalysts that
are not effective. Nor is the bound on catalyst dimen-
sion a tight bound on the true minimum dimension for
all catalytic examples. However, these bounds substan-
tially restrict the set of potential catalysts for any par-
ticular state transformation by providing restrictions on
the amount of entanglement a catalyst state may con-
tain. We have shown an example demonstrating that
bounds (4), (5) and (23) provide conditions on the set
of catalytic transformations which the previous bounds
in [7] could not. Of course, in an ideal setting, both
the bounds in [7] and the ones presented in this paper
will be used in conjunction to provide the best possible
restrictions on potential catalysts.
The bounds presented in this paper have vast impor-
tance in entanglement theory, through the application of
ELOCC transformations in quantum information pro-
cesses such as teleportation, where one may desire a
particular state for maximum efficiency. Furthermore,
these bounds have implications in quantum thermody-
namics, where athermality is the core resource rather
than entanglement. In terms of athermality, the most
resourceful state is the product state and the least re-
sourceful state is the maximally entangled state. In the
case of thermomajorization, the initial state must ma-
jorize the final state for the transformation to be re-
alized with certainty [10]. Because of these parallels
between quantum thermodynamics and entanglement
theory, the bounds on minimum and maximum entan-
glement are equivalently the bounds on maximum and
minimum athermality respectively. The bound on cat-
alyst dimension also remains integral in the thermody-
namic regime, representing the minimum dimension of
a potential catalyst heat engine undergoing a cyclic pro-
cess in a thermal operation. In all, the bounds presented
in this paper have scope that extends beyond entangle-
ment theory to any other resource theory that utilizes
majorization as the necessary and sufficient condition
for state transformations. It has been shown that when
a separable operation acts on a pure bipartite state, it
is governed by a majorization condition that is identical
to the particular case of LOCC [16]. Consequently, the
results presented in this paper extend beyond ELOCC
transformations to the larger, more general set of ancil-
lary assisted separable operations.
Additionally, we have shown the existence of qubit
ELOCC transformations that have multiple distinct re-
gions of effective qubit catalysts allowing them. The
existence of these examples demonstrates how difficult
exact bounds on ELOCC transformations would be to
achieve, even in the qubit case. Due to the similari-
ties between the resource theories of entanglement and
athermality, the existence of disjoint regions of catal-
ysis poses an equally important problem for bounding
catalyst heat engines in quantum thermodynamic pro-
cesses. To proceed from this work to a more general
description of ELOCC transformations, one would have
to determine the conditions for when an incomparable
state transformation has more than one continuous re-
gion of catalysis and furthermore would have to bound
these additional regions precisely. It is vitally important
to fully understand transformations that require the use
of ancillary systems as they provide additional conver-
sion power with little to no increase in resource cost.
This conversion power is valuable as most quantum in-
formation processes require a precise state for optimal
efficiency. This work provides a crucial step in achieving
a full understanding of ELOCC state transformations.
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