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Dedicated to Professor V. Lakshmikantham in honor of his 8·5th birthday
Abstract. The paper is devoted to the study of metric regularity, which is a remarkable
property of set-valued mappings playing an important role in 1nany aspects of nonlinear
analysis and its applications. 'Ne pay the main attention to metric regularity of the socalled parametric val·iationa.l systems that contain, in particular, various classes of parameterized/perturbed variational and hemivariational inequalities, complementarity systems,
sets of optimal solutions and corresponding Lagrange multipliers in problems of parametric
optimization and equilibria, etc. Based on the advanced machinery of generalized differentiation1 we surprisingly reveal that metric regularity fails for certain major classes of
parametric variational systems, which admit conventional descriptions via subdifferentials
of convex as well as prox-regular extended-real-valued functions.
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Introduction

It has been well recognized that the property of set-valued mappings known as metric
regvia.rity, as well as the linea.r openness/covering property equivalent to it, play an
important role in many aspects of nonlinear and variational analysis and their applications; see, e.g., [1, 3, 5, 6, 8, 10, 12, 13, 16] with the extensive bibliographies therein.
In the afore-mentioned references, the reader can find verifiable conditions ensuring
these properties ru1d their implementations in specific situations mainly related to
the 'implicit fv.ndions and mv.ltijv.nctions frameworks and to the so-called parametric constraint systems in nonlinear analysis and optimization. The latter class of
systems incorporates, in particular, sets of fea.sible solutions in vru·ious constrained
optimization and equilibrium problems.
In this paper we pay the main attention to the study of metric regularity for
broad classes of para:metr'ic variatiarwl systems, which include such important objects of variational analysis and optimization a.s parameterized/perturbed variational
1
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and hem·ivaria.tional inequalities of different kinds, complementarity systems, sets of
optima.! solutions and Lagrange multipliers (or Karush-Kuhn-Tucker vectors) in various problems of parametric optimization and equilibria, etc. It comes as a surprise
that metric regu.larity fa.ils for major classes of parametric variational systems including those mentioned above. We demonstrate this by reducing metric regularity to
certain Lipschitzian properties of subd~fj'erential mappings generating the variational
systems under consideration. The latter properties do not hold for subdifferentials of
remarkable classes of extended-real-valued functions, such as convex and prox-regular
ones, which are overwhelmingly encountered in variational analysis, optimization, and
their applications. Furthermore, metric regularity fails also for nonsubdifferentially
generated variational systems described via monotone set-valued operators.
The rest of the paper is organized as follows. In Section 2 we define and discuss
the metric regularity and Lipschitzian properties of set-valued mappings considered in
this paper. In Section 3 we briefly review generalized differential tools of variational
analysis used in the modeling of variational systems and deriving the main results.
Section 4 contains descriptions of general parametric variational systems and their
most important particular cases of major interest for optimization theory and applications. Finally, in Section 5 we establish the main results on the failure of metric
regularity for the major classes of parametric variational systems under consideration.
Throughout the paper we use the standard notation and terminology of variational
analysis; cf. [12, 16]. Unless otherwise stated, X and all the other spaces under
consideration are Banach with the norm II · II and the canonical pair ( ·, ·) between X
and its topologically dual space X*, Recall that 1B stands for the closed unit ball in the
space in question, and that we use the symbol F: X =t Y to signify generally a setvalued mapping between X and Y in contrast to a single-valv.ed mapping f: X -+ Y.
As usual, we denote
domF := {x E XI F(x)

# 0}

and gphF := {(x,y) EX x

Yl y E F(x)}

the domain and graph of the mapping F: X =t Y, respectively. The inverse mapping
F- 1 : Y =t X to F is defined by F- 1 (y) := {x E XI y E F(x)}.
Given a set-valued mapping F: X =t X* between X and X*, the symbol

Li~~s,up F(x)

:= { x* E X* [ 3 sequences xk -+

x,

x"k

~ x'

with x"k E F(xk) for all k E

IN}

(1.1)

signifies the sequ.ential Painleve-Kv.ra.towski ou.terjupper limit ofF at x-+ x, where w'
stands for the weak* topology of X' and where IN := {1, 2, ... }. Given an extendedreal-valued function 'P: X -+ JR. := ( -oo, oo] with the domain
dom<p := {x E XI <p(x) < oo},
the symbol x.!. x E dom<p indicates that x-+ x with tp{x)-+ tp(x).
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Metric Regularity and Lipschitzian Properties

Recall that F: X =t Y is metrically regular around (x,y) E gphF if there are
neighborhoods U of x and V of y and a number 11 > 0 such that
dist(x;F- 1 (y)) :S f1dist(y;F(x)) whenever x E U and y E V.

(2.1)

Further, we say that F: X =t Y is Lipschitz-like around (x, y) E gph F is there are
neighborhoods U of x and V of y and a number £ 2: 0 such that
F(x) n V C F(u)

+ filx- uiiiB

for all x, u E U.

(2.2)

The latter property is also known as the Aubin "pseudo-Lipschitz" property of setvalued mappings; see [12, 16]. When V = Y in (2.2), it reduces to the classical
(Hausdorff) local Lipschitzia.n property ofF around x E dom F. Note that the Lipschitzian properties under consideration are robust, i.e., stable with respect to small
perturbations of the reference points.
It has been well recognized in variational analysis that the metric regularity property ofF around (x, y) is eq·uivalent to the Lipschitz-like property of its inverse around
(Y,i:) "~th the same modulus in (2.1) and (2.2). Similar relationships hold true for
certain semilocal and global modifications of the above local metric regularity and
Lipschitzian properties and their linear openness/covering counterparts; see, e.g., [12,
Section 1.2] with the references and discussions therein.
Observe that the metric regularity and Lipschitzian properties under considerar
tion are defined in primal spaces and are derivative-free, i.e., they do not depend
on any derivative-like construction. It turns out nevertheless that, due to variat·ionaljextremal principles, they admit complete dual-space characterizations in both
finite and infinite dimensions via appropriate coderiva.tives of set-valued mappings;
see [11], [12, Chapter 4], and [16, Chapter 9] with the references and commentaries
therein. These constructions and characterizations are not directly employed in what
follows, while on their basis we established in [5] the relationships between metric
regularity and Lipschitzian properties of parametric variational systems that are crucially used for deriving the main results of this paper in Section 5.
In the next section we briefly review only those constructions and notions of
genera.lized differentiation, which are needed for describing parametric variational
systems in Section 4 and establishing the main results presented in Section 5.

3

Generalized Differentiation

Vl!e start with subdifferentia.l constructions for general extended-real-valued functions,
which are used for descriptions of the most interesting classes of variational systems.
3

Given an extended-real-valued function <p: X -+ IRon a Banach space X, consider
first the c:-su.bdifj'erentia.l of <p at "' E dam <p defined by
~
{,
, . . <p(u)-<p(x)-(x',u-x)
}
B,<p(x) := x E X h~;~~1f
[[u _ x[[
2: -c: ,

I

€

2: 0.

(3.1)

If c: = 0 in (3.1), this construction B<p(x) := B0 <p(x) is known as Frechet, or regular, or
viscosity subd~fferentia.l of <p at x; it remains us the classical Fn\chet derivative when
the limits exists in (3.1) and equals zero. The latter subdifferential construction is
often use in the theory of viscosity solutions to partial differential equations. However,
its applications in variational analysis and optimization are rather limited due to the
possible emptiness of the subgradient set (3.1) (as, e.g., for <p(x) = -[x[ at x = 0 E JR)
and due to poor calculus rules available for (3.1). In particular, the sum rule

unavoidable in optimization theory and the majority of applications does not hold
even in trivial situations as for <p 1 (x) = [x[ and <p 2 (x) = -[x[.
Significantly better pointwise subdifferential properties are available for the following sequential robust regularization

B<p(x) := LimsupB,<p(x)

(3.2)

X~.?;
c!O

defined via (1.1) and known as ba.sicjgeneral, or limiting, or Mordukhavich subdif.ferential of <p a.t x E dam <p; see, e.g., the books [1, 7, 12, 13, 14, 16, 17, 18] and
the references therein for its recent studies and numerous applications in both finitedimensional and infinite-dimensional settings. For convex functions <p: X -+ IR we
have the representation

B<p(x) = {x' EX'\ (1:',x- x):::; <p(x)- <p(x) whenever x EX},
i.e., the subdifferential (3.2) reduces to the classical subdifferential of convex analysis.
Considering a general class of extended-real-valued functions allows us to include
sets into the functional framework. Given a set S1 C X and its indicator function
o(1:; S1) equal to 0 for x E S1 and oo otherwise, we define the normal cone to S1 at
i: E S1 by N(x; !1) := Bo(x; !1). For convex sets !1 we have the classical normal cone
of convex analysis:

N(x;!l) = {x' EX'\ (x',x- x):::; 0 whenever x E !1}.

(3.3)

Particularly good properties of the basic subdifferential (3.2) for general nonconvex functions, including comprehensive calculus rules ("full calculus") have been
developed in the framework of Asplund spaces that are Banach spaces in which every
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separable subspace has a separable dual. This class is sufficiently broad including
all reflexive Banach spaces as well as those with separable duals; see, e.g., [1, 12] for
more discussions and references. If X is Asplund and if cp is lower semicontinuous
(l.s.c.) around x, the basic subdifferential admits a simplified representation with
E = 0 in (3.2). Note that the .fu.ll co.lcu.lu.s for the subdifferential (3.2) and the associated normal and coderivative constructions for sets and set-valued mappings is based
on vo.ri.a.tiona.ljextrem.al princ·iples of variational analysis; see [12] for comprehensive
results in this direction.
Following [16], we say that cp is su.bdifferentially continu.ou.s at x for some subgradient x' E ocp(x) if cp(x!) --> cp(x) whenever Xk --> x, Xk ~ x' as k --> 00 with
J:ic E ocp(xk) for all k E IN. Further, cp is prox-regu.lar at x E domcp for some
x' E ocp(x) is it is l.s.c. around x and there are 1 > 0 and 'f} ::>: 0 such that
cp(n)::>: cp(x)+(i:',n-x)-~lln-xll' forall x'Eocp(x) with llx'-x'II:S"f,
lin- xll :S "(,

llx- xll :S "(, and cp(x) :S cp(x)

+ "'·

Various sufficient conditions ensuring the validity of both subdifferential continuity
and prox-regularity properties can be found in [16] in the case of X = lR". These
properties hold, in particular, for alll.s.c. convex functions as well as for a broad class
of strongly amenable functions that play a significant role in variational analysis and
its numerous applications.

4

Parametric Variational Systems

In this section we consider a class of the so-called pa.ram.etric variational systems
(PVS) described as solu.tion maps to parameterized generalized equ.ations of the type
S(x) =

{y

E

Yl 0 E f(x,y) + Q(y)},

(4.1)

where .f: X x Y --> Z is a single-volu.ed mapping, while Q: Y =Y Z is a set-valued
mapping between Banach spaces. It has been well recognized that the PVS form
(4.1) describes a broad range of moving/parameterized sets associated with optimal
solv.tions and first-order optimality conditions to various problems of parametric optimization and equilibria. For convenience we label f and Q in (4.1) as the bose and
field mappings, respectively.
Models of this type were introduced and studied by Robinson [15] in the case of
Q(y) = N(y; Sl), a normal cone mapping to a convex set Sl, when (4.1) describes, due
to (3.3), solution maps to parameterized vari.ationa.l inequalities in the form
find y E S1 such that (f(x, y), v- y) ;::: 0 for all v E S1.
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(4.2)

If, in particular, !1 is a nonnegative orthant of a finite-dimensional space, model (4.2)
captures solution maps to parameterized complementarity pmblems, and hence moving sets of Ka:rv.sh-Kv.hn-Tu.cker (KKT) vectors in parametric problems of nonlinear
progro.m.ming. In general, variational conditions of type (4.1) have been widely accepted as a very useful and convenient framework for the study of a great variety
of parametric systems that frequently appear in many aspects of variational analysis, optimization, equilibria, and their numerous applications; see, e.g., the books
[9, 12, 13, 14, 16] and the references therein.
Variational systems most important for optimization/equilibrium theory and applications mainly relate to generalized equations (4.1) with subdifferentia.l fields when
Q is given by a sv.bd~fferent-ia.ljnormal cone operator B<p generated by an extendedreal-valued l.s.c. function <p, which is often labeled as potential. As mentioned above,
this is the case of the classical variational inequalities (4.2) ru1d complementarity problems generated by convex indicator functions <p(·) = 6(·; !1). Formalism (4.1) with
Q = B<p encompasses also other types of variational and extended variational inequalities generated by nonconve.?: potentials; in particular, the so-called hemiva.riational
ineqv.o.libes with Lipschitzian potentials.
In this vein we consider, following [12, Chapter 4], two major classes of composite
sub#fferential PVS. The first one is given in the form
S(2:) := {y E

Yl 0 E j(2',y)+8(1f)og)(y)},

(4.3)

where g: Y ---> W and .f: X x Y ---> Y' are single-valued mappings between Banach
spaces, and where B<p: Y =V Y' is the basic subdifferential mapping (3.2) generated by the composite potent-ial <p = 'ljJ o 9 with 'ljJ: W ---> JR. The afore-mentioned
vm·iational systems are particular cases of the composite formalism (4.3).
The second class of composite subdifferential PVS is described by the generalized
equations with composite .fields
S(2:) := {y E

Yl 0 E /(2', y) + (81/J o 9)(y)},

(4.4)

where g: Y---> H1, 'ljJ: 11'---> IR, and f: X x Y ---> W'. Formalism (4.4) encompasses,
in particular, perturbed implicit complementarity problems of the type: find y E Y
satisfying the relationships

/(2', y)

e: 0,

y- 9(1:, y)

e: 0,

(!(2', y), y- g(2', y)) = 0,

where the inequalities are understood in the sense of some order on Y.
In the next section we show that the major parametric variational systems of
the general type (4.1) with set-valued monotone fields as well as of the composite
sv.bd-i.ffe-rentia.l type (4.3) and (4.4) generated by nonsmooth potentials .,P( ·) do not
exhibit metric regv.la.?-ity.
6
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Failure of Metric Regularity for Parametric Variational Systems

This section contains the main results of the paper on the failure of metric regularity
for major classes of PVS governed by generalized equations in forms (4.1), (4.3), and
(4.4). The results obtained are largely based on the relationships between .metric
regularity of the PVS under consideration and the Lipschitz-like property of the field
mappings in the above generalized equations established in [5].
Let us start with the general model (4.1), where the field mapping Q: Y =t Y* is
a monotone operator, i.e., it has the property
(y; - Y2, Y1 - Y2) ;::: 0 whenever y; E Q(y;),

Recall that a mapping h: W

->

tv with the derivative 'V h( w):

i = 1, 2.

Z between Banach spaces is strictly differentia.ble at

W -> Z if

. h(w)- h(v)- 'Vh(w)(w- v)
I1111

';}:;;t

which surely holds if h E C 1 around

llw - vii

= 0,

w.

Theorem 5.1 (failure of metric regularity for generalized equations with
monotone fields). Let f: X x Y -> Y* be a. mapping between Asplund spaces tha.t
is st·rictly differentiable a.t (i:, y) with the surjective partial derivative 'V xf (i:, fi), and
let Q: Y =t Y* be loca.lly closed-graph around (y,y*) with fj* :=- f(i:,fj) E Q(fi).
Assume in addit·ion tlw.t Q ·is monotone and that there is no neighborhood of fi on
which Q is s·ingle-va.lv.ed. Then the solution m.a.p S: X =t Yin (4.1) is not metrically
regular around the reference point (i:, fi).
Proof. Based on a rather involved coderiva.tive analysis, it is proved in [5, Theorem 5.6] that the metric regularity of S around (i:, fi) is equivalent to the Lipschitz-like
property of Q around (fi, fj*) under the general assumptions of the theorem (excluding
the monotonicity and the local set-valuedness of Q). On the other hand, it is proved
in [2, Proposition 5.1] that the monotonicity of Q and its Lipschitz-like property
around (fi, fi*) imply that the set Q(y) is a singleton for all y in some neighborhood
of fi. Thus the opposite assumption imposed in the theorem and the afore-mentioned
equivalence ensure that S cannot be metrically regular around (i:, fi).
!::,.
Since the set-valuedness of field mappings is a characteristic feature of genera.lized equations as a satisfactory model to describe variational systems (otherwise
they reduce just to standard equations, which that are not of particular interest in
the variational framework under consideration), the conclusion of Theorem 5.1 reads
that variational systems with monotone fields are not metrically regular under the
7

strict differentiability and surjectivity assumptions on base mappings, which do not
seem to be restrictive. A major consequence of Theorem 5.1 is the following corollary concerning sv.bd~fferent-ia.l systems with convex potentials, which encompass the
classical cases of variationa1 inequalities and complementarity problems in (4.2).
Corollary 5.2 (failure of metric regularity for subdifferential PVS with
convex potentials). Let Q(y) = iJ<p(y) in (4.1), where f: X x Y-+ Y' is a. mapping between Asplund spa.ces that is strictly differentiable at (i:, fi) with the surjective
pa.rtia.l derivative 'llxf(i:,y), and where <p: Y-+ lR is a.l.s.c. convex function finite
a.t fi and such that there is no neighborhood of fi on which <p is Gateaux differentiable.
Then Sis not metrica.lly regula.r around (i:, fi).
Proof. Observe first that the assumptions imposed on <p ensure that the subdifferential mapping Q(y) = o<p(y) is closed-graph. Furthermore, the classical Rockafellar
theorem establishes the ma.xima.l monotonicity of the subdifferential mapping fJ<p for
proper, l.s.c., convex functions on Banach spaces. Thus the conclusion of the corollary follows from the the well-known fact of convex ana1ysis that the subdifferential
of such a function is a singleton at the reference point if and only if of the function
is Gu.teaux d~fferentiable at it.
6
Note that the classical settings of variational inequalities and complementarity
problems in (4.2) correspond to the highly nonsmooth (extended-real-valued) case of
the convex indicator .fv.nct-ions Q(y) = <p(y) = o(y; D) in (4.1). In fact, essentia1ly
more general nonconvex subdifferential structures of parametric variational systems
prevent the fulfillment of metric regularity for solutions maps (4.1) with no reduction
to the field monotonicity; see below.
Let us next consider parametric variational systems with the composite subdifferentia.l structure generated by strongly amenable potentials in (4.3).
Theorem 5.3 (failure of metric regularity for composite subdifferential PVS
with strongly amenable potentials). Let (x, fi) E gph S for the parametric va.ria.tiona.l system. S given in (4.3), where g: Y -+ W is twice continuously differentiable
around fi with the s·u.rjective de·rivative \1 g(fi), where f: X X Y -+ Y* is strictly differentiable a.t (i:, y) with the s·u.rjective partial derivat·ive \1 x.f(i:, y), and where all the
spa.ces u.nder consideration are Asplund. Set w := g(y) and assume that 1/J: H! -+ lR
is a. l.s.c. convex fv.nction finite a.t w and such that there is no neighborhood of w on
wh·ich 1/J is Gateaux d~fj'e-rentiable. Then S is not metrica.lly regular around (i:, y).
Proof. Observe that, according to [16, Definition 10.23], the potential <p = 1/J o g
is strongly amenable around y and that the subdifferential mapping fJ,P: W =¥ w•
is closed-graph clue the assumptions imposed on 1/J. Since all the requirement of [5,
Theorem 5.7] are met, we conclude that the metric regularity of S around (i:, y) is
8

equivalent to the Lipschitz-like property of &'lj; around (w, v), where v E &'lj;(w) is
uniquely determined by \1 g(y)'v = -f(x, fi). As shown in the proofs of Theorem 5.1
and Corollary 5.2, the afore-mentioned Lipschitz-like property of &'lj; does not hold
under the assumptions made.
!::::.

The next result establishes a similar conclusion on the failure of local metric
regularity for the subdifferential PVS (4.4) with composite fields.
Theorem 5.4 (failure of metric regularity for subdifferential PVS with
composite fields and convex potentials). Let (x,y) E gphS forS given in (4.4),
where g: Y --> W is strictly differentiable at fi with the surjective derivative \1 g(y),
where f: X x Y --> W' is strictly d~fferentiable a.t (x, fi) with the surjective partial
derivative \l.,J(x, fi), and where all the spaces under consideration are Asplund. Assume in addition that 7/J: W--> IR ·is a. l.s.c. convex fv.nction finite at w = g(y) and
s·uch that there is no ne·ighborhood of w on which 'ljJ is Go.teaux differentiable. Then
Sis not metrically regular around the reference point (x, fi).
Proof. It is easy to observe that the assumptions made ensure that the composite
mapping &'lj; o g is closed graph around (fi,- f(x, fi)). By [5, Theorem 5.8] we have,
under the general assumptions of this theorem, that the metric regularity of S around
(x, fi) is eqv.ivalent to the Lipschitz-like property of the subdifferential mapping &'lj;
around (w, z) with 2 = - f(x, fi). The latter property does not hold under the assumptions imposed on 1/J in the theorem due to the arguments given in the proofs of
Theorem 5.1 and Corollary 5.2.
!::::.
The next two theorems concern subdifferential variational systems (4.3) and (4.4)
involving nonconvex functions 'ljJ therein. We replace the above convexity assumption
by the prox-regv.larity of 'ljJ defined on a finite-dimensiona.l space W.
Theorem 5.5 (failure of metric regularity for composite subdifferential PVS
with prox-regular potentials). Let (x,y) E gphS for the parametric va.ria.tiona.l
systemS given in (4.3), where g: Y --> !Rn is twice continuously differentiable around
:ij with the surjective de·rivative \1 g(Y), where f: X x Y --> y• is strictly differentiable
at (x,y) with the surjective part·ial derivative llxf(x,y), and where the spaces X, Y,
and y• a:re Asplund. Set w := g(y) and assume in addition that:
(i) either 'ljJ is locally Lipschitzia.n around w,
(ii) or 'ljJ is prox-regv.la.r a.nd subdi.fferential continuous a.t w for the subgradient
v E &'lj;(w), which is v.niqv.ely determined by \lg(y)"v = -f(x,y).
Then S is not metrically regv.lar a.rov:n.d (x, y) provided that there is no neighborhood
of u) on which 'ljJ is G6tea.v.x differentiable.

Proof. It is pro;ed in [5, Theorem 5.7] that the metric regularity property of S around
(x, f)) is equivalent to the Lipschitz-like property of the basic subdifferential mapping
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81/J around (w, v), for w and v E 81/J(iil) defined in the theorem, provided that 81(! is
locally closed-graph around (w, v) with no additional assumptions imposed in (i) and
(ii). It is easy to check that the assumptions made in both cases (i) and (ii) ensure
the afore-mentioned closed-graph property of 81/J around (w,v). Furthermore, the
main result of [4] establishes that in both cases (i) and (ii) the Lipschitz-like property
of 81/J around (w, v) yields that ..;, is in fact C 1•1 around w, i.e., it is continuously
Frechet (and hence Gateaux) differentiable and its derivative is locally Lipschitzian
around this point. Thus the solution map S ca.nnot be metrically regular around the
reference point (x, fJ) under the assumptions imposed in the theorem.
6
The final result of the paper concerns metric regularity of PVS (4.4) with composite
fields in the case of prox-regv.la.r potentials 1/J therein.
Theorem 5.6 (failure of metric regularity for subdifferential PVS with
composite fields and prox-regular potentials). Let (x, y) E gph S for S defined by (4.4), where g: Y _, !Rn is strictly differentiable at y with the surjective
derivative \1 g(Y), where .f: X x Y _, !Rn is strictly differentia.ble at (x, y) with the
sv.rjective pa.rtial deriva.tive \1 x.f(x, y), a.nd where the spaces X a.nd Y are Asplund.
Set w := g(Y) and assume in addition that either (i) or (ii) of Theorem 5.5 is satisfied,
and that there is no neighborhood of iD on which 1/J is Gateaux differentiable. Then
the solv.tion map S is not metrica.lly regular around (x, y).
Proof. We can directly check that the assumptions made in the theorem ensure that
the composition 81/J o g is closed-graph around the point (Y,- .f(x, y)). Employing [5,
Theorem 5.8], we conclude that the metric regularity of S around (x, y) is equivalent
to the Lipschitz-like property of 81/J around (w, v), where vis defined in (ii) of Theorem 5.5. By [4], the latter yields in both cases (i) and (ii) that 1/J must be C 1 •1 around
'''· Thus the solution mapS in (4.4) fails to exhibit the metric regularity property
C,
around (x, y) if all the assumptions of the theorem are satisfied.

References
[1[ J.M. Borwein, Q.J. Zhu, Techniques of Variational Analysis, Springer, Berlin, 2005.

[2] A.L. Dontchev, W.W. Hager, Implicit functions, Lipschitz maps and stability in optimization, Math. Oper. Res. 19 (1994), 753-768.
[3] A.L. Dontchev, A.S. Lewis, R.T. Rockafellar, The radius of metric regulru·ity, Trans.
Amer. Math. Soc. 355 (2003), 493-517.
[4] A. Eberhard, B.S. Mordukhovich, C.E.M. Pearce, On differentiability properties of
prox-regular functions, preprint (2008).

[5] W. Geremew, B.S. Mordukhovich, N.M. Nam, Coderivative calculus and metric regularity for constraint and variational systems, Nonlinear Anal., to appear.

10

[6] A.D. Ioffe, Metric regularity and subdifferential calculus, Russian Math. Surveys 55
(2000), 501-558.

[7] V. Jeyakumru· and D.T. Luc, Nonsmooth Vector Functions and Continuous Optimization, Springer, New York, 2008.
[8] A. Jourani and L. Thibault, Coderivative of multivalued mappings, locally compact
cones and metric regulru·ity, Nonlinear Anal. 35 {1999), 925-945.
[9] F. Facchinei, J.-P. Pang, Finite-Dimensional Variational Inequalities and Complementarity Problems, Springer, New York, 2003.
[10] D. Klatte and B. Kummer, Nonsmooth Equations in Optimization: Regularity, Calculus, Methods, and Applications, Kluwer Academic Publishers, Boston, 2002.

[11 J B.S. Mordukhovich, Complete characterizations of openness, metric regularity, and
Lipschitzian properties of multifunctions, Trans. Amer. Math. Soc. 340 {1993), 1-35.
[12] B.S. Mordukhovich, Variational Analysis and Generalized Differentiation, I: Basic Theory, Springer, Berlin, 2006.
[13] B.S. Mordukhovich, Variational Analysis and Generalized Differentiation, II: Applications, Springer, Berlii1, 2006
[14] .J.V. Outrata, Mathematical programs with equilibrium constraints: theory and nu-

merical methods, in: J. Haslinger, G.E. Stavroulakis {Eds.), Nonsmooth Mechanics
of Solids, CISM Cources and Lecture Notes, No. 485, Springer, New York, 2006, pp.
221-274.
[15] S.M. Robinson, Generalized equations and their solutions, 1: basic theory, Math. Prog.
Study 10 {1979), 128-141.
[16] R.T. Rockafellar, R.J-B. Wets, Variational Analysis, Springer, Berlin, 1998.
[17] W. Schirotzek, Nonsmooth Analysis, Springer, Berlin, 2007.
[18] R.B. Vinter, Optimal Control, Birkhiiuser, Boston, 2000.

11

