A novel approach is developed to deal with the weak error estimates of temporal semi-discretisation of semi-linear stochastic partial differential equations (SPDEs) by the exponential Euler method. A weak error representation formula is first derived for the exponential integrator scheme in the context of truncated SPDEs. The formula enjoys the absence of the irregular term involved with the unbounded operator. As an application, the obtained formula is then applied to the exponential Euler scheme for SPDEs of parabolic type. Under certain mild assumptions on the nonlinearity, we provide an easy weak error analysis, which does not rely on the Malliavin calculus.
Introduction
Given two separable Hilbert spaces (H, ·, · H , · H ) and (U, ·, · U , · U ), we look at the following Itô type stochastic evolution equation driven by additive noise, dX(t) = AX(t) dt + F (X(t)) dt + B dW (t), t ∈ (0, T ], X(0) = X 0 ∈ H, (1.1)
where T ∈ (0, ∞), A : D(A) ⊂ H → H is a linear, possibly unbounded operator and {W (t)} t∈[0,T ] is a cylindrical U-valued I-Wiener process on a probability space (Ω, F , P) with a normal filtration {F t } t∈[0,T ] . Moreover, F : H → H, B : U → H are deterministic mappings and the initial data X 0 ∈ H is assumed to be deterministic. The abstract equation (1.1) is general and includes various stochastic evolution equations in applications [8] . Under certain assumptions, a unique mild solution of (1.1) exists and is given by X(t) = E(t)X 0 + t 0 E(t − s)F (X(s)) ds + t 0 E(t − s)B dW (s), a.s. for t ∈ [0, T ], (1.2) where E(t) = e tA , t ∈ [0, T ] is a strongly continuous semigroup in H generated by A. This topic has been extensively studied in recent years (see, e.g., [23, 2, 4, 3, 1, 7, 13, 25] and the references therein). For a linear SPDE with additive noise, whose solution can be written down explicitly, the weak error of the linear implicit method can be expressed by means of a Kolmogorov equation after removing the irregular term AX(t) by a transformation of variables [12, 18, 19, 21] . In this case, it becomes easy to treat the weak error estimates. This approach, however, does not work for the nonlinear heat equation and the corresponding weak error analysis of the implicit Euler method is much technical and complicated [11, 26] . In particular, an integration by parts from the Malliavin calculus was exploited to handle the irregular term and the term involving the nonlinear operator. If the dominant linear unbounded operator A generates a group, more than a semigroup, a different transformation of variable from the one mentioned earlier can be used to simplify the weak error estimates of numerical schemes [10, 25] .
In this work we turn our attention to the temporal discretisation of (1.1) by the exponential Euler scheme,
Exponential integrators are successfully used to solve deterministic stiff and highly oscillatory problems (see the recent review [14] and references therein). The extension to stochastic cases can be found in [6, 5, 17, 22, 15, 16, 25] . Particularly, the exponential integrator for stochastic wave equations (SWEs) can achieve higher strong and weak convergence order than the usual implicit Euler and Crank-Nicolson-Maruyama schemes [5, 25] . An interesting finding here is that the weak error analysis of the exponential Euler temporal discretisation (1.3) for nonlinear stochastic heat equations can be carried out in a very simply way. To see this, we first derive a weak error representation formula for the scheme (1.3) applied to truncated SPDEs emerged from spatial discretisations. The framework is general and the formula is free from the irregular term involved with the unbounded linear operator. Then we utilize the obtained formula to analyze the weak approximation error of the exponential Euler scheme for parabolic SPDEs driven by additive noise. Under certain appropriate assumptions on the nonlinearity (see Assumption 3.1), we provide a weak error analysis which does not rely on the Malliavin calculus but relies on elementary arguments. In this way, the weak error analysis is substantially simplified, compared to the analysis in [11, 26] . We mention that the multiplicative noise case can be treated analogously following the idea of this work, but with seriously restrictive assumption imposed on the diffusion coefficient (see equation (2.5) in [11] ). To highlight the key idea and for simplicity of presentation, only the additive noise case is considered. Moreover, we do not require the nonlinear operator F to be twice Fréchet differentiable in H, which is in general not fulfilled in the case of Nemytskij operators but was commonly demanded in the weak error analysis [2, 11, 26] . Although strong and path-wise convergence of exponential integrators for parabolic SPDEs exist in the literature [17, 22] , the corresponding weak convergence result is missing, which also partly motivates this work. Of course, it is worthwhile to note that, the error representation formula is also applicable to exponential integrators for other types of SPDEs, such as stochastic wave equations. Since the weak convergence rate of the exponential integrator scheme for SWEs has been studied in [25] , we do not intend to recover the known result in this paper.
The rest of this paper is organized as follows. In the next section, some preliminaries are collected and a weak error representation formula is elaborated. In Section 3, the obtained error formula is applied to parabolic SPDEs and the weak convergence rate of the exponential Euler scheme is obtained.
Error representation formula for truncated SPDE
Let (H, ·, · H , · H ) and (U, ·, · U , · U ) be two separable Hilbert spaces. By C k b (U, H) we denote the space of not necessarily bounded mappings from U to H that have continuous and bounded Fréchet derivatives up to order k, k ∈ N. Moreover, by L(U, H) we denote the space of bounded linear operators from U to H endowed with the usual operator norm · L(U,H) and write L(U) := L(U, U) for simplicity. Additionally, we need spaces of nuclear operators from U to H, denoted by L 1 (U, H) and spaces of Hilbert-Schmidt operators from U to H by L 2 (U, H) [9] . To lighten the notation, we also write
independent of the particular choice of the basis {ψ i } i∈N of U and satisfies
Next, we consider a truncated problem, which arises due to spatially discretisation of (1.1) and for n ∈ N it takes the following form:
Here A n : H n ⊂ H → H n is the discrete version of A in H n and F n : H n → H n , B n : U → H n are corresponding approximation mappings. We make the following assumptions.
Assumption 2.1 For n ∈ N assume the linear subspace H n of H is a finite dimensional Hilbert space, endowed with the inner product induced by restriction. Let A n : H n → H n be a linear bounded operator in H n , which generates a strongly continuous semigroup E n (t) = e tAn , t ∈ [0, ∞) in H n . Moreover, assume the operator E n (−t) = e −tAn is well-defined in H n and the inverse of
The above framework is general and can cover various spatial discretisations such as finite element method and spectral Galerkin method. Besides, we emphasize that the constants used to measure the boundedness of the operators A n , F n , B n might depend on n. As a result, the condition [9] guarantees that the truncated problem (2.6) has a unique mild solution given by
for t ∈ [0, T ]. The exponential Euler scheme (1.3) applied to (2.6) yields
In order to carry out the weak error analysis of the approximations (2.8), for Φ ∈ C 2 b (H; R) and n ∈ N we define the process
where X n (t, x) is defined by (2.7) with the initial value X n 0 = x ∈ H n . Theorem 9.16 from [9] shows that µ n (t, x) defined by (2.9) is differentiable with respect to t and twice differentiable with respect to x, and serves as the unique strict solution of the following PDE problem
Here and below, we always identify the first derivative Dµ n (t, x) at x ∈ H n with an element in H n and the second derivative D 2 µ n (t, x) with a linear operator in H n by the Riesz representation theorem. With the above preliminaries at our disposal, we can prove the following weak error representation formula. 
Proof of Theorem 2.2. To begin with, we introduce a process 13) which is obviously twice differentiable with respect to y and satisfies
This together with the fact that ∂ ∂t E n (−t)y = −A n E n (−t)y for y ∈ H n and (2.2) enables us to deduce from (2.10) that ν n (t, y) is a strict solution of
Further, we introduce two auxiliary processes Z n (t) = E n (T − t)X n (t), given by
The definition ofZ n (t) allows for
Therefore, we have the following decomposition
Applying Itô's formula to ν n (T −t,Z n (t)) in each interval [t m , t m+1 ] and taking (2.14), (2.15), (2.16) into account show that
Plugging the above equality into (2.20) completes the proof.
3 Weak convergence rates for parabolic SPDE with additive noise
In this section, the weak error formula obtained above will be applied to a parabolic SPDE.
To this end, we let U = H be a separable Hilbert space, equipped with the norm · and scalar product ·, · , and let Q be a bounded, linear, self-adjoint, positive semi-definite operator in H. Then Q admits the unique positive square root Q 1 2 . Let B = Q 1 2 and let A : D(A) ⊂ H → H be a densely defined, linear unbounded, negative self-adjoint operator with compact inverse (e.g., the Laplace operator with homogeneous Dirichlet boundary conditions). Therefore (1.1) reduces to
where {W (t)} t∈[0,T ] is a cylindrical H-valued I-Wiener process on a given stochastic basis Ω, F , P, {F t } t∈[0,T ] . In the above setting, A generates an analytic semigroup E(t) = e tA , t ∈ [0, ∞) in H and there exists an increasing sequence of real numbers {λ i } ∞ i=1 and an orthonormal basis {e i } i∈N of H such that Ae i = −λ i e i with 0 < λ 1 ≤ λ 2 ≤ · · · ≤ λ n (→ ∞). This allows us to define fractional powers of −A, i.e., (−A) γ , γ ∈ R, in a much simple way, see [20, Appendix B.2] . Moreover,
Here and below, C is a generic constant that may vary from one place to another. Next, we introduce the Hilbert spaceḢ γ = D((−A) γ 2 ) for γ ∈ R, equipped with the inner product ϕ, ψ Ḣγ := (−A)
ϕ, e i ψ, e i and the corresponding norm ϕ 2 γ = ϕ, ϕ Ḣγ for ϕ, ψ ∈Ḣ γ . To guarantee a unique mild solution of (3.1) and for the purpose of the weak convergence analysis, we make asumptions as follows.
Assumption 3.1 Assume the setting in the first paragraph of Section 3 and
Additionally, F : H → H is assumed to be a twice differentiable mapping satisfying In what follows, we present a concrete example, which fulfills all the above assumptions. 
where f : O × R → R is assumed to be a smooth nonlinear function satisfying
For this example we set U = H = L 2 O, R , the space of real-valued square integrable functions endowed with the usual norm · and inner product ·, · , A = ∆ = .7), by
(3.9)
Then (3.1) can be an abstract formulation of (3.7). Moreover, the derivative operators of F are given by
for all ϕ, ψ, ψ 1 , ψ 2 ∈ H. With the above setting, we start to verify all conditions in Assumption 3.1. The condition (3.3) is a standard one in the literature [2, 18, 19, 26] and hence we only validate the remaining three conditions in Assumption 3.1. Thanks to (3.8), one can easily check that (3.4) is fulfilled. With the aid of the self-adjointness of (−A) γ , γ ∈ R, Hölder's inequality and a Sobolev inequality:
, d = 1, 2, 3, we validate (3.5) as follows:
(3.12)
To verify (3.6), we first recall that ψ 1 = ∇ψ for ψ ∈Ḣ 1 (see, e.g., [24, Lemma 3.1] for details). This together with conditions in (3.8) yields that, for ϕ ∈Ḣ 1 , φ ∈Ḣ δ with δ ∈ [1, 2) and δ >
where at the last step the facts were used thatḢ δ ⊂ C(O, R) continuously for δ > 
To see (3.6), we note that
where the cauchy-schwarz inequality and the self-adjointness of F ′ (ϕ) and (−A) γ were used.
For n ∈ N, we define a finite dimensional subspace H n of H by H n := span {e 1 , e 2 , . . . , e n } and a projection P n : H → H n by P n v = n i=1 e i , v e i , v ∈ H. Then we introduce a Galerkin approximation to (3.1) in the finite dimensional space H n ,
where A n : H n → H n is defined by A n = AP n , and generates a strongly continuous semigroup
ξ, e i e i , ξ ∈ H n . Consequently, (−A n ) γ P n ϕ = (−A) γ P n ϕ and E n (t)P n ϕ = E(t)P n ϕ hold for ϕ ∈ H, γ ∈ R. Further, one can easily check that under Assumption 3.1, all conditions in Assumption 2.1 with F n = P n F and B n = P n Q 1 2 are fulfilled. Therefore the obtained error representation formula (2.2) is valid in the setting of this section. Moreover, a variant of conditions in (3.2) and Assumption 3.1 remains true and is frequently used in the following estimates. For example, we have 
where µ n (t, x) is defined by (2.9) ) and arbitrarily small ǫ > 0 that
where Y n m is produced by (2.8) andỸ n (t) is given by (2.12).
Furthermore, we can show the following result.
Lemma 3.5 Under Assumption 3.1 and assume X 0 ∈Ḣ 1 . Then, for arbitrarily small ǫ > 0, 
Using (3.17), (3.4) and (3.22) shows that
Further, (2.5), (3.17) and (3.18) together give
Putting them together thus shows the desired assertion. Armed with the above preparations, we can prove the following result.
Theorem 3.6 Assume that all conditions in Assumption 3.1 are fulfilled, X 0 ∈Ḣ 1 and Φ ∈ C 2 b (H; R). Then, for arbitrarily small ǫ > 0,
where the constant C depends on β, η, δ, ǫ, T, L and the initial data, but is independent of n and M.
The proof of this result will be postponed. As an immediate consequence we have Corollary 3.7 Assume that all conditions in Theorem 3.6 are fulfilled. Then it holds that, for arbitrarily small ǫ > 0,
Proof of Corollary 3.7 Similarly to [26, Appendix] , one can rigorously prove that X n (T ) and Y n M , respectively, mean-square converge to X(T ) and Y M . Since the estimate (3.27) is uniform with respect to n and Φ ∈ C 2 b (H; R), letting n → ∞ yields the assertion. Proof of Theorem 3.6. According to (2.11), we have the following error representation 
and
In the next step, we estimate b 
Thanks to (3.21) and (3.22), we get
where we denote
To estimate J m properly, we use the Taylor formula to decompose J m as follows: The desired assertion (3.27) is now validated.
Remark 3.8 As claimed earlier, the spatial discretisation by finite element method can also fall into the framework set forth in Section 2 and thus the weak error representation formula is valid. Following the main lines of the above proof, one can adapt the weak error analysis here for the exponential Euler scheme, coupled with the finite element spatial discretization.
