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Abstract
In 1979, in an interesting paper, R.J. Morris introduced the notion of convex set function defined on an
atomless finite measure space. After a short period this notion, as well as generalizations of it, began to
be studied in several papers. The aim was to obtain results similar to those known for usual convex (or
generalized convex) functions. Unfortunately several notions are ambiguous and the arguments used in the
proofs of several results are not clear or not correct. In this way there were stated even false results. The aim
of this paper is to point out that using some simple ideas it is possible, on one hand, to deduce the correct
results by means of convex analysis and, on the other hand, to emphasize the reasons for which there are
problems with other results.
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1. Introduction
Convex analysis is a well established and nice mathematical discipline with important ap-
plications. Many results concern conjugate and subdifferential calculus, as well as optimality
conditions in convex programming. In this context the classical Fenchel duality formula
inf
x∈X
[
f (x)+ g(x)]= max
u∗∈X∗
[−f ∗(u∗)− g∗(−u∗)], (1)
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a point in the intersection of their domains, plays a central role. Replacing f by f − x∗ with
x∗ ∈ X∗, we observe that the above formula becomes
(f + g)∗(x∗)= min
u∗∈X∗
[
f ∗
(
u∗
)+ g∗(x∗ − u∗)]; (2)
in turn, for x∗ = 0, this formula yields (1). As pointed out by Hiriart-Urruty in [6], when for the
proper convex functions f and g formula (2) holds for every x∗ ∈ X∗, one has
∂(f + g)(x) = ∂f (x)+ ∂g(x) ∀x ∈ X.
Obtaining formula (1) without convexity of f and g attracted several mathematicians. Be-
cause f  cof and f ∗ = (cof )∗, we have
inf(f + g) inf(cof + cog) sup{−(cof )∗(u∗)− (cog)∗(−u∗) ∣∣ u∗ ∈ X∗}
= sup{−f ∗(u∗)− g∗(−u∗) ∣∣ u∗ ∈ X∗}
(in fact one can replace co by co). This shows that in order to prove (1) for f and g, one must
prove it for the convex functions cof and cog (or even cof and cog) using general results from
convex analysis and to see if f + g and cof + cog have the same infimum.
The majority of the mathematicians dealing with nonconvex functions prove such results us-
ing separation theorems (as for the convex case) instead of reducing them to the convex case
(see, e.g., [4,14] for functions defined on a general linear space). A similar situation happens for
convex set functions, that is extended real-valued functions defined on the class of measurable
subsets of an atomless finite measure space (E,A,μ) satisfying a supplementary (convexity)
condition. Such a function has the particularity, when identified with a function defined on
L∞(E,A,μ), that the weak∗ closure of its epigraph is convex. The first paper on convex set
functions is the interesting one of Morris [13]. After that several papers dealt not only with con-
vex set functions but also with generalized convexity notions for set functions. Unfortunately in
several papers on this topic the notions are ambiguous and the proofs of several statements are
not correct (at least not convincing), but some of them are even false. Our aim in this note is to
point out those statements for which we have doubts and to provide counterexamples for some
of them. Our main motivation in doing this is provided by the recent papers [1] (a survey one)
and [12] where the majority of problematic statements are cited and used.
In view of these difficulties we devote Section 2 to detailed preliminaries making clear notions
related to extensions of functions. In Section 3 we state some results concerning the conjugate
and subdifferential of the function fS := f + ιS with f a lower semicontinuous and convex
function and S an arbitrary set, with a special emphasize of functions defined on L∞. Section 4
deals with Morris convex set functions. Because in the literature there were given several variants
for the convexity of an extended real-valued convex set function, we fix the definition and state
some results on the conjugate and subdifferential of M-convex functions. In this way we recover
some known results and point out some false results from the literature. In Section 5 we discuss
the Gâteaux differentiability of two set functions and show that these functions are nowhere
Fréchet differentiable contrarily to what is asserted in some papers. Finally, Section 6 is devoted
to the discussion of several results from the literature which are not convincing in our opinion.
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In the sequel X is a separated locally convex space whose topological dual is denoted by X∗.
Generally, on X∗ we consider the weak∗ topology w∗ := σ(X∗,X), but any other compatible
locally convex topology τ can be considered (that is (X∗, τ )∗ = X).
Recall that for a function g :X → R := R ∪ {−∞,+∞}, its domain is the set domg :=
{x ∈ X | g(x) < ∞}, its epigraph is the set epig := {(x, t) ∈ X × R | g(x)  t}, and its strict
epigraph is epis g := {(x, t) ∈ X × R | g(x) < t}; the function g is proper if domg = ∅ and g
does not take the value −∞. In the sequel, by Λ(X) we denote the class of proper convex func-
tions on X and by Γ (X) the class of those f ∈ Λ(X) which are lower semicontinuous (lsc for
short). Of course, f ∈ Λ(X) is lsc if and only if f is w := σ(X,X∗) lsc.
First observe that for a function f :S → R, with ∅ = S ⊂ X, we can associate the proper
function fe :X → R defined by fe(x) := f (x) for x ∈ S and fe(x) := ∞ for x ∈ X \ S. In this
case domfe = S; moreover, fe is proper. Conversely, for a proper function f :X → R, we have
that (f |domf )e = f . When X is endowed with a topology τ and S ⊂ X is endowed with the trace
topology, f :S → R is lsc at x ∈ S if and only if fe is lsc at x.
When X is endowed with a topology τ , to a function g :X → R we associate its lsc hull g
(or gτ if we want to emphasis the topology τ ) whose epigraph is cl(epig) (or clτ (epig)). Alter-
natively, g can be defined by g := sup{h :X → R | h g, h lsc}, or
g(x) := lim inf
y→x g(y) := sup
V∈Nx
sup
y∈V
g(y)
for every x ∈ X, where Nx :=N τx is some basis of neighborhoods of x (for the topology τ ). Of
course, we have that domg ⊂ domg ⊂ cl(domg); every inclusion may be strict. The convex hull
of g is defined by
(cog)(x) := inf
{
n∑
i=1
λig(xi)
∣∣∣∣∣ n ∈ N∗, λi > 0, xi ∈ domg,
n∑
i=1
λi = 1, x =
n∑
i=1
λixi
}
,
and the lsc convex hull cog of g is cog. We have that epi(cog) = co(epig), and epis(cog) ⊂
co(epig) ⊂ epi(cog). The conjugates of g :X → R and h :X∗ → R are the functions
g∗ :X∗ → R and h∗ :X → R defined by
g∗
(
x∗
) := sup{〈x, x∗〉− g(x) ∣∣ x ∈ X}= sup{〈x, x∗〉− g(x) ∣∣ x ∈ domg},
h∗(x) := sup{〈x, x∗〉− h(x∗) ∣∣ x∗ ∈ X∗}= sup{〈x, x∗〉− h(x∗) ∣∣ x∗ ∈ domh},
respectively; so g∗∗ := (g∗)∗ :X → R. It is well known that
g∗∗  cog  g  g,
and g∗∗ = cog whenever cog is proper (use the biconjugate theorem). In fact we always have
(cog)∗ = (g)∗ = g∗, (cog)∗∗ = (g)∗∗ = g∗∗. (3)
Another useful notion is that of subdifferential; the subdifferential of g :X → R at x with
g(x) ∈ R is the set
∂g(x) := {x∗ ∈ X∗ ∣∣ 〈y − x, x∗〉 g(y)− g(x) ∀y ∈ X}
= {x∗ ∈ X∗ ∣∣ 〈y − x, x∗〉 g(y)− g(x) ∀y ∈ domg},
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∂h
(
x∗
) := {x ∈ X ∣∣ 〈x, y∗ − x∗〉 h(y∗)− h(x∗) ∀y∗ ∈ X∗}
when h(x∗) ∈ R and ∂h(x∗) = ∅ otherwise. It is obvious that for proper functions f,g :X → R
we have that
∂f (x)+ ∂g(x) ⊂ ∂(f + g)(x) ∀x ∈ X, (4)
where we use the convention ∅ + A := ∅ for every set A; a similar inclusion holds for functions
on X∗. So, if ∂g(x) = ∅ for some x ∈ X, then g is a proper function and x ∈ domg; in such a
case (see [18, Theorem 2.4.1]) we have
(cog)(x) = g(x) = g(x) (5)
and
∂(cog)(x) = ∂g(x) = ∂g(x). (6)
In fact if (5) holds and g(x) ∈ R then (6) holds, too. This is due to the fact that if h  g and
h(x) = g(x) ∈ R then ∂h(x) ⊂ ∂g(x), and to the fact that always ∂g(x) ⊂ ∂(cog)(x). Moreover,
∂g(x) = ∅ ⇔ [(cog)(x) = g(x) and ∂(cog)(x) = ∅]. (7)
We also introduce the conjugate and subdifferential of a function f :S → R by ∂f (x) :=
∂fe(x) for x ∈ S and f ∗ := (fe)∗. As observed above, an important situation is when for the
proper function g :X → R we have
(cog)(x) = g(x) ∀x ∈ domg; (8)
in this case, as seen above,
g∗∗ = cog ∈ Γ (X) and ∂(cog)(x) = ∂g(x) ∀x ∈ domg. (9)
So, if (8) holds then g = f + ιS with f := cog ∈ Γ (X) and S := domg ⊂ domf , where ιS is the
indicator function of S, that is ιS(x) := 0 for x ∈ S and ιS(x) := ∞ for x ∈ X \ S. Conversely, if
g = fS := f + ιS with f ∈ Γ (X) and S ⊂ X, S ∩ domf = ∅, then
(cog)(x) = g(x) ∀x ∈ S. (10)
This is due to the fact that f  g, and so f  cog  g.
In the sequel (E,A,μ) is an atomless finite measure space with μ(E) > 0. We consider
L1 := L1(E,A,μ) with its norm ‖φ‖1 :=
∫ |φ| := ∫
E
|φ|dμ and L∞ := L∞(E,A,μ) = (L1)∗
with the dual norm ‖ξ‖∞ = ess sup |ξ |. Of course, because μ(E) < ∞, we have L∞ ⊂ L1. Also,
we consider the set
χA := {χΩ | Ω ∈A} ⊂ L∞,
where χΩ is the characteristic function of Ω , that is χΩ(t) := 1 for t ∈ Ω and χΩ(t) := 0 for
t ∈ E \Ω . By [7, Lemma 3(a), p. 106], we have
clw∗ χA = [0,1]L∞ := {x ∈ L∞ | 0 ξ  1 a.e.}, (11)
where w∗ = σ(L∞,L1) is the weak∗ topology on L∞. Sometimes we shall write 〈φ, ξ 〉 for∫
φξ with φ ∈ L1 and ξ ∈ L∞. Of course, because L∞ is the topological dual of L1, we have
(L∞,w∗)∗ = L1, but the dual of L∞ for its strong topology is larger than L1; see [15] for
information about atomless measure spaces as well as about the spaces L1 and L∞. We shall give
several examples with functions defined on (subsets of) L∞ endowed with the weak∗ topology.
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Proposition 1. Let g :X → R be a function with proper conjugate, let x ∈ X be such that
(cog)(x) = g(x) and x∗ ∈ X∗. Then
x∗ ∈ ∂g(x) ⇔ g(x)+ g∗(x∗)= 〈x, x∗〉
⇔ g(x)+ g∗(x∗) 〈x, x∗〉
⇔ x ∈ ∂g∗(x∗).
Proof. Because g∗ is proper we have that g∗∗ = cog ∈ Γ (X). The first two equivalences are
well known, as well as the fact that x ∈ ∂g∗(x∗) provided x∗ ∈ ∂g(x) (see, e.g., [18, The-
orem 2.4.2(iii)]). Assume that x ∈ ∂g∗(x∗). By the previous implications applied for g∗, we
obtain x ∈ domg∗∗ and x∗ ∈ ∂g∗∗(x) = ∂(cog)(x) = ∂g(x) (the last equality holds because, as
seen above, (5) ⇒ (6)). 
Corollary 2. Let f ∈ Γ (X) and S ⊂ X be such that S ∩ domf = ∅. If x ∈ S and x∗ ∈ X∗ then
x∗ ∈ ∂fS(x) ⇔ f (x)+ (fS)∗
(
x∗
)= 〈x, x∗〉
⇔ f (x)+ (fS)∗
(
x∗
)

〈
x, x∗
〉
⇔ x ∈ ∂(fS)∗
(
x∗
)
.
Of course, we have that ∂f (x)+ ∂ιS(x) ⊂ ∂fS(x) for every x ∈ S; recall that NS(x) := ∂ιS(x)
is the normal cone of S at x ∈ S. If ∂f (x) ∩ (−NS(x)) = ∅, or equivalently 0 ∈ ∂f (x) + ∂ιS(x),
then 0 ∈ ∂fS(x); this means that x ∈ S is a (global) optimal solution of the problem
(P) minimize f (x) s.t. x ∈ S.
Having in view [11, Theorems 5, 7], we establish the following result.
Proposition 3. Let f ∈ Γ (X) and S ⊂ X be such that S ∩ domf = ∅. Consider the function
L :S ×X∗ → R, L(x, x∗) := 〈x, x∗〉− (fS)∗(x∗).
Then, for x0 ∈ S and x∗0 ∈ X∗,
f (x0) = inf
x∈S L
(
x, x∗0
) ⇔ x∗0 ∈ ∂fS(x0)∩ (−NS(x0))
⇔ L(x0, x∗) L(x0, x∗0 ) L(x, x∗0 ) ∀x ∈ S, ∀x∗ ∈ X∗.
Moreover, if one of the preceding equivalent conditions holds, then x0 is an optimal solution of
problem (P).
Proof. Assume that f (x0) = infx∈S L(x, x∗0 ) for some x0 ∈ S and x∗0 ∈ X∗. Then f (x0) ∈ R
and fS(x0) = f (x0) 〈x0, x∗0 〉 − (fS)∗(x∗0 ) = L(x0, x∗0 ). From Corollary 2 we obtain that x∗0 ∈
∂fS(x0) and f (x0) = L(x0, x∗0 ). Using again the hypothesis we obtain that L(x0, x∗0 ) L(x, x∗0 )
for every x ∈ S, whence 〈x0, x∗0 〉  〈x, x∗0 〉 for every x ∈ S; the last inequality means that x∗0 ∈−NS(x0).
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L(x0, x∗0 ) ∈ R and 〈x0, x∗0 〉 〈x, x∗0 〉, whence L(x0, x∗0 ) L(x, x∗0 ), for every x ∈ S. By Corol-
lary 2 we have that x0 ∈ ∂(fS)∗(x∗0 ), which means that L(x0, x∗) L(x0, x∗0 ) for every x∗ ∈ X∗.
Hence (x0, x∗0 ) is a saddle point of L.
Assume now that (x0, x∗0 ) is a saddle point of L. Since (fS)∗ is proper (cofS being proper
because g := fS satisfies (10)), from the inequality L(x0, x∗)  L(x0, x∗0 ) for every x∗ ∈ X∗,
we obtain (fS)∗(x∗0 ) ∈ R and x0 ∈ ∂(fS)∗(x∗0 ). Using Corollary 2 we obtain f (x0) = L(x0, x∗0 ).
Since L(x0, x∗0 ) L(x, x∗0 ) for every x ∈ S, we get f (x0) = infx∈S L(x, x∗0 ).
The last part follows from the fact that 0 ∈ ∂(fS)(x0) + ∂ιS(x0) ⊂ ∂(fS + ιS)(x0) =
∂fS(x0). 
Note that when f ∈ Γ (X) and S ⊂ X is such that S ∩ domf = ∅ it is possible to have that
fS be different from f + ιclS = f + ιS , as seen in Example 1 below; of course, fS  f + ιclS .
Besides the usual conventions for adding and multiplying elements in R we set (+∞)+(−∞) :=
(−∞)+(+∞) := +∞, 0 ·(−∞) := 0 and 0 ·(+∞) := +∞; note that we use simply ∞ for +∞.
Example 1. Let X := L∞ be endowed with the weak∗ topology w∗. For α ∈ [1,∞) consider
fα :X → R, fα(ξ) := (‖ξ‖∞)α ; then f ∈ Γ (X). Take S := χA ⊂ X. Then fα + ιS = f1 + ιS for
any α > 1, and f1 + ιS(0) = 0, f1 + ιS(ξ) = 1 for ξ ∈ (clS)\{0} and f1 + ιS(ξ) = ∞ otherwise.
It is obvious that (fα + ιclS)(ξ) < (f1 + ιclS)(ξ) = (f1 + ιclS)(ξ)  f1 + ιS(ξ) for α > 1 and
ξ ∈ clS = [0,1]L∞ with 0 < ‖ξ‖∞ < 1.
A situation when for proper functions f,g :X → R one has f + g(x) = f (x) + g(x) is pro-
vided in the next result.
Lemma 4. Let f,g :X → R have f ,g proper. Then f + g(x) = f (x) + g(x) provided one of
the following conditions hold:
(i) f is continuous at x ∈ X,
(ii) x ∈ domg ⊂ domf and f |domf is continuous at x.
Proof. Because f and g are proper we have that f + g is lsc, and so f + g  f + g.
(i) There exists a net (xi)i∈I ⊂ X converging to x such that limg(xi) = g(x). Because f
is continuous at x, we have limf (xi) = f (x) = f (x). Hence f + g(x)  lim(f + g)(xi) =
limf (xi)+ limg(xi) = f (x)+ g(x).
(ii) Take (xi) as in (i). Because x ∈ domg, it follows that (xi)ii0 ⊂ domg for some i0 ∈ I .
Because domg ⊂ domf and f |domf is continuous at x, the same argument as in (i) yields the
conclusion. 
Corollary 5. Let f ∈ Γ (X) and S ⊂ X. Assume that f is continuous at any x ∈ clS ∩ domf .
Then fS = f + ιclS . Moreover, if clS is convex then cofS = f + ιclS .
Proof. Of course, fS  f + ιclS . If x /∈ clS ∩ domf then (f + ιclS)(x) = ∞. For x ∈ clS ∩
domf apply the preceding lemma. Hence fS = f + ιclS . If clS is convex then f + ιclS is convex,
and so cofS = f + ιclS . 
When one of the functions f,g is continuous and linear we can say more than in Lemma 4.
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co(x∗ + f ) and x∗ + cof = co(x∗ + f ).
Proof. Observe that epi(x∗ +f ) = T (epif ), where T :X×R → X×R is defined by T (x, t) :=
(x, t + 〈x, x∗〉); it is obvious that T is an isomorphism of locally convex spaces. It follows
that cl(epi(x∗ + f )) = T (cl(epif )), co(epi(x∗ + f )) = T (co(epif )) and co(epi(x∗ + f )) =
T (co(epif )). 
When we endow X with the weak topology w = σ(X,X∗), the continuity condition in Corol-
lary 5 is very strong, as the next result, probably known, shows. Recall that for the function
f ∈ Γ (X), the recession function f∞ :X → R is defined by f∞(u) := limt→∞ t−1(f (x + tu)−
f (x)), where x ∈ domf ; f∞ does not depend on the choice of x. Moreover, we have that
f (x+u) f (x)+f∞(u) for all x,u ∈ X, and f (x+u) = f (x) for all x,u ∈ X with f∞(u) 0
and f∞(−u) 0 (see, e.g., [18, Remark 2.2.2]).
Proposition 7. Let f ∈ Γ (X). Then f is w-usc (or, equivalently, w-continuous) at x0 ∈ domf
if and only if there exist n ∈ N∗, a function θ ∈ Γ (Rn) and x∗1 , . . . , x∗n ∈ X∗ such that
f (x) = θ(〈x, x∗1 〉, . . . , 〈x, x∗n〉) for every x ∈ X and θ is usc (or, equivalently, continuous) at
(〈x0, x∗1 〉, . . . , 〈x0, x∗n〉). Moreover, if domf = X then one can take θ such that dom θ = Rn.
Proof. The sufficiency is obvious, because
T :X → Rn, T x := (〈x, x∗1 〉, . . . , 〈x, x∗n 〉), (12)
is a w-continuous linear operator.
Assume that f is w-usc at x0. Because f is convex, by a known result (see [18,
Lemma 2.2.8]), there exists a convex w-neighborhood U of 0 such that |f (x0 + x) − f (x0)|
pU(x) for every x ∈ U , where pU is the Minkowski functional associated to U . If U = X then f
is constant; we can take n = 1, x∗1 arbitrary and θ the same constant. Assume that U = X. Since
U is a w-neighborhood of 0, there exist x∗1 , . . . , x∗n ∈ X∗ such that U0 := {x ∈ X∗ | |〈x, x∗1 〉| 
1, . . . , |〈x, x∗n〉| 1} ⊂ U , and so we obtain∣∣f (x0 + x)− f (x0)∣∣max{∣∣〈x, x∗1 〉∣∣, . . . , ∣∣〈x, x∗n 〉∣∣} ∀x ∈ U0. (13)
Without any loss of generality we may assume that x∗1 , . . . , x∗n are linearly independent. Consider
X0 := ⋂ni=1 kerx∗i ; X0 is a closed linear subspace. Consider X̂ := X/X0 endowed with the
quotient topology wˆ induced by w. Then the mapping Pr :X → X̂ defined by Pr(x) := xˆ :=
x + X0 is an open continuous linear operator from (X,w) onto (X̂, wˆ). From (13) we obtain
f (x0 + u) = f (x0) for every u ∈ X0, whence f∞(u) = 0 for every u ∈ X0. Since f is convex
and lsc, it follows that f (x + u) = f (x) for all x ∈ X and u ∈ X0. This shows that the function
fˆ : X̂ → R, fˆ (xˆ) := f (x),
is well defined. Since f is w-lsc we obtain that fˆ is also wˆ-lsc, and because f is w-usc at x0,
fˆ is wˆ-usc at x̂0. Taking the operator T to be defined by (12), we observe that kerT = X0,
and so T̂ : X̂ → Rn defined by T̂ (xˆ) := T x is well defined and is a linear isomorphism. More-
over, fˆ (xˆ) = (fˆ ◦ T̂ −1)(T̂ (xˆ)) = θ(T x), where θ := fˆ ◦ T̂ −1 ∈ Γ (Rn) (θ(T x0) = f (x0) ∈ R).
Moreover, θ is upper semicontinuous at T x0 because T̂ −1 is continuous and fˆ is wˆ-usc at
x̂0 = T̂ −1(T x0). 
(In fact the topology wˆ in the above proof is the unique separated linear topology on the finite
dimensional space X̂.)
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Γ ∗(L∞), that is the space of those functions in Γ (L∞) which are w∗-lsc.
Corollary 8. Let f ∈ Γ ∗(L∞) be such that f is w∗-usc at some ξ0 ∈ domf . Then there exist
n ∈ N∗, θ ∈ Γ (Rn), φ1, . . . , φn ∈ L1 such that
f (ξ) = θ
(∫
φ1ξ, . . . ,
∫
φnξ
)
∀ξ ∈ L∞, (14)
and θ is usc at (
∫
φ1ξ0, . . . ,
∫
φnξ0). Moreover, if domf = L∞ then one can take θ such that
dom θ = Rn.
Proof. Consider X := (L∞,w∗) and its topological dual L1, and apply the preceding proposi-
tion. 
Corollary 9. Consider f ∈ Cw∗ , where
Cw∗ :=
{
g :L∞ → R
∣∣ g is convex and w∗-continuous}. (15)
Then cow∗(f + ιχA) = f + ι[0,1]L∞ .
Proof. The conclusion is an immediate consequence of Corollaries 5 and 8, and the fact that
clw∗ χA = [0,1]L∞ . 
The conclusion of the preceding corollary is not true in general if we assume only that
f :L∞ → R is convex and w∗-lsc instead of being convex and w∗-continuous as Example 1
shows for f := fα with α > 1. Indeed, cow∗(fα + ιχA) = cow
∗
(f1 + ιχA) = f1 + ι[0,1]L∞ and
(fα + ι[0,1]L∞ )(ξ) < (f1 + ι[0,1]L∞ )(ξ) for ξ ∈ [0,1]L∞ with 0 < ‖ξ‖∞ < 1.
In Corollary 5 we have a situation in which the lsc hull g of a function g :X → R is convex.
The next result provides a characterization of such functions.
Proposition 10. Let f :X → R be a proper function. Then f is convex if and only if
∀x, y ∈ domf, ∀λ ∈ (0,1), ∃(zi) ⊂ domf :
zi → λx + (1 − λ)y, lim supf (zi) λf (x)+ (1 − λ)f (y). (16)
Proof. Of course, f is convex if and only if epif = cl(epif ) is convex. By [17, Proposition 2.3],
cl(epif ) is convex if and only if for all (x, s), (y, t) ∈ epif and λ ∈ (0,1) one has that λ(x, s)+
(1 − λ)(y, t) ∈ cl(epif ).
Let f be convex and take x, y ∈ domf and λ ∈ (0,1). Then (x, f (x)), (y, f (y)) ∈ epif , and
so there exists a net ((zi , ri))i∈I ⊂ epif converging to λ(x,f (x)) + (1 − λ)(y,f (y)). Hence
zi → λx + (1 − λ)y and lim supf (zi) lim sup ri = lim ri = λf (x)+ (1 − λ)f (y).
Conversely, assume that (16) holds and take (x, s), (y, t) ∈ epif and λ ∈ (0,1). Then x, y ∈
domf , and so, by our hypothesis, there exists a net (zi) ⊂ domf converging to λx + (1 − λ)y
such that lim supf (zi) λf (x)+ (1 − λ)f (y). Take ri := max{f (zi), λs + (1 − λ)t} ∈ R. Then
(zi, ri) ∈ epif and (zi , ri) → λ(x, s) + (1 − λ)(y, t). It follows that λ(x, s) + (1 − λ)(y, t) ∈
cl(epif ). The proof is complete. 
Corollary 11. Let g :X → R be a proper function verifying (16). If g is lsc at x0 ∈ domg then
g∗∗(x0) = (cog)(x0) = g(x0). Therefore, if g is lsc at any x ∈ domg then (8) is verified.
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domg we obtain that g(x0) = g(x0), whence the conclusion. 
Corollary 12. Let g :X → R be a proper function verifying (16) and x0 ∈ domg. Then
∂g(x0) = ∅ if and only if g is lsc at x0 and ∂g(x0) = ∅.
Proof. By Proposition 10 we have that cog = g. Using (7) we get the conclusion. 
In several papers on convex set functions (see the proofs of [3, Theorem 4.5], [9, Theorem 6],
[12, Theorem 3.1]) the following statement on the separation of convex sets is used:
Let C1,C2 be nonempty closed convex subsets of the locally convex space X such that riC1 is
nonempty and C2 ∩ riC1 = ∅; then there exists x∗ ∈ X∗ \ {0} such that supx∗(C1) infx∗(C2).
Surely it is known that this statement is not true in general (by riC we mean the relative inte-
rior of C, that is the interior of C as subset of affC endowed with the trace topology). However
we give below a counterexample for the following statement with stronger hypotheses:
Let C1,C2 be disjoint closed convex subsets of the locally convex space X having nonempty
relative interiors; then there exists x∗ ∈ X∗ \ {0} such that supx∗(C1) infx∗(C2).
Example 2. Let X be a separated locally convex space and X1,X2 ⊂ X be closed linear sub-
spaces such that X1 + X2 is not closed but dense in X; note that for every Hilbert space such
linear subspaces exist (see [7, p. 142] for an example). Take a ∈ X\ (X1 +X2), C1 := a+X1 and
C2 := X2. We have that riC1 = C1, riC2 = C2 and C1 ∩ C2 = ∅. Assume that x∗ ∈ X∗ is such
that supx∗(C1) infx∗(C2). Since X1,X2 are linear spaces it follows that x∗(x1) = x∗(x2) = 0
for all x1 ∈ X1 and x2 ∈ X2, and so x∗(x) = 0 for all x ∈ X1 +X2. Because x∗ is continuous and
X1 +X2 is dense in X, we obtain that x∗ = 0.
When speaking about the relative interior of the epigraph of a proper function f :X → R (see
[3, Corollary 3.12], [12, Theorem 2.8]), the next elementary result could be useful; it is surely
known, but we cannot indicate a reference for it.
Lemma 13. Let f :X → R be a proper function. Then aff(epif ) = (aff(domf )) × R, and
(x, t) ∈ ri(epif ) if and only if x ∈ ri(domf ) and there exists a neighborhood V of x in X such
that f is bounded above by some t ′ < t on V ∩ domf .
Proof. The inclusion aff(epif ) ⊂ (aff(domf )) × R is immediate from the definition of the
affine hull. Let x ∈ domf and take s, t  0. Then(
x,f (x)+ 2s − t)= 2(x,f (x)+ s)− (x,f (x)+ t) ∈ aff(epif ).
Since 2R+ − R+ = R, we get (domf )× R ⊂ aff(epif ), and so (aff(domf ))× R ⊂ aff(epif ).
If (x, t) ∈ ri(epif ) then there exist a neighborhood V of x in X and ε > 0 such that (V × [t − ε,
t + ε])∩ aff(epif ) = (V ∩ aff(domf ))×[t − ε, t + ε] ⊂ epif . It follows that V ∩ aff(domf ) ⊂
domf , and so x ∈ ri(domf ), and f (y) t ′ := t − ε < t for every y ∈ V ∩ domf . Conversely,
assume that x ∈ ri(domf ) and f (y) t ′ for every y ∈ V ∩ domf for some neighborhood V of
x and t ′ < t . Then there exists a neighborhood W of x such that W ∩ aff(domf ) ⊂ domf . It
follows that ((V ∩W)× [t ′,∞))∩ aff(epif ) ⊂ epif , and so (x, t) ∈ ri(epif ). 
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proper functions f,g :X → R in order that they satisfy the Fenchel duality relation
inf
{
f (x)+ g(x) ∣∣ x ∈ X}= max{−f ∗(x∗)− g∗(−x∗) ∣∣ x∗ ∈ X∗}. (17)
The classical condition for (17) to hold is that f , g are proper convex functions such that f is
continuous at some x ∈ domf ∩ domg (= dom(f + g)). Other conditions in order to have (17)
for proper convex functions f,g can be found in [18, Theorem 2.8.7]. In the nonconvex case
several conditions were proposed (see [16] and the references therein).
We want to make a short study of this problem here. First, observe that (17) can be written as
(f + g)∗(0) = min{f ∗(u∗) + g∗(−u∗) | u∗ ∈ X∗}, which obviously implies that (f + g)∗(0) =
(f ∗  g∗)(0). When f (or g) is replaced by f − x∗ (or g − x∗) with x∗ ∈ X∗, the preceding
relation becomes (f + g)∗(x∗) = (f ∗  g∗)(x∗). In the majority of results about (17) we know,
the conditions imposed on f and g are also verified by f − x∗ and g (or f and g − x∗). So, if
those results are true then one has that (f + g)∗(x∗) = (f ∗  g∗)(x∗) for every x∗ ∈ X∗, and so
(f + g)∗∗ = (f ∗ g∗)∗ = f ∗∗ + g∗∗. This remark shows that instead of trying to prove directly
that (17) holds one may prove that co(f + g) = cof + cog and then apply the corresponding
results from convex analysis.
Another way of thinking is to observe that
inf(f + g) = inff + g = inf co(f + g) inf(cof + cog)
 sup
{−(cof )∗(x∗)− (cog)∗(−x∗) ∣∣ x∗ ∈ X∗}
= sup{−f ∗(x∗)− g∗(−x∗) ∣∣ x∗ ∈ X∗}.
So, in order to have (17) one must prove that inf co(f + g) = inf(cof + cog) (which is verified
if co(f + g) = cof + cog, and in fact which is almost necessary as seen above) and that (17)
holds with f and g replaced by the lsc convex functions cof and cog. An auxiliary result in this
direction is the following.
Lemma 14. Let f,g :X → R be proper functions such that domg ⊂ domf . If f |domf is uni-
formly continuous, then inf(f + g) = inf(f + g).
Proof. It is obvious that μ := inf(f + g)  inf(f + g). Assume that the inequality is strict.
Then μ ∈ R and there exists x ∈ X such that f (x) + g(x) < μ. Let X ⊃ (xi)i∈I → x be
such that g(xi) → g(x) < ∞. We may assume that (xi)i∈I ⊂ domg, and so (xi)i∈I ⊂ domf .
Because f |domf is uniformly continuous we have that f (xi) → f (x). It follows that μ 
f (xi)+ g(xi) → f (x)+ g(x) < μ, a contradiction. 
Note that both hypotheses “domg ⊂ domf ” and “f |domf is uniformly continuous” are es-
sential in the preceding result. For the first one take f,g :R → R, f := ιQ and g := χQ (then
f |domf is uniformly continuous, inf(f + g) = 1 and inf(f + g) = 0); for the second one take
f,g :R → R, defined by f (x) := −g(x) := sgnx for x = 0, f (0) = g(0) := ∞ (then f |domf is
continuous, inf(f +g) = 0 and inf(f +g) = −2). However, the hypothesis “f |domf is uniformly
continuous” can be relaxed to “ for every converging net (xi)i∈I ⊂ domf , the net (f (xi))i∈I has
limit in R.”
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cases) that every continuous function f :S ⊂ X → R has a continuous extension to clS. A coun-
terexample to this statement is provided by the function f :R \ {0} → R, f (x) := sgnx.
An important example of function whose lsc hull is convex is that of a convex set function
introduced by Morris in [13].
4. On M-convex set functions
We assume that for the atomless finite measure space (E,A,μ) with μ(E) > 0, L1 is separa-
ble. In this situation Morris [13, Lemma 3.3] showed that for any Ω ∈A and any λ ∈ [0,1] there
exists a sequence (Ωn) ⊂A (even with Ωn ⊂ Ω) such that χΩn →w∗ λχΩ (without separability
of L1 one must take nets instead of sequences). Then he showed (see [13, Proposition 3.2]) that
when Ω,Ωn,Λ,Λn ∈A (n ∈ N) and λ ∈ [0,1] are such that
χΩn →w
∗
λχΩ\Λ and χΛn →w
∗
(1 − λ)χΛ\Ω, (18)
then
χMn →w
∗
λχΩ + (1 − λ)χΛ, (19)
where
Mn := MΩΛλn := Ωn ∪Λn ∪ (Ω ∩Λ); (20)
the sequence (Mn) defined by (20) and corresponding to Ω,Ωn,Λ,Λn ∈ A (n ∈ N) and λ ∈
[0,1] verifying (18) is called a Morris sequence (associated to (Ω,Λ,λ)).
Note that for Ω,Λ ∈ Γ one has
ρ(Ω,Λ) = ‖χΩ − χΛ‖1 = 〈1 − 2χΩ,χΛ − χΩ 〉, (21)
where ρ(Ω,Λ) := μ(Ω Λ) with Ω Λ := (Ω \Λ)∪ (Λ \Ω). The first equality is mentioned
in [2].
It is worth observing that for any set Ω ∈A and any net (Ωi)i∈I ⊂A we have
ρ(Ωi,Ω) → 0 ⇔ ‖χΩi − χΩ‖1 → 0 ⇔ χΩi →w
∗
χΩ. (22)
The first equivalence is immediate from the first equality in (21). If χΩi →w∗ χΩ , then, from the
second equality in (21), we have
‖χΩi − χΩ‖1 = 〈1 − 2χΩ,χΩi − χΩ 〉 → 〈1 − 2χΩ,χΩ − χΩ 〉 = 0.
Conversely, if ‖χΩi − χΩ‖1 → 0 and φ ∈ L1 then |〈φ,χΩi − χΩ 〉|
∫
ΩiΩ
|φ|. The conclusion
follows from the absolute continuity of the integral.
The equivalences in (22) proves that the (trace of the) weak∗ topology on χA is metrisable; in
fact, because L1 is separable, the (trace of the) weak∗ topology on every bounded subset of L∞
is metrisable.
Related to (22) note the following remark; the implication (25) is mentioned in the proof of
[2, Theorem 2.1].
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χΩn →‖·‖∞ ξ ⇔
[∃Ω ∈A, ξ = χΩ, ∃n0 ∈ N, ∀n n0: ρ(Ωn,Ω) = 0]; (23)
χΩn →‖·‖1 φ ⇔
[∃Ω ∈A: ρ(Ωn,Ω) → 0 and φ = χΩ]; (24)
χΩn →w
∗
(1 − λ)χΛ + λχΞ ⇒ ‖χΩn − χΛ‖1 → λ‖χΞ − χΛ‖1. (25)
In particular, if χΩn →w∗ (1 − λ)χΛ + λχΞ and ρ(Ξ,Λ) = 0 then λ ∈ [0,1].
In (23) and (24) the sufficiency is obvious.
Assume that χΩn →‖·‖∞ ξ ; because (χΩn) ⊂ χA ⊂ [0,1]L∞ and [0,1]L∞ is ‖ · ‖∞-closed,
we have that ξ ∈ [0,1]L∞ . Let α ∈ (0,1). Then there exists n0 ∈ N such that for n  n0,
‖χΩn − ξ‖∞  α a.e., and so either ξ(t) > 1 − α (for t ∈ Ωn) or ξ(t) < α (for t ∈ E \ Ωn).
It follows that μ({t ∈ E | 0 < ξ(t) < 1}) = 0. Taking Ω := {t ∈ E | ξ(t) = 1}, we obtain that
ξ = χΩ a.e. Because for Ω,Λ ∈A one has ‖χΩ − χΛ‖∞ < 1 ⇔ ρ(Ω,Λ) = 0, (23) follows.
Assume that χΩn →‖·‖1 φ. Then there exists an increasing sequence (nk) such that
(χΩnk ) → φ a.e. Because χΩn(t) ∈ {0,1}, it follows that φ(t) ∈ {0,1} a.e. Taking Ω := {t ∈ E |
φ(t) = 1}, we obtain that φ = χΩ a.e., and so φ ∈ χA. The conclusion follows from (22).
Assume now that χΩn →w∗ (1 − λ)χΛ + λχΞ for some Ξ ∈ A and λ ∈ R; then χΩn −
χΛ →w∗ λ(χΞ − χΛ). Using the second equality in (21), we get
‖χΩn − χΛ‖1 = 〈1 − 2χΛ,χΩn − χΛ〉 →
〈
1 − 2χΛ,λ(χΞ − χΛ)
〉= λ‖χΞ − χΛ‖1.
Morris [13, Definition 3.1] says that F :A→ R is convex if
∀(Ω,Λ,λ) ∈A×A× [0,1], ∀(MΩΛλn ):
lim supF
(
MΩΛλn
)
 λF(Ω)+ (1 − λ)F (Λ). (26)
If F :A→ R verifies condition (26) then lim supF(Ωn) F(Ω) for ρ(Ωn,Ω) → 0; for this
just take Λ = Λn = ∅ and λ = 1. Furthermore, if for F :A→ R one has lim supF(Ωn) F(Ω)
whenever ρ(Ωn,Ω) → 0 (or lim infF(Ωn) F(Ω) whenever ρ(Ωn,Ω) → 0), then
ρ(Ω,Λ) = 0 ⇒ F(Ω) = F(Λ). (27)
Of course, ρ(Ω,Λ) = 0 if and only if χΩ = χΛ a.e. This shows that when F :A→ R verifies
(27) we can identify F with the function F˜ :χA → R defined by F˜ (χΩ) := F(Ω). In fact, we
shall consider in the sequel only functions F :A→ R which verify (27). In this situation we
naturally extend such a function F to L∞, considering the function Fe :L∞ → R, Fe(χΩ) :=
F(Ω), Fe(φ) := ∞ for φ ∈ L∞ \ χA. We say that the proper function F :A→ R verifying (27)
is M-convex if, for A′ := domF , one has
∀(Ω,Λ,λ) ∈A′ ×A′ × [0,1], ∀(MΩΛλn ):
lim supF
(
MΩΛλn
)
 λF(Ω)+ (1 − λ)F (Λ). (28)
With this definition for the convexity of F :A→ R, A′ := domF has the properties
∀(Ω,Λ,λ) ∈A′ ×A′ × [0,1], ∀(MΩΛλn ), ∃n0 ∈ N, ∀n n0: MΩΛλn ∈A′, (29)
∀Ω ∈A′, ∀Λ ∈A: ρ(Ω,Λ) = 0 ⇒ Λ ∈A′. (30)
Note that if A′ ⊂A verifies (29) and ∅ ∈A′, then A′ verifies (30), too.
A subset A′ ⊂A verifying (29) and (30) is called M-convex.
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(1) As observed by Morris [13, Example 3.1], every function F in the class F is M-convex,
where
F := {F :A→ R ∣∣ ∃f ∈ Cw∗ , ∀Ω ∈A: F(Ω) := f (χΩ)}. (31)
(2) A more general example: Let θ ∈ Λ(Rn) with int(dom θ) = ∅ and φ1, . . . , φn ∈ L1 be such
that A′ := {Ω ∈A | (∫
Ω
φ1, . . . ,
∫
Ω
φn) ∈ int(dom θ)} is nonempty; the function
F :A→ R, F (Ω) :=
{
θ(
∫
Ω
φ1, . . . ,
∫
Ω
φn) if Ω ∈A′,
∞ if Ω /∈A′,
is M-convex. (For the proof one uses the fact that θ is continuous on int(dom θ).)
(3) If F,G :A→ R are M-convex and domF ∩ domG = ∅, then F + G is M-convex. If F is
M-convex and α  0 then αF is M-convex.
(4) Let F :A→ R be an M-convex function (e.g., F ∈F ) and γ ∈ R. Then the strict sublevel set
[F < γ ] is convex. Indeed, if F(Ω),F (Λ) < γ , λ ∈ [0,1] and (MΩΛλn ) is a Morris sequence
then lim supF(MΩΛλn ) λF(Ω)+ (1 −λ)F (Λ) < γ , and so there exists some n0 such that
F(MΩΛλn ) < γ , that is MΩΛλn ∈ [F < γ ], for n n0.
(5) Let Ω0 ∈ A and A0 := {Ω ∈ A | μ(Ω0 \ Ω) = 0}; then A0 is M-convex because Ω1 ∩
Ω2 ∈A0 whenever Ω1,Ω2 ∈A0.
(6) A finite intersection of M-convex subsets of A is M-convex.
(7) The union of an increasing sequence of M-convex subsets of A is M-convex.
(8) The domain of an M-convex function is an M-convex set.
Remark 3.
(1) Note that the sublevel sets [F  γ ] for the M-convex function F :A→ R and γ ∈ R could
be nonconvex. Take E := [−1,1], A the class of Lebesgue subsets of E and μ the Lebesgue
measure, φ ∈ L1, φ(t) := sgn t and F(Ω) :=
∫
Ω
φ. The set [F  0] is not M-convex. For
proving this, take Ω := Λ := [− 12 , 12 ] ∈ [F  0]. Taking Ωn := [ 12 , 12 + tn] with (tn) ⊂ (0, 12 )
converging to 0, Λn := ∅ and Mn := [− 12 , 12 + tn], then (Mn) is a Morris sequence associ-
ated to (Ω,Λ, 12 ). We have that F(Mn) =
∫ 1/2+tn
−1/2 sgn t = tn > 0 for every n. This example
shows that an infinite intersection of M-convex subsets of A could be nonconvex because
any sublevel set is an intersection of strict sublevel sets.
(2) Also note that for θ ∈ Λ(Rn) (or even θ ∈ Γ (Rn)) and φ1, . . . , φn ∈ L1, the function
G :A→ R, G(Ω) := θ(∫
Ω
φ1, . . . ,
∫
Ω
φn), could be non M-convex even for n = 1. Take
(E,A,μ) and φ as in (1), and θ := ι(−∞,0] ∈ Λ(R); then, for φ1 := φ, domG = {Ω ∈A |∫
Ω
φ  0} which is not M-convex.
Remark 4. Let (E,A,μ) and φ be as defined in Remark 3(1), and take S := A \ {Ω ∈ A |∫
Ω
φ = 0}. Then F :S → R defined by F(Ω) := sgn(∫
Ω
φ) for Ω ∈ S is w∗-continuous, but
F has not a continuous extension to S = [0,1]L∞ . This shows that the statement made in [3],
immediately after Definition 3.8 (see also [9, Proposition 3(iii)] and [12, Remark 2.2]), is false.
The same example shows that [12, Theorem 2.5] is false.
The sole example of M-convex functions we met in the literature is that from Example 3(1)
above.
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one says that A′ is convex if for any (Ω,Λ,λ) ∈ A′ × A′ × [0,1] and any Morris sequence
(MΩΛλn ) there exists an increasing sequence (nk)k∈N ⊂ N such that MΩΛλnk ∈A′ for every k ∈ N.
Note that this is equivalent to (29). In [2, Definition 2.3] one says that the function F :A′ → R,
with A′ convex, is convex if for any (Ω,Λ,λ) ∈ A′ × A′ × [0,1] and any Morris sequence
(MΩΛλn ) ⊂A′ one has lim supF(MΩΛλn ) λF(Ω)+ (1 − λ)F (Λ). The definition of convexity
of F :A′ → R given in [10] is not clear.
Corollary 15. Let F :A→ R be M-convex. Then Fe := Few∗ is convex and domFe ⊂ [0,1]L∞ ;
moreover, if F is lsc at some Ω ∈ domF (that is ρ(Ωn,Ω) → 0 ⇒ F(Ω) lim infF(Ωn)) then
Fe is proper. If ∅ ∈ domF then F is usc at any Ω ∈ domF (that is ρ(Ωn,Ω) → 0 ⇒ F(Ω)
lim supF(Ωn)).
Proof. By the definition of the M-convexity we have that F(Ω) ∈ R. Let A′ := domF and fix
(Ω,Λ,λ) ∈ A′ ×A′ × [0,1]. There exists a Morris sequence (MΩΛλn ); because (18) ⇒ (19),
and using the definition of the M-convexity, it follows that Fe verifies condition (16). By Propo-
sition 10 we obtain that Fe is convex. Of course, domFe ⊂ clw∗(domFe) ⊂ clw∗ χA = [0,1]L∞ .
Moreover, if F is lsc at Ω ∈A′ then, by (22), Fe(Ω) = Fe(Ω) ∈ R. Because Fe is a w∗-lsc con-
vex function and finite somewhere it follows that Fe is proper (see, e.g., [18, Proposition 2.2.5]).
Assume that ∅ ∈ domF and take Ω ∈ domF . Consider (Ωn) ⊂ A with ρ(Ωn,Ω) → 0.
Taking Λn := ∅, we obtain that (Ωn) is a Morris sequence associated to (Ω,∅,1), and so
lim supF(Ωn) F(Ω). 
Consider a proper function F :A→ R verifying (27). The subdifferential of F at Ω ∈A is the
set ∂F (Ω) := ∂Fe(χΩ) and its conjugate is the function F ∗ := (Fe)∗ (for the duality (L∞,L1)).
Corollary 16. Let F :A→ R be M-convex. Then F is lsc at Ω ∈ domF if and only if
F(Ω) = sup{〈φ,χΩ 〉 − F ∗(φ) ∣∣ φ ∈ L1}. (32)
Proof. If F is lsc at Ω ∈ domF , from the preceding corollary we obtain that coFe = Fe and
since Fe is also lsc, Fe is proper; it follows that (Fe)∗∗ = Fe. Therefore, F(Ω) = Fe(χΩ) =
(Fe)
∗∗(χΩ). As the quantity in the right-hand side of (32) is nothing else but (Fe)∗∗(χΩ), the
conclusion follows.
Conversely, if (32) holds, then F(Ω) = (Fe)∗∗(χΩ)  Fe(χΩ) = lim infρ(Ω ′,Ω)→0 F(Ω ′) 
F(Ω), which implies that F is lsc at Ω . 
Note that in the proof of [11, Proposition 4] relation (32) is used without assuming that F is
lsc; however, such an assumption is made in [8, Theorem 3.6]. Under the supplementary assump-
tion that the set function under consideration is lsc, Propositions 1 and 3 cover Proposition 4 and
Theorem 7 in [11], respectively.
We formulate as problems three natural questions.
Problem 1. Let F :A→ R be an M-convex function. Is F lsc? Is Fe proper? Assume furthermore
that F is lsc. Is the domain of Fe the set [0,1]L∞?
In [3, Corollary 3.10] (cited also in [12, Lemma 2.3]) the authors assert that for an M-convex
function F :A→ R, the function Fe is a proper convex function and domFe = clw∗{χΩ | Ω ∈
domF }. The proof in [3] is not convincing. In fact the last relation may be false.
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and F(Ω) := θ(∫
Ω
ψ) with (E,A,μ) as in Remark 3(1) and ψ(t) := 2 sgn t for t ∈ E = [−1,1].
As seen in Example 3(2), F is M-convex. It is obvious that χ[0,1/2] ∈ clw∗{χΩ | Ω ∈ domF } and
Fe(χ[0,1/2]) = ∞. In fact A′ := clw∗{χΩ | Ω ∈ domF } =A′′ := {ξ ∈ [0,1]L∞ | −1
∫
ψξ  1}
and Fe(ξ) = ∞ for every ξ ∈ [0,1]L∞ with
∫
ψξ = ±1. The inclusion A′ ⊂ A′′ is obvious.
Let ξ ∈A′′; using (11) we get a net (Ωi)i∈I ⊂A such that χΩi →w∗ ξ . If the set {i ∈ I | −1 <∫
Ωi
ψ < 1} is cofinal then clearly ξ ∈A′. Otherwise we may assume that μ(Ωi ∩[0,1])−μ(Ωi ∩
[−1,0]) = 12
∫
Ωi
ψ  12 for every i ∈ I and there exists a net (εi)i∈I ⊂ (0, 12 ) with εi → 0;
of course,
∫
ψξ = 1 in this case. Because (E,A,μ) is atomless, there exists a measurable set
Λi ⊂ Ωi ∩[0,1] such that μ(Λi) = μ(Ωi ∩[−1,0])+ 12 − εi . Then Ω ′i := Λi ∪ (Ωi ∩[−1,0]) ∈
domF for every i ∈ I . Because Ω ′i ⊂ Ωi and μ(Ωi \ Ω ′i ) = 12
∫
Ωi
ψ − 12 + εi → 0, from χΩ ′i =
χΩi − χΩi\Ω ′i and (22) we obtain that χΩ ′i →w
∗
ξ . Hence A′′ ⊂A′. The continuity of θ at 1 and
−1 implies immediately the last assertion.
Of course, if F ∈ F corresponds to f ∈ Cw∗ , by Corollaries 9 and 15, we have that Fe =
f + ι[0,1]L∞ . For functions fromF we can give formulas for their conjugates and subdifferentials.
Before giving such formulas let us introduce some notation: for g,h :E → R and λ,μ ∈ R we
set g+ := max{g,0},
[g  h] := {t ∈ E ∣∣ g(t) h(t)}, [g < λ] := {y ∈ E ∣∣ g(y) < λ},
and similarly for [g = h], [g  λ], [λ < g < μ], etc.
Lemma 17. Let f ∈ Cw∗ and F :A→ R defined by F(Ω) := f (χΩ) for Ω ∈A. Then
F ∗(φ) = min
{
f ∗(φ −ψ)+
∫
ψ+
∣∣∣ψ ∈ L1} ∀φ ∈ L1,
∂F (Ω) = ∂f (χΩ)+
{
φ ∈ L1
∣∣ φ|Ω  0 a.e., φ|E\Ω  0 a.e.} ∀Ω ∈A.
Furthermore, ∂F (Ω) is nonempty for every Ω ∈A.
Proof. By Corollary 9 we have cow∗ Fe = Few∗ = f + ι[0,1]L∞ . By (3) we have F ∗ =
(f + ι[0,1]L∞ )∗; moreover, because Fe(ξ) = (f + ι[0,1]L∞ )(ξ) for every ξ ∈ χA, that is (8) holds,
we have ∂F (Ω) = ∂(f + ι[0,1]L∞ )(χΩ) for every Ω ∈A. We observe that for φ ∈ L1,
(ι[0,1]L∞ )
∗(φ) = sup{〈φ, ξ 〉 ∣∣ 0 ξ  1 a.e.}= ∫ φ+ = ∫
[φ0]
φ =
∫
[φ>0]
φ,
the supremum being attained exactly for those ξ with χ[φ>0]  ξ  χ[φ0] (a.e.). Moreover, for
ξ ∈ [0,1]L∞ ,
∂ι[0,1]L∞ (ξ) =
{
φ ∈ L1
∣∣ ι[0,1]L∞ (ξ)+ (ι[0,1]L∞ )∗(φ) = 〈φ, ξ 〉}
= {φ ∈ L1 ∣∣ φ|[0<ξ<1] = 0 a.e., φ|[ξ=0]  0, φ|[ξ=1]  0 a.e.}.
So ∂ι[0,1]L∞ (χΩ) = {φ ∈ L1 | φ|Ω  0 a.e., φ|E\Ω  0 a.e.}. Since f is w∗-continuous, we
can apply the usual formulas for the conjugate and subdifferential of f + ι[0,1]L∞ (see, e.g.,
[18, Theorem 2.8.7(iii)]) which yield our conclusion. 
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N(domF,Ω). Because
N(domF,Ω) ⊃ N(A,Ω)=N([0,1]L∞ , χΩ)={φ ∈ L1 ∣∣ φ|Ω  0 a.e., φ|E\Ω  0 a.e.},
∂F (Ω) is never a singleton; however, in [1,11] it is asserted that ∂F (Ω) is a singleton if F is
differentiable (see [13] for the first definition of differentiability of set functions).
Let us set Φ := (ι[0,1]L∞ )∗. Then
Φ :L1 → R, Φ(φ) =
∫
φ+, (33)
is a continuous sublinear function for which
Φ∗ = ι[0,1]L∞ , ∂Φ(0) = [0,1]L∞ ,
∂Φ(φ) = {ξ ∈ L∞ ∣∣ χ[φ>0]  ξ  χ[φ0] a.e.}. (34)
If f ∈ Cw∗ , by Corollary 8, f is defined by (14) with θ :Rn → R a continuous con-
vex function and φ1, . . . , φn ∈ L1. Note that by usual formulas in convex analysis (see, e.g.,
[18, Theorem 2.8.3(iii)]), we obtain
f ∗(φ) = min{θ∗(α1, . . . , αn) ∣∣ (α1, . . . , αn) ∈ Rn, α1φ1 + · · · + αnφn = φ} ∀φ ∈ L1,
∂f (ξ) = {α1φ1 + · · · + αnφn ∣∣ (α1, . . . , αn) ∈ ∂θ(〈φ1, ξ 〉, . . . , 〈φn, ξ 〉)} ∀ξ ∈ L∞.
With these formulas we can complete the formulas in the preceding lemma when f is explicitly
given by (14).
Proposition 18. Let F,G ∈F (see (31)). Then
(F +G)∗(φ) = min{F ∗(φ −ψ)+G∗(ψ) ∣∣ψ ∈ L1} ∀φ ∈ L1, (35)
∂(F +G)(Ω) = ∂F (Ω)+ ∂G(Ω) ∀Ω ∈A. (36)
Proof. There exist f,g ∈ Cw∗ such that F(Ω) = f (χΩ) and G(Ω) = g(χΩ), and so (F +
G)(Ω) = (f + g)(χΩ) for every Ω ∈ A. Since f and g are w∗-continuous, we have ∂(f +
g)(χΩ) = ∂f (χΩ)+ ∂g(χΩ). Moreover, setting C := ∂ι[0,1]L∞ (χΩ), C is a convex cone, and so
C +C = C. By the preceding lemma, we have
∂(F +G)(Ω) = ∂(f + g)(χΩ)+ ∂ι[0,1]L∞ (χΩ) = ∂f (χΩ)+ ∂g(χΩ)+ ∂ι[0,1]L∞ (χΩ)
= [∂f (χΩ)+ ∂ι[0,1]L∞ (χΩ)]+ [∂g(χΩ)+ ∂ι[0,1]L∞ (χΩ)]
= ∂F (Ω)+ ∂G(Ω).
On the other hand, because for any proper functions h1, h2 :X → R we have that (h1 +
h2)∗(x∗) inf{h∗1(x∗ − y∗)+ h∗2(y∗) | y∗ ∈ X∗}, we have to prove that for any φ ∈ L1 there ex-
ists ψ ∈ L1 such that (F +G)∗(φ) = F ∗(φ −ψ)+G∗(ψ). Indeed, let φ ∈ L1; by the preceding
lemma, there exist φ1, φ2 ∈ L1 such that φ1 +φ2 = φ and (F +G)∗(φ) = Φ(φ1)+ (f +g)∗(φ2).
Again, since f and g are w∗-continuous, there exist φ3, φ4 ∈ L1 such that φ3 + φ4 = φ2 and
(f + g)∗(φ2) = f ∗(φ3)+ g∗(φ4). So,
(F +G)∗(φ) = Φ(φ1)+ f ∗(φ3)+Φ(0)+ g∗(φ4) F ∗(φ1 + φ3)+G∗(φ4).
Taking ψ := φ4, the conclusion follows. 
The next particular case is to be compared with [3, Theorem 4.1].
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−〈ψ0, χΩ 〉 for Ω ∈A. Then F ∗(φ) = Φ(φ − φ0), G∗(φ) = Φ(φ +ψ0) for φ ∈ L1 and
min(F +G) = −min{Φ(φ − φ0)+Φ(ψ0 − φ) ∣∣ φ ∈ L1}. (37)
Moreover, the minimum on the left is attained at Ω iff [φ0 < ψ0] ⊂ Ω ⊂ [φ0  ψ0], and the
minimum on the right is attained at φ iff min{φ0,ψ0} φ max{φ0,ψ0}.
Proof. The expression for F ∗(φ) is immediate from Lemma 17. Relation (37) is nothing else but
(35) for φ = 0. On the other hand, F +G attains its infimum at Ω if and only if 0 ∈ ∂(F +G)(Ω);
because (F + G)(Ω) = 〈φ0 − ψ0, χΩ 〉, by Lemma 17, 0 ∈ ∂(F + G)(Ω) means that (φ0 −
ψ0)|Ω  0 a.e. and (φ0 − ψ0)|E\Ω  0 a.e. Hence the minimum is attained in the left-hand side
of (37) at Ω ∈A iff [φ0 <ψ0] ⊂ Ω ⊂ [φ0 ψ0]. On the other hand, the minimum is attained in
the right-hand side of (37) at φ iff 0 ∈ ∂Ψ (φ), where
Ψ :L1 → R, Ψ (φ) := Φ(φ − φ0)+Φ(ψ0 − φ); (38)
this is equivalent to ∂Φ(φ − φ0) ∩ Φ(ψ0 − φ) = ∅. Taking into account (34), this is equivalent
to min{φ0,ψ0} φ max{φ0,ψ0}. 
5. On the differentiability of Φ and Ψ
The functions Φ and Ψ are defined in (33) and (38), respectively. Relative to the differentia-
bility of Φ we have the following result.
Proposition 20. Let φ ∈ L1. Then
(i) Φ is Gâteaux differentiable at φ if and only if μ([φ = 0]) = 0; in this case Φ ′(φ) = χ[φ>0].
(ii) Φ is nowhere Fréchet differentiable.
Proof. (i) As seen above, Φ is sublinear and continuous; hence Φ is Gâteaux differentiable at φ
if and only if ∂Φ(φ) is a singleton. Hence, using (34), we have that Φ is Gâteaux differentiable
at φ if and only if μ([φ = 0]) = 0; in this case Φ ′(φ) = χ[f>0].
(ii) Let φ ∈ L1 with μ([φ = 0]) = 0. In order to show that Φ is not Fréchet differen-
tiable at φ, by [18, Theorem 3.3.2(vi)], it is sufficient to find a sequence (φn) ⊂ L1 with
‖φn − φ‖1 → 0 and ξn ∈ ∂Φ(φn) for n ∈ N such that ‖ξn − χ[φ>0]‖∞  0. If μ([φ > 0]) > 0
consider An ⊂ [φ > 0] with 0 < μ(An) → 0; if μ([φ < 0]) > 0 consider An ⊂ [φ < 0] with
0 < μ(An) → 0 (this is possible because (E,A,μ) is atomless). In both cases take ηn =
φχAn ∈ L1. Then ‖ηn‖1 =
∫
E
|ηn| =
∫
An
|φ| → 0. For φn := φ − ηn consider ξn := χ[φ>0]\An
in the first case and ξn := χ[φ>0]∪An in the second case. Because [φn > 0] = [φ > 0] \ An
in the first case and [φn  0] = [φ  0] ∪ An in the second case, by (34), in both cases we
have that ξn ∈ ∂Φ(φn). Because μ(([φ > 0] \ An)  [φ > 0]) = μ(An) > 0 in the first case and
μ(([φ > 0] ∪An)  [φ > 0]) = μ(An) > 0 in the second one, we have that ‖ξn − χ[φ>0]‖∞ = 1.
Hence Φ is not Fréchet differentiable at φ. 
In what concerns the differentiability of Ψ we need the following known result (see [5, The-
orem 3.3.3]).
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Assume that f and g are continuous at x0 ∈ domf ∩ domg.
(i) If f + g is Gâteaux differentiable at x0 then f and g are Gâteaux differentiable at x0.
(ii) If f + g is Fréchet differentiable at x0 then f and g are Fréchet differentiable at x0.
Corollary 22. Let φ ∈ L1. Then
(i) Ψ is Gâteaux differentiable at φ if and only if μ([φ = φ0]) = μ([φ = ψ0]) = 0; in this case
Ψ ′(φ) = χ[φ>φ0] − χ[φ<ψ0];
(ii) Ψ is nowhere Fréchet differentiable.
Note that in [1,10] the authors assert that the function Ψ is Fréchet differentiable in the case
of E = {(x, y) ∈ R2 | x2 + y2  25}, A the class of Lebesgue measurable subsets of E and μ the
Lebesgue measure.
6. Other remarks
In this section we mention the results on convex set functions from [1,3,8–10] whose proofs
are not complete, and in fact we doubt about their validity. In the sequel, when we speak about
topological notions on A, or A′ ⊂A, these notions refer to (the trace of) w∗ (on A or A′).
(1) The main result of [10] is Theorem 3 which states, with our notation, the following:
Let F,G :A→ R be two M-convex functions. Assume that domF ∩ domG = ∅ and epiFe or
epiGe has nonempty interior. If η := infΩ∈A(F (Ω)+G(Ω)) ∈ R, then η = maxφ∈L1(−F ∗(φ)−
G∗(−φ)).
In [10] it is not mentioned the topology on L∞ for which epiFe or epiGe has nonempty
interior. Probably the authors had in mind the topology w∗. If so, as observed in [3, Remark 4.2],
the result is vacuous because there exist no such functions. If they had in mind the norm topology,
using a separation theorem it is not possible to obtain a function from L1. The result above is
mentioned again in [1, Theorem 2].
(2)(a) Corollary 3.10 in [3] states: “Let F be a convex set function on a convex subfamily
S ⊂ A. Then F :S → R is a convex functional on L∞ over S .” In our notation this result is
translated as follows: Let F :A→ R be M-convex. Then Fe is a proper convex function with
domFe = domFew∗ .
As we have seen after Problem 1, domFe and domFew
∗
can be distinct. We do not know if
Fe is proper even if domF =A. Note that the above result is cited and used in [9,12].
(b) Corollary 3.11 in [3] states: “Let S be a convex subfamily of A and let F :S → R be a
w∗-continuous function. Then F is convex if and only if F is convex.” With our notation this
asserts: Let F :A→ R be a proper function verifying (27). Assume that domF is M-convex and
F is w∗-continuous on domF . Then F is M-convex if and only if Fe is convex.
We have seen that Fe is a proper convex function when F is M-convex and lsc at some point of
domF . In order to obtain the converse we need to have that (F (Ωn))n has a limit in R whenever
(Ωn)n ⊂ domF is such that χΩn →w∗ ξ ∈ L∞. Note that the above result is cited and used in
[9,12].
(c) Corollary 3.12 in [3] states: “Let F :S → R be a convex set function. If S has nonempty
relative interior (w.r.t. the L∞-norm topology), and F is w∗-continuous, then [F,S] has non-
empty relative interior.” With our notation this can be formulated as follows: Let F :A→ R be
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rior (w.r.t. the L∞-norm topology) then Fe|aff(domFe) is continuous (w.r.t. the L∞-norm topology
on aff(domFe)) at some point of domFe.
First, as we have seen, it is possible that domFew
∗ = domFe. The result is true if the algebraic
relative interior of domFe is nonempty and aff(domFe) is closed, that is ic(domFe) = ∅ in the
terminology of [18]. Note that the above result is cited and used in [9,12].
(d) Theorem 4.5 in [3], with our notation, states: Let F,G :A → R be M-convex func-
tions such that domF = domG = D. Assume that D contains relative interior points and
either F or G is w∗-continuous on D. Suppose that η := infΩ∈D(F (Ω) + G(Ω)) ∈ R. Then
η = maxx∗∈(L∞,‖·‖∞)∗(−Fe (x∗) − Ge(−x∗)), where Fe and Ge are the conjugates of Fe and
Ge with respect to the duality (L∞, (L∞,‖ · ‖∞)∗). In Remark 4.6 of [3] it is mentioned that the
previous result remains true without requiring that F and G have the same domain (taking in this
case D := domF ∩ domG).
We agree with the conclusion of Theorem 4.5 above if aff(domFe) = aff(domGe) and epiFe
has nonempty relative interior (for the L∞-norm topology). Does the hypothesis of Theorem 4.5
imply these conditions? For what concerns Remark 4.6, probably it is false because one uses a
separation theorem of the type mentioned before Example 1.
(3) Theorem 3.5 in [8] states, with our notation, the following: Let F :A→ R be M-convex.
If F is w∗-lsc on its domain, then ∂F (Ω) = ∅ and domF ∗ = ∅. Even if it is not mentioned
explicitly, Ω is taken from domF .
We agree with the fact that domF ∗ = ∅ because Fe is a proper w∗-lsc convex function. For
what concerns the fact that ∂F (Ω) = ∅, the authors proceed as follows: Consider Ω ∈ S :=
domF and r ∈ R with r < F(Ω). Because F is M-convex and w∗-lsc, one obtains that (r,χΩ) /∈
epiFe. Because epiFe is convex and w∗-closed, there exists (−α,φ) ∈ R × L1 (depending on r
and Ω) such that
〈f,χΛ〉 − αC < 〈φ,χΩ 〉 − αr ∀(χΛ,C) ∈ epiFe. (39)
For Λ = Ω and C = F(Ω), one obtains that α(F (Ω) − r) > 0. Of course one can take α = 1
(but φ still depends on r for a fixed Ω). Then the authors say that
〈f,χΛ〉 −C  〈φ,χΩ 〉 − F(Ω) ∀ (χΛ,C) ∈ epiFe. (40)
Of course, to obtain this from (39) one needs to let r → F(Ω). But changing r , φ changes
too. Hence it is not granted that (40) holds for some φ ∈ L1. So, in our opinion, the proof of
Theorem 3.5 is not complete (at least). Taking into account the known results on the subdifferen-
tiability of convex functions defined on normed spaces I have the feeling that the result is false.
For a positive answer, the fact that F is w∗-usc must play a much more important role. Note that
the above result is mentioned in [1, p. 80].
(4) The main result of [9] (which gives the title of the paper) is Theorem 6 which states, with
our notation, the following: Let F1,F2 :A→ R be two M-convex functions such that domF1 =
domF2 = S . Then ∂F1(Ω) + ∂F2(Ω) ⊂ ∂(F1 + F2)(Ω) for all Ω ∈ A. Suppose that S is a
M-convex subfamily of A and that S , the weak∗-closure of S , has a relative interior point; if F1
is w∗-continuous on S , then ∂F1(Ω)+ ∂F2(Ω) = ∂(F1 + F2)(Ω) for all Ω ∈ S .
Of course, we agree with the first statement (see (4)), but we doubt about the second state-
ment. The authors use [3, Corollary 3.12] mentioned above, and use a similar proof to that of
[3, Theorem 4.5] (above). The remarks made in (2)(d) do not apply because here the authors
want to obtain by separation an element in L1 instead of (L∞,‖ · ‖∞)∗. Note that the above
result is not mentioned in [1].
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