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1. INTRODUCTION 
Suppose that 0 is the ring of integers in some number field K. It is a classical 
question to determine when 0 is a unique factorization domain. When K is 
unrestricted no general answer is known but when K is an imaginary quadratic 
number field it is known that the nine examples of Gauss are the only ones 
possible. In this paper we consider, among other things, the analogue of this 
question when 0 is the ring of integers in a finite, separable extension, K, of 
K(Z) where Iz = GF(Q). When K is an “imaginary” quadratic extension of 
K(z), there are only four possible cases in which 0 is a unique fac- 
torization domain. See Theorem 5.1. Theorem 5.2 describes these rings 
explicitly. 
Actually we derive this result from consideration of the analogue of a 
geometric question. Namely it is well-known that if X is a closed Riemann 
surface (defined over the complex numbers), X is simply connected only in 
genus zero. We consider the analogous question for algebraic curves defined 
over GF(@. When Q 3 5 all curves of nonzero genus are multiply connected. 
When q = 4 there is one simply connected curve of non-zero genus. When 
q = 2, 3, and K is hyperelliptic with a R-rational point there are three 
additional simply connected curves of non-zero genus. See Theorems 3.1 
and 4.4. The analogue for simple connectivity that we are using is the condi- 
tion that the divisor class number be unity. 
Section 2 of the paper states-usually without proof but with references- 
a number of results of a folklore or orientational nature necessary for an 
understanding of both the remainder of the paper and the author’s outlook on 
the theory. 
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2. GENERALITIES 
Since there are a good many ways of looking at function fields we will outline 
our point of view briefly in this section and also state several results from the 
folklore for the reader’s convenience. 
Let K be any field. Later we will assume that k is finite. 
DEFINITION 2.1. If K is a finitely generated extension field of k of trans- 
cendence degree one over k we will call K a$eld of algebraic functions in one 
variable over the constant$eld k. When, in addition, k is algebraically closed 
in K then k is called the exact constant Jield of K. 
The most typical example of such fields is given as follows. Let F(x, a) be an 
irreducible polynomial in k[x, a] and let K be the quotient field of the 
residue class ring k[x, z]/(F(x, 2)). k ma no o course, be the exact constant y t, f 
field of K. For this we need the following definition. 
DEFINITION 2.2. Let F(x, x) be an irreducible polynomial in k[x, x]. 
F(x, .z) will be called absolutely irreducible if it remains irreducible in R[x, z] 
where K is the algebraic closure of k. 
This notion is quite close to that of the exact constant field as the following 
results show. 
THEOREM 2.3. Let F(x, z) be an irreducible polynomial in k[x, z] and let K 
be the quotient field of k[x, z]/(F(x, x)). Then k is the exact constant field of K 
if and only if K ol, k(ol) remains a$eld for every simple algebraic extension k(ol) 
of k. Moreover F(x, x) is absolutely irreducible if and only if K & k, remains 
a field for every finite algebraic extension k, of k. 
Proof. If k is not algebraically closed in K there is an element 01 in 
K - k that is algebraic over k. Suppose p(x) is its minimal polynomial. 
One has the exact sequence 0 -+ (p(x)) + K[x] --f k(ol) + 0 and 
0 - (p(x)) -+ K[x] + K OR k(a) -+ 0. However p(x) does not remain 
irreducible over K since 01 E K and p(a) = 0. Thus K Ok k(a) is not 
even an integral domain, let alone a field. Suppose, conversely, that 
there is an element 01 in the algebraic closure of K such that K Ok k(a) is not 
a field. Let p(x) be the irreducible polynomial for 01 (over k). As before 
0 -+ (p(x)) -+ K[x] - K ol, k(a) -+ 0 is exact. The assumption that 
K Ok k(ol) is not a field implies that p( x is not irreducible over K. Suppose ) 
P(X) = f (4 Ax) where f (4 and d x are polynomials of degree greater than > 
zero in K[x]. Now the coefficients off(x) and g(x) are clearly algebraic over k 
but they do not all lie in k as p(x) is irreducible over K. Thus k is not algebrai- 
cally closed in K. To handle the second assertion we make use of the following 
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exact sequences: 0 -+ (F(x, z)) + k[x, x] + 3 + 0 and 0 --+ (F(x, a)) -+ 
k,[x, z] + 9 ale K, + 0. Since K is a field and D < K we know that 
9 Ok k, < K ol, K, . Suppose now that K Ok K, is a field for all finite 
algebraic extensions k, of K. In this case D Ok K, is an integral domain since 
it is a subring of K @ k, . Consequently F(x, 2) remains irreducible in 
K,[x, z]. Clearly F(x, z) is then absolutely irreducible. Conversely if F(x, x) is 
absolutely irreducible then II) ol; k, is an integral domain for every finite 
algebraic extension k, of K. From this it follows that K Ok k, is also an 
integral domain since it is a ring of quotients over rT, Ok K, . Indeed take 
M = {a @ 1 E 3 Ok k, ( 01 # 0} and observe that (3 OS K,), = K Or k, . 
Now we must finally see that K Ok k, is a field. To see this let 
Consider S as a multiplicative subset of k,[x, z]. Note that S maps onto M. 
Thus 0 + (EP)~ + k,[x, z]~ -+ (9 @ K,), + 0 is exact. By elementary ring 
theory we see that (P)s is maximal in k,[x, z]~ whenever (9) is a prime ideal 
(as it is in this case.) 
COROLLARY 2.4. (i) If F(x, z) is absolutely irreducible then k is the exact 
constant field of K. (ii) If k is the exact constant Jield of K and k is perfect then 
F(x, z) is absolutely irreducible. 
Proof. Clear. 
This is the best result possible as the following example shows. Let k, 
be a field of characteristic p and let k = k,(u, v). The polynomial F(x, z) = 
xp - uz” - v is not absolutely irreducible but k is exact in the function field 
determined by it. 
Let K be a function field in one variable with exact constant field k. 
DEFINITION 2.5. A subring, 0, of K will be called a valuation ring of K/k 
if(i) k < 8, (ii) K is the quotient field of 0 and (iii) 0 is a valuation ring. 
It is well-known that all valuation rings of K/k are discrete. See [3, Chap. II, 
Sec. 2.31. 
DEFINITION 2.6. The Riemann surface of K/k is the set X,,, = (9 1 P is 
the maximal ideal of some valuation ring of K/k}. 
Associated with each element of X,,, we have its degree. 
DEFINITION 2.7. For .Y E X,,, , set g(P) = [0/P : k] where 0 is the 
valuation ring associated with 9. 
The degreeg(B) is finite. See [3, Chap. II, Sec. 5.11. 
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DEFINITION 2.8. Let DKlk (or simply D if there is no confusion) denote 
the free abelian group on the elements of X,,, as generators. D is called the 
group of divisors on K/k. 
Regard g, then, as an integer valued homomorphism on D. 
DEFINITION 2.9. D, = ker(g) is called the group of divisors of degree zero. 
Associated with each non-zero element of K we have a divisor. 
DEFINITION 2.10. Let 01 E K* and set (a) = l&+xK,wPg where 
LX E Bts - Pg+l when OL E 0, and 01-l E 8-Q - P1-Q when 01-l E Co, . 
We obtain an exact sequence of abelian groups: 
1 ---f k* --f K* + PKlk + 1. 
DEFINITION 2.11. PKlk (or simply P) is called the group of principal 
divisors on K/k. 
P is a subgroup of D, . See [3, Chap. II, Sec. 5.11. 
DEFINITION 2.12. DIP is called the divisor class group on K/k and D,lP 
is called the group of divisor classes of degree zero. 
When k is a finite field, Do/P is a finite group. [3, Chap. V, Sec. 5.21. 
DEFINITION 2.13. h = [D,/P : l] is called the divisor class number of K/k. 
The invariant h plays much the same role in function fields as does the ideal 
class number in number fields although there is a substantial difference in 
the way these two quantities are defined. The relationship is, however, easily 
described. 
Let S be a finite non-empty subset of X,,, and set U = X,,, - S. 
Let O(U) = nBEU P 0 . As a motivating example let x E K - k and define 
U = (9 1 x E O,}. In this case 0(U) is th e integral closure of k[x] in K. This 
conforms to the construction used in number theory for the ring of integers 
of a number field. Now 0(U) is a Dedekind ring and thus has an ideal class 
group. As we will see the ideal class group is finite when k is a finite field 
and its order, h, , will be called an ideal class number. We will relate h, to h. 
Let I, be the group of fractional ideals of 0( U). There is an epimorphism of D 
onto I, obtained by simply deleting the primes which lie in S. Set D(S) equal 
to the free abelian group generated by the elements of S: 
l+D(S)-+D+I,+l. 
By F, we will mean the group of principal fractional ideals of O(U). The 
preimage of F, in D is the group PD(S). 
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We have therefore: 
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1 ~ PW) D Is +----t----+1. 
P P F, 
Utilizing the second isomorphism theorem gives us: 
D(S) D Is -+---d-41. 
‘- PnD(S) P F, 
Now set D,(S) = D(S) n D, and P(S) = D(S) n P = D,,(S) CT P. We 
have: 
1 : Do(S) Do 4 
P(S) - P - D, * 
Unfortunately the right hand morphism need not be onto. However the 
failure is easily described. Let g(D(S)) = n,Z where ns is the gcd of the 
integers g(Y) as B ranges over S. It is well-known that g(D) = Z when K 
is finite. See [2, Chap. V, Thm. 51. Consequently [D : D,D(S)] = n, . From 
this we see that [I, 1 F, : Image (Do/P)] = n, . In particular, h, = [Is/F, : l] 
is finite. Moreover [D,,(S)/P(S) : l] = rs is also finite since it is the order 
of a subgroup of the finite group Do/P. We call r, the regulator. We have 
therefore obtained the following formula, due to F. K. Schmidt: 
h,r, = hn, . 
Finally suppose that S has t elements. Then D,,(S) is a free abelian group 
of rank t - 1 since 
l-+D,(S)-+D(S)-+n,Z--+1. 
Moreover 
1 - K* -+6(u)* + P(S) + 1. 
Here O(U)* denotes the group of units of the ring U(U). Since 
[D,(S)/P(S) : l] = rs < co 
it follows that P(S) is also a free abelian group on t - 1 generators. Conse- 
quently U(U)* is the product of a free abelian group of rank t - 1 and the 
group of roots of unity (that is to say, k*). This is, of course, the analogue of 
the Dirichlet Unit Theorem. 
We wish now to state a form of the Riemann-Roth Theorem that will be 
most convenient for our purposes. K will be an algebraic function field in 
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one variable with exact constant field k. A divisor r]: S:f will be called entire 
if tj > 0 for allj. If ‘$I is any divisor on K/k we will set L(2I) = {a E K 1 or’% is 
entire}. L(ZI) is a vector space over k and its dimension (which is finite) will 
be denoted by dim(%). Note that dim(2I) depends only on the divisor class 
of ‘$I. Moreover if g(‘%) < 0 then dim(2I) = 0 and if g(%) = 0 then either 21 
is the unit divisor (in which case dim(2I) = 1) or dim(%) = 0. In order to 
define the genus of K/k we let x E K - k and let 3 be the different of K over 
k(x). When K is separable over k(x) this is the usual different. When K 
is inseparable over k(x) a more abstract different may be defined. See 
[3, Chap. II, Sec. 41. 
DEFINITION 2.14. The genus of K/k is the integer 
g = 1 - [K : k(x)] + &g(B). 
The facts that g(D) is even, g > 0 and g is independent of the choice of x 
are proved in [3, Chap. II, Sec. 31. 
Finally set 93 = IDsi2 where srn represents the divisor obtained by 
extending the prime at cc in k(x) to K. Note that g(m) = 2g - 2. 
RIEMANN-ROCH THEOREM. For every divisor 2X, dim(%) = dim(?X@-l) + 
g(a) + 1 - g. In particular if g(‘9l) > 2g - 2 then dim(%) = g(2I) + 1 - g. 
For a proof see [3, Chap. III, Sec. 5.41. It follows easily from the Riemann- 
Roth Theorem that the divisor class of 1113 is independent of the choice of x 
and is, in fact, determined by the data that dim(?IB) = g andg(YB) = 2g - 2. 
We wish next to discuss the facts surrounding the Zeta Function on K/k 
and the Riemann Hypothesis. K will denote a field of algebraic functions over 
the exact constant field k = GF@). 
DEFINITION 2.15. 
La = c (N&S =c$G 
where the sum ranges over all entire divisors on K/k. 
It is customary to set u = q-” and to write 
&(s) = Z,(u) = c ug@) = g N@ 
where Nj is the number of entire divisors of degreej. In order to compute Ni 
we let 911, ..., ‘& be representatives of the h divisor classes of degree zero. If 2I 
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is a divisor of degreej then NJ is the number of elements in the setL(2P&) U ... 
u L(w&). 
The Riemann-Roth Theorem easily shows that 
when j > 2g - 2. Thus there is a constant C > 0 such that Nj < Cqj for 
all j. From this it follows that the power series for Z,(u) converges absolutely 
in the circle of radius I/q. If we consider 
(1 - u)(l - qu) Z,(u) = 1 + (NI - (n + 1)) u 
+ f Pi - (q + 1) N,-i + qN+,) ui 
j=2 
we note that Ni - (q + l)N,-i + qNjp2 = 0 forj > 2g and 
N2, - (q + l)N2,-, + qN,,-2 = qg- 
Thus Z,(U) is actually a rational function of the form 
Z,(u) = (1 + (NI - (q + 1))~ + ... + qguzg)/(l - u)(l - qu). 
Set P,,Ju) = 1 + (Ni - (q + 1))~ + ... + qgu2g and note that P,(l) = h = 
lim,,, (1 - u)( 1 - qu) Z,(u). 
RIEMANN HYPOTHESIS. All the zeros qf PK(u) lie on the circle of radius l/ di. 
This is proved in [3, Chap. V, Sec. 5.41. Note that this is the same as saying 
that all the zeros of i&(s) lie on the line Re(s) = $. Actually the proof of the 
Riemann Hypothesis is equivalent to the Castelnouvo-Severi inequality in 
the following form: 
We close this section with some remarks concerning the genus and different 
of certain special types of extensions. For the purposes of later use in this 
paper only the case 12 = 2 will be of use but the general case is no more difficult 
so we will treat it. We will make use of the following very useful lemma. 
LEMMA 2.16. Let L be a Jinite separable extension of the field K and let 0 
be a discrete valuation ring in K whose quotient Jield is K Moreover let 3 be the 
integral closure of 6 in L and let 9% = HI=, 9;” be factorization of the maximal 
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ideal B in 0 when extended to D. If a: EL we may regard left multiplication by 01 
as a K-linear transformation of L onto L. Let f (x) be the characteristic polynomial 
of this linear transformation. When OL E T, then f (x) E @[xl. Moreover when 01 E B, 
01 may be regarded as an BIB-linear transformation of BlBj into B/P? . Let 
fj(x) be the characteristic polynomial for this linear transformation. Then 
f(x) = n j?(x) wheref(x) is the canonical image off(x) in O/~‘[X]. 
For a proof see [4, Chap. V, Sec. 111. 
The first special kind of extension to concern us is the Kummer extension. 
We begin with a technical result. 
LEMMA 2.17. Let K be afield, OL E K and n an integer prime to the charac- 
teristic of K. If f (x) is a polynomial of degree r in K[x] that divides xn - (Y 
then there exists an element 6 in K s.t. 0~~ = 8” where m = gcd(n, r). 
Proof. Let /3 be a root of xn - OL in the algebraic closure of K. The 
remaining roots are l/3, [“/3,..., p-l/3 where 5 is a primitive nth root of unity. 
Thus the constant term off(x) is #p. Set y = [j/ZY and note that y E K. 
Nowy” zzz 8’” = OIL. If m = gcd(n, r) we may write m = na + rb and obtain 
Y nb = &‘b = om--na. Thus OLD = (+a)” = 6% where 6 = yb@ E K. 
We may use this result to obtain fairly exact information on the factorization 
of x” - OL. 
PROPOSITION 2.18. Let all the hypotheses be as in the preceding Lemma and 
in addition, assume that a primitive nth root of unity, 5, is contained in K. If r 
is any maximal divisor of n such that OL is an rth power in K then (x” - a) = 
ni=, (xnJT - (inlT/?), where p’ = OL, is the prime factorization for xn - a in 
K[xl. 
Proof. First consider the case r = 1. We must show that xn - OL is 
irreducible. If not there is a divisor of degree r < n and so, by the preceding 
Lemma, there is an element 6 in K such that Sn = aim where m = gcd(n, r). 
Thus (Y = (&3)n/m and we have a contradiction. More generally if r is any 
maximal divisor of n such that OL = p for some /3 in K then xn - a = 
nbl (x”/r - .p”ql) is clearly a factorization in K[x]. In order to see that 
each (~“1’ - &‘jnlr/3) is irreducible, suppose that [jnlrp = At where t divides 
n/r and h is in K. Then Art = /3r = OL where rt divides n. Thus t = 1 by the 
maximality assumed of r. Thus by the first part of the proof of this Proposition 
it follows that (xnlr - [j”Q) is irreducible. 
We wish now to describe the ramification and inertia of a Kummer extension 
THEOREM 2.19. Let 0 be a discrete valuation ring with maximal ideal 5 
and quotient field K such that K and O/Y have the same characteristic. Let n be 
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a natural number prime to the characteristic and assume K contains a primitive 
nth root of unity. Let (11 = @ where p is a unit in 0 and rr generates 8. Moreover 
let d = gcd(n, t), s equal the largest divisor of n such that 01 is an sth power in K 
and m equal largest divisor of d such that p is congruent o an mth power mod&o 
9. Then if e, f and r represent he rami$cation, inertial and decomposition 
indices of 9’ in K(qi) we have e = n/d, f = d/m, r = m/s. 
Proof. Let 
Then 
L = K(“&), L, = k’@). 
We have simply set e = n/d. We first consider the extension L, of K and 
show that 9’ has no ramification. It follows from the preceding proposition 
that s is the unique maximal divisor of it such that 01 is an sth power in K. 
Thus s is also the unique maximal divisor of d such that p is an sth power in K. 
Say TV = vs. We know, again by the preceding proposition, that xd - p = 
& (xdls - [j”/%) is the prime factorization for xd - p over K. Now m 
is the unique maximal divisor of d such that p is an mth power in CO/P. By 
the preceding proposition s divides m. By changing Y if necessary we may 
suppose TV = pm(mod 9) and v = pmlg(mod 9). Thus 
lnls 
(,d/s - gjnis,) G n (Xd/m - Qsi+j)nlmP) 
i=l 
is the prime factorization modulo 9. There is no multiplicity in this factoriza- 
tion so an application of Lemma 2.16 shows that B splits with no ramification 
into m/s primes each of residue class degree d/m in L. (We have, incidentally, 
used the fact that the characteristic polynomial of an element in its regular 
representation is a power of its minimal polynomial.) Let now Pr ,..., 8, 
where r = m/s be the primes of L, which lie over 9’. Moreover let 8, ,..., 8, 
be the associated valuation rings. Since there is no ramification, +T is a generator 
for each Bj . Consider now the extension L over L, . If we can show that 
each Pjis totally ramified in this extension we are clearly done with the proof. 
Set h = ?i. We see that X is a unit in each Oj . Moreover L = L&m) 
where e = n/d. Note that e and t/d are, by construction, relatively prime. 
Thus there exist rational integers a, b such that ae + b(t/d) = 1. Thus we see 
that L = L,(“fl). H owever the equation xe - hb?r is an Eisenstein equation 
with respect to each Oj since TI generates .Pj . Thus 9, is totally ramified and 
[L:L,] =e. 
Of particular interest to us will be the case in which K = k(x) and the 
valuation rings 0 are the rings associated with the points on the Riemann 
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surface of K. The Kummer equation is then zn - ni=,pp(x) where each 
p&v) is an irreducible polynomial in k[x]. If we write di = nq, + ti where 
0 < tj < n, it is clear that the equation zn - npj”j(x) determines the same 
extension. Ramification at infinity is, therefore, determined by C ti deg( pj(x)). 
This form of the Kummer equation will be called a standard form. 
The next type to be investigated is the Artin-Schreier extension. Let 0 
be a discrete valuation ring, 9 its maximal ideal and K its quotient field. 
We will assume that K and 0/P both have characteristic p and 019 is perfect. 
Let 01 = prrt where p is a unit in 0 and rr generates 8. We consider the exten- 
sionL = K(A) where AD - A - pi = 0. It is tacitly assumed that xp - x - (Y 
is irreducible over K. If it so happens that t < 0 and divisible by p we may 
make the following transformation. Since S/9 is perfect there is a unit v 
in 0 such that p = VP + /\rr. Then 
xv - x - a = (x - v7wp - (x - V7w) - (v7wJ + A?rt+l). 
Clearly zp - z - (V&/P + M+l) = 0 generates the same extension. This 
process may be repeated until we arrive at an equation of the form xp - x -t& 
where either t > 0 or t is not divisible by p. 
THEOREM 2.20. Let the notation be as in the above paragraph. If t > 0 
then 9 decomposes completely in L. If t = 0 then 9 is inert or decomposes 
completely in L depending on whether xp - x - p is irreducible or not module 8. 
If t < 0 then B is totally ramified in L. 
Proof. When t > 0, xv - x - prrt = I-I;:: (x -j)(mod 9’). Thus by 
Lemma 2.16 B decomposes. When t = 0, xp - x - p will either be irreduc- 
ible or will split completely module 9 and thus Lemma 2.16 tells us that B 
either is inert or decomposed. Consider finally the case in which t < 0 
and not divisible by p. Let Ap - A - /*rrt = 0 and let B, be a prime of L 
above 9. Since t < 0 it is clear that ordPl(AP) < ordql(A) < 0. Thus 
ord,,(Ap) = ordgl(@) or p ordgl(A) = t ordPl(t). But p does not divide t 
so p divides ordYl(A). In other words 9’ is totally ramified in L. 
COROLLARY 2.21. With all notations above and t < 0, the 9’ component 
of the discriminant of L over K is 9(p-1)(1-t). 
Proof. Let AD - A - CL&. Then a generator for the prime, ‘$, above B 
is #Ab where pa + tb = 1 (which is possible since t and p are relatively 
prime.) Now 
ordrp(@Ab - +A + l)b) = a ordq(r) + ord@ i- z 13 4 
= pa + t(b - 1) = 1 - t. 
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Thus by the Hilbert Formula the .Y-component of the different is ‘$(p-l)(l-t) 
and the discriminant is Y(p-l)(l-t). 
We will be most interested in the case K = k(z) with k = GF(p’), here 
01 = f(4/I-I;~, qf+) w h ere each qj(z) is irreducible. By partial fractions, 
CY = f&s) + Cl=, CfLr (a&)/qji(z)), where deg(a&)) < deg(&)). When di 
is divisible by p we write +j(z) = bP(z)(mod qj(a)). This is possible since 
k[z]/(q,(z)) is perfect. We now make the same transformation as was given 
prior to Theorem 2.20. A similar process may be carried out for f,,(z). 
Eventually the field L may be obtained from an equation of the form 
xp - x - (f(z)/JJbr q:(z)) where each d, is not divisible by p and 
d = d&f(z)) - deg(Il~cl qf+)) . is, when positive, also not divisible by p. 
These results concerning Kummer and Artin-Schrier extensions go, in 
essence, back to Hilbert and Hasse although our statements above contain, 
we believe, a tiny bit of extra generality. 
3. THE CASES q 3 4 
As we will show the selection of fields of class number one is quite limited 
for ground fields of this size. 
THEOREM 3.1. Let k = GF(q) where q > 4 and let K be afield of algebraic 
functions in one variable with exact constant field k such that the genus g > 0 
and the class number h = 1. Then q = 4, g = 1 and K is generated by the 
polynomial x2 + x + z3 + a where a generates the multiplicative group of k. 
Proof. Let PK(u) = 1 + (Nr - (q + 1))u + ... + qguzg = I$“, (1 - wiu) 
be the numerator of the Zeta function for K. The Riemann Hypothesis 
guarantees that 1 wj 1 = qi. Moreover 1 = h = P,(l) = JJ (1 - wj). 
However when q 3 5 a glance at the complex plane shows that 1 1 - w 1 > 1 
for any w on the circle of radius d?. Thus since 1 = n;“, 1 1 - wi j we 
must have q = 4. Now in case q = 4 and w is in the circle of radius 2 = d\/4 
one has 1 1 - w 1 > 1 unless w = 2. Thus in this case PK(u) = (1 - 2u)2g. 
Equating coefficients of the linear term yields Ni - 5 = -4g. Thus 
5 - 4g = Ni and since Ni 2 0 we see that g < 1. Since g = 0 is excluded 
we must have K elliptic. In this case 1 = k = Ni . Let 9 be the single 
k-rational prime. By the Riemann-Roth Theorem dim(?) = 2 so there is 
an element z E K - k such that zY2 is entire. Thus [K : k(z)] = 2. Two 
possibilities arise. If K is inseparable over k(z) the five k-rational primes of 
K(z) are ramified (indeed all primes are) so this would produce five k-rational 
primes in Kin distinction to the assumption that Nr = 1. Thus K is generated 
by an equation of the form x2 + x + (u(zz)/np:j(z)) where each tj may be 
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assumed odd and each pi(z) irreducible in K[z]. Now the prime at co in k(z) 
is also ramified as our construction readily shows. Hence 
t = deg(u(z)) - deg (n&j(z)) 
may also be assumed odd. Let 3 be the different of K over k(z). One has 
1 - 2 + $g(lD) = g = 1. Thus g(D) = 4. Moreover 
g(a) = (t + 1) + c (4 + 1) deg(G>>. 
Several possibilities arise: t = 1, t, = 1, deg(p,(x)) = 1; t = 3. In the first 
case we would have an additional ramified degree one prime is contradiction 
to N1 = 1. Thus the defining equation is x2 + x + U(Z) where deg(u(z)) = 3. 
Let u(z) = ass3 + aax + uiz + a, . Now if a2 f 0 we may set u2 = b22 
where b, E K and replace x by t + bz. The resulting polynomial has no 
quadratic term. Let us therefore assume u2 = 0 from the start. Now the 
degree one primes of K(z) (aside from co) must be inert for otherwise we 
would get too many degree one primes in K. Consequently x2 + x + u(b) 
must be irreducible in K[x] for every b E K. Let a be a generator for the multi- 
plicative group of k. One has K = (0, 1, a, a”}. We see that u(b) = a, u2 
for all b E Fz in order that x2 + x + u(b) be irreducible. Set b = 0, thus 
a, = a, u2. Since both a, a2 generate K * it is merely a matter of notation 
which we write with unit exponent. Let us, therefore, name things so that 
a, = a. Now, of the remaining three non-zero elements b of K, u(b) takes 
values in a two element set. Thus the box-ball principle assures us that 
u(b,) = a@,) for some b, # b, on K*. Since br3 = b23 = 1 we may write 
u3 + a$, = us + u,b, . Since b, # b, we find a, = 0. Moreover a, + a 
must be either a or u2. In the first case u3 = 0 which is impossible since u(z) 
is cubic. Thus u3 = u + u2 = 1. Consequently the defining equation for K 
is ~2 + x + x3 + a. Of course an arbitrary choice was involved here so 
another possible equation is x2 + x + z3 + u2. However the replacement 
of x by t + a shows that the equations are birationally equivalent so the same 
field K is generated. 
After this paper was written it was pointed out to the author that J. V. 
Armitage had already shown that if q 3 5 then h > 1. See [l]. For the 
reader’s convenience we have included Armitage’s proof in the first three 
sentences of the proof of our Theorem 3.1. 
4. THE CASES q = 2, 3 
In this section we will consider, as before, a field of algebraic functions in 
one variable of genus g > 0 defined over the exact constant field K = GF(q). 
We begin with several technical propositions. 
ON UNIQUE FACTORIZATION 255 
PROPOSITION 4.1. Letfn(t) be defined by the functional equation f,,(cos a) = 
cos(na). Then fn(t) is polynomial of the form 2+ltla + ... + 1 in .Z[t] and 
fn’(l) = n2. 
Proof. 
cos(nar) + i sin(nor) = (cos(0r) + i sin(or))n 
= jzn (7) ( -1)jj2 sinj(ar) cos”-j(ol) 
+ i jz, (yj (-l)(j-1)/2 sinj(a) cos+j(,). 
When j is even we replace sinj(ol) by (1 - cosa(a))i/a. Thus 
cos(na) = jeFe, (7, (-l)j12 cos+j(~)(l - cos2(~))jj2 
= c (7) cos”(ol) + lower order terms. 
It is easy to verify thatCieven (7) = 2+l. Th e second assertion of the proposi- 
tion follows from the equation f,‘(cos(oz)) = n sin(nar)/sin(ol) when one takes 
the limit as 01---f 0. 
PROPOSITION 4.2. Let P(u) = 1 - qu + qu2 - q2u3 + ... + qVu2g where 
q = 2, 3. If all the roots of P(u) lie on the circle of radius l/ 2/i then g = 1 
where q = 3 andg = 1,2 where q = 2. 
Proof. Note first that P(fl/ di) = (g + 1) T qig # 0. Thus none 
of the roots of P(u) are real. Let u1 , U; ,..., ug , rig be the roots of P(u) listed 
with appropriate multiplicities. Now set 
Q(u) = (qu” - 1) P(u) = ((qG)g+l- 1) - qu((q@J - 1). 
The roots of Q(u) are ui , pi ,..., u, , z$ , &l/ 44. Now set 
R(u) = ((q@+’ - 1)s - (qff)2((qz?)V - 1)2 
and note that the roots of R(u) are fu, , &~lu; ,..., Ifu, , fiz, , f l/ d/4, f 1 dq. 
Finally set t = qu2, tj = quj2 and S(t) = (tgfl - 1)2 - qt(tg - 1)2. The roots 
of S(t) are t, , & ,..., t, , t, , 1, 1. We recall at this point that all roots of S(t) 
lie on the unit circle. Set ti = cos((yi) + i sin(aJ where, by proper numbering, 
we may assume 0 < aj < T for j = l,..., g. Now (ty+’ - 1)” = qti(tjg - 1)” 
implies that 1 t:+’ - 1 12 = q ( tjg - 1 12. Thus 
cos((g + 1) “J - q cos(gorJ + q - 1 = 0. 
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Settingfn(cos(a)) = cos(na)we are led to the equationf,+,(t) -qf8(t) + q - 1 = 
0. Now COS(OI~),..., cos(c& 1 are all roots of this equation. We claim that these 
roots are not all distinct when q = 2 and g > 2 or q = 3 and g > 1. To do 
this it suffices to show thatf,+,(t) - qfg(t) + q - 1 has a root t, > 1. Write 
fg+i(t) - qfg(t) + q - 1 = (t - 1) H(t). Note that the leading coefficient 
of H(t) is 2~ > 0. Thus H(+ co) = + 00. Consequently we need only show 
that H(1) < 0. However H(1) = fd+i(l) - qfg’(l) = (g + 1)” - qg2. When 
q = 2 and g > 2 or when q = 3 and g > 1 we see that H(1) < 0. We can 
thus conclude that, say, t, = t, . Thus jr = fa and since 1 is also a double 
root we see that s(t) has at least three double roots. Let x1 ,..., x, be the 
distinct roots of s(t). Then s(t) = n (t - xj)“f and s’(t) = n (t - xj)“j-iB(t,) 
where IV(t) = n (t - xj)+l is the greatest common division of s(t) and 
5”(t). Now 5’(t) E Z[t]. By the Gauss lemma IV(t) E Z[t] as well. By the 
division algorithm s(t) = IV(t) A(t) and Y(t) = IV(t) B(t) where A(t), 
B(t) E Z[t]. The preceding portion of our proof asserts that degree IV(t) is 
at least three (given that q = 2 and g > 2 or q = 3 and g > 1.) In order to 
derive the final contradiction we distinguish two cases. 
Case 1. q = 2 : S(t) = 0 (mod 2). Thus B(t) = 0 (mod 2) since IV(t) is 
manic. Consequently &S’(t) = IV(t) . +B(t) where &S”(t) and &B(t) E Z[t]. 
Now one verifies by direct computation that 
&S’(t) = (g + 1) tg(tg+l - 1) - (P - 1)2(mod 2) and s(t) = (tg+l- 1)2(mod 2). 
Over Z/22 the greatest common divisor of these polynomials is (t - 1)2. 
However IV(t) a manic polynomial of degree at least three divides both so 
we have a contradiction. 
Case 2. q = 3 : X(t) = (tg - l)a(mod 2) and s(t) 3 (tg+l- 1)2 - t(tg - 1)2. 
Again the greatest common divisor of these two polynomials is (t - 1)2 over 
Z/22. As in Case 1 we have a contradiction. 
PROPOSITION 4.3. Let k = GF(q) (q arbitrary) and let K be a separable, 
quadratic extension of k(z) such that the genus g > 0, the class number h = I 
and some prime of degree one in k(z) is rami$ed in K. Then every prime in k(z) 
of degree at most 2g - 2 is inert except for the single rami$ed one and the 
numerator of the Zeta function of K is 1 - qu + qu2 - q2u3 + ... + qgu2g. 
Proof. By a linear fractional change of variables we may assume that 
the prime at infinity is ramified. Denote this prime by co and the one above 
it in K by 8, . Every prime of k(z) can be expressed in the form (p(z))c& 
where d = deg(p(z)) and p(z) is an irreducible polynomial in k[z]. For each 
such p(z), pick a prime gP above it in K. Moreover set t, = 2 when g(9’@) = 
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deg(p) and t, = 1 when g(gp) = 2 deg(p). We wish to compute N,,-, , the 
number of entire divisors of degree 2g - 2 in K. By the Riemann-Roth 
theorem 
N:;,,=(~j+(h-1)(4’h-l--ll j. 
However h = 1 by hypothesis so N,,-, = (q” - l)/(q - 1). Consider now the 
set S of all divisors of the form 9z--2-231J S2T~ where deg(nprp ) = 
d < g - 1. One easily verifies that there are precisely (49 - l)/(q - 1) 
such divisors. What we are trying to show is that each g9 is inert for p(x) 
of degree at most 2(g - 1). Suppose not. Say g, is either ramified or decom- 
posed. In both cases t, = 2. Then 9z-2-des(p)9Jp9 is an entire divisor of 
degree 2g - 2 not in S. Thus we have a contradiction. It is now easy to 
compute N, for r < 2g - 2. In particular N2, = @+I - l)/(q - 1) and 
N - N2,. 2n+1 The coefficients of the numerator of the Zeta function may 
now be computed. Indeed the coefficient of uBnis N2, - (q + 1) N2,+r + qN2,-2 
which equals 4%. On the other hand the coefficient of @+l is -qn. Thus 
PK(n) = 1 - qu + qu2 - q2u3 + ... + qQu2Q. The case in which g = 1 is 
clear more or less vacuously. 
THEOREM 4.4. Let k = GF(q) with q = 2, 3 and let K be a hyperelliptic 
function field in one variable with exact constant field of definition k such that 
the genus g > 0, the class number h = 1 and K has a k-rational point. Then 
(i) when q = 3 one has g = 1 and K may be generated by the equation 
x2 - (z3 - z - 1) = 0 and (ii) when q = 2 one has either g = 2 in which case 
K can be generated by the equation x2 + x + z5 + 23 + 1 or g = 1 in which 
case K can be generated by x2 + x + z3 + z + 1. 
Proof. We note first that K has exactly one k-rational prime. Indeed 
suppose 8, , g2 were distinct k-rational primes. Then .9:,/g, = (a) since 
h = 1. But in this case [K : k(a)] = 1 and thus g = 0 which is not the case. 
Let now z E K such that K is a separable quadratic extension of k(z) and let 8, 
be the k-rational prime in K. It will lie over a prime of degree one in k(z) 
which we can by a linear fractional transformation assume to be the prime 
at infinity denoted, as usual, by CO. Now cc must therefore be ramified since 
if it were not it would of necessity be decomposed (it cannot be inert since 
g(YJ = 1.) But if co were decomposed we would have a pair of k-rational 
primes in K and this is not so. We now are in the situation described by 
Proposition 4.3. Thus PK(u) = 1 - qu + qu2 - q2u3 + s.1 + qQu2Q. By the 
Riemann Hypothesis all of the roots of Pk(u) are on the circle of radius l/ di. 
Consequently by Proposition 4.2 either q = 2 and q = I,2 or q = 3 and 
g = 1. Let us consider these cases separately. 
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Case 1. q = 3: K is a Kummer extension of k(x) so is defined by an 
equation of the form x2 - a: = 0 where OL E k(x). By multiplying the equation 
by appropriate even powers of the irreducible polynomials dividing 01 we may 
assume o = n61pj(z) where each pj(z) is irreducible in k[z]. Let 9 be the 
different of K over k(z). We know 1 + 2 + *g(D) = g = 1. Thusg(lI)) = 4. 
Since co is ramified we know that g(D) = 1 + deg(or). Thus a is a cubic 
polynomial in k[x]. Say a(z) = aaz3 + ass2 + a,z + a, . Now we know that 
the degree one primes (aside from co) in k(z) are inert for otherwise the primes 
above them in K would also be of degree one. Thus a( 1) = a(- 1) = 01(o) = 
- 1. From these three equations we see that a, = - 1, a, + a2 + a3 = 0 
and ur - a2 + a3 = 0. Thus a2 = 0 and ui = ---a3 . Now u3 # 0 since 01(x) 
is cubic so there are two possibilities for a(x), namely, z3 - z - 1 and 
--23 + x - 1. However if we set z = --w + 1 in the first polynomial we 
get the second polynomial (in w). Thus it is that x2 - z3 + z + 1 = 0 and 
x2 + a3 - z + 1 = 0 are birationally equivalent curves or to put it another 
way there is only one field K fitting the conditions of case 1. 
Case 2. q = 2: In this case K is generated by a polynomial of the form 
x2 + x + (u(z)/IJp:j(z)). By the process of rationalization described in the 
first part of this paper we may suppose each ti is odd. Moreover since CO 
ramifies we know that t = deg(u(z)) - deg(np?(z)) is odd as well. As in 
case 1, the preceding propositions and the Riemann Hypothesis guarantee 
thatg = 1, 2. Let D be the different of K over k(z). Now 1 - 2 + *g(D) = 
g = I,2 so g(D) = 4, 6. Moreover g(D) = (t + 1) + C (tj + 1) deg(p&)). 
In case g = 1 this means that the following two possibilities obtain: t = 3; 
t = 1, t, = 1, deg(p, (z)) = 1. The second possibility would give us, 
however, an additional ramified degree one prime. Thus the defining equation 
is of the form x2 + x + (.z3 + u2z2 + u,z + u,J. Now if u2 = 1 we would 
replace x by t + z. We will assume therefore that already u2 = 0. Now the 
degree one primes of k(z) (aside from co) are, as before, inert so a, = 1 and 
l+u,+l = 1. Thus the defining equation is x2+~+s3+z+ 1. 
The final case is that in which g = 2. We have 
6 = g(B) = (t + 1) + c (tj + 1) deg(p&)). 
This can be achieved in five ways: t = 5; t = 3, t, = 1, deg(p,(z)) = 1; 
t = 1, t, = 1, deg(p,(z)) = 2; t = 1, t, = 1, deg(p,(x)) = 1, t, = 1, 
deg(p,(z)) = 1; t = 1, t, = 3, deg(p,(z)) = 1. Cases 2, 4, 5 yield additional 
k-rational primes and are thus ruled out. Case 3 yields a non-inert prime of 
degree 2 (= 2g - 2) and thus this case is ruled out as well. Consequently K 
is generated by an equation of the form x2 + x + (z5 + a3z3 + urz + a,,) 
where the even degree terms have been suppressed as in the case for g = 1. 
Now the degree one primes of k(x) are inert so a, = 1 and 1 +u,+u,+u, = 1. 
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Thus two possibilities arise: 9 + x3 + 1 and 9 + z + 1. In order to deter- 
mine which of these possibilities obtain we let u be a root of t2 + t + 1. 
Note that u5 + u3 + 1 = u2 while ~9 + u + 1 = 0. Since the degree 2 
primes must be inert the equation x2 + x + z5 + x + 1 is ruled out. On the 
other hand x2 + x + u2 is irreducible over GF(4) so x2 + x + z5 + x3 + 1 
is the defining equation for K. 
5. UNIQUE FACTORIZATION 
Let k = GF(q) and let K be an “imaginary” quadratic extension of K(z). 
That is to say, K is a separable quadratic extension of K(z) of non-zero genus 
and the prime at infinity in k(z) is ramified. Let P’, be the prime in K above 
03. Since g(PJ = 1 and the regulator of a set of primes with only one element 
is unity we see that the class number of K/k is the same as the ideal class 
number of the integral closure of k[z] in K. Refer to the second section of 
this paper for details. 
THEOREM 5.1. There are only four “imaginary” quadratic extensions of k(z) 
whose ideal class number is unity or-to put it ring theoretically-whose ring of 
integers is a unique factorization domain. These are: 
(i) q = 4, g = 1, K generated by x2 + x + x3 + a = 0 where a 
generates the multiplicative group of k. 
(ii) q=3,g=1,Kgeneratedbyx2-(~3-~-l)=0 
(iii) q = 2, g = 2, K generated by x2 + x + (x3 + 9 + 1) = 0 
(iv) q=2,g=l, Kgeneratedbyx2+x+(z3+z+1)=0. 
Proof. Immediate from the remarks at the beginning of the paragraph 
and the characterization of the fields with class number one. 
The ring of integers in the above four fields can be described quite 
explicitly. 
THEOREM 5.2. Let F(x, z) be one of the following four polynomials; 
(i) x2 + x + 23 + a over GF(4) where a generates the multiplicative group of 
GF(4), (ii) x2 - (z3 - I - 1) over GF(3), (iii) x2 + x + z5 + 23 + 1 over 
GF(2) and (iv) x2 + x + z3 + z + 1 over GF(2). Then, with k equal to 
the appropriate GF(q) in the four cases, we have that k[x, z]/(F(x, z)) is a unique 
factorization domain. 
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Proof. In cases (i), (iii) and (iv) th e d’ff i erent of K[x, z]/(F(x, a)) over K[z] 
is trivial. Moreover one knows that the conductor of the integral closure of 
K[x, z]/(F(x, 2)) divides its different so K[x, z]/(F(x, z)) is integrally closed. 
In order to take care of case (ii) we utilize the following more general lemma. 
LEMMA 5.3. Let Q be a unique factorization domain in which 2 is a unit and 
let oi be a square free element of 0. Let L = K( l/a) where K is the quotient jield 
of 0. Then the integral closure of 0 in L is O[x]/(x2 - a). 
Proof. Let A = d/(y. Suppose /3 + yA is an element of L integral over 0. 
Then the norm and trace of /3 j- yA are in 0. That is to say ,P - y2a and 2/3 
are in 0. Since 2 is a unit in 0 we see that p is in 0. Thus y201 is in 0. By unique 
factorization and the square-free nature of y we see that y, as well, is in 0. 
6. THE CASE OF GENUS ZERO 
Up to now we have usually excluded curves of genus zero. The situation is 
quite simple in this case, however, as the following results show. 
THEOREM 6.1. Let k = GF(q) and let K be a $eld of algebraic functions in 
one variable with exact constant Jield k such that the genus of K is zero. Then 
(i) K has a k-rational prime, (ii) there is an element x in K such that K = k(x) 
and (iii) h = 1. 
Proof. Since g(D) = 2 (see [2, Chap. V, Thm. 5]), there is a divisor, 
%, of degree one. By the Riemann-Roth Theorem, dim(%) = 2. Say c&l is 
entire. Then c&I = 9’ since g(2l) = 1. Assume, therefore, that 2I = B 
to begin with. Since dim(P) = 2 we have an element x in K - k such that 
x9 is entire. Consider k(x). The prime at co in k(x) extends to 9 in K. Thus 
[K : k(x)] = g(9) = 1. The final statement of the theorem is now clear 
since h = 1 in k(x). 
We would remark that the assumption that k is finite is essential for the 
above result. Indeed the curve defined by x2 + .z2 + 1 = 0 over the rational 
numbers is of genus zero but has no rational point. 
Finally let us see how Theorem 6.1 may be interpreted in considerations 
involving ideal class numbers. 
THEOREM 6.2. Let k = GF(q) and let K be a$eld of algebraic functions in 
one variable with exact constant field k and genus zero. Let S be a Jinite, non- 
empty subset of X,,, and U = X,,, - S. As usual U(U) = nbEU09 and 
h, is the ideal class number of the Dedekind ring U(U). Then h, = n, where 
n, = gcd(g(9) 1 P E S>. 
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Proof. We have seen in Section 2 of this paper that h,r, = hn, where ys 
is the regulator with respect to S and rs divides h. In our case h = 1 so 
h, = n, . 
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