Abstract-Many important real-world systems, modeled naturally as complex networks, have heterogeneous interactions and complicated dependency structures. Link prediction in such networks must model the influences between heterogenous relationships and distinguish the formation mechanisms of each link type, a task which is beyond the simple topological features commonly used to score potential links. In this paper, we introduce a novel probabilistically weighted extension of the Adamic/Adar measure for heterogenous information networks, which we use to demonstrate the potential benefits of diverse evidence, particularly in cases where homogeneous relationships are very sparse. However, we also expose some fundamental flaws of traditional a priori link prediction. In accordance with previous research on homogeneous networks, we further demonstrate that a supervised approach to link prediction can enhance performance and is easily extended to the heterogeneous case. Finally, we present results on three diverse, real-world heterogeneous information networks and discuss the trends and tradeoffs of supervised and unsupervised link prediction in a multi-relational setting.
I. INTRODUCTION
In network science, the link prediction task can be broadly generalized as follows: Given disjoint source node s and target node t, predict if the node pair has a relationship, or in the case of dynamic interactions, will form one in the near future [1] . For many real world scenarios, link prediction can be applied to anticipate future behavior or to identify probable relationships that are difficult or expensive to observe directly. In social networks, link prediction can be used to predict relationships that will form, uncover relationships that probably exist but have not been observed, or even to assist individuals in forming new connections [2] . In biomedicine, where exhaustive, reliable experimentation is usually not viable, link prediction techniques such as disease-gene candidate detection are valuable for navigating incomplete data, as well as guiding lab resources toward the most probable interactions.
Many interesting real-world systems form complex networks with multiple distinct types of inter-related objects and relationships. Structures of this type are broadly defined as heterogeneous information networks [3] , an umbrella term which encapsulates multi-mode, multi-dimensional, multi-relational, and bipartite networks [4] . Link prediction is these networks has typically been performed by treating all relationships equally or by separately studying homogeneous projections of the networks and ignoring dependency patterns across types. Both of these approaches represent a loss of information. Different edge types may have a different topology or link formation mechanisms but nonetheless influence each other, such that various combinations have different relevance to the link prediction task. For example, heterogenous relationships such as friendship, family, and colleague are often modeled as indistinct in social networks. In reality, though, it may be far more probable for person to form a new interaction with the colleague of a colleague than with the mother of a colleague. In the biological domain, networks are often modeled from a singular view of the cell, such as physical protein interaction only. Since many current molecular data sets are unreliable and many interaction types are correlated, it seems natural that integrating diverse information would be mutually beneficial. There is just one problem: the lack of an effective, general methods for link prediction in heterogeneous information networks.
In this paper, we describe and evaluate two new approaches to the link prediction task in heterogeneous information networks. In Section II, we describe three real-world heterogeneous data sources and our evaluation framework. In Section III, we provide a brief survey of standard link prediction methods. We then propose a probabilistic weighting scheme for extending the Adamic/Adar measure to heterogeneous data in Section III-C. Our experiments demonstrate that this extension can effectively use diverse evidence to improve performance over Adamic/Adar in many cases. On the other hand, our results also highlight the fact that extending existing methods cannot overcome the domain-specificity of unsupervised link predictors. In Section IV, we show that, just like homogeneous problems [5] , supervised link prediction is still the best available choice in terms of performance. This fundamental change to a general, variance-controlled, data-driven model is even more important in heterogeneous networks, where multiple distributions and decision boundaries are more of a guarantee than a possibility. Finally, we discuss interesting observations and conclusions in Section V.
II. DATA
We use three real-world heterogeneous information networks to demonstrate the methods in this paper. The networks were chosen from different domains and are considerably divergent in structure and relationship types, which will support the generality of our conclusions.
A. YouTube Network
The YouTube network is constructed from data crawled from the popular video sharing site in December 2008. The crawl collected information about contacts, favorite videos, and subscriptions. In total, it reached 848,003 users, with 15,088 users sharing all of the information types. These 15,088 users are the nodes in the social network, connected by a network of five different interaction types. These are the contact network (CN) of the user, shared contact with users outside of the network (FR), shared subscriptions (SBN), shared subscribers (SBR), and shared favorite videos (VID). Additional information about the data can be found in [6] . The basic edge statistics can be found in Table I .
B. Disease-Gene Network
The disease-gene (DG) network was constructed from three individual data sets. As the name suggests, this network has two distinct node types, diseases and genes, with four edge types connecting them. The diseases are classified by Disease Ontology (DO) codes and the gene names are based on the HUGO Gene Nomenclature. Genetic association (G) links exist between diseases and genes in a bipartite fashion and represent known disease-gene associations extracted from the Online Mendelian Inheritance in Man (OMIM) database, SwissProt, and the Human Protein Reference Database (HPRD). Protein-protein interaction (PPI) links connect pairs of genes in accordance with combined physical interaction data collected from HPRD, the Online Predicted Human Interaction Database (OPHID), and studies by Rual [7] and Stelzl [8] . Further details about these datasets, which are publicly available, can be found in [9] .
Additionally, disease pairs are connected by a phenotypic (P) link if they are significantly co-morbid in real patients. For our purposes, co-morbidity can be broadly defined as cooccurrence in the same patients significantly more than chance. We included edges between disease pairs for which the cooccurrence (joint probability) is significantly greater at 95% confidence than the random expectation based on population prevalence of the diseases (product of marginal probabilities), as determined by a two-proportion z-test. Disease co-morbidity was calculated from real patient medical histories collected from a group of 77 physicians within a regional health system. This includes data for the last 12 years, from 1997 to 2009, with a total of 5.5 million visits for approximately 700,000 patients. Each data record is a single visit represented by an anonymized patient ID and a primary diagnosis code, as defined by the International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM). For consistency with the first dataset, the ICD-9-CM codes have been converted to Disease Ontology codes based on mappings provided within the DO coding. Due to the hierarchical structure of the Disease Ontology (DO) codes, some disease pairs are connected by a "family" (F) link, where one disease is a more general hierarchical parent of the other. For example, Toxic pneumonitis is a type of Pneumonia. The family links supersede and replace phenotypic links, since these pairs are not separate diagnoses. For our experiments, family links form a separate fold which is always in the training set and are not predicted; they are simply an artifact of the code structure.
The disease-gene network consists of 703 diseases and 1,132 genes, and edge statistics can be found in Table I .
C. Climate Network
The climate network used in the paper is constructed from 5
• x 5
• latitude-longitude gridded climate data, where each node is a physical location and edges represent similarity with respect to one of seven climate variables. The variables included are temperature (SST), sea level pressure (SLP), horizontal (HWS) and vertical (VWS) wind speed, precipitable water (PW), relative humidity (RH), and geopotential height (GH), each of which is represented as a distinct edge type. Similarity is measured in terms of Pearson correlation, with a threshold of 0.3. Every edge type can overlap with every other; a single node pair may have up to seven edges. Additional information about this network and the raw data can be found in [10] .
Overall, the climate network included 1701 location nodes, and nearly all of which have some edges of all seven types. Edge details are provided in Table I .
D. Evaluation Framework
For all experiments, we use a 10-fold cross-validation stratified edge holdout scheme. We chose holdout evaluation since longitudinal data was either not available or not relevant for these networks. Link prediction is evaluated for each edge type x separately on all eligible node pairs (s, t), where eligibility is defined as follows:
1) An edge of type x is not already present between s and t in the training set. 2) It is possible for s and t to have an edge of type x, according to domain rules (i.e. two disease cannot have a protein-protein interaction in the disease-gene network).
Link prediction performance is evaluated separately for each edge type using area under the receiver operating curve (AUROC).
III. UNSUPERVISED METHODS
There are many existing approaches to link prediction for standard networks with homogeneous edges, formulated for various link formation hypotheses. A survey of these methods is provided in [1] . In Section III-A, we briefly describe the unsupervised link prediction methods used in our experiments, which serve as a performance baseline and also as features for the supervised approach. We then introduce a novel unsupervised method for heterogeneous link prediction in III-C.
A. Homogeneous Link Prediction 1) Neighborhood Methods: Many traditional link prediction scores are derived from the immediate node neighborhoods. The preferential attachment [11] , [12] link prediction score for a node pair is the product of their degrees. Common neighbors [13] is another simple method which counts the common neighbors of s and t, which is the equivalent to the number of paths of length 2 between the nodes. Jaccard's coefficient [14] is the number of common neighbors divided by the total combined number of neighbors of both nodes. Another variation of common neighbors is the Adamic/Adar measure [15] , which weights the impact of neighbor nodes inversely with respect to their total number of connections. Specifically,
where N x is the set of common neighbors of node x. This inverse frequency approach is based on the assumption that rare relationships are more specific and have more impact on similarity.
2) Path Methods: A second class of link prediction methods are calculated based on paths between nodes. The PageRank algorithm of Google fame, first introduced in the academic sphere in [16] , represents the significance of a node in a network based on the significance of other nodes that link to it. If we assume that linking to nodes that are important is desirable, an assumption implicit in preferential attachment prediction, then the PageRank of the target node represents a useful statistic. For our experiments, we perform the original, unoptimized PageRank calculation iteratively, checking for convergence of the vector of PageRank scores by calculating the Pearson correlation coefficient, r. After r < 0.85, we stop iterating and use the scores. Convergence generally requires under 10 iterations.
Rooted PageRank [1] is another link predictor derived from the original PageRank in which prediction outputs correspond to the probability of visiting the target node in the prediction during a random walk from the source. A parameter α, the probability of restarting the walk at the source, allows the walker to avoid getting trapped in directed networks or dense areas. We use α = 0.15. Again, prediction scores are determined after the walks converge. Especially with low to moderate values of α, this may take many walk steps. In addition to the parameter, the rate of convergence depends on the size and local density of the network. In our implementation of RootedPageRank, we perform 100,000 steps at a time, checking each time whether or not r < 0.85.
The PropFlow predictor introduced in [5] is a path-based predictor that models the link prediction score as being propagated radially outward from the source. Starting from the source node with a score of 1, all neighboring nodes are given an equal share of the score (in the unweighted case), or 1/|N s |. The scores continue outward, summing together for nodes which are reached by multiple paths. For our experiments, we limit the path search to length 10.
B. Bipartite Link Prediction
Recall that in the disease-gene network, the genetic edges have a bipartite structure. While preferential attachment and the path methods apply naturally to bipartite networks, the common neighbor methods are triangle-based and require modification. Note that for nodes s and t, each common neighbor n belongs to a unique path (s, n, t) of length two from s to t. In a bipartite network, nodes are always connected by paths of odd length. Thus, to extend common neighbors link prediction to bipartite networks, we simply count the number of unique paths (s, n1, n2, t) of length three from s to t. Similarly, we formulate bipartite Jaccard's coefficient as the number of unique paths of length three from s to t divided by the total number of unique paths of length three starting at either s or t. For Adamic/Adar, we replace the log term with
which, in bipartite networks, is equivalent to
C. Multi-Relational Link Prediction for Heterogeneous Networks
The link prediction methods described in III-A have no direct applicability to heterogeneous information networks other than treating all nodes and edges equally, which can be detrimental to their performance for many reasons. Different types contain different information by nature, and various combinations introduce different amounts of evidence to the link prediction task. This is particularly troublesome when node or link types have very different frequency or distribution, which is clearly the case in the real world networks we use. Even if these barriers could be overcome, considering all relationships equally provides no information about the type of link being predicted.
We now introduce a novel multi-relational link prediction (MRLP) method for heterogeneous information networks which addresses these shortcomings to predict the location and type of new edges. The most important component of the MRLP method is an appropriate weighting scheme for different edge type combinations. The weights are determined Fig. 1 . This toy example demonstrates how to calculate the probability of a given edge type closing a partial triad structure based on triad census counts. These numbers do not represent a real network.
by counted the occurrence of each unique 3-node substructure in the network, traditionally called triad census [17] and more recently defined as counting 3-node graphlets [18] . The triad census trivially extends to heterogenous networks; the only difference is the number of unique structures. The triad census also provides the probability of each structure, which further translates to the probability that a partial triad is closed by each edge type. A pictorial example is shown in Figure 1 . This conveniently translates to a non-arbitrary, data-justified weighting scheme. To account for frequency disparity, the probabilistic weights are normalized by the marginal probabilities of the edge types involved.
This multi-relational link prediction (MRLP) approach is a weighted extension of the neighborhood methods. Nodes s and t form a partial triad with each common neighbor n ∈ N s N t , and each partial triad provides a probabilistic weight based on the triad census. We can simply add the weights, which is equivalent to weighted common neighbors. Prediction scores are calculated individually for each link type of interest. Formally, the prediction score for edge type x between nodes s and t is score x (s, t) = n∈Ns Nt
where w n = σP (edge type(s, t) = x|pattern(s, n, t)) P (edge type(s, n))P (edge type(t, n))
in which pattern(s, n, t) describes the node and edge type pattern of the network path (s, n, t). Also,
P (edge type(s, t) = x|pattern(s, n, t)) = P (x) −1 P (edge type(s, t) = x|pattern(s, n, t)) < P (x) (4) where the sign is determined by statistical comparison rather than numerical. Statistical significance is determined by a two-tailed two proportion z-test with 99% confidence. As mentioned earlier, the denominator of the weight term is a normalization factor to account for the frequency disparity between edge types. The weighting scheme can suffer from the "zero frequency" or low frequency problem, which is particularly problematic in networks with a disproportionately large number of object and relationship types or many overlapping type combinations. Of course, the best solution is a larger sample, but this is often not available in practice. The problem, which is common to other probabilistic models such as Naive Bayes, can be combatted with many existing approaches such as smoothing operations. In our experiments, we set σ = 0 if P (edge type(s, t) = x|pattern(s, n, t)) < 5 or P (x) < 10, which corresponds to frequencies too low for a valid z-test. We assume that due to very low frequency, removing the influence of these patterns does not substantially effect the performance.
Equation 2 can be extended to include the inverse frequency principle of the Adamic/Adar measure, since it has been shown to increase performance in many cases. The integration is direct except that the degree is counted only with respect to the relevant node types. The prediction score becomes
where t1 = edge type(s, n), t2 = edge type(t, n), and |N n (y)| is the number of edges of n with edge type y.
The weighting scheme used by MRLP obviously assumes that the dependence structure of new links will be similar to existing links, which we consider to be a common and reasonable assumption. However, it may be beneficial to determine the weights based only on "recently" formed links when time-series data is available, rather than characterizing all existing links. This is simply because newly formed links may not have the same topology as older links. Previous studies have detailed and advocated longitudinal evaluation schemes in systems where links form dynamically [5] , [19] , using longitudinal training, label, and testing intervals. This same interval scheme can be used to calculate the weights, counting only the partial triads formed by label edges and their common neighbors.
D. Results
The unsupervised link prediction methods were applied to single-dimensional (one edge type) projections of each network for each relationship type. In all cases except for diseasegene associations, the networks were also one-mode (one node type) networks and the standard link prediction methods were directly applicable. The disease-gene association network is bipartite, so modified versions of the neighborhood methods were applied (see Section III-B). The multi-relational link predictor (MRLP) was applied to the heterogeneous networks with no projections required, but each link type is evaluated separately for meaningful comparison. The complete evaluation framework is described in Section II-D. Performance results measured in AUROC for all of the unsupervised methods are shown in Table II . Methods in bold face indicate the best overall link predictor for the corresponding link type. First, we note that there is no universally dominant method, which is an expected result since unsupervised link prediction methods are domain-specific. Performance in all cases is fully dependent on how well the network of interest adheres to the pre-defined assumptions about link formation. For example, local neighborhood methods are clearly dominant in the YouTube network, a trait commonly observed in social networks [20] , [21] , [22] , [23] . In the climate network, the Jaccard coefficient performs especially well, probably due to spatial autocorrelation [10] ; that is, geographically proximate locations tend to have similar climate. In the disease network, each interaction type was best captured by a different method.
Like the other unsupervised methods, MRLP is also domaindependent, bounded by the same principles as Adamic/Adar. In Table II , the underlined numbers indicate the better performance between MRLP and Adamic/Adar, the method which it extends. Comparison of these methods provides more meaningful insight into the benefit of capturing heterogeneous evidence. In the disease-gene and climate networks, MRLP performs comparable to or better than Adamic/Adar for all link types. This result strongly supports our basic assumption that diverse evidence can enhance link prediction, and further shows that our MRLP capture some of this potential improvement.
In the YouTube network, MRLP vastly improves performance for predicting the contact network (CN) between users, but degrades performance for the other relationships. We suspect that the huge benefit of additional evidence for the contact network is due to the relative scarcity of contact links, many of which are consumed by hubs. This is coupled with a high level of overlap with the other link types. In fact, 76% of all node pairs with a contact edge also have at least one other interaction type, and each additional overlapping interaction drastically increases the likelihood of a contact edges. A graph detailing the high probability overlap and an illustration on a sample of the contact network is provided in Figure 2 . The sample is the full two-hop contact neighborhood of a randomly chosen seed user, including all connections between the neighbors reached by the crawl. Unfortunately, the redundancy we just observed may be harmful to the denser link types.The degraded performances on the other link types in the YouTube network suggest that MRLP does not deal well with noise introduced when additional link types do not provide beneficial information.
IV. SUPERVISED METHODS
A strong argument promoting a supervised approach to link prediction has been presented by previous work [5] . As we briefly mentioned in the previous section, the unsupervised link prediction methods can only perform well if the network link topology conforms to the a priori scoring function. This includes our multi-relational link predictor, which is limited by the same assumptions as the Adamic/Adar measure. We conjecture that other unsupervised methods could be extended to heterogeneous networks using similar probabilistic weighting schemes, but all a priori methods will have this same limitation. In heterogeneous information networks, the issue is exacerbated by the fact that multiple relationships may have vastly different formation mechanisms within the same system. For many real problems, such as the diseasegene network described in this paper, it is very unlikely that heterogeneous information types will share the same properties or distribution. In fact, even a single link type may form based on more than one mechanism. This supports the (a) The probability of a contact edge for a given node pair (s, t) drastically increases when other interactions are present.
(b) This sample from the contact network illustrates the high prevalence of overlapping interactions when a contact relationship is present. Black edges indicate edges which are contact-only. Red, purple, green, and blue edges correspond to 1,2,3,or 4 additional interactions types, respectively. case for a supervised data-driven approach. A well-designed classification framework is not domain-specific, can support multiple decision boundaries, and can more flexibly combine the information provided by individual topological features. The link prediction problem is also extremely imbalanced, beyond the bounds of most problems studied by the imbalance community. While unsupervised methods ignore class distribution by definition, there are many well established approaches to combatting imbalance in a supervised setting.
The primary limitation of a supervised approach, compared to network methods, is the richness of the data representation. Choosing features that sufficiently represent the information inherent in the network topology is a serious challenge. Even fairly simple features describing the topology can increase exponentially with the number of node and edge types, as well as with the depth of the neighborhood being described. In this paper, we use a quite limited description of the heterogenous structure of the network, avoiding the exponential behavior. However, as our results will show, the benefits of the classification framework substantially outweigh the loss of information caused by the data transformation.
A. Classification
We study the performance of supervised classification in two contexts: first, the performance we can achieve using only homogeneous projections of the heterogenous information networks; second, the performance we can achieve when we incorporate information from different edge types into the classification scheme.
1) Feature Vector:
For each projection of the network, the homogenous feature vector contains a combination of simple topological characteristics and standard unsupervised link prediction methods from [1] in the high performance link prediction (HPLP) approach provided in [5] . These include many of the unsupervised prediction methods already discussed earlier.
In short, for both the source and target node, we include node degree and node PageRank with d = 0.85 [16] . For each pair, we also incorporate the common neighbors score, Jaccard coefficient, the Adamic/Adar method, the product of node degrees as a preferential attachment predictor, Rooted PageRank with α = 0.15, PropFlow with l = 10, and the reciprocal of the shortest path from the source to the target up to 10 hops such that higher distances produce a 0 score.
2) Homogeneous Link Prediction:
Within the 10-fold crossvalidation evaluation paradigm, for each of the 10% testing evaluation, we first use 80% of the total edges (8 folds) to generate a network and construct the feature vectors for training. The remaining edges in the training fold, 10% of the total edges (the 9th fold), produce another network from which we generate the class labels. Specifically, every node pair (s, t) which does not have an edge in the 80% network is an instance and a feature vector is constructed based on the 80% network. If that node pair appears with an edge in the 10% label fold, it will be labeled as a positive instance (class 1). Otherwise, if no link exists between pair (s, t) in either division of the training fold, it will be labeled as a negative instance (class 0). The result is a standard data set feature vector with class labels. The testing set is produced in a similar manner. We then use the entire training fold to generate the feature vector for testing, and the entire testing fold becomes the source for test labels. Just as it is unobserved in a standard classification task, the edges in the testing fold represent unobserved components of the total network topology with respect to the training procedure.
We can construct arbitrary models on this data; the only requirements we place on the classifier are that it accepts continuous features and binary class labels. We employ bagging [24] to reduce variance, but the chief challenge of the problem is class imbalance. To combat this without unfairly modifying the testing distribution, we undersample only the training set constructed within each fold so that the positives, links that actually exist, represent 25% of the data visible to the classifier. Each member of the ensemble for each fold sees all of the positives class instances from that fold and a different selection of negative class instances to achieve the indicated positive class representation. To increase both the speed and the performance of the classification step with respect to many alternative classification algorithms, we use random forests [25] within each bag. For each of the 10 bags, the forest contains 10 trees. We refer to this procedure as the high performance link prediction (HPLP) framework [5] .
3) Heterogeneous Link Prediction: We now extend HPLP to the multi-relational case (MR-HPLP). To create the heterogeneous information classifier, we combine the data sets produced by each of the homogeneous projections. This method still loses information from the complete network, but allows us to employ readily available prediction scores. The combination of data sets is complicated by differences across the homogeneous projections. For the classification of each edge type, we must compose a separate amalgam of features for training from each of the other homogeneous projections. We can only test on unobserved edges in the projection in which we are predicting, but we can include in our feature vector whatever information we like from other projections. We can, for instance, include labels for edges that exist only in the test fold of other projections so long as they do not exist only in the test fold for the projection in which we are predicting. This requires generating all-pairs predictions for each projection separate from the testing process of the unsupervised and supervised homogeneous classification steps. Equation 6 provides an example of the amalgamated feature vector for projection 2 where x(i) designates a feature in projection i with Greek letter subscripts showing different features for a given projection, y(i) designates a label in projection i, and the class occupies the final column.
B. Results
The supervised link prediction results using both individual (HPLP) and multiple (MR-HPLP) relationships are shown in Table III all cases but one, MR-HPLP performs comparable or better to HPLP in all cases. The reason for the exceptions is not currently apparent, and is an avenue for future work. In many cases, the improvement gained by using MR-HPLP is somewhat minimal. This is not necessarily a detriment, and it is possible that the performance is nearing the saturation point for some interaction types. Also, on the other hand, MR-HPLP also shows low or negligible losses, which indicates better robustness to noise.
V. DISCUSSION
In this paper, we introduced two approaches to the link prediction problem in heterogeneous information networks. Our unsupervised multi-relational link predictor (MRLP) is an extension of the common Adamic/Adar approach. We also used heterogeneous topological features within a supervised framework for high performance link prediction (HPLP). Using experiments on three real-world networks from diverse domains, we discussed the performance trends and tradeoffs and conclude that supervised link prediction is the superior approach to link prediction in non-trivial networks, heterogeneous or not.
While our MRLP is only one of many ways to formulate or extend a topological link predictor for multi-relational data, we believe our experiments demonstrate some important trends of general interest. There is certainly information to be gained by integrating heterogeneous data, especially when homogeneous data is sparse. However, even when weighted, extended, and otherwise modified, unsupervised link predictors are still domain-specific and inflexible. This limitation is magnified in heterogeneous information networks. The most compelling natural network problems, such as human social behavior or cell biology, are extraordinarily complex systems within systems. In these domains, it has already become unreasonable to try and describe such complexity with a single topological metric. Simple metrics remain very powerful, but now as features rather than models.
The results in this paper clearly support the shift toward supervised link prediction, which is consistently dominant in the homogeneous and heterogeneous networks. While the overall impact of heterogeneous features was modest in our supervised experiments, our integration of the heterogeneous features was also quite simplistic. Of course, the framework described is not limited to the features used. Developing supervised methods and features which efficiently capture the richness of heterogeneous information networks is perhaps the next logical step from the observations in this paper.
