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We investigate the irreversible evolution of a small system in which a chemical reaction takes place. We have two
main goals: the ﬁrst requires to ﬁnd an equation to produce a time-irreversible behavior,the second consists
in introducing a simple exactly solvable model in order to understand basic facts in chemical kinetics. Our
basic tool is the transition function counting the number of paths joining two points in the reactive coordinates
system. An exact quantum Smoluchowski equation is derived for the reactive system in vacuum, in the presence
of a solvent in equilibrium at any time with the reactive system a new Smoluchowski equation is obtained. The
transition from a quantum regime to a classical one is discussed. The case of a reactive system not in equilibrium
with its neighborhood is investigated in terms of path integral and via a partial differential function. Memory
effects and closure assumptions are discussed. Using a simple potential model, the chemical rate constant is
exactly calculated and questions such as the meaning of the activation energy or the physical content of the
so-called prefactor are investigated.
Key words: irreversibility, transition function, Smoluchowski equation, chemical rate constant, activation
energy
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1. Introduction
The transformation of matter via chemical reactions is a traditional and fundamental subject of inves-
tigations in Chemical Physics and in Statistical Physics. Due to the existence of new experimental methods
and to the increase in the capacity of computers the domain is renewed. As concerns the theoretical inves-
tigations of the chemical rate constant there is a clear distinction betweenmodelling approaches in which
we search to gain an insight on the possible theoretical interpretation and the simulation approaches that
we use to compare theory and experiments. This paper pertains to the ﬁrst category, we do not discuss
the second one which is essentially based on the solution of a time-dependent Schrödinger equation (see
for instance the feature article [1]).
Hereafter we want to discuss very fundamental questions such as: what is the role of dynamics in the
activation energy usually considered as quasi-thermodynamics quantity, howwe may observe the transi-
tion from a quantum to a classical regime, what happens if the reactive system is not in equilibriumwith
a solvation shell. In order to do that a simple model will be investigated. Some results have been already
given in [2] and [3] and some technical points already presented will not be repeated herein where we
focus on a new presentation thereof and on new results in presence of a solvation shell. This paper is
organized as follows. In section 2 we give a very brief overview concerning the traditional approaches
of the chemical kinetics. In section 3 we develop the basic ingredients of our approach in the case of a
reactive system in vacuum. In that case a quantum Smoluchowski equation is exactly derived. In sec-
tion 4, these results are extended in order to describe a chemical reaction in which the reactive species
are in thermal equilibrium with a solvent at any time. In section 5 we analyze the effects on the chemical
reaction of a small number of particles forming a solvation shell not in equilibrium with the reactive
system. These effects are discussed in the path integral formalism or via a partial differential equation.
¤I am very happy to dedicate this work to my old friend and great scientist Professor M. Holovko for the celebration of his 70th
birthday.
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In section 6 we discuss exact results concerning the chemical rate constant, in particular, the meaning of
the activation energy and the physical content of the prefactor are analyzed. Conclusions are presented
in section 7.
2. A short overview on the subject
A ﬁrst important step in the description of the chemical kinetics has been proposed by Arrhenius in
1910 [4] for whom the chemical rate constant k is related to the activation energy E , the temperature T
and the so-called pre-factor A according to
k Æ Aexp
½
¡
E
k
B
T
¾
. (1)
Frequently used to ﬁt experimental data, this relation does not give a clear physical meaning both to E
and A.
In 1935 the transition state theory (TST) proposed by Eyring [5] represented a second major step in
the approach of chemical kinetics. In the Eyring’s formulation, it is established that
k ÆK
k
B
T
ß
exp
½
¡
¢G
k
B
T
¾
(2)
in which K is a transmission coeﬃcient and ¢G is a Gibbs free energy. The TST is at the origin of a huge
literature and it is not our aim to discuss it among a lot of papers, books, review articles published on the
subject. We can mention a review paper dedicated to H. Eyring published in 1983 [6] and a more recent
review paper published in 1996 [7].
The fundamental assumptions on which the TST is built up are as follows: (i) there exists a surface
separating the reactant region from the product region and no recrossing of this surface is allowed, (ii)
there is an equilibrium for the reactants implying also an equilibrium between reactants and products.
This last point made of the TST a quasi-thermodynamic approach. In its initial formulation, the TST is
basically a time independent theory describing what happens in gas phase. Later on some extensions to
describe reactions in solution were introduced and it appears that some quantities assumed to have a
quasi thermodynamic origin may contain a large part of dynamic processes. The presence of a solvent
may strongly affect the chemical rate constant and the problem concerning the equilibrium or the non-
equilibrium of the solvation shell is crucial.
To describe the irreversible behavior of chemical reactions, in 1940 Kramers [8] used a Fokker-Planck
equation as a starting point for calculating the chemical rate constant. Today this stochastic approach is
nomore disconnected from the TSTwhen we consider chemical reactions in a liquid state where we have
to predict a transition from the TST to a diffusion controlled regime. In the Kramers work, the Fokker-
Planck equation results from very general aspects in the theory of random processes. Today there is a
large literature from which this equation is derived from a physical basis. The system+reservoir methods
have been introduced to derive such an equation in quantum physics (for a review in this ﬁeld see [9]).
In these approaches, the system under investigation is considered as a small open part of a large system
and the dissipation arises from the energy transfer from the small system to its large environment. In
the absence of reservoir, the system is described by the Schrödinger equation and the processes are time-
reversible. In the presence of a reservoir, the dynamics in a small system is described by a quantum
mechanical Langevin equation [10] or equivalently by a generalized quantum master equation that is
frequently a Fokker-Planck type equation [11]. Thus, the effect of the reservoir is to change the dynamics
of a small system. Therefore, it does not correspond to the traditional concept of thermostat used in
standard statistical mechanics.
The system+reservoir approach has proved to be a very eﬃcient method of treating the problems
such as the effect of dissipation processes on the quantum tunneling. More recently, in relation to molec-
ular electronics, it appears very important to understand the coupling of individual molecular structures
with a bath of bosons under non-equilibrium conditions [12, 13]. We have to deal with new questions
such as the deﬁnition of a local temperature (see for instance [14]) or the problem of heat dissipation in
molecular junctions (see for example [15]). In that case, a non-equilibrium Green function formalism has
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been introduced from the work by Datta [16]. This approach leads to a kinetic equation that can be re-
duced to a diffusion equation in particular conditions [16]. However, there exist small systems for which
we observe an irreversible behavior in the absence of reservoir; trivial examples are the reaction like
AÅB ! AB in a dilute gas phase or the nuclear ﬁssion processes considered in the seminal paper by
Kramers [8].
In what follows our reactive system corresponds to a particle A inserted in a small box in which some
particles noted globally B create an external ﬁxed potential. This potential can result from quantum
mechanical calculations, which is deﬁned in reactive coordinates space (see for instance [17]). When
an equilibrium state is reached, A will be attached in one or several parts of B for which the potential
exhibits a minimum. Thus, we mimic the reaction AÅB ! AB . This reactive system will be put in contact
with different kinds of environment.
We decide to characterize the evolution of this system by a transition function deﬁned in terms of the
paths in reaction coordinates. We do not claim that it is the only possibility to describe the motion, but
without doubt it is a possible choice. Hereafter we want to analyze the consequences of this choice. We
ﬁrst consider the reactive system isolated in vacuum.
3. A reactive system in vacuum
The transition function is a real valued function that describes the transition in space-time from the
point x
0
at the initial time t
0
; to the point x at the time t it is given by a functional integral according to
q(x
0
, t
0
;x, t)Æ
Z
Dx(t)exp
½
¡
1
ß
A[x
0
, t
0
;x, t ℄
¾
(3)
in which Dx(t) is the measure for the functional integral and A[x
0
, t
0
;x, t ℄ is the euclidean action
A[x
0
, t
0
;x, t ℄Æ
t
Z
t
0
½
1
2
M
·
dx(s)
ds
¸
2
Åu[x(s)℄
¾
ds (4)
in which M is the mass of the particle and u[x(s)℄ is the external potential; hence, each path is weighted
by the total energy spent on this path. If the points x
0
are distributed in space according to Á
0
(x
0
), we
may introduce a function Á(t ,x) deﬁned as
Á(t ,x)Æ
Z
dx
0
Á
0
(x
0
)q(x
0
, t
0
;x, t). (5)
The time evolution of Á(t ,x) is given by the following partial differential equation [3]
¡
Á(t ,x)
t
ÅD¢
x
Á(t ,x)¡
1
ß
u[x(t)℄Á(t ,x)Æ 0 (6)
in which ¢
x
means the laplacian operator taken at the point x and D Æ ß
2M
is a quantum diffusion coef-
ﬁcient. This equation has been previously derived in ([3]) and the technical points in the derivation will
not be reproduced here. In addition, a derivation in more general conditions is given in the subsection
5.2 of this paper.
At this point, we must underline several points. The solution of (6) cannot be normalized and con-
sequently Á(t ,x) is not a probability. The transition function deﬁned via (3) is a real valued function
deﬁned in terms of real quantities and (6) is not a Schrödinger equation, and of course Á(t ,x) is not a
wave function and it has a physical meaning by itself. Nevertheless, Á(t ,x) gives a quantum description
of the system since due to the functional integral the paths have a fractal character, there are energy
ﬂuctuations along the paths and these ﬂuctuations are measured relatively to ß [18]. In comparison with
what is done in system+reservoir approaches [10], we do not start with the Schrödinger equation. Our
basic quantity veriﬁes a time irreversible equation having a quantum origin and it exists in the absence
of a solvent. According to our approach, it will be possible to describe an irreversible chemical reaction
in vacuum.
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Instead ofÁ(t ,x), as proposed in [19], we may introduce a function P(x, t)ÆÁ(t ,x)exp
{
V /2
}
in which
V (x) is a dimensionless potential that can be calculated as it is shown below. It is easy to show that P(x, t)
veriﬁes the Smoluchowski equation
P(t ,x)
t
ÆD¢
x
P(t ,x)ÅDr
x
{[r
x
V (x)℄P(t ,x)} (7)
and we may conclude that contrary to Á(t ,x), the function P(t ,x) is a probability. Note that the dimen-
sionless potential V (x) is different from ¯u(x) usually expected (for instance in [8]).
4. A reactive system in the presence of a solvent
For brevity the reactive particle A will be hereafter referred to as the “Particle”. The action associated
with the Particle has been given in (4). This Particle is coupled with a bath of N identical particles. The
center of the spatial coordinates will be the center of the small box in which the Particle is inserted
and we assume to have a one dimensional system to save the notations. The bath is represented by N
independent oscillators (see [3] for more details). The energy associated with the bath is given by a second
order perturbation around the initial positions, and we have
U [R
N
(t)℄ÆU [R
N
(t
0
)℄Å
X
i
1
2
m!
2
r
2
i
(t) (8)
in which U [RN (t
0)
℄ is the bath energy at the initial time t
0
, r
i
means for i its derivation from its initial
position, and !2 Æ 1
m

2
U [R
N
(t
0
)℄
R
i
(t
0
)
2
. The Hamiltonian corresponding to the bath is
H
B
(t)Æ
X
i
½
1
2
m
·
dr
i
(t)
dt
¸
2
Å
1
2
m!
2
r
2
i
(t)
¾
. (9)
This model for the bath is commonly used [20].
For the interaction between the bath and the Particle we use a Hamiltonian frequently retained in the
literature [10, 11, 20],
H
C
(t)Æ
X
i
Cr
i
(t)x(t) (10)
in which C is the coupling constant.
Instead of q(x
0
, t
0
;x, t) we now have to introduce a transition function q[x
0
,r
N
(0), t
0
;x,r
N
, t ℄ de-
pending on the positions of the N particles of the bath. This transition function is a generalization of (3)
deﬁned according to
q
£
x
0
,r
N
(0), t
0
;x,r
N
, t
¤
Æ
Z
Dx(t)exp
½
¡
1
ß
A[x
0
, t
0
;x, t ℄
¾
Z
Dr
N
(t)exp
8
<
:
¡
1
ß
t
Z
t
0
[
H
B
(s)ÅH
C
(s)
℄
ds
9
=
;
,
(11)
where A[x
0
, t
0
;x, t ℄ is given by (4). In (11), rN (t) represents the set of deviations from the initial positions
as deﬁned above, rN (t)Æ [r
1
(t), . . .r
i
(t), . . .r
N
(t)℄. Due to the quadratic form of [H
B
(s)ÅH
C
(s)℄ the func-
tional integral on the variables rN (t) can be exactly calculated using a mathematical trick introduced in
[21]. We write r
i
(t)Æ r
i
(t)
opt
Å±r
i
(t) in which r
i
(t)
opt
corresponds to the optimization of the euclidean
action associated with [H
B
(s)ÅH
C
(s)℄. Here, the optimization is a mathematical procedure leading to a
differential equation which is not the equation of motion, in contrast with what is done in pure quantum
mechanics where the optimization of the Lagrangian action is performed. We can write
Z
Dr
N
(t)exp
8
<
:
¡
1
ß
t
Z
t
0
[
H
B
(s)ÅH
C
(s)
℄
ds
9
=
;
ÆC
±
exp
8
<
:
¡
1
ß
t
Z
t
0
[
H
B
(s)ÅH
C
(s)
℄
ds
9
=
;
opt
(12)
in which the subscript opt means that we have to calculate the trajectories on the optimum paths and
C
±
is a quantity independent of the particle positions, which results from the integration on the variable
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±r
i
(t). For two arbitrary times t and t
1
È t for which the end positions correspond to (x,rN ) and (x
1
,r
N
1
)
respectively, we deﬁne
±A
£
x,r
N
, t ;x
1
,r
N
1
, t
1
¤
Æ
8
<
:
t
1
Z
t
[
H
B
(s)ÅH
C
(s)
℄
ds
9
=
;
opt
. (13)
Using the Hamiltonians (9) and (10) we can get the explicit form of ±A[x,rN , t ;x
1
,r
N
1
, t
1
℄ by changing !
into an imaginary quantity i! in the results given in ([10] page 126, equation 3.23), we have
±A
£
x,r
N
, t ;x
1
,r
N
1
, t
1
¤
Æ
X
i
½
1
2
m!
sinh!(t
1
¡ t)
h
(r
2
i ,1
Å r
2
i
)osh!(t
1
¡ t)¡2r
i
r
i ,1
i
Å
Cr
i
sinh!(t
1
¡ t)
t
1
Z
t
dsx(s)sinh!(t
1
¡ s)Å
Cr
i ,1
sinh!(t
1
¡ t)
t
1
Z
t
dsx(s)sinh!(s¡ t)
¡
C
2
m!sinh!(t
1
¡ t)
t
1
Z
t
dsx(s)
s
Z
t
dux(u)sinh!(t
1
¡ s)sinh!(s¡ t)
¾
. (14)
Now we can write
q
£
x
0
,r
N
(0), t
0
;x,r
N
, t
¤
ÆC
±
Z
Dx(t)exp
½
¡
1
ß
©
A
[
x
0
, t
0
;x, t
℄
Å±A
£
x
0
,r
N
(0), t
0
;x,r
N
, t
¤ª
¾
(15)
and the transition function for the small system ¯q(x
0
, t
0
;x, t) can be written
¯
q(x
0
, t
0
;x, t)ÆC
±
Z
Dx(t)exp
½
¡
1
ß
A
P
[x
0
, t
0
;x, t ℄
¾¿
exp
½
¡
1
ß
±A
£
x
0
,r
N
(0), t
0
;x,r
N
, t
¤
¾À
bath
(16)
in which h. . . i
bath
means that we have to take a procedure in order to eliminate the bath particle positions.
This procedure depends on the physics under consideration.
We may observe that (16) is very different and simpler than the expression of similar quantities cal-
culated in system+reservoir approaches [10, 11]; this is due to the fact that we do not start from the
density matrix for the overall system but from the transition function and consequently we do not have
to deal with the inﬂuence functional. Another basic difference stands from the fact that the small sys-
tem when isolated from the bath is not described by a Schrödinger equation but by the time irreversible
equation (6).
The bath we consider is formed of a very large number of particles uniformly distributed in a volume
inﬁnitely large in comparison with the box size. We assume that the bath is in thermal equilibrium in
the ﬁeld created by the Particle for any value of t , a hypothesis commonly accepted when we study
the coupling between a small system and a bath (see for instance [16]). Now we must conciliate such a
description with the fact that ±A[x
0
,r
N
(0), t
0
;x,r
N
, t ℄ is deﬁned by an integral as shown by (13), e.g., we
must give a meaning to this integral and decide how to use (14). This has been done in [3]. The solvent
equilibrium at each time introduces the temperature via a characteristic time ¿ Æ ß/k
B
T . Hereafter, we
focus on time intervals much larger than ¿, a common assumption when we try to derive a Smoluchowski
or a Fokker-Planck equation; it is well known that such equations do not describe short time processes.
The ﬁnal result obtained in [3] shows that the solvent creates a friction on the reactive particle and the
diffusion coeﬃcient D Æß/2M is replaced by
¯
D Æ
ß
2(M Å¹)
(17)
in which ¹ is an effective mass, and accordingly the potential V (x) must be changed in ¯V (x). Note that
the result (17) is not surprising, because it shows that the coupling of a small system with a large external
system leads to the introduction of an effective mass, which a very well accepted idea in Solid State
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Physics. The interest of the derivation given in [3] is to determine the precise conditions leading to(17).
The transition function Á(t ,x) is the solution of the following equation
¡
Á(t ,x)
t
Å
¯
D¢
x
Á(t ,x)¡
1
ß
u[x(t)℄Á(t ,x)Æ 0 (18)
and the corresponding Smoluchowski equation is given by
P(t ,x)
t
Æ
¯
D¢
x
P(t ,x)Å
¯
Dr
x
©£
r
x
¯
V (x)
¤
P(t ,x)
ª
. (19)
From (17) we can go from the quantum case (MÀ¹) to the classical one (¹ÀM).
5. Non-equilibrium between a reactive system and its solvation shell
In the previous sections we have shown that from a transition function it is possible to derive a well
known equation in statistical physics. This equation is exact in vacuum and it has been derived under
very acceptable conditions in the presence of the solvent that is assumed to be in equilibrium at any
time with the reactive system. However, if it was of interest to derive such a Smoluchowski equation,
the equilibrium condition does not correspond to the most general situation. The reactive medium is
frequently surrounded by a small number of particles that are not in equilibrium with it. They form a
solvation shell of the reactive system. It is generally accepted that the solvation shell is composed of a
few tens of particles. Hereafter we consider such a case and we try to investigate the change in chemical
reaction due to this solvation shell. This is a standard problem in chemical kinetics [7].
As above, we describe the surrounding of the reactive system as a set of N oscillators having the same
frequency ! and the same coupling constant C . We ﬁrst analyze how the function Á(t ,x) is modiﬁed and
then we derive a partial differential equation for this function.
5.1. Expression of Á(t ,x) in the limit!(t ¡ t
0
)!1
Let us start from (14). It is straightforward to analytically perform the integration on the variables rN
1
since we have a Gaussian form. The integration over rN requires to introduce the density of probability
on these initial variables. In order to get a tractable result this density of probability is assumed to have
a Dirac form, which means that RN (t
0
) represents a set of equilibrium positions and that r
i
(t
0
) Æ 0.
Moreover, we focus on the limit !(t ¡ t
0
)!1, and by this limit we focus on a time interval t ¡ t
0
much
larger than the period 2¼
!
of the bath oscillators. It is well known that equations such as Smoluchowski or
Fokker-Planck are restricted to long time behavior and this limit provides a quantitative meaning to long
time. The ﬁnal result can be written as follows:
Z
dr
N
1
dr
N
exp
½
¡
1
ß
±A
£
x,r
N
, t ;x
1
,r
N
1
, t
1
¤
¾
Æ
¯
C exp
½
¡
1
ß
±A(x
0
, t
0
;x, t)
¾
(20)
in which the ¯C Æ
£
2¼ß
m!
¤
1
2 and exp
©
¡
1
ß
±A(x
0
, t
0
;x, t)
ª
is given by
exp
8
<
:
C
2
ßm!
t
Z
t
0
dsx(s)
sinh!(t ¡ s)
sinh!(t ¡ t
0
9
=
;
s
Z
t
0
dux(u)
·
sinh(t ¡u)
sinh!(t ¡ t
0
)
Å sinh!(u¡ t
0
)
¸
. (21)
In the limit !(t ¡ t
0
)!1 we have sinh!(t¡s)
sinh!(t¡t
0
¼ exp
{
¡!(s¡ t
0
)
}
and sinh!(t¡u)
sinh!(t¡t
0
¼ exp
{
¡!(u¡ t
0
)
}
and we
can rewrite (21) as
exp
8
<
:
C
2
ßm!
t
Z
t
0
dsx(s)exp¡!(s¡ t
0
)
s
Z
t
0
dux(u)osh!(u¡ t
0
)
9
=
;
. (22)
Thus, the existence of a solvation shell that is in non-equilibrium with the reactive system drastically
changes the nature of the problem since a memory effect is introduced. This result is expected because
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R. Zwanzig [22] has shown, by a projectors technics, that when we want to decouple a small system from
a large one, there appears a memory effect.
However, simple approximations can be introduced in (22). Quantities such as x(s) or x(u) have a
value limited by the size of the box while the function osh!(u¡ t
0
) has no restricted value in the limit
we consider. In the last integral of (22), the integrand is maximum when u Æ s and we approximate
s
R
t
0
dux(u)osh!(u ¡ t
0
) by x(s)
s
R
t
0
du osh!(u ¡ t
0
) Æ
x(s)
!
sinh!(s ¡ t
0
). This is equivalent to correct the
external potential u[x(t)℄ by an additional term ±U [x(t)℄ in the functional integral. In the limit!(t¡t
0
)!
1we have
±U [x(t)℄Æ¡
C
2
Nx(t)
2
2m!
2
£
1¡exp
{
¡2!(t ¡ t
0
)
}
¤
¼¡
C
2
Nx(t)
2
2m!
2
. (23)
This term will be discussed in the next section.
5.2. A differential equation
To derive a differential equation for Á(t ,x) we have to generalize the calculations presented in [3]
leading to (6). Let us consider
Á
¡
t Å²,x,r
N
¢
Æ
Z
Á
¡
t ,x
0
,r
0N
¢
q
¡
x
0
,r
0N
, t ;x,r
N
, t Å²
¢
dx
0
dr
0N
. (24)
The l.h.s. of this equation can be expanded as follows:
Á
¡
t Å²,x,r
N
¢
ÆÁ
¡
t ,x,r
N
¢
Å²
Á(t ,x,r
N
t
Å¢¢ ¢ . (25)
In the r.h.s. of (24), we ﬁrst expand Á(t ,x0,r 0N ) near Á
¡
t ,x,r
N
¢
and we have
Á
¡
t ,x
0
,r
0N
¢
Æ Á
¡
t ,x,r
N
¢
Å
¡
x
0
¡ x
¢
Á
¡
t ,x,r
N
¢
x
Å
1
2
¡
x
0
¡ x
¢
2

2
Á
¡
t ,x,r
N
¢

2
x
Å
X
i
¡
r
0
i
¡ r
i
¢
Á
¡
t ,x,r
N
¢
r
i
Å
1
2
X
i
¡
r
0
i
¡ r
i
¢
2

2
Á
¡
t ,x,r
N
¢

2
r
2
i
Å
X
i
¡
x
0
¡ x
¢ ¡
r
0
i
¡ r
i
¢

2
Á
¡
t ,x,r
N
¢
xr
i
Å¢¢ ¢ . (26)
To expand q(x0,r 0N , t ;x,rN , t Å²) in terms of ², we consider (4) and (14), and they become
A[x
0
, t ;x, t Å²℄Æ
1
2
M(x
0
¡ x)
2
²
Å²u(x)Å¢¢ ¢ , (27)
±A[x
0
,r
0N
;x,r
N
, t Å²℄Æ
X
i
1
2
m(r
0
i
¡ r
i
)
2
²
Å²Cxr
i
Å¢¢ ¢ . (28)
As expected, exp
©
¡
1
ß
{A[x
0
, t ;x, t Å²℄Å±A[x
0
,r
0N
;x,r
N
, t Å²℄}
ª
contains a product of Gaussian functions
G(x
0
¡ x)Æ exp
©
¡
m
2ß²
(x
0
¡ x)
2
ª
and G(r 0
i
¡ r
i
)Æ exp
©
¡
m
2ß²
(r
0
i
¡ r
i
)
2
ª
corresponding to the free motion de-
termined by the kinetic energy. Now we have
q
¡
x
0
,r
0N
, t ;x,r
N
, t Å²
¢
ÆN G(x
0
¡ x)
Y
i
G(r
0
i
¡ r
i
)
(
1¡
²
ß
"
u(x)ÅC
X
j
xr
j
#
ÅO(²
2
)
)
(29)
in whichN is a normalization constant. Due to the Gaussian quadratures, all the linear terms in (x0¡ x)
or in (r 0
i
¡ r
i
) vanish, and the quadratic terms such as (x0¡ x)2 or (r 0
i
¡ r
i
)
2 lead to the results linear in ².
Thus, in the expansion we have only to consider a small number of terms. The selection of terms of zero
order in ² determines the constantN while the linear terms lead to the following differential equation
Á
¡
t ,x,r
N
¢
t
Æ
ß
2M
¢
x
Á
¡
t ,x,r
N
¢
Å
ß
2m
X
i
¢
r
i
Á
¡
t ,x,r
N
¢
¡
1
ß
u(x)Á
¡
t ,x,r
N
¢
¡
C
ß
X
i
xr
i
Á
¡
t ,x,r
N
¢
. (30)
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To focus on the properties of the reactive system, we consider the function Á(t ,x) deﬁned according to
Á(t ,x)Æ
Z
Á
¡
t ,x,r
N
¢
dr
N
. (31)
Note that the bath is ﬁrst eliminated because we perform an integration from its initial variables requir-
ing to introduce a density of probability for them (a Dirac distribution is used), and secondly because the
ﬁnal variables are irrelevant. In contrast with the case of a reactive system in equilibrium with a large
system where the temperature of the bath is a well deﬁned quantity, in this subsection the solvation shell
is a small system for which the temperature is not deﬁned and it is not present here. Of course, in the
future it should be of interest to investigate a small system in contact with a solvation shell and immersed
in a bath. In this case, the temperature of the bath will appear. From (31) and (30) we get the following
differential equation
¡
Á(t ,x)
t
ÅD¢
x
Á(t ,x)¡
1
ß
u[x(t)℄Á(t ,x)Æ¡
ß
2m
Z
X
i

2
Á
¡
t ,x,r
N
¢
r
2
i
dr
i
Å
Cx
ß
Z
X
i
r
i
Á
¡
x,r
N
, t
¢
dr
i
. (32)
The l.h.s. of this equation is identical to (6) while the r.h.s. represents the coupling with the solvation
layer. Due to this coupling, the equation is not closed on the variables of the reactive system and to get
Á(t ,x) we have to know Á
¡
t ,x,r
N
¢
. Thus, as in the previous subsection we see that the existence of a
non-equilibrium solvation shell changes the nature of the problem. In one case we have a memory effect
while here we have to deal with the equation that is not closed on the reactive system variables. Then,
approximations can be introduced as in the previous subsection. Still we decide to work on the limit
!(t ¡ t
0
)!1 and restrict the calculations to the order C2. The details concerning the calculations are
reported in appendix A and the ﬁnal result is as follows:
¡
Á(t ,x)
t
ÅD¢
x
Á(t ,x)¡
1
ß
u[x(t)℄Á(t ,x)Æ¡
1
4
C
2
x
2
(t)
ßm!
2
Á(t ,x) (33)
Thus, the approximations are suﬃcient to close the partial differential on the reactive system variables.
Our result is equivalent to the introduction of a correction to u[x(t)℄ given by
±U [x(t)℄Æ¡
1
4
C
2
Nx
2
(t)
m!
2
. (34)
The results (23) and (34) that are obtained with different approximations differ just by a numerical factor
(1/2).
6. The chemical rate constant
We have established three differential equations for Á(t ,x). In vacuum we have (6), and in the pres-
ence of a solvent, the diffusion coeﬃcient changes according to (17) and due to a solvation layer the
potential u[x(t)℄ should be corrected by ±U [x(t)℄. Three similar Smoluchowski equations are associated
to these differential equations.
In order to illustrate these previous results, we study the dynamics of a particle injected in a small box
in which u(x) is a ﬁxed symmetric double well potential. This model has been subject of many experi-
mental and theoretical investigations in view of a better understanding of elementary chemical reactions
[17]. Hereafter we will not repeat all the calculation details given in [2] and [3]. In order to simplify the
notations we work in a one dimensional system.
The potential u(x) is located in the interval ¡b É x É b, at x Æ§b, we put an inﬁnite repulsive barrier.
Inside the box, in the region ¡a É x É a with a Ç b, there is a repulsive barrier of heightU
1
while in the
remaining intervals [¡b,¡a℄ and [a,b℄ there exists an attractive potential of magnitude ¡U
0
(U
0
È 0). We
assume that the Particle of mass M is inserted, at the time t Æ t
0
at the point x
0
Æ ¡(bÅ a)/2, the state
associated with this particle has a spatial extension, ¾, assumed to be very small in comparison with
(b¡a)/2. Due to this, we can say that the reactant is entirely located in x Ç 0 at the initial time.
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6.1. Effect of a solvation shell in non-equilibrium with the reactive system
The presence of a solvation shell induces both qualitative and quantitative effects on the chemical ki-
netics. First, in principle, memory effects have to be introduced. However, from simple approximations
we have shown that the presence of a non-equilibrium solvation shell may lead to a local correction of
the external potential. It is given by ±U [x(t)℄Æ¡¸ 1
4
C
2
x
2
(t)N
m!
2
, where the parameter ¸may vary from 1 to 2
depending on the approximations used to forget the memory effects or to close the differential equation
[see (23) and (34)]. The quadratic dependence of ±U (x) on x might suggest that the presence of oscillators
in the solvation shell is transmitted via a vibrational effect to the reactive particle . This naive interpre-
tation is totally misleading since we have seen from (32) that ±U (x) results from the coupling potential
and from the existence of a laplacian relative to the coordinates r
i
. As expected, ±U [x(t)℄ depends on the
number of particles in the solvation layer, N , and it is proportional to C , with our assumption that the
order C2 is retained. This potential is also inversely proportional to the massm and to the frequency of
the vibrators !.
The second change due to the solvation layer is quantitative. The quantity ±U [x(t)℄ is a negative cor-
rection to u(x) showing the possibility to cancel the double well potential and to replace it by a parabola
having a maximum at x Æ 0. In the absence of more information, in what follows we assume that ±U (x)
does not drastically change the shape of u(x).
6.2. Solution of the Smoluchowski equation
The previous results can be summarized by saying that the transition function is the solution of the
following equation:
¡
Á(t ,x)
t
Å

D¢
x
Á(t ,x)¡
1
ß

u[x(t)℄Á(t ,x)Æ 0 (35)
in which D can be given by ß
2M
or by (17) and u(x) can be u(x) or u(x)¡±U (x). A Smoluchowski equation
corresponds to (35)
P(t ,x)
t
Æ

D¢
x
P(t ,x)Å

Dr
x
©£
r
x

V (x)
¤
P(t ,x)
ª
. (36)
The solutions of (36) can be expanded based on the solutions of functions Á
n
(t ,x) of (35). We can write
Á
n
(t ,x) Æ f
n
(t)'
n
(x) in which f
n
(t) Æ exp[¡(E
n
¡E
0
)ß
¡1
t ℄, where E
0
is the energy of the fundamental
state and E
n
¡E
0
is an eigenvalue of the equation

D¢
x
'
n
(x)Å
1
ß
£
(E
n
¡E
0
)¡

u(x)
¤
'
n
(x)Æ 0. (37)
In vacuum, (37) is exactly a stationary Schrödinger equation for a particle in an external potential u(x),
in the presence of a solvation layer, u(x) is corrected by ±U (x) while in the presence of a solvent, we
have to use (17). The functions f
n
(t) are monotonously decreasing functions of time in contrast with the
solutions of the time-dependent Schrödinger equation that are oscillatory functions of time. Using the
closure relation between the eigenfunctions we can write the fundamental solution of (36) as follows:
P(0, y ; t ,x)Æ'
0
(x)
1
X
nÆ0
·
'
n
(y)
'
0
(y)
¸
'
n
(x)exp
µ
¡
E
n
¡E
0
ß
t
¶
, (38)
where P(0, y ;0,x)Æ ±(x¡ y) as a consequence of the closure relation. If f (y) is the initial distribution, we
deﬁne
P(t ,x)Æ
Z
P(0, y ; t ,x) f (y)dy. (39)
From (38) we see that in the limit t !1, the function P(0, y ; t ,x) is only determined by the fundamental
state, P(0, y ; t ,x) becomes independent of y , and provided that f (y) is normalized we get P(0, y ;1,x) Æ
P(1,x) Æ P
eq
(x) Æ '
0
(x)
2. The solution of (36) for the long time behavior is also P
eq
(x) Æ  exp¡
¯
V (x)
leading to (see [3] for details)

V (x)Æ¡2ln'
0
(x) (40)
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showing that our system of equations is closed. In agreement with [3, 8, 19], we interpret P
eq
(x) as the
equilibrium density of probability being at the point x where there is an effective potential V (x). More
generally, we can rewrite P(t ,x) as follows:
P(t ,x)Æ
£
'
0
(x)
¤
2
1
X
nÆ0

n
·
Á
n
(x, t)
Á
0
(x)
¸
ÆP
eq
(x)°(t ,x), (41)
where

n
Æ
Z
'
n
(y)
'
0
(y)
f (y)dy. (42)
Thus, before reaching an equilibrium state, P(t ,x) is the product of a Boltzmann distribution by a quan-
tity °(t ,x) associated with the paths.
6.3. The exact chemical rate constant for a simple model
The ﬁrst important result of our approach is that the relevant potential is nomore the external poten-
tialu(x) given in reaction coordinates. Instead of u(x)we have to dealwith V (x) given by (40). In vacuum,

V (x) is a strict transformation of u(x) related to the fundamental solution of stationary Schrödinger equa-
tion. In this case, at least by an example, it has been shown [3] that the shape of V (x) is reminiscent of
the one of u(x). In contact with a solvation shell, u(x) is ﬁrst modiﬁed by ±U (x) and dynamic effects such
as the mass or the frequency of particles in the solvation layer are introduced into V (x). In the presence
of a solvent, V (x) depends on the diffusion coeﬃcient ¯D of the reactive particle that is, at least partially,
determined by the friction induced by the solvent. Thus, in the case of vacuum, the activation energy is
expected to be a non-thermodynamic quantity.
The chemical rate constant is deﬁned according to
k(t)Æ¡
1
P (t)
dP (t)
dt
(43)
in which
P (t)Æ
0
Z
¡b
P(t ,x)dx Æ
0
Z
¡b
Á
0
(x)
1
X
0

n
Á
n
(x, t)dx. (44)
The derivative dP (t)
dt
calculated directly from (44) is given by
dP (t)
dt
Æ
0
Z
¡b
Á
0
(x)
1
X
0

n
Á
n
(x, t)
t
dx Æ¡
0
Z
¡b
Á
0
(x)
1
X
0

n
µ
E
n
¡E
0
ß
¶
Á
n
(x, t)dx. (45)
Using the equation of evolution of Á
n
(x, t) and after performing an integration by parts, we get
dP (t)
dt
Æ
½

x
¯
D
£
Á
0
(x)§
n
Á
n
(x, t)
¤
¾
xÆ0
. (46)
We can interpret this as the derivative of the ﬂux crossing the surface at x Æ 0. By simple calculations, it
is possible to show that at the initial time the rate constant is given by
·
dP (t)
dt
¸
tÆ0
Æ
¯
D
·
 f (x)
x
¸
xÆ0
. (47)
Since we have assumed that the initial distribution f (x) is entirely localized on the left hand part of x Æ 0,
we have k(0)Æ 0. Thus, the probability of crossing the dividing surface vanishes at t Æ 0 showing that the
rate constant is a time-dependent quantity, as expected.
We can investigate the behavior of k(t) for very large values of t . In that case the time-dependent
part of P (t) is restricted to P
1
(t)Æ
s
dxP
eq
(x)
1
[Á
1
(x, t)℄/[Á
0
(x)℄; in the same condition, the calculation
of dP (t)/dt via (45) is trivial. This leads to a stationary chemical rate constant given by
k
sta
Æ
E
1
¡E
0
ß
. (48)
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From the values of (E
1
¡E
0
) given in [19] and the value of V (0), we obtain
k
sta
Æ 2¼
¯
D­
0
!
0
exp
©
¡

V (0)
ª
, (49)
where the spatial frequencies (­
0
,!
0
) are deﬁned according to [8]. This result looks like the one of
Kramers [8]. However, our result is exact in vacuum where we have the dimensionless potential ¯V (0)
instead of the quantity ¯u(x Æ 0) Æ ¯U
1
that enters the Kramers formula. Moreover, in vacuum there is
no ﬁtting parameter.
In the presence of a solvent at thermal equilibrium, the temperature is ﬁxed and a comparison with
other approaches of the chemical rate constant is more evident. In [3] it has been shown that

V (0)Æ®
µ
U
1
k
B
T
¶
Æ
1
k
B
T
£
8U
1
U
»
¤
1
2 (50)
in which ® Æ
h
8
1
U
1
» a
2
¿
i
1
2
, » Æ (¯ ¯D)¡1 is a friction coeﬃcient and U
»
Æ » a
2
¿
¡1 represents the energy
dissipation associated with the friction when the Particle crosses the repulsive region with a mean veloc-
ity a/¿. If the Kramers result reproduces the Arrhenius law with a temperature-independent activation
energy, here there is no reason to assume that ® is temperature independent.
In (49) the prefactor can be rewritten as follows:
µ
k
B
T
ß
¶½
2¼
·
2
¯
D¿
(b¡a)
2
¸¾
. (51)
We recover the traditional factor (k
B
Tß
¡1
) existing in the transition state theory. It is multiplied by
[2D¿(b¡a)
¡2
℄ that represents the ratio between the mean square length ¸2 Æ 2D¿ associated with a
diffusion process occurring during a time ¿ and the square of the thickness (b¡ a) of the attractive re-
gion. Finally, the stationary rate constant can be written:
k Æ
µ
k
B
T
ß
¶·
2¼(
¸
b¡a
)
2
¸
exp
½
¡
µ
®
U
1
k
B
T
¶¾
. (52)
Even if our approach exhibits some similarities with the transition state theory, still the two approaches
are different on several essential points [7]: the paths we consider may recross the dividing surface, we
do not use an equilibrium conditions between the products and reactants and we are able to calculate
the time dependence of the chemical rate.
7. Conclusions
The results obtained in this paper can be considered at two different levels. From a statistical mechan-
ical point of view we have shown that it is suﬃcient to count the number of paths in classical space-time
to derive an equation which is time irreversible provided that each path is weighted by the total energy
spent along the path. This has been ﬁrst done in vacuum where exact results are obtained. A quantum
Smoluchowski equation is derived. In the presence of a solvent in equilibrium with a small system we
may again obtain a Smoluchowski equation and a transition from a quantum regime to a classical one
may be observed. However, this is not the general situation since a system may be not in equilibrium
with its surroundings. This has been investigated in the case of a solvation layer. Then, a memory effect
or a non-closed differential equation appear. With simple assumptions it is possible to show that the sol-
vation shell leads to an additional potential but local in time. Although we do not use the Schrödinger
equation, a stationary Schrödinger-like equation appears and concepts such as ground state or excited
states remain relevant.
Our approach is quite different from the system+reservoir methods since we are able to describe the
irreversibility for a small system in vacuum. We do not say that our approach is the only one possible but
it is probably the simplest one. Starting from a real valued function, i.e., the transition function, we have
explored the properties of this function.
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Of course, a question may appear: is this formalism capable of describing time-reversible systems
or systems at thermal equilibrium? This point has been discussed in several papers [23–26]. To recover
the usual thermodynamics, we have introduced an entropy function depending on the time at which
the paths are explored, this time is determined by imposing that the mean value of the energy spent on
the paths is equal to the free energy needed to create the system. From this equilibrium condition we
recover all the exact expressions of thermodynamic quantities. In terms of processes, in order to have
reversibility, we have to add a second equation concerning the reverse system to Á(t ,x) and, using the
results obtained in [27], a Schrödinger equation can be derived.
Our approach has been used to investigate the time evolution of a reactive system enclosed in a small
box. We have shown that the potential u(x) obtained in principle by quantum chemistry methods should
be replaced byV (x). In vacuum, V (x) is a simple mathematical transformation of u(x), while in all other
situationsV (x) includes dynamic properties such as the frequency of the oscillators forming the solvation
shell or a friction coeﬃcient due to the solvent. When the reactive system is in thermal equilibriumwith a
solvent, a temperature appears and we may put our result in a traditional form. In general the activation
energy is no more a thermodynamic quantity. When the energy associated with the potential V (x) and
the frictional energy have the same order of magnitude, we recover the Arrhenius law. In parallel, the
so-called prefactor has been analyzed.
In the future, the role of a solvation shell will be analyzed more profoundly since it can qualitatively
change the nature of the problem by introducing memory effects as well as quantitatively, since as it has
been shown that it may destroy the possibility of a chemical reaction.
A. Calculation of the r.h.s. of (32)
In order to calculate the ﬁrst term in the r.h.s of (32) we can remark that Á
¡
t ,x,r
N
¢
can be factorized
in functions Á(t ,x,r
i
) since the oscillators are assumed to be independent, and we have
I Æ
ß
2m
Z
X
i

2
Á
¡
t ,x,r
N
¢
r
2
i
dr
i
Æ
ß
2m
NÁ(t ,x)
R

2
Á(t ,x,r
i
)
r
2
i
dr
i
R
Á(t ,x,r
i
)dr
i
(53)
and in the limit !(t ¡ t
0
)!1, we have
Á(t ,x,r
i
)¼ exp
½
¡
1
ß
µ
1
2
m!r
2
i
Å
1
!
Cr
i
xÅC
2
F [x, t ℄
¶¾
ÆG
¡
r
2
i
¢
exp
½
¡
1
ß
µ
1
!
Cr
i
xÅC
2
F [x, t ℄
¶¾
, (54)
where C2F [x, t ℄ is the last term on the r.h.s. of (14), and it does not depend on the coordinate r
i
but it is
a functional of x(t) and we have the Gaussian function G(r 2
i
)Æ exp
½
¡
m!r
2
i
2ß
¾
. For the second derivative

2
Á
¡
t ,x,r
N
¢
r
2
i
, we get

2
Á
¡
t ,x,r
N
¢
r
2
i
Æ¡
m!
ß
Å
1
ß
2
m
2
!
2
r
2
i
Å
1
ß
2
C
2
x
2
!
2
Å
2CmXr
i
ß
2
. (55)
We decide to perform a calculation at the order C2. All the quadratures can be performed analytically
since we have to deal with Gaussian integrals. The ﬁnal result is
I Æ¡
3
4
C
2
x
2
ßm!
2
Á(t ,x). (56)
The calculation of the second term
J Æ
Cx
ß
Z
X
i
r
i
Á
¡
x,r
N
, t
¢
dr
i
(57)
can be performed exactly as for I and at the second order in C2 we ﬁnd
J Æ¡
C
2
x
2
ßm!
2
Á(t ,x). (58)
Finally the r.h.s. of (32) is (¡I Å J)Æ¡ 1
4
C
2
x
2
ßm!
2
Á(t ,x).
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Часова еволюцiя невеликих систем з реакцiями
Ж.-П. Бадiалi
LECIME, ENSCP-Унiверситет П’єра i Марi Кюрi, CNRS/UMR7575, 75230 Париж, Францiя
Ми дослiджуємо незворотну еволюцiю невеликих систем, у яких вiдбувається хiмiчна реакцiя. Ми стави-
мо подвiйну мету: перша вимагає знаходження рiвняння, яке задає часово-зворотню поведiнку, друга
полягає у побудовi моделi з можливим точним розв’язком, щоб зрозумiти основнi подiї хiмiчної кiнетики.
Нашим головним знаряддям є функцiя переходу, яка обчислює кiлькiсть шляхiв, що з’єднують двi точки
у системi координат реакцiї. Розвинуто точне квантове рiвняння Смолуховського для системи з реакцi-
єю у вакуумi. У випадку присутностi розчинника, що перебуває у будь-який момент часу у рiвновазi iз
системою з реакцiєю, побудовано нове рiвняння типу Смолуховського. Обговорено перехiд вiд кванто-
вої поведiнки до класичної. Також обговорено випадок системи з реакцiєю, яка не перебуває у рiвновазi
з оточенням; вiн дослiджується з використанням iнтегралiв за траєкторiями i диференцiальних рiвнянь
у частинних похiдних. Вивчено ефекти пам’ятi та умови замикання. Для простої моделi взаємодiї точно
розрахована константа реакцiї, a також обговорено, яке значення має енергiя активацiї i фiзичний змiст
множника перед експонентою.
Ключовi слова: незворотнiсть, функцiя переходу, рiвняння Смолуховського, константа реакцiї, енергiя
активацiї
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