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Abstract
We consider the problems of finding the lexicographically minimal (or maximal) satisfying assignment of prop-
ositional formulas for different restricted classes of formulas. It turns out that for each class from our framework,
these problems are either polynomial time solvable or complete for OptP. We also consider the problem of deciding
if in the optimal assignment the largest variable gets value 1. We show that this problem is either in P or PNP
complete.
© 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
In 1978 Thomas J. Schaefer proved a remarkable result. He examined satisfiability of propositional
formulas for certain syntactically restricted formula classes. Each such class is given by a set S of
Boolean functions allowed when constructing formulas. An S-formula in his sense is a conjunction of
clauses, where each clause consists of a Boolean function from S applied to some propositional variables.
Such a Boolean function can be interpreted as a constraint that has to be fulfilled by a given assignment;
the satisfiability problem for S-formulas hence provides a mathematical model for the examination of
the complexity of constraint satisfaction problems. Let SAT(S) denote the problem to decide for a given
S-formula if it is satisfiable. Schaefer showed that, depending on S, the problem SAT(S) is either (1)
efficiently (i.e., in polynomial time) solvable or (2) NP-complete; and he gave a simple criterion that,
given S, allows one to determine whether (1) or (2) holds. Since the complexity of SAT(S) is either
∗Corresponding author. Fax: +49-511-762-19712.
E-mail addresses: streit@streit.cc (S. Reith), vollmer@inf.uni-hannover.de (H. Vollmer).
0890-5401/$ - see front matter © 2003 Elsevier Science (USA). All rights reserved.
doi:10.1016/S0890-5401(03)00092-0
2 S. Reith, H. Vollmer / Information and Computation 186 (2003) 1–19
easy or hard (and not located in one of the – under the assumption P /= NP – infinitely many interme-
diate degrees between P and the NP-complete sets [12]), Schaefer called this a “dichotomy theorem for
satisfiability”.
A somewhat more general kind of formulas was investigated by Lewis in 1979 (see [13]). Here we are
allowed to build propositional formulas using connectives taken from a finite set B of Boolean functions,
instead of the usual connectives ∧,∨,¬, . . . . These formulas will be called B-formulas. (To distinguish,
S-formulas in Schaefer’s sense will henceforth be refered to as S-CSPs.) Classes of B-formulas are very
closely related to closed classes of Boolean functions, which were fully characterized by Post in the
twenties of this century (see [5,15]). Similar to Schaefer, Lewis obtained a dichotomy theorem which
states that the satisfiability problem SAT(B) of such formulas either complete for NP or in P, depending
on properties of the set B of allowed functions.
In the last few years, these results regained interest among complexity theorists. Constraint satis-
faction problems were studied by Nadia Creignou and others [1,2,4], see also the monograph [3]. The
complexity of problems related to B-circuits and B-formulas was studied in [16]. Considering different
versions of satisfiability, optimization and counting problems, dichotomy theorems for classes as NP,
MaxSNP, and #P were obtained. Also, the study of Schaefer’s formulas lead to remarkable results about
approximability of optimization problems in the constraint satisfaction context [10,11].
In this paper, we continue this line of research by considering the complexity of other optimization
problems defined via formula satisfiability, namely the problems LexMaxSAT and LexMinSAT of de-
termining the lexicographically maximal (or minimal) satisfying assignment of a given propositional
formula. In the case of unrestricted formulas, these problems are known to be complete for Krentel’s
class OptP [8]. The main result of the present paper is a clarification of the complexity of the problem to
determine maximal or minimal satisfying assignments of formulas given either in the Lewis context by
a set of Boolean connectives, or in the Schaefer context, by a set of constraints. We will show that in all
cases, the considered problem is either complete for OptP or solvable in polynomial time, depending on
the set of allowed connectives or constraints.
We also examine the problem to determine if in the minimal or maximal satisfying assignment, the
first variable is set to true. These problems are known as OddLexMinSAT and OddLexMaxSAT, and
were shown to be PNP-complete for unrestricted propositional formulas by Wagner [20]. Considering
formulas given by a set of Boolean connectives or constraints, we obtain a dichotomy theorem for
OddLexMinSAT and OddLexMaxSAT, showing that the problem is either complete for PNP or polyno-
mial-time solvable.
After presenting some notations and preliminary results in Section 2, we turn to B-formulas in the




Let  be a propositional formula. By Var() we denote the set of those variables associated with
. Hence, Var() must contain those variables with actual occurrences in , but we also allow Var()
to contain additionally so called fictive variables. We say that  is a formula over Var(). To denote
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we indicate the formula
created by simultaneously replacing each occurrence of x in  by y, where x, y are either variables or
constants.
Let V be a finite set of propositional variables. Since we want to compare propositional truth as-
signments lexicographically, we have to talk about the first, second, etc. variable. Thus we will always
assume an ordering on V without further mention.
An assignment with respect to V is a function I : V → {0, 1}. When the set V of variables is clear
from the context, we will simply speak of an assignment. In order for an assignment w.r.t. V to be
compatible with a formula , we must have Var() = V . That an assignment I satisfies  will be
denoted by I |= . If I is an assignment w.r.t. V , y ∈ V , and a ∈ {0, 1}, then I ∪ {y := a} denotes the
assignment I ′ w.r.t. V ∪ {y}, defined by I ′(y) = a and I ′(x) = I (x) for all x /= y. On the other hand,
for {xi1, xi2, . . . , xim} ⊆ V , we denote by I ′ = I/{xi1, xi2, . . . , xim} the assignment I ′ w.r.t. {xi1, xi2, . . . ,
xim}, given by I ′(x) = I (x) iff x ∈ {xi1, xi2, . . . , xim}.
If V = {x1, . . . , xk}, x1 < · · · < xk , then an assignment I with I (xi) = ai will also be denoted by
(a1, . . . , ak). An ordering on the variables induces an ordering on assignments as follows: (a1, . . . , ak) <
(b1, . . . , bk) if and only if there is an i  k such that for all j < i we have aj = bj and ai < bi . We refer
to this ordering as the lexicographical ordering. We write (a1, . . . , ak) |=min  ((a1, . . . , ak) |=max ,
resp.) iff (a1, . . . , ak) |=  and there exists no lexicographically smaller (larger, resp.) (a′1, . . . , a′k) ∈
{0, 1}k such that (a′1, . . . , a′k) |= .
2.2. Maximization and minimization problems
The study of optimization problems in computational complexity theory started with the work of
Krentel [8,9]. He defined the class OptP and an oracle hierarchy built on this class using so called
metric Turing machines. We do not need this machine model here; therefore we proceed by defining
the class OptP and its subclasses MinP and MaxP (explicitly introduced the first time in [7]) using a
characterization given in [19].
We fix the alphabet  = {0, 1}. Let FP denote the class of all functions f : ∗ → ∗ computable
deterministically in polynomial time. Say that a function h belongs to the class MinP if there is a function
f ∈ FP and a polynomial p such that, for all x, h(x) = min|y|=p(|x|) f (x, y), where minimization is
taken with respect to lexicographical order. The class MaxP is defined by taking the maximum of these
values. Finally, let OptP = MinP ∪ MaxP.
Krentel considered the following reducibility in connection with these classes: A function f is met-
ric reducible to h (f pmet h) if there exist two functions g1, g2 ∈ FP such that for all x we have:
f (x) = g1(h(g2(x)), x). We say that g1, g2 establish the metric reduction from f to h. When we claim
a metric reducibility below, we will always witness this by constructing suitable functions g1, g2.
OptP is a subclass of FPNP, and it is well known that the closure of all three classes MinP, MaxP, and
OptP under metric reductions coincides with the class FPNP; which means that showing completeness
of a problem for MinP generally implies hardness of the same problem for MaxP and completeness for
OptP, see [8,18,19].
Krentel in [8] presented a number of problems complete for OptP under metric reducibility. The for
us most important one is the problem of finding the lexicographically minimal satisfying assignment of
a given formula, defined as follows:
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PROBLEM: LexMin3-SAT
INSTANCE: a propositional formula  in 3-CNF
OUTPUT: the lexicographically smallest satisfying assignment of , or “⊥” if  is unsatisfiable
The problem LexMax3-SAT is defined analogously.
Theorem 2.1 [8]. LexMin3-SAT and LexMax3-SAT are complete for OptP under metric reductions.
3. Dichotomy theorems for B-formulas
3.1. Formulas given by a set of Boolean functions
Any function of the kind f : {0, 1}k → {0, 1} will be called (k-ary) Boolean function. By BF we
denote the set of all Boolean functions. For simplicity we often use propositional formulas to represent
Boolean functions, formally: Let  be a formula over a set V = Var() of k variables. Then f, the
Boolean function defined (or, represented) by , is given by f(a1, . . . , ak) = 1 iff (a1, . . . , ak) |= .
For example, the functions id(x), et(x, y), vel(x, y), non(x), aut(x, y) are represented by the formulas
x, x ∧ y, x ∨ y, ¬x and x ⊕ y. We will use 0 and 1 for the constant 0-ary boolean functions. The
variable xi is called fictive in f if f (a1, . . . , ai−1, 0, ai+1, . . . , an) = f (a1, . . . , ai−1, 1, ai+1, . . . an)
for all a1, . . . ai−1, ai+1, . . . , an and 1  i  n.
Let B be a set of Boolean functions. By [B] we denote the smallest set of Boolean functions, which
contains B and is closed under superposition, i.e., under substitution (that is, composition of functions),
permutation and identification of variables, and introduction of fictive variables. A set F of Boolean
functions is a base for B if [F ] = B, and F is called closed if [F ] = F . A base B is called complete if
[B] = BF. As an example, it is well known that {vel, et, non} and {¬(x ∧ y)} are complete bases.
The following closed sets of functions turn out to be particularly interesting. Let f be an n-ary boolean
function. Following [15], f is said to be
• a-reproducing, if f (a, a, . . . , a) = a, where a ∈ {0, 1};
• linear, if there exists a0, a1, . . . , an∈{0, 1} such that f (b1, . . . , bn) = a0 ⊕ (a1 ∧ b1) ⊕ · · · ⊕ (an ∧
bn), for all b1, . . . , bn ∈ {0, 1};
• self-dual, if f (a1, . . . , an) = f (a1, . . . , an) for all a1, . . . , an ∈ {0, 1};
• monotonic, if f (a1, . . . , an)  f (b1, . . . , bn) for all a1, . . . , an, b1, . . . , bn ∈ {0, 1} such that a1 
b1, a2  b2, . . . , an  bn;
• a-separating, if there exists an i ∈ {1, 2, . . . , n} such that f−1(a) ⊆ {0, 1}i−1 × {a} × {0, 1}n−i (a ∈
{0, 1});
• a-separating of degree m if, for every U ⊆ f−1(a) such that |U | = m, there exists an i ∈ {1, 2, . . . ,
n} such that U ⊆ {0, 1}i−1 × {a} × {0, 1}n−i (a ∈ {0, 1}, m  2).
The class of Boolean functions that are 0-reproducing (1-reproducing, linear, self-dual, monotone,
0-separating, 1-separating, 0-separating of degree m, 1-separating of degree m, resp.) is denoted by R0
(R1, L, D, M, S0, S1, Sm0 , Sm1 , resp.).
Emil Post in [15] gave a complete list of all classes of Boolean functions being closed under su-
perposition. Fig. 1 represents the inclusions among these. Besides those classes introduced above, we
find other classes in the diagram, which are always obtained as the intersection of their super-classes in
the diagram, e.g., R is the intersection of the classes R1 and R0. The well known five Post-classes, i.e.,
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Fig. 1. Graph of all closed classes of Boolean functions.
the maximal noncomplete closed sets of Boolean functions, are marked by bold circles. The following
theorem will clarify this explanation.
Theorem 3.1 [15].
1. The complete list of closed classes of Boolean functions are:
• BF, R0, R1, R =df R0 ∩ R1,
• M, M0 =df M ∩ R0, M1 =df M ∩ R0, M2 =df M ∩ R,
• D, D1 =df D ∩ R, D2 =df D ∩ M,
• L, L0 =df L ∩ R0, L1 =df L ∩ R1, L2 =df L ∩ R, L3 =df L ∩ D,
• S0, S02 =df S0 ∩ R, S01 =df S0 ∩ M, S00 =df S0 ∩ R ∩ M,
• S1, S12 =df S1 ∩ R, S11 =df S1 ∩ M, S10 =df S1 ∩ R ∩ M,
• Sm0 , Sm02 =df Sm0 ∩ R, Sm01 =df Sm0 ∩ M, Sm00 =df Sm0 ∩ R ∩ M for m  2,
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• Sm1 , Sm12 =df Sm1 ∩ R, Sm11 =df Sm1 ∩ M, Sm10 =df Sm1 ∩ R ∩ M for m  2,• E =df [et] ∪ [0] ∪ [1], E0 =df [et] ∪ [0], E1 =df [et] ∪ [1], E2 =df [et],
• V =df [vel] ∪ [0] ∪ [1], V0 =df [vel] ∪ [0], V1 =df [vel] ∪ [1], V2 =df [vel],
• N =df [non] ∪ [0], N2 =df [non],
• I =df [id] ∪ [0] ∪ [1], I0 =df [id] ∪ [0], I1 =df [id] ∪ [1], I2 =df [id],
• C =df [0] ∪ [1], C0 =df [0], C1 =df [1] and ∅.
2. All inclusional relationships between the closed classes of Boolean functions are presented in
Fig. 1.
3. There exists an algorithm which, given a finite set B ⊆ BF, determines the closed class of Boolean
functions from the list above which coincides with [B].
4. There exists an algorithm which, given f ∈ BF and a finite set B ⊆ BF, decides whether f ∈ [B] or
not.
Moreover Post showed that for each closed class there exists a finite base. A complete list can be
found in [5,15]. Important for us are the following cases:
Theorem 3.2 [5,15]. Every closed class of Boolean functions has a finite base. In particular:
1. {et, vel, non} is a base of BF.
2. {et, aut} is a base of R0.
3. {vel, x ⊕ y ⊕ 1} is a base of R1.
4. {et, vel, 0, 1} is a base of M.
5. {(x ∧ y) ∨ (x ∧ z) ∨ (y ∧ z)} is a base of D.
6. {(x ∧ y) ∨ (x ∧ z) ∨ (y ∧ z)} is a base of D1.
7. {aut, 1} is a base of L.
8. {x ∨ y} is a base of S0.
9. {x ∧ y} is a base of S1.
10. {x ∨ (y ∧ z)} is a base of S02.
11. {x ∧ (y ∨ z)} is a base of S12.
12. {x ∨ (y ∧ z)} is a base of S00.
13. {x ∧ (y ∨ z)} is a base of S10.
14. {et, 0, 1} is a base of E.
15. {vel, 0, 1} is a base of V.
Now let B be a finite set of Boolean functions and V be a finite set of variables. A B-formula  over
V is inductively defined as follows:
• Let x1, . . . , xk ∈ V and f˜ be a symbol for a k-ary function f ∈ B. Then f˜ (x1, . . . , xk) is a B-formula
over V .
• If f ∈ B is k-ary, and 1, . . . ,k are B-formulas over V , then f˜ (1, . . . ,k) is a B-formula over
V , where f˜ is a symbol representing f .
Note that not all variables in V actually have to occur in ; those not appearing are fictive variables.
Informally a B-formula represents a Boolean function f ∈ [B] by describing the substitution structure
of f, where we use fixed symbols for the Boolean functions of B.
We will refer to the satisfiability problem for B-formulas as SAT(B). The following result is known:
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Theorem 3.3 [13]. If [B] ⊇ S1 then SAT(B) is NP-complete, in all other cases, SAT(B) ∈ P.
3.2. Dichotomy theorems for LexMinSAT(B) and LexMaxSATB
In this section we study the complexity of finding the lexicographical smallest (largest, resp.) satisfy-
ing assignment of B-formulas, for all finite sets B of Boolean functions; formally:
PROBLEM: LexMinSAT(B)
INSTANCE: a B-formula 
OUTPUT: the lexicographically smallest satisfying assignment of , or “⊥” if  is unsatisfiable
The corresponding maximization problem is denoted by LexMaxSAT(B).
The cases of formulas with easy LexMin/MaxSAT-problem are easy to identify:
Lemma 3.4. If B is a finite set of Boolean functions such that B ⊆ R1, then LexMaxSAT(B) ∈ FP.
Proof. If (x1, . . . , xn) is a B-formula, then f(1n) = 1. 
Lemma 3.5. If B is a finite set of Boolean functions such that B ⊆ M or B ⊆ L, then LexMinSAT(B) ∈
FP and LexMaxSAT(B) ∈ FP.
Proof. The following is a slight modification of an algorithm presented in [2]:
In both cases SAT(B) ∈ P. Hence, given , a minimal satisfying assignment can be computed as
follows: Consider all variables x in  in their order, first set x to false and if the resulting formula is
satisfiable then proceed with x := false to the next variable. If the resulting formula is not satisfiable,
then we set x to true and test satisfiability. If now the result is satisfiable, we proceed (with x := true)
to the next variable, otherwise we output ⊥. 
We will now show that in all other cases, computing minimal or maximal assignments is hard, i.e.,
complete for OptP. Clearly, for all B, LexMinSAT(B) ∈ MinP (LexMaxSAT(B) ∈ MaxP, resp.). In the
subsequent theorems we hence have to prove hardness via suitable reductions.
The following easy lemma shows that we can construct, for any 3-CNF-formula, a logically equivalent
(B ∪ {0, 1})-formula, if B together with the constants 0 and 1 forms a complete base.
Lemma 3.6. Let B be a finite set of Boolean functions such that there are B-formulas E(x, y, v, u) and
N(x, v, u)withE(x, y, 0, 1) ≡ x ∧ y andN(x, 0, 1) ≡ ¬x. Then, for any 3-CNF formula(x1, . . . , xn),
there exists a B-formula (x1, . . . , xn, u, v) such that (x1, . . . , xn, 0, 1) ≡ (x1, . . . , xn). Moreover,
 can be computed from  in logarithmic space.
Proof. Since {∧,¬} forms a complete basis, we can trivially transform every formula in a (B ∪ {0, 1})-
formula. In the case of a given CNF-formula with m clauses, to avoid an exponential blowup while
replacing the m ∧’s, we insert parentheses in such a way that we get a tree of depth log m, and then
replace each ∧ by an appropriate (B ∪ {0, 1})-formula. Finally, the ∨’s inside the clauses are replaced
by corresponding B-formulas. 
8 S. Reith, H. Vollmer / Information and Computation 186 (2003) 1–19
For some bases B, the constants 0 and 1 needed in the preceding lemma are easy to construct. This is
the contents of the following theorem.
Theorem 3.7. If B is a finite set of Boolean functions such that [B] ⊇ S1, then LexMinSAT(B)
(LexMaxSAT(B), resp.) is pmet-complete for MinP (MaxP, resp.).
Proof. From Theorem 3.2 we know that the function g(x, y) = x ∧ y is a base for S1. It is obvious that
g(x, g(x, y)) = x ∧ y and g(1, x) = ¬x. Since [B] ⊇ S1 there exist B-formulas G(x, y) ≡ g(x, y),
E(x, y, v, u) ≡ x ∧ y and N(x, u, 1) ≡ ¬x. Note that the variables u and v are not used in E and that
u is not used in N .
Let (x1, . . . , xn) be a 3-CNF formula. We use Lemma 3.6 to obtain ′(x1, . . . , xn, u, v) such
that (x1, . . . , xn) ≡ ′(x1, . . . , xn, u, 1). Now let (x1, . . . , xn, u, v) =df E(′(x1, . . . , xn, u, v), v).
Clearly I |=min  iff I ∪ {u := 0, v := 1} |=min  (I |=max  iff I ∪ {u := 1, v := 1} |=max , resp.).
Let g2 ∈ FP compute the above transformation of  into . From an assignment for , remove the
variables u and v by function g1 ∈ FP; or simply output ⊥ if  is unsatisfiable. The functions g1, g2
witness LexMin3-SAT pmet LexMinSAT(B) (LexMax3-SAT pmet LexMaxSAT(B)). 
For other bases, the constants are not so easily obtained. Next we show how to exploit the order of
variables in such a way that the minimal model of a formula is forced to assign the values 0 and 1 to
particular variables. We will then use these variables as a replacement for the constants needed in Lemma
3.6.
Lemma 3.8. Let B be a finite set of Boolean functions. If there are B-formulas E(x, y, v, u), N(x, v, u)
and F(v, u, x) such that E(x, y, 0, 1) ≡ x ∧ y, N(x, 0, 1) ≡ ¬x, F (0, 0, x) ≡ 0, F (0, 1, x) ≡ x and
not F(1, 0, x) ≡ F(1, 1, x) ≡ 0, then LexMinSAT(B) is pmet-complete for MinP.
Proof. We show that LexMin3-SAT pmet LexMinSAT(B). Let be (x1, . . . , xn) a 3-CNF formula.
The function g2 for the metric reduction works as described below:
Since there exist B-formulas E and N we can use Lemma 3.6 to obtain ′(x1, . . . , xn, v, u) in log-
arithmic space such that (x1, . . . , xn) ≡ ′(x1, . . . , xn, 0, 1). Let be (x1, . . . , xn, v, u) =df F(v, u,
′). The variables are ordered by v < u < x1 < x2 < · · · < xn.
Claim 1: I |=min  iff I ∪ {v := 0, u := 1} |=min .
“⇒”: Let I |=min . Any I ′ |=  does not assign u = v = 0, so if there exists an I ′ < I ∪ {v :=
0, u := 1} then I ′/{u, v} = {v := 0, u := 1} and I ′/{x1, . . . , xn} < I . But this is a contradiction since
I ′/{x1, . . . , xn} |=  (recall that (x1, . . . , xn, 0, 1) ≡ (x1, . . . , xn)).
“⇐”: Let I ∪ {v := 0, u := 1} |=min . If there is an assignment I ′ < I and I ′ |=  then I ′ ∪ {v :=
0, u := 1} |= , which is a contraction since I ′ ∪ {v := 0, u := 1} < I ∪ {v := 0, u := 1}.
Claim 2:  is unsatisfiable iff I ′ |=min  where I ′  {x1 = x2 = · · · = u := 0, v := 1}.
First note that  is satisfiable since F(1, 0, ) ≡ 0 or F(1, 1, ) ≡ 0. So there exists an assignment
I |= .
“⇒”: Let (x1, . . . , xn) be unsatisfiable. Suppose that there is an I ′ |=  such that I ′ < {x1 = x2 =
· · · xn = u := 0, v := 1} then I ′/{x1, x2, . . . , xn} |= , because I ′ cannot assign v = 0 and u = 0. But
this is a contradiction since  is not satisfiable.
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“⇐”: Let I ′ |=min  and I ′  {x1 = x2 = · · · = u := 0, v := 1}. If I |=  then I ∪ {v := 0, u :=
1} < {x1 = x2 = · · · xn = u := 0, v := 1} and I ∪ {v := 0, u := 1} |=  which is a contradiction since
I ′ |=min .
Now the function g1 of the metric reduction simply outputs “⊥” if it gets an assignment I ′ greater than
or equal to {x1 = x2 = · · · = u := 0, v := 1} as an input. In all other cases it removes the assignments
for v and u and outputs the resulting assignment. This proves LexMin3-SAT pmet LexMinSAT(B). 
For various noncomplete sets B one can show that formulas E, N , and F , as required in the above
lemma, exist. Hence we obtain complexity results for more noncomplete classes of Boolean functions.
As we pointed out before the statement of the lemma, in this case we do depend on the order of the
variables (in contrast to Theorem 3.7).
Theorem 3.9. If B is a finite set of functions such that [B] ⊇ S02, [B] ⊇ S12 or [B] ⊇ D1, then
LexMinSAT(B) is pmet-complete for MinP.
Proof. [B] ⊇ S02: From Theorem 3.2 we know that g(x, y, z) = x ∨ (y ∧ ¬z) is a base for S02. Let
be g′(x, y) =df g(0, x, y) = x ∧ y. Clearly g′(x, g′(x, y)) = x ∧ y and g′(1, x) = ¬x. Since [B] ⊇ S02
there exist B-formulas E(x, y, v, u) and N(x, v, u) such that E(x, y, 0, u) ≡ x ∧ y (again the vari-
able u is not used in E) and N(x, 0, 1) ≡ ¬x. Moreover note that g(x, y, g(x, y, z)) = x ∧ (y ∨ z)
and therefore there exists a B-formula F such that F(v, u, x) ≡ v ∧ (u ∨ x). We obtain F(0, 0, x) ≡ 0,
F(1, 0, x) ≡ x, F(0, 1, x) ≡ 0 and F(1, 1, x) ≡ 1. Using Lemmas 3.6 and 3.8 the statement follows.
[B] ⊇ S12: From Theorem 3.2 we know that g(x, y, z) = x ∧ (y ∨ z) is a base for S12. Obvious-
ly g(x, y, 1) = x ∧ y, g(1, 0, x) = ¬x and g(x, y, g(x, y, z)) = x ∨ (y ∧ z). Hence there exist B-for-
mulas E(x, y, v, u), N(x, v, u) and F(v, u, z) such that E(x, y, 0, 1) ≡ x ∧ y, N(x, 0, 1) ≡ ¬x and
F(v, u, z) ≡ v ∨ (u ∧ z). Hence, F(0, 0, x) ≡ 0, F(0, 1, x) ≡ x, F(1, 0, x) ≡ 1 and F(1, 1, x) ≡ 1.
Using Lemmas 3.6 and 3.8 the statement follows.
[B] ⊇ D1: From Theorem 3.2 we know that g(x, y, z) = xy ∨ xz ∨ yz is a base for D1. We obtain
g(x, y, 1) = x ∧ y, g(0, 1, x) = ¬x and g(x, y, g(x, y, z)) = xy ∨ xz ∨ yz. Since [B] ⊇ D1 we know
that there exists B-formulas E(x, y, v, u), N(x, v, u) and F(v, u, x) such that E(x, y, 0, 1) = x ∧ y,
N(x, 0, 1) = ¬x and F(v, u, x) = vu ∨ vx ∨ ux. Hence, F(0, 0, x) ≡ 0, F(0, 1, x) ≡ x and F(1, 1, x)
≡ 1. Using Lemmas 3.6 and 3.8 the statement follows. 
Combining Lemma 3.5 and Theorem 3.9, we are now ready to prove a dichotomy theorem for
LexMinSAT(B) for arbitrary finite sets of Boolean functions B:
Corollary 3.10 (Dichotomy theorem for LexMinSAT(B)). Let B be a finite set of Boolean functions.
If [B] ⊇ S02, [B] ⊇ S12 or [B] ⊇ D1, then LexMinSAT(B) is pmet-complete for MinP. In all other
cases LexMinSAT(B) ∈ FP.
Proof. The first part of the statement is proved by Theorem 3.9. Now let B be a finite set of Boolean
functions such that [B] ⊇ S02, [B] ⊇ S12 and [B] ⊇ D1. By inspecting Fig. 1 we obtain that either
B ⊆ M or B ⊆ L. Using Lemma 3.5 the second part of the statement follows. 
Turning now to LexMaxSAT(B), we observe that, if non ∈ [B], the problem of finding the minimal
satisfying assignment of a B-formula reduces to the problem of determining the maximal satisfying
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assignment of a B-formula. We will use this to show that LexMaxSAT(B) is hard for OptP if B is the
set of selfdual functions (D).
Lemma 3.11. Let B be a finite set of Boolean functions. If non ∈ [B] , then LexMinSAT(B) pmet
LexMaxSAT(B).
Proof. Let (x1, . . . , xn) be an arbitrary B-formula. We define the B-formula R(x1, . . . , xn) =df
(¬x1, . . . ,¬xn). Note thatR is a B-formula since non ∈ [B]. Clearly I |=min  ⇐⇒ ¬I |=max R.
The metric reduction now works as follows: First g2 replaces any occurrence of xi by a formula
representing non(x), for 1  i  n, resulting in R. The function g1 simply maps ⊥ to ⊥ and any
assignment I to ¬I . 
Now we are able to prove a Dichotomy Theorem for LexMaxSAT(B).
Corollary 3.12 (Dichotomy theorem for LexMaxSAT(B)). Let B be a finite set of Boolean func-
tions. If [B] ⊇ S1 or [B] ⊇ D, then LexMaxSAT(B) is pmet-complete for MaxP. In all other cases
LexMaxSAT(B) ∈ FP.
Proof. The case [B] ⊇ S1 is given in Theorem 3.7.
Now let [B] ⊇ D. From Theorem 3.2 we know that g(x, y, z) = xy ∨ xz ∨ yz is a base of D. Clearly
there exists a B-formula N(x) ≡ ¬x, because g(y, y, x) ≡ ¬x. Since LexMaxSAT(D) ∈ MaxP,
LexMinSAT(D) is pmet-complete for MinP (see Corollary 3.10) and LexMinSAT(D) pmet LexMax-
SAT(D), we conclude that LexMaxSAT(D) is pmet-complete for MaxP.
Finally, let B be a finite set of Boolean functions such that [B] ⊇ S1 and [B] ⊇ D. Using Fig. 1 we
see that B must be monotone, linear or 1-reproducing. From Lemma 3.5 and Proposition 3.4 it follows
that LexMaxSAT(B) ∈ FP. 
Finally, let us remark that a dichotomy result for B-formulas with constants, i.e. 0, 1 ∈ [B], is much
easier. The graph of all closed classes containing the constants, given below, can be simply obtained
by adding the constants to all classes shown in Fig. 1 and determining the resulting class. The class I
consists of all identity functions, the class C of all constant functions.
This graph can easily be found by adding the constant 0-ary functions 0 and 1 to all classes shown in
Fig. 1 and using Posts techniques to identify the resulting classes, see [16]. Now by the techniques of
Lemma 3.5 and Lemma 3.6 the following dichotomy result can be deduced:
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Corollary 3.13 (Dichotomy Theorem for LexMin/MaxSAT(B ∪ {0, 1})). Let B be a finite set of Bool-
ean functions, such that [B ∪ {0, 1}] = BF. Then LexMinSAT(B ∪ {0, 1}) (LexMaxSAT(B ∪ {0, 1}),
resp.) is pmet-complete for MinP (MaxP, resp.). In all other cases LexMinSAT(B ∪ {0, 1}) ∈ FP
(LexMaxSAT(B ∪ {0, 1}) ∈ FP, resp.).
3.3. Completeness results for the class PNP
Given a function f : ∗ → ∗, define the set Lf = { x ∈ ∗ | the last bit of f (x) is a 1 }. Often it
turns out that if f is complete for OptP under metric reductions, then the set Lf is complete for PNP
under usual many-one reductions; a precise statement is given below.
In our context the above problem translates to the question if the lexicographically minimal (maximal,
resp.) satisfying assignment of a given B-formula sets the largest variable to 1. We will call this problem
OddLexMinSAT(B) (OddLexMaxSAT(B), resp.). The corresponding problems for unrestricted prop-
ositional formulas will be denoted by OddLexMinSAT and OddLexMaxSAT. The following result is
known:
Theorem 3.14 [20]. OddLexMinSAT and OddLexMaxSAT are complete for the class PNP under many-
one reductions.
If f is complete for MinP or MaxP under functional many-one reductions (that is, metric reduc-
tions where the outer function g1 is the identity), then Lf is complete for PNP under usual many-one
reductions [8], see also [18]. In the case that f is only metric complete a similar result is not known.
However, by a separate proof, the complexity of OddLexMinSAT(B) and OddLexMaxSAT(B) can be
determined.
Theorem 3.15 (Dichotomy Theorem for OddLexMin/MaxSAT(B)). For any finite set B of Boolean
functions, OddLexMinSAT(B) (OddLexMaxSAT(B), resp.) is complete for PNP iff LexMinSAT(B)
(LexMaxSAT(B), resp.) is complete for MinP (MaxP, resp.).
Proof. Observe that in the case that LexMinSAT(B) ∈ FP (LexMaxSAT(B) ∈ FP, resp.) we are able to
compute the lexicographically smallest (largest, resp.) solution in polynomial time. Because of this we
can clearly decide OddLexMinSAT(B) (OddLexMaxSAT(B), resp.) in polynomial time by checking
the value of the most significant bit in this assignment.
Clearly OddLexMinSAT(B)∈PNP (OddLexMaxSAT(B)∈PNP, resp.). Now let LexMinSAT(B) (Lex
MaxSAT(B), resp.) be complete for MinP (MaxP, resp.). In these cases we show how to reduce OddLex
Min3-SAT to OddLexMinSAT(B) (OddLexMax3-SAT to OddLexMaxSAT(B), resp.). Note that in
all these cases [B ∪ {0, 1}] = BF. Then there exists a B-formula A(x, y, v, u) such that A(x, y,
0, 1) ≡ x ↔ y. Now modify the reduction function g2 of Lemma 3.8 such that we obtain a formula
 = F(u, v, (′ ∧ A(xn, z, v, u))), where z is larger than any other variable used in this construc-
tion. Now for any 3-CNF-formula  where I |=min  and I ′ |=min  it holds that I (xn) = I ′(xn) =
I (zn). So  ∈ OddLexMin3-SAT iff  ∈ OddLexMinSAT(B). By the same modification of the reduc-
tion function in Theorem 3.7 we can show that  ∈ OddLexMax3-SAT iff ′ ∈ OddLexMaxSAT(B)
holds. 
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4. Constraint satisfaction problems
In this section, we will consider formulas that are given as a conjunction of constraints (given by
Boolean functions applied to a subset of the variables). At first sight, one might hope that the machin-
ery developed by Post and others is applicable here. However, the “upper-level” conjunction is of a
restricted nature, and this does not fit into Post’s definition of (unrestricted) superposition. Informally,
Schaefer-like results cannot be obtained mechanically from Post/Lewis-like results, but new proofs are
needed.
Dichotomy theorems for the problem to determine minimal satisfying assignments of constraint sat-
isfaction problems with respect to the component-wise order of Boolean vectors were obtained in [6].
We here consider lexicographical ordering, as in the previous section.
Note that we use SAT(B) for satisfiability of B-formulas in the Post-context and here we use SAT(S)
for satisfiability of S-formulas in the Schaefer context; i.e., strictly speaking, we use the same notation
for different things (both B and S are sets of Boolean functions). However, we chose to stick to Schae-
fer’s original notation, and since in this section we only talk about Schaefer-formulas (i.e., CSPs), this
should lead to no confusion.
4.1. Formulas given by a set of constraints
Let S be a set of Boolean functions. In this section we will always assume that such S are nonempty
and finite. S-formulas in the Schaefer sense (also referred to as S-CSPs; we will use S-formulas and
S-CSPs interchangebly in this section to denote to formulas in Schaefer’s sense) will now be propo-
sitional formulas consisting of clauses built by using functions from S applied to arbitrary variables.
Formally, let S = {f1, f2, . . . , fn} be a set of Boolean functions and V be a set of variables. An S-
formula  (over V ) is a finite conjunction of clauses  = C1 ∧ · · · ∧ Ck , where each Ci is of the
form f˜ (x1, . . . , xk), f ∈ S, f˜ is the symbol representing f , k is the arity of f , and x1, . . . , xk ∈ V .
If some variables of an S-formula  are replaced by the constants 0 or 1 then this new formula ′ is
called S-formula with constants. If  = C1 ∧ · · · ∧ Ck is a S-formula over V , and I is an assignment
with respect to V , then I |=  if  satisfies all clauses Ci . Here, a clause f˜ (x1, . . . , xk) is satisfied, if
f
(
I (x1), . . . , I (xk)
) = 1.
We will consider different types of Boolean functions, following the terminology of Schaefer [17].
• The Boolean function f is 0-valid (1-valid , resp.) if f (0, . . . , 0) = 1 (f (1, . . . , 1) = 1, resp.).
• The Boolean function f is Horn (anti-Horn, resp.) if f is represented by a CNF formula having at
most one unnegated (negated, resp.) variable in any conjunct.
• A Boolean function f is bijunctive if it is represented by a CNF formula having at most two variables
in each conjunct.
• The Boolean function f is affine if it can be represented by a conjunction of affine functions.
We remark that Schaefer’s term 1-valid coincides with Post’s 1-reproducing.
A set S of Boolean functions is called 0-valid (1-valid, Horn, anti-Horn, affine, bijunctive, resp.) iff
every function in S is 0-valid (1-valid, Horn, anti-Horn, affine, bijunctive, resp.).
The satisfiability problem for S-CSPs (S-CSPs with constants, resp.) is denoted by SAT(S) (SATC(S),
resp.). Schaefer’s main result, a dichotomy theorem for satisfiability of constraint satisfaction prob-
lems (i.e., propositional formulas of the form “conjunction of a set of constraints”), can be stated as
follows:
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Theorem 4.1 (Dichotomy theorem for constraint satisfaction with constants). Let S be a set of Boolean
functions. If S is Horn, anti-Horn, affine or bijunctive, then SATC(S) is polynomial-time decidable.
Otherwise SATC(S) is NP-complete.
Theorem 4.2 (Dichotomy theorem for constraint satisfaction). Let S be a set of Boolean functions. If
S is 0-valid, 1-valid, Horn, anti-Horn, affine or bijunctive, then SAT(S) is polynomial-time decidable.
Otherwise SAT(S) is NP-complete.
As a technical tool to obtain the above results, Schaefer defined the set of existentially quantified
S-formulas with constants, GenC(S), to be the smallest set of formulas having the following closure
properties:
• For any k ∈ N, any k-ary function f ∈ S, and u ∈ (V ∪ {0, 1})k , the formula f˜ (u) is in GenC(S),
where f˜ is a symbol for f .
• If  and  are in GenC(S), then  ∧ and (∃x) (for x ∈ V ) are in GenC(S).
Define Gen(S) =df { |  ∈ GenC(S) and  has no constants }, and let RepC(S) =df { f |  ∈ GenC
(S) } and Rep(S) =df { f |  ∈ Gen(S) } be the sets of functions represented by formulas from GenC(S)
and Gen(S), resp. The following results proved by Schaefer will be needed in this paper:
Theorem 4.3 ([17], Theorem 3.0). Let S be a set of Boolean functions. If S is Horn, anti-Horn, affine
or bijunctive, then RepC(S) satisfies the same condition. Otherwise, RepC(S) is the set of all Boolean
functions BF.
Theorem 4.4 ([17], Lemma 4.3). Let S be a set of Boolean functions. Then at least one of the following
four statements holds:
(1) S is 0-valid
(2) S is 1-valid
(3) fx, f¬x ∈ Rep(S)
(4) fx ≡y ∈ Rep(S)
4.2. Dichotomy theorems for constraint satisfaction problems
The main result of this section is to answer the question for what syntactically restricted classes of
formulas, given by a set S of Boolean constraints, Theorem 2.1 remains valid. For this, we will consider
the following problems:
PROBLEM: Lexicographically Minimal SAT(S) (LexMinSAT(S))
INSTANCE: an S-CSP 
OUTPUT: the lexicographically smallest satisfying assignment of , or “⊥” if  is unsatisfiable
The corresponding problem for S-CSPs with constants is denoted by LexMinSATC(S). We also ex-
amine the analogous maximization problems LexMaxSAT(S) and LexMaxSATC(S).
There are known algorithms for deciding satisfiability of S-CSPs in polynomial time for certain re-
stricted classes of formulas [2]. We first observe that these algorithms can easily be modified to find
minimal satisfying assignments.
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Lemma 4.5. Let S be a set of Boolean functions. If S is bijunctive, Horn, anti-Horn or affine, then
LexMinSATC(C), LexMinSAT(C) ∈ FP. If S is 0-valid, then LexMinSAT(S) ∈ FP.
Proof. It is well known (see, e.g., [14]) that in all four cases, the satisfiability problem is in P. Hence,
the claim follows using the algorithm given in the proof of Lemma 3.5. 
We remark that, if S contains at least one function which is not bijunctive, one function which is not
Horn, one function which is not anti-Horn, and one function which is not affine, then LexMinSATC(S)
cannot be in FP (unless P = NP), because Theorem 4.1 shows that the corresponding decision problem
(which is the problem of deciding whether there is any satisfying assignment, not necessarily the minimal
one) is NP-complete.
An analogous result, this time relying on Theorem 4.2, holds for LexMinSAT(S). The only case which
requires a bit care is that of a 1-valid set S. Hardness here follows a result in [2], which shows that the
problem to decide if there exists a satisfying assignment which differs from the vector (1, 1, . . . , 1) is
NP-complete.
In the following we strengthen these observations by showing that if LexMinSATC(S) or LexMin-
SAT(S) are not contained in FP, then they are already complete for OptP.
Theorem 4.6. Let S be a set of Boolean functions. If S does not fulfill the properties Horn, anti-Horn,
bijunctive or affine, then LexMinSATC(S) is pmet-complete for MinP.
Proof. Obviously LexMinSATC(S) ∈ MinP. Now we have to prove pmet-hardness for MinP.
If S does not fulfills the properties Horn, anti-Horn, bijunctive or affine then Theorem 4.3 shows that
RepC(S) includes all Boolean functions.
Let fi be any Boolean function. Theorem 4.3 tells us that there exists an existentially quantified S-
formula  = ∃y1, . . . , ∃yk′, representing fi , where ′ contains no quantifier. Any clause of a 3-SAT
formula can be represented by one out of a finite number of Boolean functions. So any clause Ci of a
3-SAT formula  can be represented by an S-formula i . Var(i ) consists of the variables in Var(Ci)
plus a number of variables of the form yj . We pick different sets of yj -variables for different formulas
i .
Now we construct a function g2 ∈ FP mapping a 3-SAT formula  into an S-formula by replacing
each Ci by the corresponding ′i , where Var() consists of Var() = {x1, . . . , xn} plus a set of vari-
ables of the form yj . We order the variables by their index and by alphabet, i.e., x1 < x2 < x3 < · · · <
y1 < y2 < · · · ‘Note that we can drop the ∃-quantifiers of the variables yj since we ask for a satisfying
assignment of . The ordering of the variables ensures that in the minimal satisfying assignment of 
the variables in {x1, . . . , xn} will be minimal with respect to satisfaction of .
Now the function g1 ∈ FP shortens the assignment and removes all bits belonging to the variables yj .
Thus g1 applied to the minimal satisfying assignment of  = g2() produces the minimal satisfying
assignment for . This shows that LexMin3-SAT pmet LexMinSATC(S). 
Mainly we are interested in formulas without constants. So we have to get rid of the constants in the
construction of the just given proof. This is achieved in the reduction which we now present.
Theorem 4.7. Let S be a set of Boolean functions. If S is not 0-valid, Horn, anti-Horn, bijunctive or
affine, then LexMinSAT(S) is pmet-complete for MinP.
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Proof. Clearly LexMinSAT(S) ∈ MinP. We want to show that LexMinSATC(S) reduces to LexMin-
SAT(S).
Case 1: S is not 1-valid.
Using Theorem 4.4 we know, that fx, f¬x ∈ Rep(S) or fx ≡y ∈ Rep(S). In what follows, we
again sort all variables first alphabetically, and then by index.
Case 1.1: fx, f¬x ∈ Rep(S).
Let  an S-formula with constants and Var() = {x1, . . . , xn}. Now we can re-
move the constants by replacing any 1 by y1 and 0 by y0 and adding clauses
representing {y1} and {¬y0}. Define the function g2 such that g2() performs
exactly the just described replacement.
Now I |=min  if and only if I ′ =df I ∪ {y0 := 0, y1 := 1} |=min , where =df
g2(). The function g1 removes the last two bits (assignments of y0 and y1) from
I ′, showing that LexMinSATC(S) pmet LexMinSAT(S).
Case 1.2: fx ≡y ∈ Rep(S).
Let  be an S-formula with constants and Var() = {x1, . . . , xn}. We construct








∧ (u ≡ v) without constants, where u, v are new
variables and x1 < x2 < · · · < xn < u < v. Define g2 by g2() = . If Ir |=min
 then clearly I ′ =df Ir ∪ {u := 0, v := 1} |=min . If  is unsatisfiable, then
either  is unsatisfiable, too, or I ′′ |=min , where I ′′ = Iw ∪ {u := 1, v := 0}.
A polynomial-time computable function g1 can distinguish these cases and com-
pute a minimal assignment for  or ⊥, given an assignment for. The functions
g1 and g2 show that LexMinSATC(S) pmet LexMinSAT(S).
Case 2: S is 1-valid.
Having an S-formula with constants we construct one without constants in polynomial time by









f˜ (v, . . . , v), where u, v are new variables and x1 < x2 < · · · < xn < u < v. We claim that
I |=min  iff I ∪ {u := 0, v := 1} |=min .
First suppose that I |=min . It is clear from the clause f˜ (v, . . . , v) that we have to choose
v := 1. Since we are interested in the lexicographically smallest solution we have to choose
u := 0 giving us immediately I∪{u := 0, v :=1} |=min . Now let I ∪ {u := 0, v := 1} |=min
. Suppose that there exists a satisfying solution Is for  being lexicographically smaller
than I . Obviously Is ∪ {u := 0, v := 1} is a lexicographically smaller satisfying assignment
than I ∪ {u := 0, v := 1} giving us a contradiction to I ∪ {u := 0, v := 1} |=min . The
case that  is unsatisfiable can be detected as in case 1.2. This shows that LexMinSATC(S)
pmet LexMinSAT(S). 
Thus we get dichotomy theorems for finding lexicographically minimal satisfying assignments of
S-formulas, both for the case of formulas with constants and without constants.
Corollary 4.8 (Dichotomy theorem for LexMinSAT(S) with constants). Let S be a set of Boolean
functions. If S is bijunctive, Horn, anti-Horn or affine, then LexMinSATC(S) ∈ FP. In all other cases
LexMinSATC(S) is pmet-complete for MinP.
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Corollary 4.9 (Dichotomy theorem for LexMinSAT(S)). Let S be a set of Boolean functions. If S is
0-valid, bijunctive, Horn, anti-Horn or affine, then we have LexMinSAT(S) ∈ FP. In all other cases
LexMinSAT(S) is pmet-complete for MinP.
If we compare the classes of functions in the statements of the above corollaries with those occur-
ring in Schaefer’s results (Theorems 4.1 and 4.2), we immediately obtain the following consequence
which completely clarifies the connection between decision and optimization problems for constraint
satisfaction.
Corollary 4.10. Let S be a set of Boolean functions.
1. SATC(S) is NP-complete if and only if LexMinSATC(S) is MinP complete.
2. If SAT(S) is NP-complete then LexMinSAT(S) is MinP complete.
3. If S is a set of Boolean functions which is 1-valid but is not 0-valid, Horn, anti-Horn, bijunctive, or
affine, then SAT(S) is in P but LexMinSAT(S) is MinP complete.
Results analogous to the above for the problem of finding maximal assignments can be proved:
Theorem 4.11 (Dichotomy Theorem for LexMaxSAT(S)). Let S be a set of Boolean functions.
1. If S is bijunctive, Horn, anti-Horn or affine, then LexMaxSATC(S) ∈ FP. In all other cases Lex
MaxSATC(S) is pmet-complete for MaxP.
2. If S is 1-valid, bijunctive, Horn, anti-Horn or affine, then LexMaxSAT(S) ∈ FP. Otherwise Lex
MaxSAT(S) is pmet-complete for MaxP.
4.3. Completeness results for the class PNP
Similar as in Section 3.3 for B-formulas, we now examine the problem if the largest variable in a lex-
icographically minimal assignment of a given S-formula gets the value 1. Let us denote this problem by
OddLexMinSAT(S), and in the case that S-formulas with constants are allowed by OddLexMinSATC(S).
(In the case of maximization we use the notation OddLexMaxSAT(S) and OddLexMaxSATC(S).)
Theorem 4.12. (Dichotomy Theorem for OddLexMinSAT(S) with constants). Let S be a set of Boolean
functions. If S is bijunctive, Horn, anti-Horn or affine, then OddLexMinSATC(S) ∈ P. In all other cases
OddLexMinSATC(S) is complete for PNP under many-one reductions.
Proof. If S is bijunctive, Horn, anti-Horn or affine, then OddLexMinSATC(S) ∈ P, since we can use
the technique of Lemma 4.5 to find the minimal assignment, and then we accept if and only if the truth
value 1 is assigned to the largest variable.
In the other cases we reduce OddLexMin3-SAT to OddLexMinSATC(S). In the proof of Theorem 4.6
we showed how to transform an arbitrary formula  with Var() = {x1, . . . , xn} into an S-formula at
the cost of introducing new variables of the form yj . We modify this construction as follows: Introduce
one more variable z (larger than all the other variables). Transform  into ′ as described in Theorem
4.6. Finally set ′′ = ′ ∧ (xn ≡ z). (Observe that the predicate ≡ is in RepC(S).) Let I, I ′, I ′′ be the
minimal satisfying assignments of , ′ and ′′. Observe that they all agree on assignments of the
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variables in Var(). Now we have I (xn) = I ′(xn) = I ′′(xn) = I ′′(z). Thus  ∈ OddLexMin3-SAT if
and only if ′′ ∈ OddLexMinSATC(S), which proves the claimed hardness result. 
Theorem 4.13 (Dichotomy Theorem for OddLexMinSAT(S)). Let S be a set of Boolean functions. If
S is 0-valid, bijunctive, Horn, anti-Horn or affine, then OddLexMinSAT(S) ∈ P. In all other cases
OddLexMinSAT(S) is complete for PNP under many-one reductions.
Proof. Similar to the proof of the previous theorem. The easy case is obvious. In the hard case define′′
as above, and then use the construction of Theorem 4.7 to remove the constants. Let ′′′ be the resulting
formula. The variables introduced in this last step should be smaller than z. Then we can argue as in the
previous proof that z is assigned one in a minimal assignment for ′′′ if and only if xn is assigned one
in a minimal assignment for . 
Again, results for maximal assignments are proved analogously:
Theorem 4.14 (Dichotomy Theorem for OddLexMaxSAT(S)). Let S be a set of Boolean functions.
1. If S is bijunctive, Horn, anti-Horn or affine, then OddLexMaxSATC(S) ∈ P. In all other cases
OddLexMaxSATC(S) is complete for PNP under many-one reductions.
2. If S is 0-valid, bijunctive, Horn, anti-Horn or affine, then OddLexMaxSAT(S) ∈ P. In all other cases
OddLexMaxSAT(S) is complete for PNP under many-one reductions.
5. Conclusion
In this paper we determined the complexity of the problem to compute the lexicographically minimal
or maximal satisfying assignment of a given propositional formula, and the problem to determine if in
this assignment the largest variable is one, for different restricted formula classes. We obtained a number
of dichotomy results, showing that the complexity of the first problem is either in FP or OptP-complete,
while the latter problem is either in P or PNP-complete.
Our results as well as those from the literature concerning simple satisfiability can be summarized
as in Figs. 2 and 3. For simplicity we only give those classes that lead to an easy (polynomial-time
computable/decidable) problem, i.e., the one half of the dichotomy; in the remaining cases we are in the
hard part (i.e., completeness of NP, OptP or PNP). Also, we use the term “Schaefer” as a shorthand for
“Horn or anti-Horn or bijunctive or affine”.
One might ask if it is not possible to obtain our results about constraint satisfaction problems from the
seemingly more general results obtained in Section 3. However, as we pointed out at the beginning of
Fig. 2. A complexity classification of some problems related to B-formulas.
18 S. Reith, H. Vollmer / Information and Computation 186 (2003) 1–19
Fig. 3. A complexity classification of some problems related to S-formulas.
Section 4, this seems not to be the case. Another hint in that direction is that the results we obtain in the
constraint satisfaction context do not speak about closed sets of Boolean functions (the Schaefer classes
0-valid, (anti-)Horn, and bijunctive are not closed in the sense of Post). This does not deny, however, that
Post’s graph might be useful in an (alternative) proof of our results from Section 4; Schaefer’s original
dichotomy for instance has been reproven using Post’s classification and notions from universal algebra
(P. Kolaitis, personal communication).
It can be seen that we do not need the full power of metric reductions in this paper. In fact, let us
define f to be weakly many-one reducible to h if there are functions g1, g2 ∈ FP where g1(z) is always
a sub-word of z, such that for all x, f (x) = g1(h(g2(x))). The step to many-one reductions (where g1
is the identity) thus is smaller than in the case of metric reductions. It is easy to observe that all the
above given completeness results also hold for weak many-one reductions instead of metric reductions.
The question that now arises is of course if we can even prove our completeness results for many-one
reductions (i.e, always have g1(x) = x). However this cannot be expected for “syntactic” reasons. For
example, in Section 3, if we use a noncomplete base S1 ⊆ B ⊂ BF we have to introduce new variables
for using them as a replacement for the constants we need to construct our B-formulas. The assignments
to these variables have to be removed later, which means that we need the full power of a weak many-one
reduction to do some final manipulation of the value of the function we reduce to.
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