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The existence of at least one non-trivial solution to a boundary value problem for fourth-
order elastic beam equations, under a non-standard growth condition of the nonlinear
term, is established. Our approach is based on a local minimum theorem for differentiable
functionals.
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1. Introduction
Fourth-order boundary value problemswhich describe the deformations of an elastic beam in an equilibrium statewhose
both ends are simply supported have been extensively studied in the literature. Existence results of at least one solution,
or multiple solutions, or even infinitely many solutions have been established by many authors using fixed point theorems,
lower and upper solutions methods, and critical point theory (see, for example, [1–14] and the references therein). The aim
of this paper is to establish the existence of at least one non-trivial solution under suitable non-standard growth conditions
on the nonlinearity in an appropriate interval without any asymptotic conditions at infinity. In this paper, the fourth-order
nonlinear differential problemu
iv + Au′′ + Bu = λf (t, u) in [0, 1]
u(0) = u(1) = 0
u′′(0) = u′′(1) = 0,
(Dλ)
where f : [0, 1] × R→ R is a function, A and B are real constants and λ is a positive parameter, is investigated. Our main
result, Theorem 3.1, and its consequence, Theorem 3.2, ensures the existence of one non-trivial solution to problem (Dλ)
under an appropriate behavior on the nonlinearity f in a finite interval [0, d] (see (ii) of Theorem 3.2). Moreover, when f has
separable variables, some relevant consequences of the main result are pointed out in Section 4, where some examples are
also given. As an example of our results, a special case of Theorem 3.1 is presented here (see Remark 4.1).
Theorem 1.1. Let g : R→ R be a nonnegative and continuous function such that∫ 16
0
g(x) dx < 16
∫ 1
0
g(x) dx. (1.1)
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Then, for every
λ ∈

2π2
16 1
0 g(x) dx
, 2π2
(16)2 16
0 g(x) dx

,
the problemu
iv = λg(u) in [0, 1]
u(0) = u(1) = 0
u′′(0) = u′′(1) = 0,
(Aλ)
has at least one positive classical solution u0 such that |u0(t)| < 16 for all t ∈ [0, 1].
The assumption (1.1) can be replaced by
lim
x→0+
g(x)
x
= +∞ (1.2)
so that the conclusion of Theorem 1.1 remains true for each positive λ < 2π2 (16)
2 16
0 g(x) dx
(see Remark 4.3). It is worth noticing
that an assumption of type (1.1) is completely novel for fourth-order differential problems, while an assumption of type
(1.2), when it is used, usually needs additional conditions on the nonlinear term. Here, no asymptotic condition at infinity
on g is required, and the existence of non-trivial solutions is also obtained for problems where the results in the literature,
such as those in [1,10,12,13], cannot be applied (see Remark 4.4). This paper is arranged as follows. In Section 2, we recall
some basic definitions, our abstract framework and the main tool (Theorem 2.1), which is a local minimum theorem for
differentiable functionals. Section 3 is devoted to our main results, while in Section 4, consequences, applications and
examples are presented.
2. Preliminaries
In [15], a new critical point theorem which extends the Ricceri Variational Principle [16, Theorem 2.5] was presented.
For a given non-empty set X , and two functionalsΦ,Ψ : X → R, we define the following functions
β(r1, r2) := inf
v∈Φ−1(]r1,r2[)
sup
u∈Φ−1(]r1,r2[)
Ψ (u)− Ψ (v)
r2 − Φ(v) ,
ρ(r1, r2) := sup
v∈Φ−1(]r1,r2[)
Ψ (v)− sup
u∈Φ−1(]−∞,r1[)
Ψ (u)
Φ(v)− r1 ,
for all r1, r2 ∈ R, r1 < r2.
Theorem 2.1 ([15, Theorem5.1]). Let X be a reflexive real Banach space,Φ : X → R a sequentiallyweakly lower semicontinuous,
coercive and continuously Gâteaux differentiable functional whose Gâteaux derivative admits a continuous inverse on X∗ and
Ψ : X → R a continuously Gâteaux differentiable functional whose Gâteaux derivative is compact. Put Iλ = Φ − λΨ and
assume that there are r1, r2 ∈ R, r1 < r2, such that
β(r1, r2) < ρ(r1, r2).
Then, for each λ ∈

1
ρ(r1,r2)
, 1
β(r1,r2)

there is u0,λ ∈ Φ−1(]r1, r2[) such that Iλ(u0,λ) ≤ Iλ(u) ∀u ∈ Φ−1(]r1, r2[) and
I ′λ(u0,λ) = 0.
Formore details on Theorem 2.1, we refer the reader to [17,18], where it has already been applied to nonlinear second-order
differential problems.
Throughout this paper, the following hypotheses are needed. Let A and B be two real constants such that
max

A
π2
,− B
π4
,
A
π2
− B
π4

< 1 (2.1)
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(for example, if A ≤ 0 and B ≥ 0, than (2.1) is true). Moreover, put
σ := max

A
π2
,− B
π4
,
A
π2
− B
π4
, 0

and
δ := √1− σ .
Let X := W 2,2([0, 1]) ∩W 1,20 ([0, 1]) be the Sobolev space endowed with the following norm
‖u‖X =
∫ 1
0
(|u′′|2 − A|u′|2 + B|u|2) dx
1/2
.
As pointed out in [2], this norm is equivalent to the usual one and, in particular, one has
‖u‖∞ ≤ 12πδ ‖u‖X (2.2)
(see Proposition 2.1 of [2]).
For the function f we assume the following conditions:
(a) t → f (t, x) is measurable for every x ∈ R;
(b) x → f (t, x) is continuous for almost every t ∈ [0, 1];
(c) for every ρ > 0 there exists a function lρ ∈ L1([0, 1]) such that
sup
|x|≤ρ
|f (t, x)| ≤ lρ(t)
for almost every t ∈ [0, 1].
It is easy to see that if f (t, x)x < 0 for every t ∈ [0, 1] and x ≠ 0, problem (Dλ) has only the trivial solution.
Put
F(t, ξ) =
∫ ξ
0
f (t, x) dx
for each (t, ξ) ∈ [0, 1] × R, and
k = 2δ2π2

2048
27
− 32
9
A+ 13
40
B
−1
. (2.3)
Clearly, 0 < k < 12 .
Let us recall that a weak solution of (Dλ) is a function u ∈ X such that∫ 1
0
[u′′(t)v′′(t)− Au′(t)v′(t)+ Bu(t)v(t)] dt − λ
∫ 1
0
f (t, u(t))v(t) dt = 0 ∀v ∈ X . (2.4)
Moreover, a function u : [0, 1] → R is said to be a generalized solution to problem (Dλ) if u ∈ C3([0, 1]), u′′′ ∈
AC([0, 1]), u(0) = u(1) = 0, u′′(0) = u′′(1) = 0, and uiv + Au′′ + Bu = λf (t, u) for almost every t ∈ [0, 1]. If f is
continuous in [0, 1] × R, then each generalized solution u is a classical solution. The assumptions on f implies that a weak
solution to problem (Dλ) is a generalized one (see [2, Proposition 2.2]).
For each u ∈ X , put
Φ(u) = 1
2
‖u‖2 and Ψ (u) =
∫ 1
0
F(t, u(t)) dt. (2.5)
It is well known that these functionals are well defined in X and satisfy the regularity assumptions required in Theorem 2.1.
In particular, one has
Φ ′(u)(v) =
∫ 1
0
[u′′(t)v′′(t)− Au′(t)v′(t)+ Bu(t)]v(t) dt
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and
Ψ ′(u)(v) =
∫ 1
0
f (t, u(t))v(t) dt
for all v ∈ X .
3. Main results
Given two nonnegative constants c, d, with c ≠ 1√
k
d, where k is given by (2.3), put
ad(c) :=
 1
0 max|ξ |≤c
F(t, ξ) dt −  5/83/8 F(t, d) dt
kc2 − d2 .
Theorem 3.1. Assume that there exist three constants 0 ≤ c1 < 1√kd < c2 such that
(i) F(t, ξ) ≥ 0, ∀(t, ξ) ∈ 0, 38  ∪  58 , 1× [0, d]
and
ad(c2) < ad(c1). (3.1)
Then, for every
λ ∈
]
2π2δ2
k

1
ad(c1)
,

2π2δ2
k

1
ad(c2)
[
,
problem (Dλ) has at least one non-trivial generalized solution u0 ∈ X such that 2πδc1 < ‖u0‖ < 2πδc2.
Proof. We will apply Theorem 2.1. To this end, take the functionalsΦ and Ψ defined in (2.5) and put
v¯(t) =

−64d
9

t2 − 3
4
t

t ∈
[
0,
3
8
]
d t ∈
]
3
8
,
5
8
]
−64d
9

t2 − 5
4
t + 1
4

t ∈
]
5
8
, 1
]
.
Clearly, v¯ ∈ X . Moreover, it is easy to verify that
Φ(v¯) =

2048
27
− 32
9
A+ 13
40
B

d2 = 2δ
2π2
k
d2.
Now, put r1 = 2δ2π2c21 and r2 = 2δ2π2c22 . From c1 < 1√kd < c2 we obtain r1 < Φ(v¯) < r2. Moreover, taking (2.2) into
account, whenΦ(u) < r2 one has maxt∈[0,1] |u(t)| ≤ c2, so,
sup
u∈Φ−1(]−∞,r2[)
∫ 1
0
F(t, u(t)) dt ≤
∫ 1
0
max
|ξ |≤c2
F(t, ξ) dt.
In view of (i), we have∫ 1
0
F(t, v¯(t)) dt ≥
∫ 5/8
3/8
F(t, v¯(t)) dt =
∫ 5/8
3/8
F(t, d) dt,
thus,
β(r1, r2) ≤
sup
u∈Φ−1(]−∞,r2[)
Ψ (u)− Ψ (v¯)
r2 − Φ(v¯) ≤
 1
0 max|ξ |≤c2
F(t, ξ) dt − Ψ (v¯)
r2 − Φ(v¯)
≤ k
2π2δ2
 1
0 max|ξ |≤c2
F(t, ξ) dt −  5/83/8 F(t, d) dt
kc22 − d2
= k
2π2δ2
ad(c2).
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On the other hand, arguing as before, one has
ρ(r1, r2) ≥
 1
0 F(t, v¯(t)) dt − sup
u∈Φ−1(]−∞,r1[)
 1
0 F(t, u(t)) dt
Φ(v¯)− r1
≥
 5/8
3/8 F(t, d) dt −
 1
0 max|ξ |≤c1
F(t, ξ) dt
Φ(v¯)− r1
= k
2δ2π2
 5/8
3/8 F(t, d) dt −
 1
0 max|ξ |≤c1
F(t, ξ) dt
d2 − kc21
= k
2δ2π2
ad(c1).
Now from (3.1), we get
β(r1, r2) < ρ(r1, r2).
Hence, from Theorem 2.1 one has that, for every
λ ∈
]
2π2δ2
k

1
ad(c1)
,

2π2δ2
k

1
ad(c2)
[
,
the functional Φ − λΨ has at least one critical point u0 in X such that r1 < Φ(u0) < r2, that is 2πδc1 < ‖u0‖ < 2πδc2. In
particular, ‖u0‖ ≠ 0 and the proof is complete. 
Remark 3.1. We explicitly observe that the choice of the test function v¯ in the proof of Theorem 3.1 guarantees the most
general form of the inequality (3.1).
Remark 3.2. When f is nonnegative in [0, 1]×R, condition (i) of Theorem 3.2 holds true, and the inequality (3.1) becomes: 1
0 F(t, c2) dt −
 5/8
3/8 F(t, d) dt
kc22 − d2
<
 5/8
3/8 F(t, d) dt −
 1
0 F(t, c1) dt
d2 − kc21
.
We also observe that, in this case, the strong (weak) maximum principle holds for suitable values of the parameters A and
B (see Proposition 2.3 of [2] and Proposition 2.1 of [5]). In particular, if A = B = 0 and f (t, 0) ≠ 0, t ∈ [0, 1], then the
solutions are positive.
Now, we point out the following simple consequence of Theorem 3.1.
Theorem 3.2. Assume that there exist two positive constants c, d, with d <
√
kc, such that
(i) F(t, ξ) ≥ 0, ∀(t, ξ) ∈ 0, 38  ∪  58 , 1× [0, d]
(ii)
 1
0 max|ξ |≤c F(t,ξ) dt
c2
< k
 5/8
3/8 F(t,d) dt
d2
.
Then, for every
λ ∈
2π2δ2
k

d2 5/8
3/8 F(t, d) dt
, (2π2δ2)
c2 1
0 max|ξ |≤c
F(t, ξ) dt
 ,
problem (Dλ) has at least one non-trivial generalized solution u0 such that ‖u0‖∞ < c.
Proof. It follows from Theorem 3.1 by taking c1 = 0 and c2 = c . Indeed, from (ii) one has
ad(c) =
 1
0 max|ξ |≤c
F(t, ξ) dt −  5/83/8 F(t, d) dt
kc2 − d2 <
 1
0 max|ξ |≤c
F(t, ξ) dt − d2
kc2
 1
0 max|ξ |≤c
F(t, ξ) dt
kc2 − d2
=
 1
0 max|ξ |≤c
F(t, ξ) dt
kc2
<
 5/8
3/8 F(t, d) dt
d2
= ad(0).
In particular, one has ad(c) <
 1
0 max|ξ |≤c F(t,ξ) dt
kc2
, for which
2π2δ2
k

kc2 1
0 max|ξ |≤c
F(t, ξ) dt
<

2π2δ2
k

1
ad(c)
.
Hence, Theorem 3.1, taking (2.2) into account, ensures the conclusion. 
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4. Consequences and applications
In this section, we point out the following relevant consequences of Theorem 3.1, when the nonlinear term has separable
variables.
Theorem 4.1. Let h : [0, 1] → R be a nonnegative, non-zero and essentially bounded function and g : R→ R be a nonnegative
and continuous function. Put G(ξ) =  ξ0 g(x) dx for every ξ ∈ R, h0 = k  5/83/8 h(t) dt‖h‖L1([0,1]) . Assume that there exist two positive constants
c, d, with d <
√
kc, such that
G(c)
c2
< h0
G(d)
d2
.
Then, for every
λ ∈
]
2π2δ2
h0‖h‖L1([0,1])

d2
G(d)
,

2π2δ2
‖h‖L1([0,1])

c2
G(c)
[
,
the problemu
iv + Au′′ + Bu = λh(t)g(u) in [0, 1]
u(0) = u(1) = 0
u′′(0) = u′′(1) = 0,
(ADλ)
has at least one non-trivial generalized solution u0 such that ‖u0‖∞ < c.
Proof. It is enough to apply Theorem 3.2 to the function f (t, x) = h(t)g(x) for all (t, x) ∈ [0, 1] × R. 
Corollary 4.1. Let g : R → R be a nonnegative continuous function such that g(0) ≠ 0. Assume that there exist two positive
c, d such that
G(c)
c2
<
k
4
G(d)
d2
. (4.1)
Then, for every
λ ∈
]
8π2δ2
k
d2
G(d)
, (2π2δ2)
c2
G(c)
[
,
the problemu
iv + Au′′ + Bu = λg(u) in [0, 1]
u(0) = u(1) = 0
u′′(0) = u′′(1) = 0,
(Pλ)
has at least one classical non-trivial solution u0 such that ‖u0‖∞ < c.
Proof. Clearly, from (4.1) one has d ≠ √kc. If d < √kc , Theorem 4.1 ensures the conclusion. If d > √kc , we apply
Theorem 2.1 by choosing r1 < 0 and r2 = 2π2δ2c2. Arguing as in the proof of Theorem 3.1, we get the conclusion. 
Remark 4.1. Theorem 1.1 follows from Theorem 4.1 taking into account that h0 = k4 > 116 and by choosing c = 16 and
d = 1. The strong maximum principle (see Remark 3.2) ensures the positivity of the solution.
Remark 4.2. If g is a non-zero sublinear function, namely limt→+∞ g(t)t = 0, Corollary 4.1 ensures that, for each λ >
8π2δ2
k supd>0
d2
G(d) , problem (Pλ) admits at least one non-trivial solution.
Finally, we point out another consequence of Theorem 4.1.
Theorem 4.2. Let h : [0, 1] → R be a nonnegative, non-zero and essentially bounded function and g : R→ R be a nonnegative
and continuous function such that (1.2) holds. Put λ∗ =

2π2δ2
‖h‖L1([0,1])

supc>0
c2
G(c) .
Then, for each λ ∈]0, λ∗[, problem (ADλ) has at least one non-trivial generalized solution.
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Proof. For fixed λ ∈]0, λ∗[, there exists c > 0 such that λ <

2π2δ2
‖h‖L1([0,1])

c2
G(c) . From (1.2), we have
lim
x→0+
G(x)
x2
= +∞.
Thus, we can choose 0 < d <
√
kc such that
G(d)
d2
>

2π2δ2
‖h‖L1([0,1])

1
h0
1
λ
.
Therefore, we can use Theorem 4.1 and so the proof is complete. 
Remark 4.3. Fix ρ > 0 and put λρ =

2π2δ2
‖h‖L1([0,1])

supc∈]0,ρ[ c
2
G(c) . Therefore, for each λ ∈]0, λρ[ the non-trivial solution u0,
ensured by Theorem 4.2, satisfies the further condition |u0(t)| < ρ for all t ∈ [0, 1].
We also note that the comments in the Introduction about condition (1.2) are deduced from Theorem 4.2, taking
Remark 4.1 into account.
Now, we give some examples to illustrate our results.
Example 4.1. Put A = 2 and B = 1. Clearly, one has σ = 2
π2
, δ2 = π2−2
π2
. Now for all (t, x) ∈ [0, 1]×R, put f (t, x) = tg∗(x),
where
g∗(x) =

(1+ x)ex if x ≤ 1
g¯(x) if x > 1,
and g¯ :]1,+∞[→ R is a completely arbitrary function. Hence from Theorem 4.2 (see also Remark 4.3) for each λ ∈
0, 4(π
2−2)
e

, the problemu
iv + 2u′′ + u = λtg∗(u) in [0, 1]
u(0) = u(1) = 0
u′′(0) = u′′(1) = 0
has at least one non-zero classical solution u0 such that ‖u0‖∞ < 1. Indeed, one can apply Theorem 4.2 to the function
g˜(x) =
0 if x ≤ −1
(1+ x)ex if − 1 ≤ x ≤ 1
2e if x > 1.
In particular, since 1 < 4(π
2−2)
e and g¯ is arbitrary, the problemu
iv + 2u′′ + u = t(1+ u)eu in [0, 1]
u(0) = u(1) = 0
u′′(0) = u′′(1) = 0
has at least one non-zero classical solution u0 such that ‖u0‖∞ < 1.
Example 4.2. Let g : R+ → R be the function defined by
g(x) =
√
x if x ≤ 1
x2 if x > 1
and consider the problem (Aλ). It easy to see that g satisfies (1.2). So from Theorem 4.2 and taking into account the strong
maximum principle, for each λ ∈]0, 3π2[, problem (Aλ) has at least one positive classical solution u0 such that u0(t) < 1
for all t ∈ [0, 1].
Remark 4.4. The existence of at least one non-zero solution for nonlinear fourth-order differential problems has been
investigated in several works by using different approaches such as fixed point theorems, lower and upper solutions
methods, critical point theory and so on (see, for example, [1,10,12,13]). In these cited papers, under suitable assumptions
on the nonlinear term, several types of existence results have been obtained. To be precise, in Theorems 3.1, 4.1 and 4.2
of [12] a key assumption is
f (t, 0) > c for some c > 0 and ∀t ∈ [0, 1];
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in Theorem 1 of [10], f is assumed to be nonincreasing in u, with 0 ≤ u ≤ ε0 for some ε0 > 0, for all t ∈ [0, 1]; in Theorem
3.3 of [13], the conditions
lim sup
u→0
f (t, u)
u
< π4 lim inf
u→+∞
f (t, u)
u
> π4,
uniformly for t ∈ [0, 1] are required. In Theorems 3.3 and 3.5 of [1], the non-zero solution is ensured under suitable
assumptions on f and for appropriate parameters λ, only when λ ≥ 1.
It is very simple to verify that Theorems 3.1, 4.1 and 4.2 of [12] cannot be applied to the problem in Example 4.2, and
Theorem 1 of [10], Theorem 3.3 of [13] cannot be applied, for example, to the problem in Example 4.1. Finally, comparing
with Theorems 3.3 and 3.5 of [1], the previous cited problems ensure the existence of non-zero solutions, in particular, for
all positive λ < 1.
Remark 4.5. It is worth noticing that by using the same techniques contained in the paper [3], it is possible to study fourth-
order problems with equations in complete form, namely, also explicitly depending on terms of odd-order u′′′ and u′.
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