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式 (2.2)の積分を台数公式で近似する．全積分区間の割合の数 N が十分大きければ，通常の信号
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 = !t であり，! は角周波数，t はフィルタの単位遅延時









































































2.2 SVM(support vector machine)[11]












Fig. 2.1 Hard margin SVM
　与えられた特徴量 xn とラベル yn の組み合わせ
　 (x1; y1); (x2; y2); : : : ; (xl; yl) (8i;xi 2 Rd; yi 2 f 1; 1g) (2.13)
に対し，次式を満たす識別関数 fw; = sgn((wT xi) + )を推定する場合を考える．ただし，sgn
は符号関数である．
fw;b(xi) = yi (i = 1; : : : ; l) (2.14)
　特徴ベクトル xi と境界間の距離 dは，多次元に拡張したヘッセの公式を用いて
d =
jwT  xi + j
kwk (2.15)
で表せる．マージンの最大化には境界面に一番近い特徴ベクトルのみの最大化を考えればよく，こ









T  xi + ) M (i 2 f1:::lg) ; M > 0

(2.16)
　M は yi(wT  xi + )によって上から抑えられているため，M の最大値は yi(wT  xi + )の








T  xi + )  1 (i 2 f1:::lg)
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(2.17)

















T  xi + )  1) (2.19)




L(w; ; ) = 0;
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lX
i=1
iyixi = 0 (2.21)
　 L(w; ; )を展開し，式 (2.21)を代入すると













































































iyi = 0; i  0
(2.23)








i  0; (i = 1; : : : ; l) (2.24)
　この緩和変数を用いて式 (2.18)の制約条件を次式のように緩和できる．
yi(w
T  xi + )  1  i (i 2 f1:::lg) (2.25)
　 i は正の整数なので，制約条件の右辺が 1以下となる．これは各特徴ベクトルが境界面に近づ
くことを許す．また，右辺は負の値も取りうるので，この時，特徴ベクトルが境界面を超え誤分類
されることを許可する．特徴ベクトル xi が誤分類された時，yi(wT  xi + ) < 0となるので，こ
の時制約条件をクリアするためには i > 0である必要がある．誤分類された特徴ベクトルがK 個
のとき，少なくともK 個の i は 1より大きくなるため，X
i21;:::;l
i > K (2.26)










T  xi + )  1  i (i 2 f1; : : : ; lg); i  0 (2.27)




i が 0になったときのみ収束するので，8i = 0が成
り立ち，これは先のハードマージン SVMに一致する．
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Fig. 2.2 Soft margin SVM
　
　式 (2.27) をラグランジュの未定乗数法から双対問題に帰着させる．非負のラグランジュ定数
 = f1; : : : ; lg, = f1; : : : ; lgを用いて，目的関数を以下のように定義する．





















　ここで，制約条件に対応する関数として g(w; ; i) = yi(wT  xi + )  1 + i  0，h(i) =
i  0と置いた．さて，L(w; ; ;;)のうち，主問題で取り扱っているパラメタw，，に関し
て最大化した関数 P (w; ; )を定義する．







































L(w; ; ;;) (2.31)
　これを双対問題はと呼ぶ．主問題で取り扱っているパラメタ w，， を求めるため，












iyi = 0 (2.33)
@L
@i
= C   i   i = 0 (2.34)

































F へ写像する関数 (x)を定義する．この時，(x)を新たな特徴ベクトルとし，F 内での超平面
は次の式で表される．
















iyi = 0; C  i  0 (i 2 f1; : : : ; lg) (2.39)
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Fig. 2.3 Non-linear SVM









i  xj)p (2.41)
多項式カーネル
K(xi;xj) = (1 + x
T
i  xj)p (2.42)
RBFカーネル
K(xi;xj) = exp ( jjxi   xj jj) (2.43)
Gaussカーネル
K(xi;xj) = exp (




K(xi;xj) = tanh(  (xTi  xj) + ) (2.45)
2.2.4 One-Versus-Rest SVM
　多クラス問題を SVM で扱う一般的な方法について述べる．k クラスの分類問題を解くため，
SVMでは 1クラスとその他の残りのクラスとを識別する 2クラス分類類 SVMの集合 f1，: : :，fk
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Fig. 2.4 One-versus-the-rest SVM
　を生成する。そして，符合関数を適用する前に，式 (2.46)のような最大出力に従って多クラス分










i K (x;xj) +  (2.47)
2.3 DNN(Deep Neutal Network)[12]











Fig. 2.5 Model diagram of the DNN
(x) =
1






　各隠れ層の入力を u(l)，出力を z(l) で表す．入力 xが与えられたときの隠れ層（l = 1）の入出
力は次のように計算される．
u(1) =W (1)Tx+ b(1)
z(1) = f(u(1))
　ここで，W (1) は入力層と隠れ層（l = 1）の間の結合重みを表す．入力層のユニット数が I，1
番目の隠れ層（l = 1）のユニット数が J1 であるとき，W (1) 2 RIJ1 となる．また，b(1) は隠れ
層（l = 1）のバイアス項を表し，b(1) 2 RJ1 である．
　次に，隠れ層（l = 2; : : : ; L）の入出力は，第 l 番目の隠れ層の隠れ変数を h(l) として，以下の
ように計算される．
u(l) =W (l)Th(l 1) + b(l)
z(l) = f(u(l))
　ただし，W (l) は隠れ層 l   1・隠れ層 l の間の結合重みを表す．隠れ層 l   1 のユニット数が
Jl 1，隠れ層 lのユニット数が Jl のとき，W (l) 2 RJl 1Jl である．また，b(l) は隠れ層 lのバイ
アス項を表し，b(l) 2 RJl である．そして，出力層の入出力 u(L+1); z(L+1) は
u(L+1) =W (L+1)Th(L) + b(L+1)
z(L+1) = f(u(L+1))
　と計算される．ここで，W (L+1) は隠れ層 l・出力層間の結合重みを表し，出力層のユニット数が
K のとき，W (L+1) 2 RJLK である．また，b(L+1) は出力層のバイアス項を表し，b(L+1) 2 RK
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である．そして，ネットワークの最終的な出力を y  z(L+1) とする．
　このように，DNNは与えられた入力 xに対して，入力層から出力層へと上の計算を繰り返し，
値を順伝播させていくことで出力 y を計算する．DNNの全ての層のパラメータW と bをまとめ
て  で表すと，DNNはパラメータ  もつ関数 y = y(x;)と表現することができる．
2.3.2 出力層の設計と誤差関数
　 DNN が表現する関数 y(x;) は，パラメータ  を変えることで変化する．目標とする関
数には，関数の入力と出力のペアが複数与えられているが，その具体的なパラメータはわか
らない．ある入力 xt に対する望ましい出力を dt とし，このような入出力のペアが複数 D =




DNNの出力 y(xt;)が dt となるべく近くなるように  を調整する．この操作を学習と呼ぶ．　
学習の際に，DNNの出力 y(xt;)と，正解となる学習データ dt の近さを測る尺度のことを，誤
差関数（error function）あるいは損失関数という．DNNの学習では，扱う問題の種類に応じて，
誤差関数と出力層の活性化関数を適切に設定する必要がある．　入力 xを K 個のクラスに分類す
る問題である多クラス分類では，入力に対応するクラスラベルを，one-hotベクトルを用いて表現
する．したがって，出力層の k 番目のユニットの出力を




















　 DNNの学習では，誤差関数 E が最小となるようパラメータ  を更新する．パラメータの更新
には勾配法が用いられる．誤差関数 E と  から計算される更新量を  とすると，パラメータの
更新式は
   + (2.52)
となる．パラメータの更新量 は，誤差関数 E の  に関する偏微分




誤差関数が二乗誤差であるとき，第 l   1層の i番目のユニットから第 l 層の j 番目のユニットへ





















j (1  z(l 1)j ) (2.56)




　Fig. 2.6 Model diagram of the DBNF


























Table. 2.2 Comparison of database
音声データベース 文量 [文] 感情音声データベース 文量 [文]　
VoxCeleb2 1:0 106 IEMOCAP[17] 5:0 102
ATR 9:6 103 Keio-ESD[18] 1:0 102






















　 L(xt) = log p(xtjM1)  log p(xtjM0)　 (3.1)





















　分類機の実装に際し，2 名対話の感情音声コーパス Interactive Emotional 　 Dyadic Motion








Table. 4.1 Amount of data of IEMOCAP
感情 自然音声 [文] 演技音声 [文] 合計 [文]　
Angry 288 815 1103
Happy 947 689 1636
Neutral 1099 609 1708
Sadness 608 476 1084









　 2つの動画を手動と VAD利用の 2種類の方法で切り分け，切り分け方法毎に SVM・DBNFの






効値 (第 2.1.1 小節)，12 次元メル周波数ケプストラム係数 (第 2.1.4 小節)，ゼロ交差率 (第 2.1.5














Fig. 4.1 The system diagram of the proposed face detection module on SFEW 2.0. from [22]
Fig. 4.2 Example of Input
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性を考慮した SVMを実装した．具体的には，2層化した SVMを用意し，SVMの 1層目で発話
の自発性を予測．2層目で 1層目の出力と特徴量を入力とし，感情ラベルを出力するような SVM
の実装を行った．SVM の実装は，2 層ともに RBF カーネルを用いた．同じデータセット間での
実装では，5倍交差検証で計算された平均統計値を求めた．
4.2.4 DBNFの設定
























Table. 5.1 Result of SVM





































ている 1648データを用いる．このテストデータの内訳を Table.5.3，分類結果を Fig.5.3，5.4に記
載した．また，各混合データベースに対し，分類精度を示したヒートマップを付録 Aに添付した．








Fig. 5.3 Result of Closed Test by Mix
database's SVM by VAD
Fig. 5.4 Result of Open Test by Mix
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から Fig.A.33までは手動分割・オープンテスト，Fig.A.34から Fig.A.44までは VAD分割・オー
プンテストの結果をそれぞれ示している．
Fig. A.1 Close test heat map with manual
method (Proposal neutral data 0%)
Fig. A.2 Close test heat map with manual
method (Proposal neutral data 10%)
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Fig. A.3 Close test heat map with manual
method (Proposal neutral data 20%)
Fig. A.4 Close test heat map with manual
method (Proposal neutral data 30%)
Fig. A.5 Close test heat map with manual
method (Proposal neutral data 40%)
Fig. A.6 Close test heat map with manual
method (Proposal neutral data 50%)
Fig. A.7 Close test heat map with manual
method (Proposal neutral data 60%)
Fig. A.8 Close test heat map with manual
method (Proposal neutral data 70%)
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Fig. A.9 Close test heat map with manual
method (Proposal neutral data 80%)
Fig. A.10 Close test heat map with manual
method (Proposal neutral data 90%)
Fig. A.11 Close test heat map with manual
method (Proposal neutral data 100%)
Fig. A.12 Close test heat map with VAD
method (Proposal neutral data 0%)
Fig. A.13 Close test heat map with VAD
method (Proposal neutral data 10%)
Fig. A.14 Close test heat map with VAD
method (Proposal neutral data 20%)
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Fig. A.15 Close test heat map with VAD
method (Proposal neutral data 30%)
Fig. A.16 Close test heat map with VAD
method (Proposal neutral data 40%)
Fig. A.17 Close test heat map with VAD
method (Proposal neutral data 50%)
Fig. A.18 Close test heat map with VAD
method (Proposal neutral data 60%)
Fig. A.19 Close test heat map with VAD
method (Proposal neutral data 70%)
Fig. A.20 Close test heat map with VAD
method (Proposal neutral data 80%)
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Fig. A.21 Close test heat map with VAD
method (Proposal neutral data 90%)
Fig. A.22 Close test heat map with VAD
method (Proposal neutral data 100%)
Fig. A.23 Open test heat map with manual
method (Proposal neutral data 0%)
Fig. A.24 Open test heat map with manual
method (Proposal neutral data 10%)
Fig. A.25 Open test heat map with manual
method (Proposal neutral data 20%)
Fig. A.26 Open test heat map with manual
method (Proposal neutral data 30%)
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Fig. A.27 Open test heat map with manual
method (Proposal neutral data 40%)
Fig. A.28 Open test heat map with manual
method (Proposal neutral data 50%)
Fig. A.29 Open test heat map with manual
method (Proposal neutral data 60%)
Fig. A.30 Open test heat map with manual
method (Proposal neutral data 70%)
Fig. A.31 Open test heat map with manual
method (Proposal neutral data 80%)
Fig. A.32 Open test heat map with manual
method (Proposal neutral data 90%)
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Fig. A.33 Open test heat map with manual
method (Proposal neutral data 100%)
Fig. A.34 Open test heat map with VAD
method (Proposal neutral data 0%)
Fig. A.35 Open test heat map with VAD
method (Proposal neutral data 10%)
Fig. A.36 Open test heat map with VAD
method (Proposal neutral data 20%)
Fig. A.37 Open test heat map with VAD
method (Proposal neutral data 30%)
Fig. A.38 Open test heat map with VAD
method (Proposal neutral data 40%)
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Fig. A.39 Open test heat map with VAD
method (Proposal neutral data 50%)
Fig. A.40 Open test heat map with VAD
method (Proposal neutral data 60%)
Fig. A.41 Open test heat map with VAD
method (Proposal neutral data 70%)
Fig. A.42 Open test heat map with VAD
method (Proposal neutral data 80%)
Fig. A.43 Open test heat map with VAD
method (Proposal neutral data 90%)
Fig. A.44 Open test heat map with VAD
method (Proposal neutral data 100%)
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