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途中打ち切りありの生存時間解析における例数設計法の比較














参照）に対する 3つの例数設計方法 Freedman[2]，Rubinstein et al.[7]，Lakatos[4]による
方法で打ち切りデータにおける例数設計を行い，ログランク検定での検出力を比較し，打
ち切りの発生状況によって，どの例数設計法を使用するのが適しているのかを検討する。























T：生存時間の確率変数 (T > 0)
t：T での興味のあるイベント（死亡）の観察期間
d：(0; 1)確率変数で，
　　 d = 1はイベント（死亡）が起こる場合
　　 d = 0は打ち切りの場合



















































































































また，ログランク統計量はN(E; 1)（平均 E，分散 1に従う正規分布）として扱うことで，
E = Z=2 + Z (4)
が得られる。










































































































 = 0:1; 0:2それぞれの  = (1:33，1:5，2:0，3:0)のときの平均値，中央値，真値の結果に
ついて表 2，表 3に示す。また， = 0:1のときの必要例数のヒストグラムを図 1に示す。
 = 1:33のとき，図 1を見ると分かるように，真値はほとんど中央値に近い部分にある
が，外れ値があるため平均値が大きくなっている。これは  = 1:5のときも同様のことがい




 平均値 中央値 真値
1.33 481364.4 1210.5 1207.2
1.5 5482280 596.1 597.8
2.0 243.1 207.0 207.8
3.0 90.6 85.8 86.0
表 3: Lakatosの方法の必要例数（=0.2）
 平均値 中央値 真値
1.33 359571.6 904.2 901.8
1.5 4095177 445.3 446.5
2.0 181.6 154.6 155.3













































表 4: Freedmanの方法の必要例数（ = 0:1）
 平均値 中央値 真値
1.33 9019.1 1020.1 1047.6
1.5 1973.7 523.6 523.3
2.0 221.0 190.3 189.1
3.0 88.0 83.8 84.0
表 5: Freedmanの方法の必要例数（ = 0:2）
 平均値 中央値 真値
1.33 6737.1 762.0 782.5
1.5 1474.3 391.1 392.4
2.0 165.1 142.1 141.2
3.0 65.7 62.6 62.7
Lakatosの結果と同様， = 1:33; 1:5は真値はほとんど中央値に近い部分にあるが，外れ
値があるため平均値が大きくなっている。また，実験群と対照群で生存率が同じになった
場合は無限大の値が出たので計算から外しているため，Lakatosの方法よりは平均値が安定





Lakatos，Freedmanの方法と同様， = 1:33; 1:5は真値はほとんど中央値に近い部分に
あるが，外れ値があるため平均値が大きくなっている。また， = 1:33のときに無限大の
値が出たので計算から外している。 = 2:0; 3:0の場合は，平均値と中央値との差が小さく




まず， = 0:1のときは  = 1:33の場合，Rubinsteinの方法が最も真値が小さくなって
いて，Lakatosの方法が最も大きい。Rubinsteinの方法は  = 1:33のとき以外は真値が最
も大きくなっている。Lakatosと Freedmanの方法は が大きくなると，似たような減り方
をしていて， = 3:0のときは，真値にはほとんど差がない。3つの方法すべて が大きく
なるにつれて真値は小さくなっている。
表 6: Rubinsteinの方法の必要例数（ = 0:1）
 平均値 中央値 真値
1.33 4985.9 977.0 995.2
1.5 1387.2 649.6 650.8
2.0 385.8 362.1 362.3
3.0 237.1 232.9 232.7
表 7: Rubinsteinの方法の必要例数（ = 0:2）
 平均値 中央値 真値
1.33 3816.5 814.6 829.4
1.5 1105.8 548.2 549.0
2.0 328.4 308.7 309.0
3.0 203.3 199.8 199.6
表 8: 3つの方法の打ち切りなしにおける必要例数の真値 ( = 0:1)
 1.33 1.5 2.0 3.0
Lakatos 1207.2 597.8 207.9 86.0
Freedman 1047.6 523.3 189.1 84.0
Rubinstein 995.2 650.8 362.3 232.7
表 9: 3つの方法の打ち切りなしにおける必要例数の真値 ( = 0:2)
 1.33 1.5 2.0 3.0
Lakatos 901.8 446.5 155.3 64.3
Freedman 782.5 392.4 141.2 62.7
Rubinstein 829.4 549.0 309.0 199.6
そして， = 0:2のときは  = 1:33の場合，Freedmanの方法が最も真値が小さくなって
いた。Rubinsteinの方法は  = 1:33のとき以外は真値が最も大きくなっている。 = 0:1
のときと同様に，Lakatosと Freedmanの方法は が大きくなると，似たような減り方をし



















 パターン 1(均一型)：w1が (0.03,0.03,0.03,0.03,0.03)，w2が (0.03,0.03,0.03,0.03,0.03)
のとき
 パターン 2(偏り型)：w1が (0.08,0.08,0.08,0.08,0.08)，w2が (0.03,0.03,0.03,0.03,0.03)
のとき
 パターン 3(漸増型)：w1が (0.01,0.03,0.05,0.07,0.09)，w2が (0.01,0.03,0.05,0.07,0.09)
のとき
 パターン4(ジグザグ型)：w1が (0.03,0.08,0.03,0.08,0.03)，w2が (0.03,0.08,0.03,0.08,0.03)
のとき
8.1 パターン 1(均一型)
パターン 1の状況での 3つの方法の必要例数の真値を比較したものを表 10，表 11に示す。
表 10: 3つの方法の打ち切りありにおける必要例数の真値 (パターン 1,  = 0:1)
 1.33 1.5 2.0 3.0
Lakatos 1230.2 612.1 212.5 87.8
Freedman 1080.0 541.6 194.9 86.6
Rubinstein 1007.1 656.1 363.9 233.4
表 11: 3つの方法の打ち切りありにおける必要例数の真値 (パターン 1,  = 0:2)
 1.33 1.5 2.0 3.0
Lakatos 918.9 457.2 158.7 65.6
Freedman 806.7 404.5 145.6 64.7
Rubinstein 837.8 552.8 310.2 200.1
8.2 パターン 2(偏り型)
パターン 2の状況での 3つの方法の必要例数の真値を比較したものを表 12，13に示す。
表 12: 3つの方法の打ち切りありにおける必要例数の真値 (パターン 2,  = 0:1)
 1.33 1.5 2.0 3.0
Lakatos 1837.3 808.6 250.1 97.3
Freedman 1108.6 555.9 200.1 88.9
Rubinstein 1017.3 660.5 365.3 234.0
表 13: 3つの方法の打ち切りありにおける必要例数の真値 (パターン 2,  = 0:2)
 1.33 1.5 2.0 3.0
Lakatos 1372.4 604.0 186.8 72.7
Freedman 828.1 415.2 149.5 66.4
Rubinstein 844.9 555.9 311.2 200.5
8.3 パターン 3(漸増型)
パターン 3の状況での 3つの方法の必要例数の真値を比較したものを表 14，表 15に示す。
表 14: 3つの方法の打ち切りありにおける必要例数の真値 (パターン 3,  = 0:1)
 1.33 1.5 2.0 3.0
Lakatos 1244.6 619.2 214.9 88.8
Freedman 1102.7 553.0 199.0 88.4
Rubinstein 1015.2 659.6 365.0 233.9
表 15: 3つの方法の打ち切りありにおける必要例数の真値 (パターン 3,  = 0:2)
 1.33 1.5 2.0 3.0
Lakatos 929.7 462.5 160.5 66.4
Freedman 823.7 413.0 148.7 66.0
Rubinstein 843.4 555.3 311.0 200.4
8.4 パターン 4(ジグザグ型)
パターン 4の状況での 3つの方法の必要例数の真値を比較したものを表 16，表 17に示す。
表 16: 3つの方法の打ち切りありにおける必要例数の真値 (パターン 4,  = 0:1)
 1.33 1.5 2.0 3.0
Lakatos 1249.7 621.8 215.7 89.0
Freedman 1102.7 553.0 199.0 88.4
Rubinstein 1015.2 659.6 365.0 233.9
表 17: 3つの方法の打ち切りありにおける必要例数の真値 (パターン 4,  = 0:2)
 1.33 1.5 2.0 3.0
Lakatos 933.5 464.5 161.1 66.5
Freedman 823.7 413.0 148.7 66.0
Rubinstein 843.4 555.3 311.0 200.4
9 検証
9.1 ログランク検定による 3つの方法の検出力を求めるプログラム







る。打ち切りなしの場合の検出力は， = 0:1の場合，表 18より， = 1:33のときは，ど
の例数設計法も検出力 90%に近いことが分かる。しかし，どの例数設計法も  = 1:33よ
り大きくなると，想定した検出力よりも離れていることが分かる。Rubinsteinの方法は検
出力 90%が保てていない。また，Lakatosの方法は少し過剰に評価されている。 = 0:2
の場合のときも，表 19より， = 1:33のときは，どの例数設計法も検出力 80%に近いが，
 = 0:1と比べると，Rubinsteinの方が Lakatosよりも近い検出力 80%を取っている。ど





表 18: 打ち切りなしの場合の検出力 ( = 0:1)
 1.33 1.5 2.0 3.0
Lakatos 0.9397 0.9408 0.9357 0.94449
Freedman 0.903 0.906 0.9166 0.9411
Rubinstein 0.8876 0.9582 0.996 0.9999
表 19: 打ち切りなしの場合の検出力 ( = 0:2)
 1.33 1.5 2.0 3.0
Lakatos 0.8639 0.8574 0.8524 0.8716
Freedman 0.8105 0.8097 0.8168 0.861
Rubinstein 0.8327 0.9152 0.9893 0.9998
9.3 打ち切りありの場合の検出力
表 10～17に示した必要例数を用いて，シミュレーションより得られた検出力を示してい
る。打ち切りありの場合の検出力は， = 0:1; 0:2の場合どちらも表 20，表 21，表 24，表
25，表 26，表 27より，打ち切りなしと同様， = 1:33のときは，どの例数設計法も想定し




ているが，どの例数設計法も  = 1:33より大きくなると，想定した検出力よりも離れて
いるので注意が必要である。脱落率が均一型，漸増型，ジグザグ型の 3パターンであると，
Freedmanの方法が優れていると思われる。
表 20: パターン 1(均一型)のときの検出力 ( = 0:1)
 1.33 1.5 2.0 3.0
Lakatos 0.9353 0.9329 0.9357 0.9388
Freedman 0.9008 0.9017 0.9154 0.9388
Rubinstein 0.88 0.9452 0.9952 0.9999
表 21: パターン 1(均一型)のときの検出力 ( = 0:2)
 1.33 1.5 2.0 3.0
Lakatos 0.8507 0.8531 0.8547 0.8595
Freedman 0.8061 0.8118 0.8237 0.8595
Rubinstein 0.8194 0.9102 0.9896 0.9994




表 22: パターン 2(偏り型)のときの検出力 ( = 0:1)
 1.33 1.5 2.0 3.0
Lakatos 0.927 0.9301 0.9355 0.9399
Freedman 0.7575 0.8187 0.8772 0.9166
Rubinstein 0.7202 0.8763 0.9869 0.9997
表 23: パターン 2(偏り型)のときの検出力 ( = 0:2)
 1.33 1.5 2.0 3.0
Lakatos 0.8447 0.8428 0.8443 0.857
Freedman 0.6372 0.6921 0.7612 0.8249
Rubinstein 0.6428 0.8071 0.9715 0.9991
表 24: パターン 3(漸増型)のときの検出力 ( = 0:1)
 1.33 1.5 2.0 3.0
Lakatos 0.9332 0.9365 0.9403 0.9387
Freedman 0.9058 0.9075 0.9255 0.9387
Rubinstein 0.8803 0.9513 0.9959 0.9998
表 25: パターン 3(漸増型)のときの検出力 ( = 0:2)
 1.33 1.5 2.0 3.0
Lakatos 0.8532 0.8536 0.8561 0.8685
Freedman 0.8115 0.8138 0.8301 0.8685













りなしの場合と打ち切りありの場合も  = 1:33; 1:5のとき，どの例数設計法に関しても外
表 26: パターン 4(ジグザグ型)のときの検出力 ( = 0:1)
 1.33 1.5 2.0 3.0
Lakatos 0.935 0.9344 0.9373 0.9389
Freedman 0.9041 0.9063 0.9217 0.9389
Rubinstein 0.8786 0.9466 0.9952 0.9999
表 27: パターン 4(ジグザグ型)のときの検出力 ( = 0:2)
 1.33 1.5 2.0 3.0
Lakatos 0.8521 0.858 0.8531 0.8636
Freedman 0.8048 0.8114 0.8227 0.8636
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