Abstract. We characterize several classes of test functions, among them Björck's ultrarapidly decaying test functions and the Gelfand-Shilov spaces of type S, in terms of the decay of their short-time Fourier transform and in terms of their Gabor coefficients.
The definition of the Fourier transform on the level of distributions is founded on a solid theory of spaces of test functions that are invariant under the Fourier transform.
In the standard theories, classes of test functions are defined by separate conditions on time and frequency. The typical example is the Schwartz class S, where a member ϕ ∈ S is defined by the rapid decay of all derivatives D p ϕ and D q ϕ. However, many applications, for instance the concept of phase space content in quantum mechanics, or the local frequency spectrum in signal analysis, require a joint time-frequency description of functions. This point of view motivated us to look closely at the joint time-frequency behavior of test functions and distributions. In the context of time-frequency analysis, such an investigation is carried out conveniently by means of the short-time Fourier transform and its relatives, such as the radar ambiguity function or the Wigner distribution. Earlier results in this direction have been obtained by Janssen [20] and Cho [5] for certain Gelfand-Shilov spaces and by the authors for the Schwartz class [17] . The investigation of certain small modulation spaces (Banach spaces contained in S) and the duals in [14, 25, 27] can also be seen in this context.
Our objective is a more comprehensive analysis of spaces of test functions and corresponding distributions. We will investigate the time-frequency behavior of functions in Björck's spaces of ultra-rapidly decaying test functions [1] and in the Gelfand-Shilov spaces or Gevrey classes [13, 18] . These classes of test functions are refinements of the Schwartz class and occur often in the theory of partial differential equations [18] . Our main result yields a characterization of these spaces by their joint time-frequency behavior (Theorems 2.7, 3.8 and 3.11). From the point of view of time-frequency analysis these characterizations are quite natural, though not yet established in analysis. To persuade the reader of the convenience and usefulness of these characterizations, we give three applications. Firstly, we will give a new proof of Kashpirovskij's theorem [22] which shows that the usual definition of spaces of test functions can be weakened and can be done solely by decay conditions without using derivatives (Cor. 2.9 and 3.9). Secondly, we give a significant improvement of Janssen's theorem on the window design for Gabor frames in Thm. 4.2. Thirdly, we then characterize ultra-rapidly decaying test functions by their Gabor coefficients.
The paper is organized as follows: In Section 2, we introduce Björck's ultra-rapidly decaying test functions and ultra-distributions, and investigate their joint time-frequency behavior by using the techniques developed in [17] . In Section 3, a similar program is carried out for the spaces of type S (or Gevrey classes) of Gelfand and Shilov. Their characterization by means of the STFT is more challenging and will be given in Theorem 3.8 and Corollary 3.11. Finally, in Section 4 we present a different perspective on spaces of test functions in terms of so-called modulation spaces and give another characterization of ultra-rapidly decaying test functions by means of Gabor frames.
1.1. The short-time Fourier transformation (STFT). Our main tool for the investigation of test functions and distributions will be the short-time Fourier transform.
Definition. The short-time Fourier transform (STFT) of a function or distribution f on R d with respect to the non-zero window g is defined as
where as usual T x f (t) = f (t−x) is the translation operator and M ξ f (t) = e 2πiξt f (t) is the modulation operator.
The quantity V g f (x, ξ) is a measure for the amplitude of the frequency band near ξ at time x. We will heavily use the following properties of the STFT. Lemma 1.1. For functions f , f i , g, g i , and h ∈ S(R d ), the STFT has the following properties.
(i) (Inversion formula)
(ii) (STFT of the Fourier transforms)
(iii) (Fourier transform of the STFT)
The proofs are straightforward calculations and can be found, e.g., in [14, 17] .
Notation.
We use standard multi-index notation and write
We shall denote the Euclidean norm by x and the 1 -norm by
while by the absolute value of a vector, we mean the vector of absolute values |x| = (|x 1 |, . . . , |x d |).
Ultra-rapidly decaying test functions
and tempered ultra-distributions 2.1. Weight functions. In general, a weight function is simply a nonnegative, locally integrable function on R d . Following [28] , we define M to be the collection of all nonnegative functions w on R d such that w(t) = σ( t ), where σ(r) is an increasing continuous concave function on [0, ∞) with
Consequently, w ∈ M implies that w is subadditive, i.e., w(t 1 +t 2 ) ≤ w(t 1 )+w(t 2 ) for all t 1 , t 2 ∈ R d , and thus we have for λ > 0 that m = e λw is submultiplicative, i.e., m(0) = 1 and
A standard class of weight functions is given by
For s > 0, the function m s is submultiplicative, and we have w s = log(m s ) ∈ M.
Definition. For w ∈ M, the space S w (R d ) of ultra-rapidly decaying test functions [28] is the Fréchet space of functions on R d generated by the family of seminorms
Its dual is the space S w (R d ) of tempered ultra-distributions. Here continuity of a linear functional f means that there exist constants C, λ, µ > 0 and integers
Obviously, if we choose w(t) = log(1 + t ), we obtain S w (R d ) = S(R d ), the Schwartz space [26] , and consequently
, the space of tempered distributions.
Lemma 2.1. Given w ∈ M, we have for λ > 0 that
for a constant C λ depending on λ only.
Proof. We show first that
For t−x ≤ x /2, we have t ≥ x /2, so
where in the last inequality, we made use of w(x) = σ( x ) with σ concave and σ(0) = 0, thus σ( x/2 ) ≥ (σ(0) + σ( x ))/2 = σ( x )/2. Now, we use
which implies the claim. 
Proof. (i) Obviously, we have
Furthermore, Leibniz's rule implies
Combining (2.3) and (2.4) yields
(ii) follows from (i) by using the isometry property
Corollary 2.3. Time-frequency shifts act continuously on S w and weak*-continuously on S w .
Proof. We have to show that for
The convergence of the first term, as x , ξ → 0, is immediate for g ∈ C ∞ with compact support. Since compactly supported functions are dense in S w (R d ), the convergence in the general case follows from a 3 ε-argument. The terms in r converge to 0, because r = 0.
which shows the weak*-continuity in S w (R d ).
This last statement implies that the STFT of a tempered ultra-distribution is a continuous function on the time-frequency plane. We can say more about its growth, and we can also characterize elements of S w (R d ) by the decay properties of their STFT, as the following results show.
Then V g f is continuous, and there are constants C, λ, µ > 0 such that
Proof. The continuity of f as a linear functional on
With the identity of Lemma 2.2, we obtain
Since g ∈ S w (R d ), the right hand side can be written as C e λw(x) q(|ξ 1 |, . . . ,
, where p and q are polynomials of degree N and M on R d . Consequently we obtain |V g f (x, ξ)| ≤ C e λ w(x)+µ w(ξ) for all λ > λ, µ > µ. The continuity of V g f follows from Corollary 2.3.
Then V g f is continuous, and there are integers M , N ≥ 0 and a constant C > 0 such that
Then the integral
Proof. The integral in (2.5) is absolutely convergent in t. Thus we may differentiate under the integral sign as long as the resulting integral is absolutely convergent, uniformly on compact sets. The latter is certainly true by virtue of the assumptions on g and F . Thus we obtain with Lemma 2.2
Similarly, the identity
, the following are equivalent:
For the special case F = V g f in (2.5), we obtain the inversion formula (Lemma 1.1(ii)). Thus by Proposition 2.6, we have f ∈ S w (R d ).
(i) ⇒ (ii). Let λ > 0 and write g(t) = g(−t). Then
which implies
Analogously, using Lemma 1.1(vi)
where
The square root of the product yields
Since this holds for all λ > 0, the STFT V g f decays ultra-rapidly as claimed.
Remark. (i) Corollary 2.8 can be considered folklore, it is implicitely given in [12] , occurs in [17, 14] and also follows from an abstract result about the smoothness of square integrable representations of nilpotent Lie groups [9] .
(ii) A more economic proof of Theorem 2.7 requires only the implications (i) ⇒ (iii) ⇒ (ii) ⇒ (i). For the sole proof of the theorem, the step (i) ⇒ (ii) is not necessary. Note, however, that we have proved the following much stronger result, which has already been obtained in [8] with completely different methods. For the special case of the Schwartz space S(R d ), this was already obtained in [6, 24] .
Corollary 2.9. The space S w (R d ) can also be defined as the Fréchet space of functions on R d generated by the family of seminorms
Proof. Consider S w (R d ) and S w (R d ) to be the Fréchet spaces of functions on R d generated by the family of seminorms A w (defined in (2.1)) and A w , respectively. Since A w ⊇ A w , we obviously have 
as a function of the order p, q ∈ N d 0 , where X is the multiplication operator (X p f )(x) = x p f (x). This approach leads to the Gelfand-Shilov spaces and will be treated next.
Recall that we write
(a) We define S α to be the space of all functions f ∈ C ∞ (R d ) with the property that there exist constants
(b) We define S β to be the space of all functions f ∈ C ∞ (R d ) with the property that there exist constants
(c) We define S β α to be the space of all functions f ∈ C ∞ (R d ) with the property that there exist constants
3)
The topology on the spaces of type S is defined by declaring which sequences are convergent.
Definition. A sequence (f n ) n∈N in a space of type S converges to 0, if the constants in (3.1)-(3.3) can be chosen uniformly in n, and for each q ∈ N d 0 , we have D q f n → 0 uniformly on compact sets. Lemma 3.1.
(i) ( [13] , § IV.9) For any α, β ≥ 0, the spaces S α and S β are nontrivial. Also, S 
(ii) ( [13] , § IV.9) In view of Lemma 3.1 we will carry out the proofs as follows: (a) we will first prove each statement for the class S α , (b) then the corresponding statement for S β is obtained by taking Fourier transform, (c) finally, the statement for S β α is a consequence of combining (a) and (b) with Kashpirovskij's theorem. 
Corollary 3.3.
(i) Time-frequency shifts act continuously on all spaces of type S, and weak*-continuously on their duals.
(ii) Let g be an element of a space of type S, and f in the dual space. Then V g f is continuous.
Proof. (i) We saw in Section 2 already that time-frequency shifts act continuously on S.
For any f in a space of type S, we have f ∈ S, and thus
where in a slight abuse of notation, we have written A+|x| = (A 1 +|x 1 |, . . . , A d +|x d |) and 1+2π|ξ| = (1+2π|ξ 1 |, . . . , 1+2π|ξ d |). So we have for |x|, |ξ| ≤ 1 that
which shows the weak*-continuity in S α . S β and S β α are treated analogously. (ii) is an immediate consequence of (i).
For the next result, we will need the following estimate. The following result is analogous to Proposition 2.6 for S w (R d ). We write max{α,
Proposition 3.5. Let α, α , β, β ≥ 0, and denote α = max{α, α }, β = max{β, β }.
, and consider
and h ∈ S β α , then f ∈ S β α . Proof. (a) First, we show that the assumption on F implies
with modified constants C q and A. Writing again 1+|x| = (1+|x 1 |, . . . , 1+|x d |) etc., we observe that
By the assumption on F , the integral in (3.4) is absolutely convergent. Thus we may differentiate under the integral sign, as long as the resulting integral is absolutely convergent, uniformly on compact sets. But the latter is certainly true by virtue of the assumptions on F and h, and we obtain with Lemma 3.2
The Fourier transformation applied to (3.4) yields
Note that by the assumption on F , the function F (y, η) = e −2πiηy F (−η, y) satisfies
and that by Lemma 3.1.
(ii), h ∈ S β . So we may apply (a) to F and h, which yields f ∈ S β or, again by Lemma 3. there are constants A 1 , . . . , A d , B 1 , . . . , B d , C > 0 such that
Proof. Apply Proposition 3.5 with F = V g f and appropriate h. Note that the existence of appropriate candidates for h is guaranteed by Lemma 3.1.(i).
Corollary 3.7 (Uncertainty principle).
Let f , g ∈ S(R d ), and assume that for some α, β ≥ 0, there are constants
A converse of Corollary 3.6 is contained in the next theorem. (a) If f and g satisfy
Since the hypothesis on f and g imply that f, g ∈ S, Corollary 2.8 shows that V g f ∈ S and consequently we have
(b) By Lemma 1.1.
(ii), we may employ (a) to obtain
(c) Now we may make use of both (a) and (b), which yields
Remark. In the proofs of Proposition 3.5.(b) and (c), we were able to apply (a) by making use of Lemma 3.1.
(ii) and (iii). Note, though, that the proof of Proposition 3.5.(a) can be modified easily to prove (b) and (c) directly. With this modification, Proposition 3.5 and Theorem 3.8 yield a new, fairly elegant proof of Kashpirovskij's theorem (Lemma 3.1(iii)), namely, via the following characterizations of the spaces of type S.
Corollary 3.9. Let α, β ≥ 0.
(a) S α is the space of all functions f ∈ C ∞ (R d ) with the property that there exist constants
(b) S β is the space of all functions f ∈ C ∞ (R d ) with the property that there exist constants
(c) S β α is the space of all functions f ∈ C ∞ (R d ) with the property that there exist constants
A somewhat more general form of part (c) of the above can already be found in [7] . This characterization yields a much stronger result on V g f . 
On the other hand, since ( V g f )(η, y) = e 2πiηy g(η) f (−y) (cf., Lemma 1.1.(iii)) with f ∈ S α and g ∈ S β , we have
Now we apply Corollary 3.9.(c), which yields the claim.
For the case α = α and β = β , we obtain a characterization of S β α in terms of the STFT in analogy to Theorem 2.7.
Corollary 3.11. Let α, β ≥ 0, and g ∈ S β α \ {0}. Then for f ∈ (S β α ) , the following are equivalent: 
While (3.5) is similar to Definition 2.1, the ultra-rapid decay is required only for a single pair (λ, µ) instead of all λ, µ ≥ 0; this might explain the considerable difference in the technical treatment of S w (R d ) and S β α . Similar characterizations hold for S α and S β . See [13] for this aspect of the spaces of type S.
Proceeding as in the previous section, it is then possible to show the following characterization of S β α (and of S α and S β ). 
(iii) There exist constants λ 1 , . . . , λ d , µ 1 , . . . , µ d > 0 such that
Remark. The equivalence of (i) and (ii) is essentially proved in [5] (using the Wigner distribution instead of the STFT). Also, in [21] , the Wigner distribution has been used to characterize spaces of Björck and of Gelfand-Shilov type. In some applications, even stronger decay conditions on the short-time Fourier transform are considered, see, e.g., the superexponential decay conditions in the design of windows for Gabor frames [2] . In this case the weight function v is no longer assumed to be submultiplicative and may thus grow faster than exponentially, e.g., v(z) = e a z c for some c > 1. It still makes sense to consider the modulation spaces M 
