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Álgebra geométrica y geometrías ortogonales
por
Sebastià Xambó
A David Hestenes en el cincuentenario de Space-time Algebra
Resumen. El objeto de este artículo es exponer una presentación axiomá-
tica del álgebra geométrica e indicar cómo se aplica al estudio de los grupos
asociados a las geometrías ortogonales. Este enfoque proporciona un acceso
rápido a los conceptos, estructura las interdependencias entre los enunciados
más relevantes, y suministra claves que redundan en la transparencia de las
demostraciones. El propósito no es otro que aportar una base matemática ase-
quible que facilite el estudio de las diversas aplicaciones del álgebra geométrica
a contextos matemáticos, de física matemática o de ingeniería lato sensu.
1. Introducción
El contenido de este artículo es un destilado de algunos materiales expuestos,
entre marzo de 2015 y agosto de 2016, en dos cursillos impartidos en la Universidad
de San Luis Potosí (México), en dos cursillos impartidos en el Instituto de Matemá-
ticas de la Universidad de Valladolid, y en las conferencias impartidas en la Escuela
Santaló 2016. Su objeto es exponer las bases del álgebra geométrica mediante un
tratamiento axiomático y aportar todos los detalles matemáticos que nos parecen
imprescindibles para ulteriores aplicaciones, particularmente a la física matemática.
La presentación axiomática propiamente dicha se detalla en la sección 2. Aquí el
énfasis recae, después de enunciar los axiomas y su significación, en la introducción
y estudio de una constelación de conceptos y resultados que emergen de dichos
axiomas. Destacan la graduación lineal canónica, los productos exterior e interior,
las involuciones de paridad y de reversión, y una colección de fórmulas que relacionan
estos elementos y facilitan su manipulación efectiva.
En la sección 3 se introduce el grupo de versores de un álgebra geométrica, así
como los subgrupos de pinores, espinores y rotores, y se establecen las relaciones fun-
damentales que existen con el grupo ortogonal (versores y pinores) y con el grupo
especial ortogonal (espinores y rotores). La sección termina con el ejemplo arquetí-
pico de los rotores planos de un espacio euclídeo.
La última sección se destina a profundizar en el estudio de los grupos mencionados
en el párrafo anterior, vistos como grupos de Lie. En este estudio juegan un papel
fundamental la caracterización de Lipschitz del grupo de versores, el hecho de que
el grupo de rotores determina los demás grupos, y los resultados relativos al álgebra
de Lie de dicho grupo.
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Notaciones y convenciones
Si k es un número entero, ponemos k//2 para denotar el cociente entero de k





, lo cual será
usado repetidamente para sustituir el signo (−1)(
k
2) por (−1)k//2.
R denota el cuerpo de los números reales. Sus elementos se designan con letras
griegas (α, λ, ρ, ω, . . . ).1
Espacio vectorial significa R-espacio vectorial.
El símbolo E denota un espacio vectorial de dimensión finita n. Sus elementos
se denotan con letras itálicas negritas (e,u,v,x,y, . . . ). Una base típica de E se
denota e = e1, . . . , en.
Pondremos q para denotar una métrica de E, esto es, una forma bilineal simétrica
que supondremos no degenerada si no se dice lo contrario. En lugar de q(x,x), que
es la forma cuadrática asociada a q, escribiremos simplemente q(x).
Dos vectores x,y ∈ E se dice que son q-ortogonales, o simplemente ortogonales,
cuando q(x,y) = 0. De una base e tal que q(ej , ek) = 0 para j 6= k se dice que es
ortogonal. Toda métrica q (incluso si es degenerada) admite bases ortogonales.
La signatura (r, s) de q denota que en una base ortogonal e hay r vectores
tales que q(ej) > 0 y s vectores tales que q(ej) < 0. Puesto que la métrica es no
degenerada, r+s = n (si q(ej) = 0 para algún j, entonces q(ej , ek) = 0 para todo k y
la métrica sería degenerada). La definición de (r, s) no depende de la base ortogonal
usada para calcularla (ley de inercia de Sylvester).
Toda base ortogonal se puede normalizar de modo que q(ej) = ±1 para todo j.
Tales bases se llaman ortonormales. Su existencia prueba que la signatura determina
q salvo una isometría: si e′ es una base q′-ortogonal de E′ y su signatura es también
(r, s), podemos suponer, reordenando e′ si fuese necesario, que q(ej) = q′(e′j) para
todo j, y entonces el isomorfismo lineal f : E → E′ tal que f(ej) = e′j cumple
q′(f(x), f(y)) = q(x,y) cualesquiera que sean x,y ∈ E.
Por álgebra entendemos un espacio vectorial no nulo A (posiblemente de dimen-
sión infinita) dotado de un producto bilineal A × A → A, (x, y) 7→ x ∗ y. Si no se
dice explícitamente lo contrario, también suponemos que el producto es asociativo,
(x∗y)∗z = x∗ (y ∗z), y unital (existe 1A ∈ A tal que 1A 6= 0A y 1A ∗x = x∗1A = x
para todo x ∈ A).
El álgebra tensorial de E, (TE,⊗), es la suma directa de las potencias tensoriales
T kE de E (k > 0),
TE =⊕k>0T kE = R⊕ E ⊕ T 2E ⊕ · · ·
dotada del producto tensorial ⊗. Es un álgebra graduada, esto es, x⊗ x′ ∈ T k+k′E
cuando x ∈ T kE y x′ ∈ T k′E.
Si e1, . . . , en es una base de E, los nk productos
ej1 ⊗ · · · ⊗ ejk , j1, . . . , jk ∈ {1, . . . , n},
1Muchas de las consideraciones que siguen son válidas si en lugar de R se toma un cuerpo
conmutativo cualquiera de característica distinta de 2. Optamos por R porque es el único cuerpo
relevante, en el contexto del álgebra geométrica, para las aplicaciones físicas y de ingeniería.
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forman una base de T kE. En particular, dimT kE = nk, mientras que dimTE =∞.
Propiedad universal: Si f : E → E′ es una aplicación lineal, existe un único
homomorfismo de álgebras f⊗ : TE → TE′ tal que f⊗(e) = f(e) para todo e ∈ E.
En particular, existe un único automorfismo del álgebra TE, x 7→ x̂, tal que
ê = −e para todo e ∈ E. Este automorfismo es involutivo y se llama involución de
paridad de TE. Nótese que para todo x ∈ T kE, x̂ = (−1)kx.
También existe un único antiautomorfismo de álgebras de TE, x 7→ x̃, tal
que (x1 ⊗ · · · ⊗ xk)˜ = xk ⊗ · · · ⊗ x1 para todo k > 1 y cualesquiera que sean
x1, . . . ,xk ∈ E. Es claramente involutivo y se llama (involución de) reversión de TE.
El fundamento de esta construcción es que la aplicación Ek → T kE, (x1, . . . ,xk) 7→
xk ⊗ · · · ⊗ x1, es multilineal y, en consecuencia, existe una única aplicación lineal
T kE → T kE tal que x1 ⊗ · · · ⊗ xk 7→ xk ⊗ · · · ⊗ x1.
El álgebra exterior (o álgebra de Grassmann) asociada a E, (∧E,∧), es la suma
directa de las potencias exteriores ∧kE de E (0 6 k 6 n),
∧E =⊕nk=0∧kE = R⊕ E ⊕∧2E ⊕ · · · ⊕∧nE
dotada del producto exterior ∧. Es un álgebra graduada, pues x ∧ x′ ∈ ∧k+k′E
cuando x ∈ ∧kE y x′ ∈ ∧k′E, conviniendo que ∧rE = {0} para r > n. El producto
exterior es anticonmutativo (o superconmutativo): si x ∈ ∧kE y x′ ∈ ∧k′E,
x ∧ x′ = (−1)kk
′
x′ ∧ x.








= ej1 ∧ · · · ∧ ejk , 1 6 j1 < · · · < jk 6 n,
forman una base de ∧kE. En particular, dim∧kE = (nk) y dim∧E = 2n.
2. Presentación axiomática del Álgebra Geométrica
El primer capítulo de [5] (titulado Geometric Algebra) proporciona una sinopsis
funcional del álgebra geométrica. De sus siete secciones, las cinco primeras son gene-
rales y las dos últimas tratan los casos particulares del espacio euclídeo ordinario y
del espacio de Minkowski. A esas escasas 33 páginas hay que añadir los cuatro apén-
dices A–D (12 páginas) destinados a exponer diversas cuestiones técnicas. Aunque
tendremos en cuenta estos materiales, y otros posteriores, como [6] (Capítulo 1, Geo-
metric Algebra, páginas 1–43), en esta ocasión nos parece más adecuado estructurar
nuestro análisis como un compendio, formulado en lenguaje matemático estándar,
de las aproximaciones que consideramos más representativas, que incluyen, además
de las mencionadas obras de Hestenes, los estudios [10] y [1], e importantes preci-
siones de otros autores, como por ejemplo [9], [2] y [3]. Dado que se está lejos de
disponer de un sistema de notaciones bien establecido, usamos las que nos parecen
más adecuadas.
562 Álgebra geométrica y geometrías ortogonales
2.1. Axiomas
Empecemos con una presentación axiomática del Álgebra Geométrica que nos va a
permitir establecer primero resultados de existencia y unicidad y después desarrollar,
para cada signatura (r, s), la estructura de la única álgebra geométrica G = Gr,s.
Un álgebra geométrica (AG) es una estructura con los ingredientes descritos en
A0 y que satisface las propiedades A1–A4 que se declaran a continuación:
A0. Estructura: Un álgebra A con un subespacio distinguido E ⊆ A que no contiene
la unidad 1 = 1A. Ponemos (A, E) para denotar esta estructura. Los elementos de
R ⊆ A (vía la aplicación λ 7→ λ1A) se llaman escalares y los de E, vectores. Nótese
que R ∩ E = {0}. El producto de A se llama producto geométrico y se denota xy
(yuxtaposición de los factores).
A1. A está generada por E como una R-álgebra. En otras palabras, 1A y los produc-
tos de un número finito de vectores generan A como espacio vectorial. Si convenimos
que 1A es un producto de cero vectores, basta con la segunda condición.
A2. Regla de contracción: x2 ∈ R para todo vector x.
Este axioma fue introducido en esencia por Clifford y tiene un carácter fundamental
en comparación con los otros, que son de naturaleza más bien técnica.
La magnitud |x| > 0 de x ∈ E se puede definir por la relación |x|2 = εxx2,
siendo εx el signo de x2, que en este contexto se llama signatura de x. En particular
se tiene que |x| = 0 si y sólo si x2 = 0 (de tales vectores se dice que son isótropos).
Los vectores de magnitud 1 se dice que son unitarios.
Nótese que si x es no isótropo, entonces x es invertible y x−1 = x/x2 ∈ 〈x〉 ⊆ E.
Si x,y ∈ E, definimos q(x,y) = 12 (xy + yx).
Lema 2.1. q(x,y) ∈ R.
Demostración. La propiedad distributiva del producto nos permite escribir
(x + y)2 = x2 + xy + yx + y2.
Puesto que x2,y2, (x + y)2 ∈ R, se sigue que xy + yx = 2q(x,y) ∈ R.
Como q(x,y) ∈ R es una función simétrica y bilineal, es una métrica (posible-
mente degenerada) para E (métrica de Clifford o simplementemétrica). La expresión
xy +yx = 2q(x,y) es la relación de Clifford. Poniendo y = x, se obtiene q(x) = x2,
lo que significa que la regla de contracción y la relación de Clifford son equivalentes.
Nótese que dos vectores son ortogonales si y sólo si anticonmutan.
A3. Supondremos que la métrica de Clifford q es no degenerada. Su signatura se
denota (r, s).
Para la formulación del axioma A4 tenemos que dedicar un cierto espacio a
consideraciones preliminares, que por otra parte tienen un papel importante en todo
el sistema.
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Supongamos que e es ortogonal (u ortonormal cuando así se indique). Sea N =
{1, . . . , n} (conjunto de índices) y, si K = k1, . . . , kl es una sucesión (finita) de
índices, pongamos eK = ek1 · · · ekl . Por último, sea B = {eJ}, J ⊆ N = {1, . . . , n}
(a los subconjuntos de N los llamamos multiíndices).
Proposición 2.2. B es un sistema de generadores de A como espacio vectorial.
Como consecuencia, dimA 6 2n.
Demostración. Los elementos de la forma eK , siendo K una sucesión finita de
índices cualquiera, generan A como espacio vectorial (usar A1, la bilinealidad del
producto, y el convenio e∅ = 1). Los eK con k1 6 · · · 6 kl también generan A como
espacio vectorial. En efecto, puesto que ekej = −ejek, el producto eK es igual a
(−1)t(K)e
K̃
, siendo K̃ el resultado de reordenar K en orden no decreciente y t(K)
el número de inversiones en la secuencia K. Después de esto, los factores repetidos
aparecen agrupados y se pueden simplificar con la regla de contracción. El resultado
es un múltiplo escalar de algún eJ ∈ B.
Proposición 2.3 (Fórmula de Artin). Si I, J son multiíndices,
eIeJ = (−1)t(I,J)qI∩JeI M J ,
siendo I M J la diferencia simétrica de I y J , qK = q(ek1) · · · q(ekl) para cualquier
secuencia de índices K = k1, . . . , kl, y t(I, J) el número de inversiones en la secuen-
cia I, J que resulta de concatenar I y J . En particular, e2J = (−1)|J|//2qJ .
Demostración. Al reordenar eIeJ en orden no decreciente, se producirán t(I, J)
cambios de signo, los factores repetidos serán e2k = q(ek) para k ∈ I ∩ J y el pro-
ducto restante será eI M J . Para la segunda afirmación, basta recordar que t(J, J) =
(−1)(
|J|
2 ) = (−1)|J|//2.
Grupo de Clifford: Si e es ortonormal, B± = {±eJ | eJ ∈ B} es un grupo
multiplicativo (por la fórmula de Artin) y |B±| 6 2× 2n = 2n+1.
Proposición 2.4 (Regla de conmutación). Si J y K son multiíndices, entonces
eKeJ = (−1)c(−1)|J||K|eJeK , siendo c = |I ∩ J |.
Demostración. En efecto, hay |J ||K| pares (ji, kl) (i = 1, . . . , |J |, l = 1, . . . , |K|).
El número de pares con ji > kl es t(J,K), el de pares con kl > ji es t(K,J), y hay
c pares tales que ji = kl (coincidencias). Por tanto |J ||K| = t(J,K) + t(K,J) + c, o
bien t(K,J) ≡ |J ||K|+ c+ t(J,K) mod 2. La afirmación resulta ahora inmediata,
pues J ∩ I = I ∩ J y J M I = I M J .
Observación 2.5. Las fórmulas de las proposiciones 2.3 y 2.4 se pueden ver como
algoritmos para obtener la tabla de los productos geométricos de los generadores
B, la cual se puede usar para calcular el producto geométrico (como ilustración,
véanse los ejemplos 2.20 y 2.21). Obsérvese que si la base es ortonormal, entonces
eIeJ = ±eI M J , eJeI = ±eIeJ y e2J = ±1.
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El análisis de la (in)dependencia lineal de B se suele formular siguiendo las pau-
tas indicadas por M. Riesz en [10], con enmiendas debidas a varios autores (véase,
por ejemplo, la discusión en [11, pp. 43–44]). Pero lamentablemente ninguna de las
enmiendas que conocemos señala una suposición implícita en el argumento básico
de Riesz. Cuando se pone de manifiesto esta suposición, el camino más expeditivo,
que es el que seguiremos aquí, es formularla como un axioma y mostrar con ejemplos
que es realmente necesario. Este proceder tiene la ventaja de que evita prolijas dis-
cusiones, salvo en los ejemplos aludidos, sobre la existencia de álgebras incompletas
(o no universales), en el sentido que se dirá, y sobre su estructura.
A4. Existe una base ortonormal e tal que eL 6= ±1 para todo multiíndice L 6= ∅.
En lo que sigue, y hasta nuevo aviso, supondremos que e satisface A4. El lema
que sigue garantiza que B satisface la «suposición implícita» a la que hemos aludido.
Lema 2.6. Si J y K son multiíndices y J 6= K, entonces eJe−1K 6= ±1 o, equivalen-
temente, eJ 6= ±eK .
Demostración. Se tiene e−1K = ±eK y eJe
−1
K = ±eJeK = ±eJ MK (por ser e
ortonormal) y eJ MK 6= ±1 (por A4, ya que J MK 6= ∅).
Teorema 2.7. El conjunto B es linealmente independiente y por tanto dimA = 2n.
Demostración. La idea esencial es de Riesz [10]. Supongamos que se verifica una
relación lineal
∑
J λJeJ = 0. Queremos mostrar que entonces λK = 0 para cual-
quier K. A tal fin, bastará ver que λ∅ = 0, pues el lema anterior asegura que si
multiplicamos la relación inicial por e−1K se obtiene una relación similar cuyo tér-
mino e∅ tiene coeficiente λK .




k = 0. Dado que
ek conmuta o anticonmuta con eJ , es inmediato inferir la relación
∑
J λJeJ = 0 en
la que la suma se extiende a los eJ que conmutan con todos los ek. Ahora notemos
que eJ anticonmuta con cualquiera de sus factores cuando |J | es par y positivo, y
que anticonmuta con cualquier ek tal que k /∈ J cuando cuando |J | es impar. Puesto
que tales k existen si n es par (cualquier k ∈ N − J 6= ∅), en ese caso sólo queda la
relación λ∅ = 0, como se quería ver.
Podemos pues suponer que n es impar. El argumento anterior muestra que el
único J que no se puede excluir es N , de manera que nos queda una relación de
la forma λ∅ + λNeN = 0. La demostración será completa si vemos que λN = 0.
Razonemos por reducción al absurdo: no puede ser λN 6= 0 porque esto nos llevaría
a la relación eN = λ ∈ R y ésta a la contradicción (de A4) eN = ±1, pues de
±1 = e2N = λ2 se desprende que λ2 = 1.
Observación 2.8. Está claro que si dim(A) = 2n, entonces B es linealmente inde-
pendiente para cualquier base ortogonal y por tanto A4 se satisface para cualquier
base ortonormal. Queda así claro que en lugar de A4 podíamos haber optado por su-
poner directamente que dim(A) = 2n (álgebras completas). Esto evitaría el teorema
2.7, pero nos dejaría a oscuras acerca de la existencia y naturaleza de álgebras que
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satisfacen todos los axiomas excepto A4 (álgebras incompletas) y sobre las cuales
se incluyen unas breves indicaciones en el ejemplo 2.15.
Proposición 2.9. Sean A y A′ álgebras geométricas con la misma signatura y E, E′
los correspondientes espacios de vectores. Sea f : E → E′ una isometría. Entonces
existe un único homomorfismo de álgebras f ] : A → A′ que coincide con f en E y
este homomorfismo es un isomorfismo.
Demostración. Tomemos e ortonormal y sea e′ = e′1, . . . , e′n, e′k = f(ek). Dado
que f es una isometría, e′ es una base ortonormal de E′. Entonces B = {eJ} es
una base de A y B′ = {e′J} es una base de A′. Si f ] existe, f ](eJ) = e′J . Esto
muestra que f ] queda unívocamente determinada como aplicación lineal y que es un
isomorfismo.
Para ver que f ] es un homomorfismo de algebras, basta mostrar que f(eJeK) =
e′Je
′
K cualesquiera que sean los multiíndices J y K. Pero esto es una consecuencia
inmediata de la fórmula de Artin, ya que si L = J MK, entonces eJeK = εeL y
e′Je
′
K = εe′L (el mismo signo ε).
2.2. Existencia y unicidad del AG completa (o álgebra de Clifford)
Sea q una métrica (no degenerada) de E. Sea CqE el álgebra cociente TE/IqE,
donde IqE es el ideal del álgebra tensorial TE generado por los tensores de la forma
e⊗e−q(e), e ∈ E (CqE es la llamada álgebra de Clifford de (E, q)). Como veremos,
la forma de los generadores de IqE es la que nos permitirá establecer que el producto
de CqE cumple la regla de contracción.
Las involuciones de paridad y reversión de TE, x 7→ x̂ y x 7→ x̃, dejan invariante
el ideal IqE, y por consiguiente inducen involuciones de CqE que denotamos con
los mismos símbolos. Si escribimos x̄ para denotar la imagen de x ∈ TE en CqE, la
involución de paridad es el único automorfismo de CqE tal que ̂̄e = −ē para todo
e ∈ E y la reversión es el único antiautomorfismo de CqE tal que (x̄1 · · · x̄k)˜ =
x̄k · · · x̄1 para todo k > 0 y cualesquiera que sean x1, . . . ,xk ∈ E.
Los cuatro enunciados que siguen aclaran, de una manera elemental, propiedades
básicas del álgebra de Clifford (en esencia, la comprobación de las condiciones A0)
que por lo general se dan por evidentes, no siéndolo, o se remiten a conceptos y
construcciones considerablemente más complejos.
Dados x,y ∈ E, definamos τ(x,y) = x⊗ y + y ⊗ x− 2q(x,y).
Lema 2.10. Si e1, . . . , en es una base de E, IqE está generado por τ(ej , ek), j 6 k.
Demostración. La relación
(x + y)⊗ (x + y)− q(x + y)
= x⊗ x− q(x) + y ⊗ y − q(y) + x⊗ y + y ⊗ x− 2q(x,y)
muestra que τ(x,y) = x⊗y+y⊗x−2q(x,y) ∈ IqE. Se colige de ello que los τ(x,y)
generan IqE. El aserto se desprende de la bilinealidad y simetría de la función τ .
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Lema 2.11. 1̄ 6= 0̄.
Demostración. Si 1̄ = 0̄, tendríamos 1 ∈ IqE. Por el lema 2.10, existen ajk, bjk ∈
TE tales que 1 =
∑
j6k ajkτ(ej , ek)bjk. Como en esta relación las componentes
de cualquier grado positivo son nulas, podemos suponer que ajk y bjk son escalares.
Ahora la parte de grado 2 de la relación nos da que
∑
j6k ajkbjk(ej⊗ek+ek⊗ej) = 0,
de donde ajkbjk = 0 para todo j 6 k, ya que los tensores ej ⊗ ek + ek ⊗ ej son
linealmente independentes. Pero esto lleva a una contradicción cuando consideramos
la parte de grado 0: 1 = −2
∑
j6k ajkbjkq(ej , ek) = 0.
Así pues la aplicación R → CqE, λ 7→ λ1̄, es inyectiva, lo cual nos permite
identificar R al subcuerpo R1̄ de CqE.
Lema 2.12. Sea Ē la imagen de E en CqE. Entonces 1̄ /∈ Ē.
Demostración. Si 1̄ = ē, para un cierto e ∈ E, la involución de paridad nos da
1̄ = −ē y por tanto la contradicción 1̄ = 0̄.
Lema 2.13. La sobreyección E → Ē es un isomorfismo.
Demostración. Sea x ∈ E tal que x̄ = 0 y supongamos que e es ortogonal. Si
x = λ1e1 + · · · + λnen, entonces 0̄ = λ1ē1 + · · · + λnēn. Multiplicando por ēk,
obtenemos la relación 0̄ =
∑
j λj ēkēj en la que todos los términos cambian de signo
por la involución de reversión excepto el k-ésimo, que es igual a λkē2k = λkq(ek), de
lo cual se desprende que λk = 0 y, por tanto, que x = 0.
En lo que sigue identificaremos E con su imagen Ē en CqE.
Teorema 2.14. (CqE,E) es un álgebra geométrica completa con métrica q.
Demostración. Las condiciones A0 ya han sido establecidas (lemas 2.11, 2.13
y 2.12).
La regla de contracción A2, e2 = q(e), resulta del hecho que e⊗e− q(e) ∈ IqE.
Esto también muestra que q es la métrica de E definida por CqE, de modo que se
satisface A3.
Siendo el caso que TE está generada por E como una R-álgebra, su cociente CqE
tiene la misma propiedad, de modo que A1 también se satisface.
Para terminar la demostración, tenemos que probar que CqE es completa. Por
el teorema 2.7, basta comprobar que eJ /∈ R si |J | > 0. Dado que este aserto es
claro si |J | = 1 o |J | = 2, podemos suponer que l = |J | > 3, y en ese caso se puede
adaptar con facilidad el argumento de la demostración del lema 2.11 para ver que
una relación de la forma ej1 ⊗ · · · ⊗ ejl − λ ∈ Iq(E), con λ ∈ R, implica λ = 0 y por
tanto lleva al absurdo eJ = 0.
Ejemplo 2.15 (Álgebras geométricas incompletas). Usemos las notaciones intro-
ducidas para formular y discutir el axioma A4 (página 564). Si A es un álge-
bra geométrica incompleta, entonces existe un multiíndice L 6= ∅ tal que eL = ε
(ε = ±1). Para que se cumpla esta condición, es necesario que |L| > 3. Puesto que
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1 = e2L = (−1)|L|//2+s(L), siendo s(L) el número de índices l ∈ L tales que e2l = −1,
también es necesario que |L|//2+s(L) sea par. Además, la regla de conmutación nos
da que |L∩J |+ |L||J | ha de ser par para todo multiíndice J . En particular tenemos
que para que sea eN = ±1 es necesario que |J |(1+n) sea par para todo J , es decir, n
ha de ser impar, digamos n = 2m+1 (m > 1) y m+s ha de ser par (pues s(N) = s).
Si esas condiciones se dan, entonces el cociente CqE/(1 − eN ), siendo (1 − eN ) el
ideal bilátero generado por 1− eN , resulta ser un álgebra geométrica incompleta de
dimensión 2n−1. Para los detalles, y otra serie de ejemplos, véase [13].
2.3. La graduación de Grassmann y el producto exterior
Por la proposición 2.9 y el teorema 2.13, para cada signatura (r, s) existe una
única álgebra geométrica completa, salvo isomorfismos. De hecho, si (A, E) y (A′, E′)
son álgebras geométricas completas con la misma signatura, y f : E → E′ una
isometría, entonces f ] : A → A′ es un isomorfismo de álgebras.
Podemos pues hablar del álgebra geométrica G = Gr,s de signatura (r, s). Re-
cordemos que su producto, el producto geométrico, se denota por yuxtaposición de
sus factores, (x, y) 7→ xy. Recordemos también que B = {eJ} denota la base de G
asociada a una base ortogonal e1, . . . , en del espacio de vectores E de G. También
pondremos Bk = {eJ | |J | = k}.
Consideremos la aplicación ∧ : Ek → G dada por





(−1)t(J)xj1 · · ·xjk ,
donde la suma se extiende a todas las permutaciones J = [j1, . . . , jk] de {1, . . . , k}.
Esta aplicación es multilineal y alternada, de modo que existe una única aplicación
lineal g : ∧kE → G tal que
g(x1 ∧ · · · ∧ xk) = ∧(x1, . . . ,xk).
Proposición 2.16. La aplicación g : ∧kE → G es inyectiva y su imagen es el
subespacio vectorial Gk generado por Bk. En particular, Gk es independiente de la






Demostración. Si los vectores x1, . . . ,xk son dos a dos ortogonales, entonces dos
cualesquiera de ellos anticonmutan y esto implica que g(x1 ∧ · · · ∧ xk) = x1 · · ·xk.
En particular g(e
Ĵ
) = eJ para cualquier multiíndice J tal que |J | = k, y esto prueba
los asertos porque {e
Ĵ
| |J | = k} es una base de ∧kE.
Usando g para identificar ∧E y G, obtenemos una graduación lineal canónica
G = G0 ⊕ G1 ⊕ · · · ⊕ Gn, que merece ser llamada graduación de Grassmann.
Con la identificación anterior también obtenemos un producto exterior en G,
(x, y) 7→ x ∧ y, que es bilineal, asociativo y anticonmutativo. Tal como se ha es-
tablecido en la demostración precedente, las reglas básicas para tratar el producto
exterior de G son las siguientes, siendo x1, . . . ,xk ∈ E:
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1. x1 ∧ · · · ∧ xk = ∧(x1, . . . ,xk).
2. Si x1, . . . ,xk son dos a dos ortogonales, x1∧· · ·∧xk = x1 · · ·xk. En particular,
e
Ĵ
= eJ para todo multiíndice J si e es una base ortogonal de E.
3. eJ ∧ eK = 0 si J ∩K 6= ∅, y eJ ∧ eK = eJeK si J ∩K = ∅.
Ejemplo 2.17. Si x,y ∈ E, x∧ y = 12 (xy− yx). Junto con q(x,y) =
1
2 (xy + yx),
tenemos xy = q(x,y) + x ∧ y, una combinación fundamental que bien puede ser
considerada el certificado de nacimiento del AG.
En general, los elementos de G se llaman multivectores. Si x ∈ G, x =
∑
J λJeJ ,
ponemos xk ∈ Gk para denotar la componente de x de grado k, xk =
∑
|J|=k λJeJ .
Así, x = x0 + x1 + · · ·+ xn y esta decomposición es única.
Muchos autores escriben 〈x〉k en lugar de xk, y simplemente 〈x〉 para 〈x〉0.
Los multivectores de Gk se llaman k-vectores, o multivectores homogéneos de
grado k. Los multivectores que sólo tienen grados pares forman una subálgebra de G
(tanto para el producto geométrico como para el producto exterior) que denotamos
G+ y denominamos (sub)álgebra par.
De los k-vectores no nulos de la forma x1 ∧ · · · ∧ xk, x1, . . . ,xk ∈ E, diremos
que son k-aspas (k-blades en inglés). El conjunto de k-aspas será denotado X k. Así,
X k ⊆ Gk y X = tkX k es el conjunto de todas las aspas de G.
Para k = 0, 1, 2, n− 1 y n, los k-vectores reciben nombres particulares: escalares,
vectores, bivectores, pseudovectores y pseudoescalares, respectivamente.






se puede ver, en un estudio más detallado, que X k es una subvariedad de Gk de
dimension 1 + (n− k)k. Para n = 4 y k = 2, la primera dimensión es 6 y la segunda
5, y éste es el primer caso en que la desigualdad es estricta. Por ejemplo, el bivector
e1 ∧ e2 + e3 ∧ e4 no es una 2-aspa.
Si F ⊆ E es un subespacio vectorial de dimensión k, y x1, . . . ,xk es una base
de F , entonces el aspa X = x1∧· · ·∧xk se interpreta como un elemento de volumen
de F . Si x′1, . . . ,x′k es otra base de F , y X ′ = x′1 ∧ · · · ∧ x′k, entonces X ′ = δX,
siendo δ el determinante de la segunda base respecto de la primera. Esto significa
que [X ′] = [X] ∈ PGk, siendo PGk el espacio proyectivo de Gk y [X] el punto
representado por X. Llamando SkE al conjunto de subespacios de dimensión k de
E, se tiene pues una aplicación canónica (aplicación de Plücker) p : SkE → PGk,
dada por F 7→ p(F ) = [X], siendo X el aspa de una base cualquiera de F . La imagen
de p es PX k, el subconjunto de PGk de puntos representados por aspas.
Proposición 2.19. La aplicación p : SkE → PX k es biyectiva.
Demostración. Basta observar que un elemento de volumen X cualquiera de F
determina F , ya que x ∈ F equivale a x ∧X = 0.
La biyección p nos permite identificar el punto [X] definido por un aspa X con
el subespacio F = {x ∈ E | x ∧ X = 0}. De este modo la relación x ∧ X = 0 es
equivalente a x ∈ [X].
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Ejemplo 2.20. Sea G2 el álgebra geométrica del plano euclídeo E2 y G2̄ del plano
antieuclídeo E2̄ (su métrica es q̄ = −q si q es la métrica de E2).
Sea e1, e2 una base ortonormal de E2. La correspondiente base de G2 (y de Ḡ2)
es 1, e1, e2, e12 = i (i representa la unidad de área). No obstante, las tablas del
producto geométrico son muy distintas:
G2 e1 e2 i
e1 1 i e2
e2 −i 1 −e1
i −e2 e1 −1
Ḡ2 e1 e2 i
e1 −1 i −e2
e2 −i −1 e1
i e2 −e1 −1
En ambos casos el álgebra par es 〈1, i〉 ' C (el isomorfismo es α + βi 7→ α + βi).
Esto confiere un significado geométrico a C = 〈1, i〉, y en particular a i, que clarifica
y enriquece la interpretación clásica: el espacio de vectores E2 = 〈e1, e2〉 y el de los
«números complejos» C = 〈1, i〉 son suplementarios en G2, y no confundidos como
suele ser la regla. La naturaleza «geométrica» de i se manifiesta, por ejemplo, en
que x 7→ xi es la rotación de E2 de amplitud π/2 en el sentido antihorario según la
orientación dada por e. Más generalmente, la aplicación x 7→ x(cos θ+i sin θ) = xeθi
es la rotación de E2 de amplitud θ, también en sentido antihorario. La rotación en
sentido horario de amplitud θ es x 7→ xe−θi = eθix, pues i anticonmuta con los
vectores.
Ejemplo 2.21. Sea G = G3 el álgebra geométrica del espacio euclídeo E3 (álgebra
de Pauli). Sea e1, e2, e3 una base ortonormal e i = e123 = e1e2e3 (unidad de
volumen). Nótese que ie1 = e2e3, ie2 = e3e1, ie3 = e1e2 es una base de G2. La
tabla del producto geométrico usando esta base es
G3 e1 e2 e3 ie1 ie2 ie3 i
e1 1 ie3 −ie2 i −e3 e2 ie1
e2 −ie3 1 ie1 e3 i −e1 ie2
e3 ie2 −ie1 1 −e2 e1 i ie3
ie1 i −e3 e2 −1 −ie3 ie2 −e1
ie2 e3 i −e1 ie3 −1 −ie1 −e2
ie3 −e2 e1 i −ie2 ie1 −1 −e3
i ie1 ie2 ie3 −e1 −e2 −e3 −1
Vemos que C = 〈1, i〉 es el centro de G. También constatamos que la subálgebra par
H = G+ = 〈1, ie1, ie2, ie3〉 es isomorfa al cuerpo de los cuaternios H = 〈1, I,J ,K〉,
vía el isomorfismo lineal dado por 1, ie1, ie2, ie3 7→ 1,K,J , I. Como en el caso
del plano, estos hechos ponen de manifiesto aspectos geométricos de C y H que
permanecen ocultos en las presentaciones usuales de C y H. Volveremos sobre estas
cuestiones en la sección siguiente.
2.4. Álgebra de Grassmann métrica
La métrica q de E induce una métrica en ∧E y, vía la identificación ∧E ' G
como espacios vectoriales graduados, una métrica en G, que seguiremos denotando
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con el mismo símbolo q.2 Respecto de esta métrica, Gk y Gl son ortogonales si k 6= l,
mientras que para k-aspas X = x1 ∧ · · · ∧ xk e Y = y1 ∧ · · · ∧ yk se tiene
q(X,Y ) = G(x1, . . . ,xk; y1, . . . ,yk),
siendo G = G(x1, . . . ,xk; y1, . . . ,yk) el determinante de Gram
G =
∣∣∣∣∣∣∣
q(x1,y1) · · · q(x1,yk)
...
...
q(xk,y1) · · · q(xk,yk)
∣∣∣∣∣∣∣ .
En particular,
q(X) = G(x1, . . . ,xk),
donde G(x1, . . . ,xk) = G(x1, . . . ,xk; x1, . . . ,xk) adopta la forma
G(x1, . . . ,xk) =
∣∣∣∣∣∣∣
q(x1,x1) · · · q(x1,xk)
...
...
q(xk,x1) · · · q(xk,xk)
∣∣∣∣∣∣∣ .
Ejemplo 2.22. Si q es una métrica euclídea, entonces
G(x1, . . . ,xk) = V (x1, . . . ,xk)2,
siendo V (x1, . . . ,xk) el k-volumen del paralelepípedo definido por x1, . . . ,xk. En
particular vemos que la métrica de G es euclídea. La fórmula es cierta para k = 1,
ya que el 1-volumen de x1 es |x1| y |x1|2 = q(x1,x1). Para k > 1, se puede
proceder por inducción para mostrar que la fórmula es cierta cuando xk es orto-
gonal a 〈x1, . . . ,xk−1〉. Finalmente se puede mostrar que la fórmula es cierta en
general descomponiendo xk como una suma x′k + x′′k con x′k ∈ 〈x1, . . . ,xk−1〉 y
x′′k ∈ 〈x1, . . . ,xk−1〉⊥.
2.5. El producto interior
El producto interior de G se define en términos de la métrica q y del producto
exterior y se denota (x, y) 7→ x · y. Dado que es bilineal, basta definirlo cuando x
e y son homogéneos, digamos x ∈ Gk e y ∈ Gl, o incluso cuando x e y son aspas
X = x1∧· · ·∧xk e Y = y1∧· · ·∧yl. El caso básico es para k = 1 (X = x1 = e ∈ E),
que se define como la contracción (por la izquierda) de e con Y :




siendo Yj = y1 ∧ · · · ∧ yj−1 ∧ yj+1 ∧ · · · ∧ yl.
2Si vemos q como una aplicación lineal q : E → E∗, q(e)(e′) = q(e, e′), entonces tenemos una
aplicación lineal q∧ : ∧E → ∧(E∗) = ∧(E)∗ y la correspondiente métrica q∧(x, y) = q∧(x)(y).
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La propiedad fundamental del operador δe (frecuentemente denotado ie) es que
es una antiderivación de grado −1 del producto exterior: si x e y son multivectores,
entonces (regla de Leibniz)
δe(x ∧ y) = δe(x) ∧ y + x̂ ∧ δe(y).
El caso l = 1 (Y = y1 = e) se define de un modo similar, pero utilizando la
contracción por la derecha de e con X, lo cual es equivalente a (−1)k+1e ·X.
Nótese, en particular, que si x e y son vectores, entonces las dos definiciones dan
el mismo resultado: x · y = q(x,y).
Así pues, exceptuando el caso k = l = 0 que consideraremos después, podemos
suponer que k, l > 2, y en tal caso la definición es por recurrencia:
(x1 ∧ · · · ∧ xk) · (y1 ∧ · · · ∧ yl) =
{
(x1 ∧ · · · ∧ xk−1) · (xk · Y ), si k 6 l,
(X · y1) · (y2 ∧ · · · ∧ yl), si k > l.
(2)
De hecho, es fácil ver, usando la definición para l = 1 e inducción, que el caso k 6 l
es suficiente para evaluar cualquier producto interior, ya que
X · Y = (−1)kl+lY ·X (3)
cuando k > l.
En particular vemos que el producto interior es simétrico cuando k = l. Más
generalmente, es simétrico si y sólo si k y l tienen la misma paridad o cuando el
menor de los dos grados es par. En cualquier otro caso es antisimétrico.
Para un vector e y un escalar λ, hemos visto que se cumple la relación e ·λ = 0 (y
por tanto también λ · e = 0). Usando las reglas recursivas, obtenemos que x · λ = 0
(y en consecuencia también λ · x = 0) para cualquier k-vector x, k > 0. Así que
hemos definido todos los casos excepto el del producto interior de dos escalares, que
definimos como 0 a fin de que x · λ = λ · x = 0 para cualquier multivector x y
cualquier escalar λ.
Proposición 2.23. Si x ∈ G cumple e · x = 0 para todo vector e, entonces x es un
escalar.
Demostración. Sea e1, . . . , en una base ortogonal y escribamos x =
∑
J λJeJ .
Dado que la hipótesis implica que e1 · x = 0, y e1 · eJ = q(e1)eJ−{1} si 1 ∈ J , y
e1 · eJ = 0 si 1 /∈ J , obtenemos que λJ = 0 si 1 ∈ J . Como consecuencia, e1 no
aparece en el desarrollo de x. Procediendo de modo análogo con los demás índices,
podemos concluir que ek no aparece en dicho desarrollo para ningún k, es decir,
x = x0 ∈ R.
Ejemplo 2.24. Sea X una k-aspa e Y una l-aspa. Entonces X · Y = 0 si uno de los
factores de X es ortogonal a todos los factores de Y o uno de los factores de Y es
ortogonal a todos los factores de X.
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2.6. Involuciones
La involución de paridad de G, x 7→ x̂, se ha definido en la página 565. Es un
automorfismo del álgebra geométrica:
x̂y = x̂ ŷ
cualesquiera que sean x, y ∈ G. Preserva grados y, de hecho, x̂ = (−1)kx para todo
k-vector x. Esto implica, de modo inmediato, que la involución de paridad es un
automorfismo del producto exterior,
x̂ ∧ y = x̂ ∧ ŷ.
Es también un autormofismo del producto interior,
x̂ · y = x̂ · ŷ.
En efecto, podemos suponer que x ∈ Gk e y ∈ Gl, y en esa situación la igualdad es
equivalente a decir que |k− l| y k+ l tienen la misma paridad, lo cual es claramente
cierto.
La involución de reversión de G se ha definido en la página 565 y es un antiau-
tomorfismo del producto geométrico:
x̃y = ỹ x̃.
Lema 2.25. La involución de reversión coincide con el automorfismo lineal graduado
de G que sobre los k-vectores es la multiplicación por εk = (−1)(
k
2) = (−1)k//2.
Demostración. Basta ver que coinciden sobre productos x1 · · ·xk de vectores or-
togonales dos a dos, lo cual por otra parte es claro ya que, en este caso, xk · · ·x1 =
εkx1 · · ·xk.
Proposición 2.26. La involución de reversión es también un antiautomorfismo del
productor exterior y del producto interior:
x̃ ∧ y = ỹ ∧ x̃, x̃ · y = ỹ · x̃.
Demostración. Podemos suponer que x ∈ Gk e y ∈ Gl. En este caso la igualdad
para el producto exterior es equivalente a decir que (k + l)//2 y k//2 + l//2 + kl
tienen la misma paridad, lo cual se comprueba sin dificultad.
La igualdad para el producto interior es equivalente a decir que |k− l|//2 y l//2+
k//2 + kl + min(k, l) tienen la misma paridad, lo cual se puede también comprobar
sin mucha dificultad.
2.7. Algunas fórmulas primordiales
En este apartado recopilamos una selección de fórmulas que facilitan el manejo
del álgebra geométrica.
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Proposición 2.27. Para todo e ∈ E y x ∈ G,
ex = e · x+ e ∧ x = (δe + µe)(x),
siendo µe : G → G el operador lineal dado por la expresión µe(x) = e ∧ x.
Demostración. Como ambos miembros de la igualdad son expresiones bilineales
de e y x, basta comprobarla para e = ek y x = eJ , k ∈ N y J un multiíndice.
Si k /∈ J , ek · eJ = 0 y ekeJ = ek ∧ eJ . Si k ∈ J , entonces ek ∧ eJ = 0 y
ekeJ = (−1)t(k,J)q(ek)eJ−{k} = ek · eJ .
Proposición 2.28. Para todo e ∈ E y x ∈ G, xe = x · e + x ∧ e.
Demostración. xe = (ex̃)˜= (e · x̃+ e ∧ x̃)˜= x · e + x ∧ e.
Proposición 2.29 (Fórmulas de Riesz). 2e ∧ x = ex+ x̂e y 2e · x = ex− x̂e.
Demostración. Teniendo en cuenta que x · e = −e · x̂ y x ∧ e = e ∧ x̂, podemos
escribir xe = −e · x̂+e∧ x̂. Para x̂, esta igualdad da x̂e = −e ·x+e∧x, y ésta, junto
con xe = e · x+ e ∧ x, claramente nos proporciona las fórmulas enunciadas.
Proposición 2.30. Para todo vector e, el operador δe es una antiderivación del
producto geométrico: δe(xy) = (δex)y + x̂(δey).
Demostración. La única antiderivación del álgebra tensorial TE tal que δe(e′) =
q(e, e′) (e′ ∈ E) anula los generadores del ideal IqE y así δeIqE ⊆ IqE. Se infiere
que δe induce una antiderivación de CqE y a fortiori del producto geométrico.
Teorema 2.31 (Grados de un producto geométrico). Sean x ∈ Gk, y ∈ Gl. Si
p ∈ {0, 1, . . . , n} y (xy)p 6= 0, entonces p = |k − l| + 2i con i > 0 y p 6 r + s.
Además, (xy)k+l = x ∧ y y si k, l > 0, (xy)|k−l| = x · y.
Demostración. Como (xy)p depende linealmente de x, podemos suponer que x es
una k-aspa, digamos X = x1 ∧ · · · ∧xk, y que x1, . . . ,xk es una base ortonormal de
[X] = 〈x1, . . . ,xk〉. De este modo X = x1 · · ·xk y, usando la proposición 2.27,
xy = (µx1 + δx1) · · · (µxk + δxk )(y).
Si en el desarrollo del segundo miembro escogemos i veces el sumando µ, y por tanto
k−i veces δ, obtenemos un multivector de grado l+i−(k−i) = l−k+2i. El máximo
grado que podemos formar de este modo es k + l (con i = k) y el correspondiente
término es x ∧ y.
Si 0 < k 6 l, el mínimo grado que podemos obtener es l − k (con i = 0), y el
correspondiente término es x · y (por la regla recursiva (2)).
Si k > l > 0, el mínimo grado en xy es el mínimo grado que aparece en x̃y = ỹ x̃,
que es k − l, y el correspondiente término es ((ỹ x̃)k−l)˜= (ỹ · x̃)˜= x · y.
La fórmula (3) nos dice que, a fin de obtener una expresión para el producto
interior X · Y de dos aspas, basta considerar el caso k 6 l. En tal caso se tiene:
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Teorema 2.32 (Regla de Laplace).
X · Y =
∑
J(−1)
t(J,J ′)(X · YJ)YJ′ =
∑
J(−1)
t(J,J ′)q(X̃, YJ)YJ′ ,
donde la suma se extiende a todos los multiíndices J ⊆ {1, . . . , l} de grado k, J ′ =
{1, . . . , s} − J e YL es el producto exterior de los factores de Y con índice en L.
Demostración. Para k = 1, la fórmula coincide con (1) y, para k > 1, podemos
usar la regla recursiva (2) e inducción. Para los detalles del cálculo, véase [13].
En el caso k = l, el producto interior se puede expresar en términos de la métrica,
y viceversa:
Proposición 2.33 (Fórmulas métricas). Si x, y ∈ Gk, x · y = q(x̃, y), q(x, y) = x̃ · y.
Demostración. Es una consecuencia directa de la bilinealidad (del producto in-
terior y de la métrica) y de la regla de Laplace para el producto interior de dos
r-aspas.
Corolario 2.34 (Norma métrica). Si x ∈ Gk, q(x) = x̃ · x = (−1)k//2x · x.
Proposición 2.35 (Forma alternativa de la métrica). q(x, y) = (x̃y)0 = (xỹ)0 cua-
lesquiera que sean x, y ∈ G.
Demostración. Siendo ambas expresiones bilineales, podemos suponer que x e y
son homogéneos. Sean k y l sus respectivos grados. Entonces el teorema 2.31 nos dice
que (x̃y)0 = (xỹ)0 = 0 si k 6= l, lo cual coincide con q(x, y), ya que esta expresión
también es nula. Así que podemos suponer k = l, y en este caso el teorema 2.31
nos dice que (x̃y)0 = x̃ · y. Ahora la proposición 2.33 nos permite concluir que
x̃ · y = q(x, y). Finalmente, q(x, y) = q(y, x) = ỹ · x = x · ỹ = (xỹ)0.
Corolario 2.36. Para todo x ∈ G, q(x) = (x̃x)0 = (xx̃)0.
Corolario 2.37. Si X ∈ X k, q(X) = X̃X = XX̃ = (−1)k//2X2.
Demostración. Por el corolario anterior es suficiente ver que X̃X es un escalar.
Para ello podemos suponer, tomando una base ortogonal x1, · · · ,xk del subespacio
[X] definido por X, que X = x1 · · ·xk, y en ese caso X̃X = x21 · · ·x2k ∈ R.
Corolario 2.38. Sean x1, . . . ,xk ∈ E y pongamos X = x1 ∧ · · · ∧ xk. Entonces
X es invertible si y sólo si X2 6= 0, o si y sólo si q(X) 6= 0, y en ese caso X−1 =
X/X2 = X̃/q(X). Nótese también que la condición q(X) 6= 0 equivale a decir que el
subespacio [X] = 〈x1, . . . ,xk〉 es no singular.
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2.8. Pseudoescalares
Sea e = e1, . . . , en una base ortonormal de E = Er,s y definamos
ie = e1 ∧ · · · ∧ en ∈ Gn.
Diremos que ie es el pseudoescalar asociado a e. Nótese que la fórmula métrica nos
da que
q(ie) = q(e1) · · · q(en) = (−1)s.
Si e′ = e′1, . . . , e′n es otra base ortonormal de E, entonces
ie′ = δie,
siendo δ = dete(e′) el determinante de la matriz de los vectores e′ respecto de la
base e. Ahora las igualdades q(ie) = q(ie′) = q(δie) = δ2q(ie) nos permiten concluir
que δ = ±1. Esto significa que, salvo un signo, existe un único pseudoescalar. La
distinción de uno de los dos pseudoescalares es equivalente a escoger una orientación
del espacio E.
Teorema 2.39. Sea i ∈ Gn un pseudoescalar y G× el grupo de multivectores inver-
tibles respecto del producto geométrico. Entonces:
1. i ∈ G×, i−1 = (−1)sĩ = (−1)s(−1)n//2i, i2 = (−1)n//2(−1)s.
2. Dualidad de Hodge. Para todo x ∈ Gk, ix, xi ∈ Gn−k y las aplicaciones x 7→ ix
y x 7→ xi son isomorfismos lineales Gk → Gn−k. Las aplicaciones inversas son
las aplicaciones x 7→ i−1x y x 7→ xi−1, respectivamente.
3. Si n es impar, i conmuta con todos los elementos de G (esto se suele expresar
diciendo que i es un elemento central de G).
4. Si n es par, i conmuta (anticonmuta) con los multivectores pares (impares).
5. Si q(i) = 1 (q(i) = −1), los isomorfismos de la dualidad de Hodge son isome-
trías (antiisometrías).
Demostración. 1. Siendo (−1)s = q(i) = ĩ i, i ∈ G×, i−1 viene dado por la
fórmula del enunciado, y de ello se desprende inmediatamente el valor de i2.
2. Dado que i = eN , la proposición 2.3 da eJi, ieJ ∈ Gn−k para todo multiíndice J
de orden k.
3 y 4. La regla de conmutación de la proposición 2.4 da
eji = ejeN = (−1)n+1eNej = (−1)n+1iej ,
así que i conmuta (anticonmuta) con todos los vectores si n es impar (si n es par).






= (xi ĩỹ)0 = (xq(i)ỹ)0 = q(i)q(x, y).
Que q(ix, iy) = q(i)q(x, y) se muestra de modo similar usando que
ĩx iy = x̃ĩiỹ = x̃q(i)y = q(i)x̃y.
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3. Geometría con AG
Pongamos G = Gr,s para denotar el álgebra geométrica completa de signatura
(r, s), n = r + s. En ella conviven y se interrelacionan la graduación de Grassmann
G = G0⊕G1⊕G2⊕ · · · ⊕Gn y los productos geométrico xy, exterior x∧ y e interior
x · y. Recordemos que el álgebra par G+ está formada por los multivectores que sólo
contienen componentes de grados pares. Es una subálgebra para los tres productos.
Recordemos también que G× es el grupo de los multivectores invertibles respecto
del producto geométrico. Está claro que R× = R−{0} es un subgrupo de G×. Puesto
que un vector es invertible si y sólo si es no isótropo, G× también contiene el conjunto
E× formado por dichos vectores. Por el corolario 2.38 sabemos que un aspa X es
invertible si y sólo si X2 6= 0, o si y sólo si q(X) 6= 0 (en cuyo caso decimos que es
no isótropa).
3.1. Grupo ortogonal
Con la operación de composición, el conjunto de q-isometrías de E forma un
grupo que denotamos Oq(E): es el grupo ortogonal de q, o de (E, q). También se
denota Or,s si se quiere poner de manifiesto la signatura, o simplemente On en el
caso del espacio euclídeo En.
Dada una isometría f ∈ Oq(E), existe un único automorfismo de G que coincide
con f en E. Este automorfismo es una isometría de G (por la proposición 2.35), de
modo que q(fx) = q(x) para todo x ∈ G. Si i es un pseudoescalar no nulo, entonces
q(i) = q(f(i)) = q(det(f)i) = det(f)2q(i), de donde det(f) = ±1. Sea SOq(E) el
subgrupo de OqE formado por las isometrías propias, esto es, isometrías f tales que
det(f) = 1. Es el grupo ortogonal especial de q, que también denotamos SOr,s (o
SOn en el caso del espacio euclídeo) si se quiere especificar la signatura.
Proposición 3.1 (Simetrías axiales y reflexiones). Si u es un vector no isótropo,
la aplicación su : Er,s → Er,s, x 7→ uxu−1 es la simetría axial de eje 〈u〉. Como
consecuencia, mu = −su : E → E es la reflexión en la dirección 〈u〉, o en el
hiperplano u⊥.
Demostración. Puesto que uu−1 = 1, su(u) = u. Si x ∈ u⊥, entonces u y x
anticonmutan y por tanto su(x) = uxu−1 = −xuu−1 = −x. Vemos así que su
es la aplicación lineal que deja u invariante y que opera como −Id en u⊥, lo cual
coincide con la especificación de la simetría axial de eje 〈u〉. Es entonces claro que
mu = −su es la reflexión del enunciado, ya que transforma u en −u y es la identidad
en u⊥.
Observación 3.2. Para todo escalar no nulo λ, u y λu definen la misma simetría
axial (o reflexión). Tomando λ = 1/|u|, en cuyo caso q(λu) = u2/|u|2 = εu, vemos
que se puede siempre suponer que el vector u usado para definir una simetría axial
(o reflexión) es unitario.
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3.2. Versores
Un versor es un elemento v ∈ G× que se puede expresar como un producto de
vectores no isótropos (esto es, vectores invertibles): v = uk · · ·u1. El conjunto de
todos los versores V = Vq(E) = Vr,s forma un subgrupo de G×. En efecto, está claro
que el producto de dos versores es un versor, que 1 es un versor (de hecho cualquier
escalar no nulo λ es un versor, pues λ = (λu)u−1 para todo vector invertible u) y que
el inverso del versor v es v−1 = u−11 · · ·u
−1
k . Dado que vṽ = q(v) = u21 · · ·u2k 6= 0, se
tiene que v−1 = ṽ/q(v).
Proposición 3.3. Dado un versor v, la aplicación v : E → E, v(x) = v̂xv−1, es
una isometría de E.
Demostración. En efecto:
v̂xv−1 = (−1)kuk · · ·u1xu−11 · · ·u
−1
k = −uk(· · · (−u1xu1) · · · )u
−1
k
= muk (· · · (mu1(x)) · · · ) = (muk · · ·mu1)(x)
y por consiguiente v = muk · · ·mu1 , que es una isometría.
Ejemplo 3.4. Sea i ∈ Gn un pseudoescalar. Entonces i ∈ V y la isometría i es la
identidad Id si n ≡ 1, 2 mod 4 y −Id si n ≡ 0, 3 mod 4.
Teorema 3.5 (Representación adjunta con signo). La aplicación ρ̃ : Vr,s → Or,s
dada por v 7→ v es un homomorfismo sobreyectivo y su núcleo es R×.
Demostración. Es un homomorfismo porque si v y w son versores, entonces
wv(x) = ŵvx(wv)−1 = ŵv̂xv−1w−1 = w(v(x)),
lo cual muestra que w v = w v.
Que es sobreyectivo es una consecuencia directa del teorema de Cartan-Dieudonné
que asegura que toda isometría es un producto de, como mucho, n reflexiones.
Como λ(x) = λxλ−1 = x para todo λ ∈ R×, es claro que R× está contenido en
el núcleo de ρ̃. Falta ver que todo elemento v del núcleo de ρ̃ es un escalar. En otras
palabras, queremos ver que si para todo vector e se cumple v̂ev−1 = e, lo que es
decir v̂e = ev, entonces v es un escalar. A tal fin, notemos que las fórmulas de Riesz
implican que esta relación es equivalente a decir que e · v = (ev − v̂e)/2 = 0 para
todo e ∈ E, y esto conlleva (proposición 2.23) que v es un escalar.
Corolario 3.6. Consideremos el subgrupo V + = V +r,s de Vr,s formado por los ele-
mentos pares de Vr,s. Para todo v ∈ V +, v es el producto de un número par de
reflexiones y por tanto pertenece a SOr,s. La aplicación ρ̃ : V +r,s → SOr,s es sobre-
yectiva (de nuevo por el teorema de Cartan-Dieudonné) y su núcleo es R×.
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3.3. Pinores, espinores y rotores
Pin = Pinr,s se define como el subgrupo de V formado por los versores unitarios,
es decir, los versores v tales que q(v) = ±1 o, equivalentemente, vṽ = ±1. Los
elementos de Pin se llaman pinores.
Lema 3.7. El grupo Pin coincide con el subgrupo de V formado por los productos
de vectores unitarios.
Demostración. Todo se reduce a ver que cualquier pinor es un producto de vecto-
res unitarios, ya que un producto de vectores unitarios es claramente un pinor. Sea
v = uk · · ·u1 un pinor. Como q(v) = vṽ = ε, ε = ±1, resulta que q(uk) · · · q(u1) = ε.
Sea λj = |uj | > 0 y εj = εuj , de modo que q(uj) = u2j = εjλ2j . Entonces
ε = ε1 · · · εkλ21 · · ·λ2k,
de lo cual se desprende que λ1 · · ·λk = 1. Como consecuencia, v = u′k · · ·u′1, con
u′j = uj/λj , y u′j es un vector unitario: q(u′j) = q(uj)/λ2j = εj .
Teorema 3.8. El homomorfismo Pinr,s → Or,s, v 7→ v, es sobreyectivo y su núcleo
es {±1}.
Demostración. Es sobreyectivo porque toda reflexión tiene la forma mu con u un
vector unitario, y su núcleo lo forman los escalares λ tales que q(λ) = λ2 = 1.
El grupo Spin = Spinr,s es el subgrupo de los elementos pares de Pinr,s, esto es,
pinores que son producto de un número par de vectores unitarios (espinores).
Corolario 3.9. ρ̃ : Spinr,s → SOr,s es sobreyectivo y su núcleo es {±1}.
Puesto que los espinores R son versores unitarios, en general se tiene que RR̃ =
±1. Si RR̃ = 1, se dice que el espinor es un rotor. En el caso euclídeo, todos los
espinores son rotores, pero en general esto no es así: si r, s > 0 y v = ab con a2 = 1
y b2 = −1, entonces vṽ = −1.
Los rotores forman un subgrupo normal, que denotaremos Spin+r,s, de Spinr,s. De
hecho, la aplicación Spinr,s → {±1}, S 7→ SS̃, es un homomorfismo y su núcleo es
el grupo de rotores. Como se verá en la sección siguiente, este grupo es central en el
estudio de la geometría ortogonal de Er,s.
Teorema 3.10 (de covariancia geométrica). Sea v ∈ V +r,s. Entonces v : G → G es un
automorfismo del álgebra geométrica (esto es, un automorfsmo lineal que preserva
grados y que es un homomorfismo de los productos geométrico, exterior e interior).
Demostración. En efecto, v es lineal y es un homomorfismo del producto geo-
métrico, ya que v(xy) = v(xy)v−1 = vxv−1vyv−1 = v(x)v(y). Como v transforma
vectores en vectores, resulta que preserva grados. El hecho de que sea, además, un
homomorfismo de los productos exterior e interior es consecuencia de la caracteriza-
ción de estas operaciones por las fórmulas del teorema 2.31.










Figura 1: Geometría del rotor R = vu, u y v unitarios.
3.4. Un ejemplo arquetípico
«La más notable fórmula de las matemáticas es eiθ = cos θ + i sin θ. Esta es
nuestra joya [. . .] la unificación del álgebra y la geometría» (R. Feynman, Lecture
Notes in Physics, Volume I, Section 22-6). Veamos qué dice el AG de esta joya.
Sean u y v dos vectores unitarios linealmente independientes del espacio euclídeo
En y consideremos el rotor R = vu (véase la figura 1). Éste produce la rotación
R(x) = RxR−1. ¿Cuál es el eje y el ángulo de giro de esta rotación?
Sea θ ∈ (0, π) el ángulo euclídeo entre u y v:
cos θ = u · v.
Sea i la unidad de área del plano orientado P = 〈u,v〉, es decir, i = u1u2 con
u1,u2 una base ortonormal positiva de P . Entonces i2 = −1. Además, x 7→ xi es
la rotación antihoraria de P de amplitud π/2, pues u1i = u2 y u2i = −u1. En
particular u,ui es una base ortonormal positiva de P y por tanto
v = u cos θ + ui sin θ.
De esto se sigue que u∧ v = u∧ui sin θ = uui sin θ = i sin θ y, como consecuencia,
R = vu = v · u + v ∧ u = cos θ − i sin θ = e−iθ.
Llegamos así a la que podemos llamar fórmula espinorial de Euler :
R(x) = e−iθxeiθ.
Teorema 3.11. R es una rotación en P de amplitud 2θ.
Demostración. Un vector x ortogonal a P anticonmuta con u y v. Por tanto
conmuta con i, y e−iθxeiθ = x. Por otra parte, un x ∈ P anticonmuta con i y por
tanto e−iθxeiθ = xe2iθ, que es la rotación de x en P de amplitud 2θ en la dirección
positiva de P .
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Ejemplo 3.12. Supongamos que n = 3. Si n es el vector unitario normal al plano
orientado P , la unidad de volumen de E3 es i = in. Así i = in y la rotación fn,α
de eje n y amplitud α viene dada por la fórmula
fn,α(x) = e−inα/2xeinα/2.
Nótese que i2 = inin = i2 = −1, ya que n conmuta con i. Con esto se pueden
deducir fácilmente las llamadas fórmulas de Olinde Rodrigues para la composición
de rotaciones (cf. [12]).
4. Grupos de Lie con AG
El grupo de Lipschitz de Er,s, Γ = Γr,s, es el subgrupo de G× formado por los
elementos x ∈ G+ ∪ G− que son invertibles y cumplen xEx−1 = E. Este grupo
contiene claramente el grupo de versores V .
Teorema 4.1 (Lipschitz). Γ = V .
Demostración. Sea x ∈ Γ y definamos x : E → E, e 7→ x̂ex−1 = ±xex−1. Esta
aplicación es manifiestamente lineal. De hecho x ∈ Or,s, ya que q(xe) = (xe)2 =
x̂ex−1x̂ex−1, x̂ = ±x, y por tanto q(xe) = xex−1xex−1 = e2 = q(e). Tenemos así
una aplicación ρ] : Γ→ Or,s, x 7→ x, que es sobreyectiva, pues su restricción a V es
el homomorfismo sobreyectivo ρ̃, y que también es un homomorfismo (si x, y ∈ Γ,
xy(e) = x̂ye(xy)−1 = x̂ŷex−1y−1 = x(ye) = (x y)(e)). Se cumple además que
ker(ρ]) = R×: si x ∈ ker(ρ]), x̂e = ex para todo e ∈ E, lo que equivale a e · x = 0
y por tanto a que x es un escalar (proposición 2.23). La demostración se completa
ahora fácilmente: si x ∈ Γ, existe un v ∈ V tal que ρ̃(v) = ρ](x), lo cual significa que
λ = xv−1 ∈ ker(ρ]) = R×, es decir, x = λv ∈ V .
Observación 4.2. La igualdad Γ = V también establece que ρ] = ρ̃.
Observación 4.3. Como SO y O son isomorfos a grupos de matrices, son automá-
ticamente grupos de Lie (cf. [4]). Luego sus cubiertas dobles S = Spin y P = Pin
son también grupos de Lie. Por otra parte, tenemos un homomorfismo sobreyectivo
R× × S → V , (λ, v) 7→ λv cuyo núcleo es {(1, 1), (−1,−1)}, de lo cual se desprende
que V es también un grupo de Lie.
4.1. Primacía del grupo de rotores
En los dos lemas siguientes se muestra que el grupo de rotores S+ = Spin+
determina la estructura del grupo de espinores S = Spin y la del grupo de pinores
P = Pin.
Lema 4.4. Si (r, s) = (n, 0) (caso euclídeo) o (r, s) = (0, n) (caso antieuclídeo),
entonces S = S+ y P = S+ t uS+ para cualquier vector unitario u prefijado.
Demostración. Sea v = u1 · · ·uk ∈ P , donde los uj son vectores unitarios. Si k
es par, entonces v ∈ S y vṽ = u21 · · ·u2k = 1 (en el caso antieuclídeo el producto es
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(−1)k = 1 ya que k es par). Por tanto v ∈ S+. Si k es impar, entonces v = u(εuuv),
y εuuv ∈ S+.
Lema 4.5. Si r, s > 1, sean u y ū vectores unitarios tales que u2 = 1 y ū2 = −1.
Entonces se tiene: S = S+ t uūS+ y P = S+ t uS+ t ūS+ t uūS+.
Demostración. Es claro que S = S+ t S−, donde v ∈ S± ⇔ vṽ = ±1, y es
fácil comprobar que w ∈ S− ⇔ v = uūw ∈ S+ (nótese que (uū)(uū)˜= −1). De
manera similar, uS+ y ūS+ son los pinores impares v tales que vṽ = +1 y vṽ = −1,
respectivamente.
Proposición 4.6. Si n 6 5, Spin+ = {R ∈ G+ | RR̃ = 1}.
Demostración. Cf. [8, Prop. 6.20]. S+ está contenido en {R ∈ G+ | RR̃ = 1}. Sea
R un multivector par tal que RR̃ = 1. Para demostrar que R ∈ S+, es suficiente ver
(teorema 4.1) que y = RxR̃ es un vector para cualquier vector x.
Puesto que y es impar, ỹ = y y n 6 5, se tiene que y = y1 + y5. Así pues será
suficiente comprobar que y5 = 0. Dado que esto es evidente para n < 5, podemos
además suponer que n = 5. En ese caso y = y1 + λi, siendo i un pseudoescalar.
Usando que i es un elemento central,
λ = (yi−1)0 = (RxR̃i−1)0 = (Rxi−1R̃)0 = (xi−1R̃R)0 = (xi−1)0 = 0,
y esto termina la prueba.
Observación 4.7. La proposición 4.6 no es cierta para n > 5.
Ejemplo 4.8 (Rotores de E1). Para n = 1, las posibles signaturas son 1 ∼ (1, 0) y
1̄ ∼ (0, 1). Se tiene
S1 = S+1 = S1̄ = S
+
1̄ ,
y como S+1 = {±1} (proposición 4.6), este grupo está formado por escalares λ tales
que λ2 = 1, es decir,
S1 = {±1} ' Z2.
Nótese que no es conexo. Por otra parte
P1 = P1̄ = {±1,±u},
siendo u ∈ E un vector unitario. Este grupo es ' Z4 si u2 = −1 y ' Z2 × Z2 si
u2 = 1.
Finalmente O1 = {±Id} y SO1 = {Id}, con ρ̃(±1) = Id y ρ̃(±u) = −Id.
Ejemplo 4.9 (Rotores de E2). Los casos E2 y E2̄ tienen un tratamiento similar.
Si i es la unidad de área, G+ = {α + βi | α, β ∈ R}. Como i2 = −1 e ĩ = −i,
(α+ βi)(α+ βi)˜= α2 + β2 y
S2 = S2̄ = {α+ βi | α2 + β2 = 1} = U1,
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el grupo del círculo unidad. Este grupo es conexo pero no simplemente conexo (una
vuelta al círculo unidad no se puede contraer a 1, y de hecho sucede que π1(U1) ' Z).
Si e1 es un vector unitario cualquiera, entonces
P2 = P2̄ = S+ t S− = U1 t e1U1,
y ρ̃(e1eiθ) es la simetría en la dirección v = e1eiθ, pues −vvv−1 = −v.
Ejemplo 4.10 (Rotores de E1,1). Sea e0, e1 una base ortonormal de E1,1 e i = e1e0
(en los espacios lorentzianos, el «eje temporal» e0 se suele poner en la dirección
«vertical»). Seguimos teniendo G+ = {α+ βi | α, β ∈ R} y (α+ βi)˜= α− βi, pero
(α+ βi)(α+ βi)˜= α2 − β2
toda vez que i2 = 1. Así,
S+1,1 = {α+ βi | α2 − β2 = 1}
y por tanto S+1,1 tiene dos componentes conexas (las dos ramas de una hipérbola en
G+, ambas ' R, y por tanto simplemente conexas), distinguidas por el signo de α
(véase la figura 2). Las dos ramas están parametrizadas por α = ε coshλ, β = sinhλ
(ε = ±1, λ ∈ R).
Tras algunos cálculos (usando que i anticonmuta con e0 y e1, y propiedades
básicas de cosh y sinh), se halla que la acción de R = Rε,λ = ε coshλ+i sinhλ = εeελi
sobre e0 y e1 es
R(e0) = e0 cosh 2ελ+ e1 sinh 2ελ, R(e1) = e0 sinh 2ελ+ e1 cosh 2ελ.
Constatamos que Rε,λ y R−ε,−λ producen la misma isometría (un hecho no fortuito,
ya que R−ε,−λ = −Rε,λ y ±R producen la misma isometría), con lo cual SO+1,1 es
isomorfo a R vía la aplicación (en forma matricial)
t 7→ Ht =
(
cosh 2t sinh 2t
sinh 2t cosh 2t
)
,
pues HtHt′ = Ht+t′ .

















Ejemplo 4.11 (Rotores de E3). Sea e1, e2, e3 una base ortonormal, i = e1e2e3
(unidad de volumen, i2 = −1, ĩ = −i), G+ = {α + xi | α ∈ R,x ∈ E3} (isomorfa
al cuerpo de los cuaternios). Entonces (α + xi)(α + xi)˜ = α2 + |x|2 y por tanto
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Figura 2: Aspectos geométricos de los rotores de E1,1.
S3 = S3̄ = S+3 = S
+
3̄ = {α + xi | α
2 + |x|2 = 1} = SU2 (grupo de los cuaternios
unitarios). Puesto que SU2 es una 3-esfera, es conexo y simplemente conexo.
La cubierta S3 → SO3 coincide con la cubierta 2 : 1 clásica SU2 → SO3, en la
cual un cuaternio unidad u actúa en E3 como x 7→ uxu−1.
Si como u tomamos las unidades cuaterniónicas i1 = e2e3, i2 = e3e1, i3 =
e1e2, las correspondientes isometrías son las simetrías axiales respecto de e1, e2, e3,
respectivamente.
Las dos componentes de P3 son S3 y uS3, siendo u cualquier vector unidad
prefijado, y las dos componentes de O3 son SO3 y muSO3. Si f es una rotación, y
v = f−1(u), o f(v) = u, entonces muf es la reflexión en la dirección v (o en el
plano v⊥).
4.2. Rotores planos
Dados dos vectores unitarios linealmente independientes u y v, R = vu es un
espinor. Diremos que es el espinor plano definido por u y v. Puesto que RR̃ = u2v2,
vemos que R es un rotor (en cuyo caso diremos que es un rotor plano) si y sólo
si u2v2 = 1, esto es, si o bien u2 = v2 = 1 o u2 = v2 = −1. En ambos casos,
R = u · v − u ∧ v y (u ∧ v)2 = (u ∧ v) · (u ∧ v) = (u · v)2 − u2v2 = (u · v)2 − 1.
Si (u ∧ v)2 = 0, entonces (u · v)2 = 1, o bien u · v = ε = ±1, de donde
R = ε(1− εu∧v) = εe−εu∧v. Si se da este caso, el plano 〈u,v〉 es degenerado (basta
comprobar que el vector εv − εuu es ortogonal a u y a v) y diremos que R es un
rotor plano parabólico.
Si (u ∧ v)2 < 0, entonces (u · v)2 < 1. Existe por tanto un único α ∈ (0, π) tal
que u · v = cosα y (u ∧ v)2 = cos2 α − 1 = − sin2 α. Poniendo U = (u ∧ v)/ sinα,
se tiene U2 = −1 y R = cosα − U sinα = e−Uα. Si se da este caso, el plano 〈u,v〉
no contiene vectores isótropos y por tanto es euclídeo si u2 = v2 = 1 y antieuclídeo
si u2 = v2 = −1. Diremos que R es elíptico.
Si (u ∧ v)2 > 0, entonces (u · v)2 > 1 y existe un único α > 0 tal que u · v =
ε coshα, siendo ahora ε el signo de u ·v, y (u∧v)2 = cosh2 α−1 = sinh2 α. Poniendo
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U = (u ∧ v)/ sinhα, se tiene U2 = 1 y R = ε coshα − U sinhα = εe−Uεα. Si se da
este caso, el plano 〈u,v〉 es no degenerado y contiene vectores isótropos, de modo
que es un plano hiperbólico. Diremos que R es hiperbólico.
Observación 4.12. Salvo un signo, todos los rotores planos son exponenciales de
bivectores y están conectados con 1 o −1. En el caso parabólico, R = εe−εu∧v está
conectado con ε (basta considerar R(t) = εe−εtu∧v, 0 6 t 6 1, ya que R(1) = R
y R(0) = ε). En el caso elíptico, todo rotor plano está conectado a 1 (basta hacer
tender el ángulo α a 0). En el caso hiperbólico, todo rotor plano está conectado con
1 si u · v es positivo y con −1 si u · v es negativo.
Teorema 4.13. Todo rotor R ∈ S+ está conectado a 1 o a −1. Si r > 2 o s > 2,
entonces todo rotor está conectado a 1 y como consecuencia S+ es conexo.
Demostración. Sea R ∈ S+, digamos R = u1 · · ·u2k, con los uj unitarios. Es fácil
ver que podemos reexpresar R como un producto de vectores unitarios de manera
que todos los de signatura negativa aparezcan después de los de signatura positiva
(si u y v son vectores unitarios, vu = vuv−1v = −v(u)v = u′v, y u′ = −v(u)
es un vector unitario con la misma signatura que u porque v es una isometría).
Dado que el número de vectores positivos y de vectores negativos son ambos pares,
R se puede expresar como un producto de k rotores planos. Como cada uno de estos
rotores está conectado a 1 o a −1, lo mismo le sucede a R. En el caso en que r > 2 o
s > 2, podemos escoger dos vectores unitarios con la misma signatura, sean e1 y e2.
Entonces (e1e2)2 = −1 y el camino t 7→ ete1e2 = cos t+ e1e2 sin t conecta 1 (t = 0)
a −1 (t = π).
Corolario 4.14. Si r > 2 o s > 2, la cubierta doble S+ → SO+ es no trivial.
4.3. Rotores infinitesimales
Se define un rotor infinitesimal como un vector tangente a S+ en 1.
Teorema 4.15. Todo rotor infinitesinal es un bivector.
Demostración. Adaptada de [8, Section 6.5]. Por definición, un rotor infinitesimal
tiene la forma R′(0), donde R(t) ∈ S+ es una función diferenciable de t definida en
un intervalo abierto de 0 ∈ R con R(0) = 1. Se trata pues de ver que R′(0) es un
bivector.
Tomando la derivada de R(t)R̃(t) = 1 respecto de t en 0 obtenemos R̃′(0) =
−R′(0). Pero como R′(0) es un multivector par, esta condición muestra que los
grados k = 2j de R′(0) tales que R′(0)k 6= 0 han de cumplir que k//2 = j ha de ser
impar, digamos 2l+1, lo que conlleva k = 4l+2, l > 0. En particular, R′(0) = b+z,
siendo b un bivector y z un multivector cuyo grado mínimo es > 6.
Usemos ahora que x(t) = R(t)eR̃(t) ∈ E para cualquier vector e ∈ E prefijado.
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Tomando la derivada respecto de t en 0 se tiene
x′(0) = R′(0)e + eR̃′(0)
= (b+ z)e− e(b+ z)
= be− eb+ ze− ez
= 2b · e + 2z · e.
Visto que x′(0) y b · e son vectores y que el mínimo grado de z · e es > 5, se
concluye que z · e = 0. Como esta condición es válida para cualquier vector e, la
proposición 2.23 nos permite concluir que z = 0.
Para demostrar que todo bivector es un rotor infinitesimal, tenemos que dar un
pequeño rodeo.
Dado un bivector b ∈ G2, se define la aplicación lineal adb : G → G por la fórmula
adb(x) = bx− xb = [b, x] (conmutador de b y x).
Proposición 4.16. Para todo bivector b, el operador adb preserva grados y es una
derivación del producto geométrico.
Demostración. Está claro que adb anula los escalares y que transforma vectores
en vectores, pues adb(e) = 2b · e. Sea ahora x ∈ Gk, k > 2. Entonces
bx = b · x+ (bx)k + b ∧ x y xb = x · b+ (xb)k + x ∧ b.
Pero, en este caso, x · b = b · x y x ∧ b = b ∧ x. Por tanto [b, x] = (bx)k − (xb)k, que
es un k-vector. Que adb es una derivación se establece con un sencillo cálculo.
Sea so(E) ⊆ End(E) el subespacio vectorial formado por los endomorfismos
antisimétricos.
Proposición 4.17. Si b ∈ G2, entonces adb ∈ so(E) para todo b ∈ G2. Además, la
aplicación G2 → so(E), b 7→ adb, es un isomorfismo lineal.
Demostración. De un lado, adb(e) · e′ = 2(b · e) · e′ = 2b · (e ∧ e′) y, del otro,
e · (−adb(e′)) = 2e · (e′ · b) = 2(e ∧ e′) · b = adb(e) · e′, de modo que ad†b = −adb.
Por otra parte, la aplicación lineal b 7→ adb es inyectiva, ya que si adb = 0,
entonces e · b = 0 para todo vector e y esto implica que b = 0 (proposición 2.23).





= dim so(E) nos dice que dicha aplicación es
sobreyectiva.
Teorema 4.18 (Exponencial de un bivector). Para todo b ∈ G2, ±eb ∈ S+.
Demostración. Cf. [8, Theorem 6.17]. Está claro que R = eb es un multivector
par. Además, R ∈ G×, ya que RR̃ = ebẽb = ebe−b = 1. Para ver que R es un rotor,
basta ver (teorema 4.1) que RxR̃ ∈ E para todo x ∈ E.
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Sea W = E⊥ el espacio q-ortogonal de E en G, esto es, W = R⊕ G2 ⊕ · · · ⊕ Gn.
Tomemos cualesquiera x ∈ E, y ∈ W , y definamos la aplicación f : R → R por la
fórmula f(t) = q(etbxe−tb, y). Las sucesivas derivadas de f tienen la forma siguiente:
f ′(t) = q(betbxe−tb − etbxe−tbb, y) = q([b, etbxe−tb], y),
f ′′(t) = q([b, betbxe−tb − etbxe−tbb], y) = q([b, [b, etbxe−tb], y]),
y así sucesivamente. Para t = 0, obtenemos
f (k)(0) = q(adkb (x), y) = 0
porque adb es un endomorfismo de E. Como f es una función analítica real, se
desprende que f ≡ 0 y, como consecuencia, q(etbxe−tb, y) = 0. Por tanto, etbxe−tb ∈
W⊥ = E.
Corolario 4.19. Si b ∈ G2, entonces b es un rotor infinitesimal.
Demostración. El teorema nos asegura que R(t) = etb ∈ S+ para todo t, y está
claro que R′(0) = b.
Observación 4.20. Con esto queda probado que el espacio tangente a S+ en 1,
que denotamos lie(S+), es igual a G2. Pero para todo grupo de Lie el espacio tan-
gente en el elemento neutro, lie(G), es un álgebra de Lie con el corchete de Lie
(cf. [4]) y esto plantea la cuestión de encontrar la representación de este corchete,
para el caso lie(S+), en G2. La solución es que es el conmutador [b, b′]. De hecho,
con un sencillo cálculo se comprueba que el isomorfismo ad : G2 → so(E) cumple
ad[b,b′] = [adb, adb′ ], lo que significa que es un isomorfismo de G2 con el conmutador
de bivectores en so(E) con el conmutador de endomorfismos antisimétricos. Pero
la segunda álgebra se identifica con lie(SO) y ésta con lie(S+) por el isomorfismo
inducido por el homomorfismo S+ → SO.
Observación 4.21. Consideremos la aplicación exp : G2 → S+, b 7→ eb, y su
diferencial en 0: d0 exp : G → lie(S+) = G2. Dado que (d0 exp)(b) = ddte
tb|t=0 = b,
resulta que d0 exp = IdG2 . Ahora el teorema de la función inversa nos asegura que
existe un entorno abierto de 0 en G2 que exp aplica difeomórficamente en un entorno
abierto U de 1 en S+.
Para los rotores u de U , existe un bivector b tal que u = eb, pero para rotores
arbitrarios sólo podemos afirmar que serán o un producto de exponenciales de bi-
vectores, o límites de tales productos, ya que el subgrupo generado por U es abierto
y el cierre de este abierto es S+.
4.4. Nota sobre un teorema de Riesz
Sea E = Er,s, n = r + s, y L ∈ SO+r,s (este grupo es la componente conexa de la
identidad de of SOr,s). El teorema de Riesz en cuestión es el siguiente:
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Teorema 4.22. Si (r, s) es de una de las formas (n, 0), (0, n), (1, n−1) o (n−1, 1),
existe un bivector b ∈ G2 tal que
Lx = ebxe−b.
Demostración. Véase [10, § 4.12] o [13]. El caso euclídeo (y antieuclídeo) se pue-
de demostrar fácilmente a partir de la clasificación de isometrías de En. Escoja-
mos unidades de área i1, . . . , ik en planos dos a dos ortogonales de En, y án-
gulos α1, . . . , αk ∈ [0, 2π) (no necesariamente distintos), y consideremos el rotor
R = exp(−ikαk/2) · · · exp(−i1α1/2). Puesto que los ij conmutan dos a dos, resulta
que R = eb, con b = −(ikαk + · · · + i1α1)/2. La isometría R es la composición de
rotaciones de amplitud αj en los planos [ij ] y la teoría básica de las rotaciones de
En muestra que toda rotación se puede obtener de esta manera.
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