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The implications of restricted conformal invariance under conformal transformations
preserving a plane boundary are discussed for general dimensions d. Calculations of the
universal function of a conformal invariant ξ which appears in the two point function of
scalar operators in conformally invariant theories with a plane boundary are undertaken to
first order in the ε = 4−d expansion for the the operator φ2 in φ4 theory. The form for the
associated functions of ξ for the two point functions for the basic field φα and the auxiliary
field λ in the the N →∞ limit of the O(N) non linear sigma model for any d in the range
2 < d < 4 are also rederived. These results are obtained by integrating the two point
functions over planes parallel to the boundary, defining a restricted two point function
which may be obtained more simply. Assuming conformal invariance this transformation
can be inverted to recover the full two point function. Consistency of the results is checked
by considering the limit d → 4 and also by analysis of the operator product expansions
for φαφβ and λλ. Using this method the form of the two point function for the energy
momentum tensor in the conformal O(N) model with a plane boundary is also found.
General results for the sum of the contributions of all derivative operators appearing in
the operator product expansion, and also in a corresponding boundary operator expansion,
to the two point functions are also derived making essential use of conformal invariance.
1 Introduction
In more than two dimensions it is not generally possible to construct explicitly non
trivial conformal field theories, with a detailed knowledge of the spectrum of spins and
scale dimensions of all operators in the theory and further the coefficients appearing in
operator product expansions for each pair of operators, at least to the same degree as in
two dimensions. Nevertheless for a very large class of quantum field theories scale invari-
ance at possible critical points may also be extended to invariance under the full conformal
group [1] which implies significant restrictions on the form of multi-point correlation func-
tions [2]. In particular the functional form of two and three point functions is effectively
unique assuming conformal covariance since to construct conformal invariants, and hence
for arbitrary functions to be present, four or more points are required (for operators with
spin there may be more than one linearly independent conformally covariant form for the
three point function [3]). From an experimental viewpoint in a statistical physics context
only two point functions are mostly relevant and in this case conformal invariance gives
little more than just scale invariance. On the other hand for calculating critical exponents
in the 1/N expansion using conformal invariance has proved essential in obtaining results
to O(1/N2) and O(1/N3) [4].
For statistical mechanical problems involving a boundary then at a critical point there
are new critical exponents, expressing the behaviour of physical quantities near or on the
boundary, which are unrelated (at least in any simple general fashion) to bulk critical
exponents [5]. Also for any particular bulk critical point there are a variety of possible
boundary conditions with differing surface exponents. As Cardy first showed [6,1] there is
still a residual conformal group consisting of conformal transformations leaving the bound-
ary invariant. For a plane boundary in d Euclidean dimensions the restricted conformal
group is then O(d− 1, 1). In this case the two point function, involving operators at x, x′,
depends on functions of a single conformal invariant ξ(x, x′). These functions depend on
the particular theory and associated boundary conditions, or rather on their correspond-
ing universality class. However conformal invariance is a significantly stronger requirement
than scale invariance as far as potential experimental implications are concerned [7]. If
we define coordinates xµ = (y,x), with y measuring the perpendicular distance from the
boundary, then scale invariance by itself, with conventional translational and rotational
symmetries, only restricts the two point function to depend on functions of the two scale
invariant variables s2/y2, s2/y′2 where s = x− x′.
For scalar fields there is a single function of ξ in the associated two point function
but for fields with spin there may be several. As a particular illustration we consider the
energy momentum tensor Tµν , which is traceless in the conformal limit, and the two point
function then contains three possible invariant functions. However the conservation equa-
tion ∂µTµν = 0 provides two first order linear differential equations linking these functions.
In two dimensions the number of invariant functions is reduced to two and in this case the
differential equations have a unique solution, satisfying appropriate boundary conditions,
in accord with known results [8]. Under the restricted conformal group it is also possible
to form non zero two point functions for fields of differing spin and scale dimensions, such
as for Tµν and a scalar field although in this case the functional dependence is entirely
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determined.
In this paper we investigate conditions on the form of two point functions for operators
in conformally invariant theories with a plane boundary. Previously we discussed such
two point functions involving the energy momentum tensor and derived the necessary
conditions arising from the conservation equations for Tµν by considering a perpendicular
configuration where the two points were restricted to be on a perpendicular to the boundary
[9] (referred to subsequently as I). Here we construct a conformally covariant form for the
general two point function 〈Tµν(x)Tρσ(x′)〉 for arbitrary x, x′ by constructing in terms of
the invariant scalar ξ(x, x′) vectors Xµ ∝ ∂µξ, X ′σ ∝ ∂′σξ at x, x′ respectively.
In general a two point function in the presence of a boundary may be written,
expressing invariance under translations parallel to the boundary, as 〈O(x)O′(x′)〉 =
G(y, y′,x− x′). In our discussions it is useful to consider a transformation of G obtained
by integrating over planes parallel to the boundary,
∫
dd−1xG(y, y′,x) = G‖(y, y
′), which
defines what is sometimes referred to as the parallel susceptibility. For a conformally in-
variant theory, when 〈O(x)O′(x′)〉 is expressible in terms of a function g(ξ), this procedure,
which we refer to as parallel integration, defines a new function gˆ(ρ), ρ = (y − y′)2/4yy′.
Crucially we are able to show that the transformation g → gˆ is invertible with g expressible
in terms of an integral over gˆ, for d = 3 the result is simply g(ξ) = −gˆ′(ξ)/π. This then
allows for significant simplifications in calculations since finding G‖(y, y
′) is sufficient to
determine the full two point function 〈O(x)O′(x′)〉.
These methods are illustrated by application to the O(N) σ-model in the large N
limit. This is in the same universality class as an N component scalar field theory with
a renormalisable φ4 interaction at the non Gaussian Wilson fixed point. We are able to
recover some results obtained some time ago for the arbitrary function of ξ associated with
the two point functions of the basic N component fields φ and also the auxiliary field λ
which is a scalar under O(N) [10,11].
We also consider constraints on the invariant function g(ξ) arising from the operator
product expansion in which the operators with lowest dimension and non vanishing one
point functions are relevant for the limit ξ → 0. With conformal invariance only scalar
operators, or their derivatives, in the operator product expansion of O and O′ can con-
tribute to their two point function in the presence of a boundary. We derive an explicit
form for g(ξ), in terms of hypergeometric functions, resulting from all derivative operators
formed from any particular scalar operator occurring in the operator product expansion.
The derivative terms in the operator product expansion are determined by the requirement
that they should reproduce exactly the appropriate full three point function for the con-
formal field theory without boundary. These results are applied to two point amplitudes
involving Tµν and the expressions obtained automatically satisfy the required conservation
equations.
A similar boundary operator expansion, where a bulk operator O(x) is expanded in
terms of boundary operators Oˆ(x) [12], is also investigated. This constrains the function
g(ξ) in the limit ξ → ∞. Again, using conformal invariance, we are able to sum up
explicitly the results for all derivative operators formed from a given boundary operator
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which in general also involves hypergeometric functions. In this case the essential input
determining the derivative terms for a particular boundary operator Oˆ appearing in the
expansion of O is the form of the two point function for Oˆ and also O at arbitrary points.
The boundary operator expansion of the energy momentum tensor Tµν defines a boundary
scalar operator Tˆ which is given by the non singular limit of T⊥⊥(x) as x → (0,x) and
therefore has dimension d [8]. However for d > 2 it is necessary to also consider boundary
operators Tˆij , symmetric traceless tensors whose dimension is not constrained by general
principles (this again reflects the non uniqueness of 〈Tµν(x)Tσρ(x′)〉 for d > 2).
In detail in section 2 we consider the general conditions stemming from conformal
invariance for two point functions with a boundary. In particular we describe the notion
of quasi-primary operators which have simple properties under conformal transformations
and analyse in detail the forms of the two point amplitudes for vector operators Vµ and also
Tµν in the presence of a boundary. Using the vectors Xµ, X
′
σ it is straightforward to write
down conformally covariant expressions. In section 3 we consider the simplest conformally
invariant scalar field theories defined by free fields and also with a quartic interaction at the
non Gaussian fixed point present in the ε = 4−d expansion. In particular we calculate the
two point function for the operator φ2 to first order in ε. In section 4 we analyse the O(N)
model in the large N limit and describe in detail the transformation g ↔ gˆ mentioned
above. Section 5 contains more calculations for the two point functions of Vµ or Tµν in
the O(N) model to leading order in 1/N . The result for the two point function of the
energy momentum tensor is non trivial, involving generalised hypergeometric functions.
Sections 6 and 7 respectively contain the details of our discussions of the consequences of
the operator product and boundary operator expansions with applications to the results
obtained in the O(N) model. Various calculational details are relegated to five appendices.
2 Conformal Invariance with Plane Boundaries
In flat d-dimensional Euclidean space with coordinates xµ ∈ Rd a conformal transfor-
mation g is defined by preservation of the line element up to a local scale factor
xµ → xgµ(x) , dxgµdxgµ = Ωg(x)−2dxµdxµ ⇒ ddxg = Ωg(x)−dddx . (2.1)
Such transformations define a group, (xg1)g2 = xg2g1 , which is isomorphic to O(d+ 1, 1).
For any conformal transformation we may define a local orthogonal matrix belonging to
O(d) by
Rgµα(x) = Ωg(x)∂x
g
µ
∂xα
, (2.2)
satisfying Rg2(xg1)Rg1(x) = Rg2g1(x). For d > 2 arbitrary conformal transformations can
be generated by combining translations and rotations, for which Ωg = 1, with inversions
through the origin, i, taking xµ → xµ/x2, for which
Riµν(x) = Iµν(x) ≡ δµν − 2 xµxν
x2
, Ωi(x) = x2 . (2.3)
Under conformal transformations Iµν(x − x′) → Rµα(x)Rνβ(x′)Iαβ(x − x′) so that it
transforms as a vector at x and also at x′. In consequence Iµν(x − x′) may be regarded
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as representing a form of parallel transport for conformal transformations and it plays a
crucial role in the construction of two point functions for vector and other tensor fields.
In a conformal field theory fields Oi(x) which form the vector space on which some
finite dimensional irreducible representation of O(d) acts are defined as quasi-primary fields
if they transform under the full conformal group according to [13]
Oi(x)→ Og i(xg) = Ωg(x)ηDij(Rg(x))Oj(x) , (2.4)
where η is the scale dimension of the fields and, for any R ∈ O(d), D(R) is the corre-
sponding matrix in this representation. Since the transformation rule in (2.4) depends on
x, derivatives of quasi-primary fields are not in general quasi-primary but transform with
extra inhomogeneous terms. However for Vµ a vector field of dimension d − 1 or Tµν a
symmetric traceless tensor field of dimension d it is straightforward to show [3] that ∂µVµ
and ∂µTµν are quasi-primary fields. Hence it follows that in a conformal field theory a con-
served vector current and the energy momentum tensor necessarily have dimensions d− 1
and d respectively. For the full conformal group there are no invariants which can be con-
structed from two or three points so that the two or three point functions of quasi-primary
fields are essentially uniquely determined, with no arbitrary functions present.
For a flat Euclidean space with a plane boundary, as was shown by Cardy [6], a non
trivial subgroup of conformal transformations still remains. If we let xµ = (y,x) and define
a plane boundary by y = 0, so that y is the perpendicular distance from x to the boundary,
then it is necessary to restrict the conformal group to those transformations leaving y = 0
invariant. This subgroup is then generated by d− 1 dimensional translations and O(d− 1)
rotations acting on x together with the inversion xµ → xµ/x2 again and forms the group
O(d, 1). Under such transformations for two points xµ, x
′
µ it is easy to see that
(x− x′)2 → (x− x
′)2
Ω(x)Ω(x′)
, y → y
Ω(x)
, y′ → y
′
Ω(x′)
. (2.5)
Hence we may construct invariants
ξ =
(x− x′)2
4yy′
, v2 =
(x− x′)2
(x− x′)2 + 4yy′ =
ξ
ξ + 1
. (2.6)
where 0 ≤ ξ <∞ and 0 ≤ v < 1.
For a one point function of an operator O in the neighbourhood of a plane boundary
conformal invariance under transformations as in (2.4) implies that this can only be non
zero for quasi-primary scalar fields, belonging to the singlet representation of O(d), when
we can write
〈O(x)〉 = AO
(2y)η
. (2.7)
For the two point function of quasi-primary operators the existence of the conformal
invariants in (2.5) implies that there may be an arbitrary function present. In addition the
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two point function may be non zero for operators of differing spins and scale dimension,
unlike the case for conformal invariance without a boundary. For two scalar fields we may
write in general
〈O1(x)O2(x′)〉 = 1
(2y)η1(2y′)η2
f12(ξ) =
(2y′)η1−η2
(x− x′)2η1 F12(v) , ξ
η1f12(ξ) = F12(v) . (2.8)
The functions f12(ξ) or F12(v) are constrained by the operator product expansion (OPE).
If for s = x− x′ → 0
O1(x)O2(x′) ∼ C12
3
(s2)
1
2
(η1+η2−η3)
O3(x′) , 〈O3(x′)〉 = A3
(2y′)η3
, (2.9)
then for ξ ∼ v2 → 0 there is a contribution to the functions f12(ξ) or F12(v) in (2.8) of the
form
f12(ξ) ∼ C123A3 ξ− 12 (η1+η2−η3) , F12(v) ∼ C123A3 vη1−η2+η3 . (2.10)
Later, in section 6, we determine the entire contribution of non leading derivative terms
in the OPE.
There are additional constraints on the functions f12(ξ) or F12(v) arising from a
boundary operator expansion (BOE). For conformal field theories with boundary it is nat-
ural to define a basis of boundary operators Oˆn(x), which transform irreducibly under
O(d − 1) and have a well defined scale dimension ηˆn. The precise set of such operators
depends of course on the particular conformal theory and also the precise boundary con-
ditions, compatible with conformal invariance imposed. The BOE has the form
O(x) =
∑
n
BO
Oˆn
(2y)η−ηˆn
Oˆn(x) , (2.11)
where in (2.7) AO = BO
1. The two point function of a bulk operator and a boundary
operator is determined up to an overall constant
〈O(x)Oˆn(x′)〉 =
BOOˆn
(2y)η−ηˆn(sˆ2)ηˆn
, sˆµ = (y,x− x′) . (2.12)
Combining (2.11) and (2.12) it is easy to find that in the limit ξ →∞ or v → 1
f12(ξ) ∼ BO1OˆBO2Oˆξ−ηˆ , F12(v) ∼ BO1OˆBO2Oˆ(1− v2)ηˆ−η1 , (2.13)
where ηˆ is the scale dimension of the leading boundary operator Oˆ which gives a non
zero contribution when using (2.11) and (2.12) to take the limit y′ → 0. Clearly there are
consistency conditions arising from considering the alternative limit y → 0. For a statistical
mechanical system at a critical point the invariant functions f(ξ) or F (v) appearing in two
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point functions are universal, depending only on the universality class and the boundary
conditions.*
For non scalar quasi-primary fields the expressions for the two point function in the
neighbourhood of a plane boundary are more complicated to analyse. In I a conformal
transformation was used to restrict xµ = (y, 0) and x
′
µ = (y
′, 0), on a perpendicular
to the boundary, where the remaining invariance or little group is reduced to O(d − 1)
rotations. However we now describe an alternative approach which gives equivalent results.
This is based on defining vectors Xµ, X
′
µ, with zero scale dimension, under restricted
conformal transformations preserving the boundary at x, x′ respectively, so that Xµ →
Rµα(x)Xα, X ′µ →Rµα(x′)X ′β . Since ξ in (2.6) is a scalar these are explicitly given by
Xµ = y
v
ξ
∂µξ = v
(2y
s2
sµ − nµ
)
, X ′µ = y
′ v
ξ
∂′µξ = v
(
−2y
′
s2
sµ − nµ
)
, nµ = (1, 0) ,
(2.14)
which satisfy
XµXµ = X
′
µX
′
µ = 1 , X
′
µ = Iµν(s)Xν . (2.15)
As y → 0 Xµ → −nµ and for y′ → 0 Xµ → −Iµν(sˆ)nν .
We may now easily construct invariant forms for two point amplitudes for tensor fields.
For Vµ a vector field of dimension d− 1 then
〈Vµ(x)Vν(x′)〉 = 1
(s2)d−1
(
Iµν(s)C(v) +XµX
′
νD(v)
)
. (2.16)
To impose current conservation, ∂µVµ = 0, we use
∂µ
( 1
(s2)d−1
Iµν(s)
)
= 0 , ∂µ
( 1
(s2)d−1
Xµ
)
= −(d− 1) 2y
′
(s2)d
v ,
∂µX
′
ν =
2y′
s2
v
(−Iµν(s) +XµX ′ν) , ∂µF (v) = 2y′
s2
Xµv
2F ′(v) ,
(2.17)
to obtain
v
d
dv
(C +D) = (d− 1)D . (2.18)
Away from the boundary, for v → 0, D → 0 while C is a constant determined by the bulk
conformal theory. Similarly for Tµν the traceless energy momentum tensor of dimension
d and O a scalar field of dimension η we may find expressions for the mixed two point
functions
〈Vµ(x)O(x′)〉 = (2y
′)d−1−η
(s2)d−1
XµCVO(v) ,
〈Tµν(x)O(x′)〉 = (2y
′)d−η
(s2)d
(
XµXν − 1
d
δµν
)
CTO(v) .
(2.19)
* Note that the results (2.8) give for the limits of the two point function perpendicular and parallel
to the boundary 〈O1(y,0)O2(y′,0)〉 ∝ 1/yη⊥ as y → ∞ and 〈O1(y,x)O2(y,x′)〉 ∝ 1/|s|
η‖ as |s| → ∞
where the surface critical exponents η⊥ = η1 + ηˆ, η‖ = 2ηˆ [10].
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Current conservation and also ∂µTµν = 0, using (2.17) and
∂µ
(
1
(s2)d
(
XµXν − 1
d
δµν
))
= −(d− 1) 2y
′
(s2)d+1
vXν , (2.20)
requires
v
d
dv
CVO = (d− 1)CVO , v d
dv
CTO = dCTO , (2.21)
which gives a unique functional form
CVO(v) = cVOv
d−1 , CTO(v) = cTOv
d . (2.22)
The coefficients cVO and cTO are determined by Ward identities. The energy momentum
tensor Tµν may be defined by the response to arbitrary infinitesimal reparameterisations
xµ → xµ + aµ(x) [6,14] and from conformal invariance it is possible to derive the relations
(see eqs. (E.7,8) in ref. [3])
〈Tµµ(x)O(x′)〉 = dC〈O(x′)〉δd(s) ,
∂µ〈Tµν(x)O(x′)〉 =
(η
d
+ C
)
〈O(x′)〉∂νδd(s)− 〈∂νO(x′)〉δd(s) ,
(2.23)
where C is undetermined (reflecting the arbitrariness of 〈Tµν(x)O(x′)〉 when regularised
up to terms ∝ δµνδd(x− x′)(2y′)−η). The expression obtained in (2.19,22) can be shown
to be compatible with (2.23) by considering the expansion for s→ 0 which has the form
vd
(s2)d
(
XµXν − 1
d
δµν
)
∼ 1
(2y′)d(s2)
1
2
d
{
sµsν
s2
− 1
d
δµν
− 1
2y′
(
nµsν + nνsµ − δµνn·s+ (d− 2)n·ssµsν
s2
)}
.
(2.24)
With a suitable regularisation of the terms O(s−d) we may find *
∂µ
vd
(s2)d
(
XµXν − 1
d
δµν
)
= −d− 1
d2
Sd
1
(2y)d
∂νδ
d(x− x′) + c 1
(2y′)d
∂νδ
d(x− x′) , (2.25)
for c arbitrary and Sd = 2π
1
2
d/Γ( 12d). Assuming the result (2.25) the regularised trace of
(2.24) is then also dcδd(x− x′)/(2y)d. With these formulae it is easy to check that the
identities (2.23) are satisfied, using (2.7), if CAO = cTOc and [8,7]
cTO = − dη
d− 1
AO
Sd
. (2.26)
* In the spirit of differential regularisation [15] we may obtain a well defined distribution for the
O(s−d) terms
1
sd
(
sµsν
s2
−
1
d
δµν
)
=
1
d(d− 2)
(
∂µ∂ν −
1
d
δµν∂
2
)
1
sd−2
+ cδµνδ
d(s), where c is an arbitrary
constant. The divergence and trace of this expression may be found using −∂2s−d+2 = (d − 2)Sdδ
d(s).
The trace of the O(s−d+1) terms in (2.24) is zero while the divergence is unambiguous being ∝ δd(s).
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The two point function of the energy momentum tensor itself can also be written in
a similar fashion in terms of a basis of conformally covariant symmetric traceless tensors
at x, x′ in the general form
〈Tµν(x)Tσρ(x′)〉 = 1
(s2)d
{
Iµν,σρ(s)C(v) +
(
XµXν − 1
d
δµν
)(
X ′σX
′
ρ − 1
d
δσρ
)
A(v)
+
(
XµX
′
σIνρ(s) + µ↔ ν, σ ↔ ρ
− 4
d
δµνX
′
σX
′
ρ − 4
d
δσρXµXν +
4
d2
δµνδσρ
)
B(v)
}
,
(2.27)
where Iµν,σρ represents inversion on symmetric traceless tensors
Iµν,σρ(s) = 12
(
Iµσ(s)Iνρ(s) + Iµρ(s)Iνσ(s)
)− 1
d
δµνδσρ . (2.28)
If the two point function is defined on all Rd, with no boundary, then A,B are absent while
C is a constant CT and the conservation equation for Tµν , giving ∂µ〈Tµν(x)Tσρ(x′)〉 = 0,
is satisfied by virtue of
∂µ
( 1
(s2)d
Iµν,σρ(s)
)
= 0 . (2.29)
In the general case the conservation equation, using (2.29) with (2.17), (2.20) as well as
∂µ
( 1
(s2)d
(
XµIνσ(s)+XνIµσ(s)− 2
d
δµνX
′
σ
))
=
2y′
(s2)d+1
v
d
(
(2− d2)Iνσ(s) + (d− 2)XνX ′σ
)
,
(2.30)
leads to the conditions (
v
d
dv
− d
)
(C + 2B) = − 2
d
(A+ 4B)− dC , (2.31a)(
v
d
dv
− d
)(
(d− 1)A+ 2(d− 2)B) = 2A− 2(d2 − 4)B . (2.31b)
These equations still leave the A,B,C undetermined up to an arbitrary function of v.
Away from the boundary, or as v, ξ → 0, the terms involving Xµ, X ′σ should disappear,
hence in this limit A,B → 0, while C → CT which is the constant determining the scale
of energy momentum tensor two point function which has a simple form in the associated
conformal field theory without boundary,
〈Tµν(x)Tσρ(x′)〉no boundary = CT
(s2)d
Iµν,σρ(s) . (2.32)
On the boundary if we assume T1i(0,x) = 0, with i denoting components tangential to the
boundary, then we must require C(1)+2B(1) = 0. Since 〈Tµν〉 = 0 with a plane boundary
there are no Ward identity relations for this two point function.
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When d = 2 there are only two linearly independent tensors instead of the three in
(2.27) so that only A, C + 2B are relevant. The differential equations then have a unique
solution obeying the boundary conditions
A(v) = 4CT v
4 , C(v) + 2B(v) = CT (1− v4) . (2.33)
In two dimensions with complex coordinates z = x+ iy, z¯ = x− iy, δzz¯ = 12 then
XzX
′
z =
1
2Izz(s) = −
1
4
z¯ − z¯′
z − z′ , XzX
′
z¯ =
1
4
z¯ − z′
z − z¯′ , Izz¯(s) = 0 , (2.34)
and since v2 = |z − z′|2/|z − z¯′|2 we thereby obtain the universal form [1]
〈Tzz(x)Tzz(z′)〉 =
1
4
CT
(z − z′)4 , 〈Tzz(z)Tz¯z¯(z¯
′)〉 =
1
4
CT
(z − z¯′)4 . (2.35)
Up to a suitable normalisation factor CT is of course the Virasoro central charge.
For general d the expression (2.27) for the energy momentum tensor two point function
may be related to the results in I, where free field expressions were given for arbitrary d
and also the functional dependence on v calculated to first order in the ε expansion from
d = 4 for the non Gaussian fixed point in φ4 field theory, by restricting (2.27) to the
perpendicular configuration, when for y > y′, Xµ = −X ′µ = nµ, v = (y− y′)/(y+ y′), the
general form can be written as
〈T1j(y, 0)T1ℓ(y′, 0)〉 = 1
(y − y′)2d γ(v)δjℓ ,
〈Tij(y, 0)Tkℓ(y′, 0)〉 = 1
(y − y′)2d
(
δ(v) δijδkℓ + ǫ(v)(δikδjℓ + δiℓδjk)
)
.
(2.36)
All other non zero components may be obtained trivially from (2.36) using Tµν = Tνµ and
Tµµ = 0, for instance
〈T11(y, 0)T11(y′, 0)〉 = 1
(y − y′)2d α(v) , α = (d− 1)
(
(d− 1)δ + 2ǫ) . (2.37)
It is straightforward to show that
α =
d− 1
d2
(
(d− 1)(A+ 4B) + dC) , γ = −B − 12C , ǫ = 12C , δ = 1d2 (A+ 4B − dC) .
(2.38)
Eqs. (2.31a,b) then translates into the results given in I, for instance (2.31b) becomes
more simply (
v
d
dv
− d
)
α(v) = 2(d− 1)γ(v) . (2.39)
On the boundary itself it is easy to see that
〈T11(0,x)T11(0,x′)〉 = 1
(s2)d
α(1) . (2.40)
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3 Scalar Field Theory
The simplest conformally invariant field theory is that given by free massless scalar
fields φα(x), α = 1 . . .N (for later convenience we assume N components). To ensure com-
patibility with conformal invariance we may impose either Neumann or Dirichlet boundary
conditions which for a plane boundary at y = 0 requires ∂1φ
α(0,x) = 0 or φα(0,x) = 0
respectively. If
〈φα(x)φβ(x′)〉 = δαβGφ(x, x′) , Gφ(x, x′) = 1
s2ηφ
Fφ(v) , (3.1)
then in the free field case it is easy to see, using the method of images, that
ηφ =
1
2
d− 1 , Fφ(v) = A(1± vd−2) , (3.2)
where the upper/lower signs correspond to Neumann/Dirichlet boundary conditions and
A =
1
(d− 2)Sd , Sd =
2π
1
2
d
Γ( 12d)
. (3.3)
For the composite operator φ2 with dimension ηφ2 then in general
〈φ2(x)φ2(x′)〉 = 〈φ2(x)〉〈φ2(x′)〉+Gφ2(x, x′) ,
Gφ2(x, x
′) =
1
s2ηφ2
Fφ2(v) , 〈φ2(x)〉 =
Aφ2
(2y)ηφ2
,
(3.4)
and in the free field case
ηφ2 = 2ηφ = d− 2 , Fφ2(v) = 2NFφ(v)2 , Aφ2 = ±NA . (3.5)
A more interesting case is the conformal field theory realised at the non Gaussian
fixed point in the theory with interaction 124g(φ
2)2 for which critical exponents and other
universal quantities can be calculated in the ε = 4−d expansion. With minimal subtraction
at the fixed point g∗/16π
2 = 3ε/(N+8)+O(ε2). For the 〈φφ〉 two point function the O(ε)
corrections to the free field results for the universal function Fφ(v) have been calculated
by Gompper and Wagner [16] and also in I*. Since g∗ = O(ε) it is sufficient to first order
to evaluate the Feynman integrals just for d = 4. The results obtained at one loop give
ηφ =
1
2d− 1 + O(ε2) and
F (v)(1) = ∓1
2
N + 2
N + 8
Aε
(
v2 ln
1− v2
v2
± ln(1− v2)
)
. (3.6)
* In I the results in (C.1,2), and also (C.3), for G(y, y′) should have an additional ± sign. Other
misprints in I are that the factor multiplying F ′′ in (C.5) should be v2(1 − v2)2, in (C.8a) the tensor
structure should be δikδjℓ+ δiℓδjk and in the last line of (C.8b) the second factor should be x
2+ z2− y′2,
in (2.6) in the transformation equation for Tµν replace Ω(x˜) by Ω(x˜)d, in (2.26) the correct equation is
Aij = ηδij/(d−1)Sd and in (2.29) in the formula for α(1) 2d→ 2
d. Further in (A.2), and also subsequently
on the same page, eµie
µ
j → e
µ
ie
ν
j .
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In the Dirichlet case it is easy to see that adding the result (3.6) to the free result (3.2) is
compatible to the order calculated with the form
Fφ(v)ord = Cφ
(
1− vηφ2 )ηˆn−ηφ , (3.7)
where Cφ = A(1+O(ε)) and ηˆn is the dimension of the surface operator φˆn(x) = ∂1φ(0,x).
The expression (3.6) implies the one loop corrections
ηφ2 = d− 2 + N + 2
N + 8
ε+ . . . , ηˆn =
1
2d− 12
N + 2
N + 8
ε+ . . . , (3.8)
in accord with long established results. The subscript ord in (3.7) denotes that this func-
tion is appropriate to the ordinary transition in a statistical mechanical context. It is
straightforward then to verify that the functional form in (3.7) is consistent with the lim-
iting behaviours given by (2.10), since φ2 is here the lowest dimension operator appearing
in the operator product φφ beyond the identity, and also with (2.13) since in the Dirichlet
case φˆn is the leading boundary operator appearing in the BOE of φ.
For the Neumann case, which is appropriate for the so called special transition, we
may write
Fφ(v)sp = Cφ
(
1 + vηφ2
)
(1− vηφ2 )ηˆ−ηφ , (3.9)
where
ηˆ = 12d− 1− 12
N + 2
N + 8
ε+ . . . , (3.10)
is the scale dimension of the the boundary operator φˆ(x) = φ(0,x). (3.9) is again in accord
with the usual OPE for φφ and as y′ → 0 or v → 1 it is easy to see, with (3.1),
〈φα(x)φβ(x′)〉sp ∼ δαβ 2Cφ
sˆ2ηφ
(4yy′
sˆ2
)ηˆ−ηφ(
1 +
(
2ηφ − 12ηφ2 − ηˆ
)2yy′
sˆ2
)
, (3.11)
where sˆ2 is given in (2.12). It is crucial that, with the above results for scale dimensions,
the next to leading corrections vanish, corresponding to the boundary operator φˆn = 0.
As v → 0 the particular boundary conditions are irrelevant so we must require
Fφ(0)sp = Fφ(0)ord, as exemplified in (3.7.9). By considering the terms ∝ vηφ2 we easily
see, following (2.10), that
Aφ2,sp
Aφ2,ord
= −1− N + 2
N + 8
ε+O(ε2) , (3.12)
which is independent of the normalisation of the operator φ2.
We have also calculated the leading ε corrections for the two point function of the
operator φ2, which represents the energy density in a statistical physics context. There
are two Feynman graphs shown in figs. (1a,b), fig. (1a) corresponding to the one loop
correction to Gφ(x, x
′).
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Details of the calculation are given in appendix A. After removing divergences the
result is
Fφ2(v)
(1) = 2A2N
N + 2
N + 8
ε
(
1+v4−(1−v2)2 ln(1−v2)+2v4 2− v
2
1− v2 ln v
2±v2 ln v2
)
. (3.13)
In the Dirichlet case we therefore have to this order, combining with (3.2,5),
Fφ2(v)ord = Cφ2
((
1− vηφ2 )d−ηφ2 + N + 2
N + 8
ε
(
2v2 + v4
3− v2
1− v2 ln v
2
))
, (3.14)
for Cφ2 = 2A
2N(1 + O(ε)). In the limits v → 0, 1 this behaves as
Fφ2(v)ord ∼ Cφ2 − 2Cφ2
(
1− 3
2
N + 2
N + 8
ε
)
vηφ2 , (3.15a)
Fφ2(v)ord ∼ Cφ2
(
1 +
11
6
N + 2
N + 8
ε− ε
)(
1− v2)d−ηφ2 . (3.15b)
The first case corresponds to the leading contributions of the identity and φ2 in the OPE
as expected. For v → 1 the result corresponds to the boundary operator Tˆ (x) = T11(0,x)
whose scale dimension is d at any conformal fixed point. In the Neumann case the results
to this order from (3.13) can be simply expressed by
Fφ2(v)sp = 4Cφ2
(
1− N + 2
N + 8
ε
)
vηφ2 + Fφ2(v)ord . (3.16)
For v → 1 the first term is a constant and so corresponds to the contribution of a boundary
operator φˆ2 with dimension ηˆφˆ2 = ηφ2 +O(ε
2) = 2+O(ε) which is now present in addition
12
to the operator Tˆ . For v → 0 using Fφ2(v) ∼ Cφ2 + Cφ2φ2φ2Aφ2vηφ2 it is easy to see that
(3.15a,16) are in accord with (3.12).
4 O(N) Model for Large N
Besides the ε expansion it is also possible to obtain non trivial fixed points in quantum
field theories by considering expansions in 1/N for theories with N -component fields [17].
Such large N methods have the virtue of allowing calculations of critical exponents at
conformally invariant fixed points for any dimension, at least in the range 2 < d < 4. The
simplest example is the non linear O(N) σ model for fields φα ∈ SN−1. In a lagrangian
formalism it is classically equivalent to remove the non linear constraint on φ but intro-
duce an auxiliary field λ, without any kinetic term and with an interaction LI = 12λφ2,
whose field equation then enforces the condition φ2 = const.. The 1/N expansion for the
corresponding quantum field theory may naturally be written in terms of propagators for
φ, λ with a single vertex given by LI . At the scale invariant fixed point Vasil’ev, Pis’mak
and Khonkonen [4] formulated the σ model in terms of a skeleton graph expansion for the
two point functions for φ, λ which can be solved self consistently for the scaling dimen-
sions ηφ, ηλ by imposing conformal invariance in a tractable 1/N expansion. Using these
methods ηφ, ηλ, which determine all other bulk critical indices, have been determined to
O(N−3),O(N−2) respectively. To leading order ηφ =
1
2
d−1, ηλ = 2 and results are consis-
tent with those from the ε expansion for the renormalisable 124g(φ
2)2, as considered in the
previous section, with the identification ηλ = ηφ2 . In recent years the O(N) σ model has
been extensively investigated at its conformal fixed point so that the spectrum of operators
present and their scaling dimensions are well understood [17,14].
Writing the two point functions for the basic fields φα, λ as
〈φα(x)φβ(x′)〉 = δαβGφ(x, x′) , 〈λ(x)λ(x′)〉 = 〈λ(x)〉〈λ(x′)〉+Gλ(x, x′) , (4.1)
since we assume manifest O(N) invariance and 〈φα〉 = 0. To zeroth order in 1/N [4] the
basic equations determining these are equivalent to(−∇2 + 〈λ(x)〉)Gφ(x, x′) = δd(x− x′) , (4.2a)∫
ddx′′Gφ(x, x
′′)2Gλ(x
′′, x′) = − 2
N
δd(x− x′) . (4.2b)
Alternatively in the renormalisable (φ2)2 theory, with the identification λ = 16gφ
2, Gλ
represents the leading contribution at large N due to summing all bubble diagrams. With
no boundary present (4.1a,b) are trivial to solve at a fixed point. If, as required by
conformal invariance,
Gφ(x, x
′) =
A
s2ηφ
, Gλ(x, x
′) =
B
s2ηλ
, (4.3)
then (4.2b) requires in general that
ηλ = d− 2ηφ , A2B = − 2
N
f(2ηφ) , f(α) =
1
πd
Γ(d− α)Γ(α)
Γ(α− 1
2
d)Γ( 1
2
d− α) , (4.4)
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while (4.2a) gives ηφ =
1
2d− 1, 〈λ〉 = 0, with A as in (3.3), and hence ηλ = 2 for N →∞.
The relation between ηλ and ηφ in (4.4) is necessary for the integral in (4.2b) to be
conformally invariant, using the transformation of the measure in (2.1). It is also useful
to note that for ηφ =
1
2
d− 1 B > 0 for 2 < d < 4 and as d→ 4 B ∼ 8ε2/N . In general the
normalisations of the fields φ, λ are arbitrary but with the above choices the scale of the
vertex function is determined. Without a boundary, when 〈λ〉 = 0, conformal invariance
dictates the general form
〈φα(x1)φβ(x2)λ(x3)〉 = δαβ Cφφλ
(x 212)
ηφ−
1
2
ηλ(x 213x
2
23)
1
2
ηλ
, xij = xi − xj . (4.5)
To leading order in 1/N ,*
Cφφλ
AB
=
1
2ε
. (4.6)
The normalisation independent vertex coupling is then Cφφλ/(A
2B)
1
2 = O(N−
1
2 ) which
implies formally that the 1/N expansion is consistent.
The aim here is to extend these results to the situation for a plane boundary. The
essential results in the large N limit have been obtained by Bray and Moore [10] and also
Ohno and Okabe [11] some time ago but we differ in making essential use of conformal
invariance which leads to a a more direct and perhaps simpler derivation of the λ two
point function by solving (4.2b) (in both treatments Dirichlet boundary conditions, or
the ordinary transition, is more straightforward than Neumann boundary conditions, as
appropriate for the special transition). Following (2.4) if we write
Gφ(x, x
′) =
1
(4yy′)
1
2
d−1
fφ(ξ) =
1
(s2)
1
2
d−1
Fφ(v) , Fφ(v) = ξ
1
2
d−1fφ(ξ) , (4.7)
then imposing (4.2a) requires Fφ(0) = A and also, since ηλ = 2, if we take
〈λ(x)〉 = Aλ
4y2
, (4.8)
Fφ satisfies the differential equation
ξ(1 + ξ)
d2
dξ2
Fφ + (
1
2ε+ 2ξ)
d
dξ
Fφ − 14Aλ Fφ = 0 . (4.9)
This is easily seen to be soluble in general in terms of hypergeometric functions, the
appropriate solution with the relevant behaviour as ξ → 0 being
AF (a, b, ; 12ε;−ξ) = A(1− v2)aF (a, 12ε− b; 12ε; v2) , a+ b = 1 , ab = −14Aλ . (4.10)
* This may be obtained by calculating the lowest order contribution, using the conformal star
triangle relation, 〈φα(x1)φβ(x2)λ(x3)〉 = −δαβ
∫
ddx A
2B
((x1−x)2(x2−x)2)
d/2−1(x3−x)4
but the result is also
in accord with a more systematic analysis based on requiring cancellation of shadow fields in the OPE [14].
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For the particular applications of interest here we assume that the leading term for Gφ in
the large N limit is given by the N → ∞ results of the previous section. It is important
to note that the first order in ε results for the scaling dimensions are exact in this limit†.
Hence in the Dirichlet case we obtain
fφ(ξ)ord = A
(
ξ(1 + ξ)
)− 1
2
d+1
, Fφ(v)ord = A
(
1− v2) 12d−1 . (4.11)
This solution is in exact agreement with the general form (4.10) for a = 12d − 1, b = 12ε.
Hence in (4.8) in this case
Aλ,ord = −(4− d)(d− 2) . (4.12)
The consistency of this result may be verified by considering the OPE for φφ where from
(4.5) and (4.1,3) in the limit s = x− x′ → 0
φα(x)φβ(x′) ∼ A
(s2)
1
2
d−1
δαβ +
Cφφ
λ
(s2)−
1
2
ε
δαβλ(x′) , Cφφ
λ =
Cφφλ
B
. (4.13)
Applying this to the two point function (4.1) with the general form (4.7) then we must
require as v → 0 Fφ(v) ∼ A+CφφλAλv2. Using the explicit expression (4.11) in conjunction
with (4.6) is easily seen to recover (4.12).
Given an explicit formula for Gφ then Gλ is determined by solving (4.2b). Given that
ηλ = 2 to leading order in 1/N then conformal invariance dictates the general form
Gλ(x, x
′) =
1
(4yy′)2
fλ(ξ) =
1
(s2)2
Fλ(v) , Fλ(v) = ξ
2fλ(ξ) . (4.14)
We first discuss the essential mathematical problem of inverting an operator rep-
resented by a kernel G(x, x′) which transforms as a scalar of dimension α at x, x′ on
R
d
+ = {(y,x); y > 0}. Representing the inverse by a kernel H(x, x′) we require∫
R
d
+
ddxG(x1, x)H(x, x2) = δ
d(x1 − x2) , x1, x2 ∈ Rd+ . (4.15)
Under a conformal transformation as in (2.1) δd(x1 − x2) → Ωg(x1)dδd(x1 − x2). Hence
the integral (4.15) is compatible with restricted conformal transformations preserving the
boundary if we take
G(x, x′) =
1
(4yy′)α
g(ξ) , H(x, x′) =
1
(4yy′)d−α
h(ξ) . (4.16)
Hence we may expect to reduce (4.15) to an equation for the single variable functions g, h.
To achieve this it is convenient to define a transform, g → gˆ, by integrating G over planes
parallel to the boundary*∫
dd−1xG(x, x′) =
1
(4yy′)α−λ
gˆ(ρ) , ρ =
(y − y′)2
4yy′
, λ = 1
2
(d− 1) , (4.17)
† The two loop results [12,19,20,21] for the surface exponents ηˆ, ηˆn vanish as N →∞.
* This is analogous to the radon transform [22].
15
where
gˆ(ρ) =
πλ
Γ(λ)
∫ ∞
0
duuλ−1g(u+ ρ) . (4.18)
This transform may be inverted, gˆ → g, by
g(ξ) =
1
πλΓ(−λ)
∫ ∞
0
dρ ρ−λ−1gˆ(ρ+ ξ) , (4.19)
where the integral of ρ−λ−1 is singular for d of interest here but may be defined by analytic
continuation in λ from Re(λ) < 0. The inversion formula may be verified by using
∫
du (ρ− u)µ−1+ uλ−1+ = B(µ, λ) ρµ+λ−1+ ∼ Γ(−λ)Γ(λ)δ(ρ) as µ→ −λ . (4.20)
For d = 3⇒ λ = 1 we use
ρ−λ−1+
Γ(−λ) ∼ δ
′(ρ) for λ→ 1 , (4.21)
to reduce (4.19) to the simple form
g(ξ) = − 1
π
gˆ′(ξ) , (4.22)
which is easy to check directly from (4.18).
With the definition (4.17) for gˆ, and correspondingly for hˆ, it is easy to see, by
integrating over x1, that (4.15) reduces to
∫ ∞
0
dy
y
gˆ(ρ1) hˆ(ρ2) = 4y1δ(y1 − y2) , ρi = (y − yi)
2
4yyi
. (4.23)
If y = e2θ, yi = e
2θi this may be simplified to
∫ ∞
−∞
dθ gˆ
(
sinh2(θ − θ1)
)
hˆ
(
sinh2(θ − θ2)
)
= δ(θ1 − θ2) . (4.24)
This is then straightforward to solve by Fourier transforms
˜ˆg(k) =
∫
dθ eikθ gˆ(sinh2 θ) , (4.25)
which finally gives
˜ˆg(k)
˜ˆ
h(k) = 1 . (4.26)
Hence
˜ˆ
h may be determined and by taking the inverse Fourier transform and applying
(4.19) it is possible to find h.
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For the problem of interest here then, given the result (4.11) for Gφ, we should take
α = d− 2 and, with fφ(ξ) 2ord = A2g(ξ),
g(ξ) =
[
ξ(ξ + 1)
]−d+2
. (4.27)
For simplicity we describe here the application of the above method for the physically
interesting case of d = 3 when the integrals are also relatively standard. General d is
discussed in appendix B. For d = 3 we easily obtain
gˆ(ρ) = π ln
ρ+ 1
ρ
, gˆ(sinh2 θ) = −2π ln | tanh θ| , (4.28)
and therefore
˜ˆg(k) =
2π2
k
tanh 1
4
πk . (4.29)
Using (4.26) to give
˜ˆ
h(k) we then get
hˆ(ρ) = − 1
2π3
1
ρ(ρ+ 1)
, h(ξ) = − 1
2π4
(
1
ξ2
− 1
(ξ + 1)2
)
, (4.30)
with hˆ→ h given by (4.22). Hence for d = 3, when A = 1/4π, the solution of (4.2b) gives
in (4.14)
fλ(ξ)ord =
16
π2N
1 + 2ξ
ξ2(1 + ξ)2
, Fλ(v)ord =
16
π2N
(1− v4) . (4.31)
For general d the results of appendix B lead to
fλ(ξ)ord = B
Γ(d)Γ(d− 2)
Γ(2d− 4) ξ
−dF
(
d− 2, d; 2d− 4;−1
ξ
)
= 2B
Q2d−3(1 + 2ξ)
ξ(1 + ξ)
,
B =
16
N
εΓ(d− 2)
Γ(2− 12d)Γ( 12d− 1)3
,
(4.32)
where Q2d−3 is an associated Legendre function and, given A in (3.2), B is in accord with
(4.4) for ηφ =
1
2d − 1. For d = 3, using F (1, 3; 2; z) = 12((1 − z)−2 + (1 − z)−1), this is
easily seen to be in agreement with (4.31). It is also of interest to consider the limit as
d→ 4 when
ξ−d+2F
(
d− 2, d; 2d− 4;−1
ξ
)
=
ξε
(1 + ξ)2
F
(
d− 2,−ε; 2d− 4;−1
ξ
)
∼ 1
(1 + ξ)2
(
1 + ε ln ξ − 6ε
∞∑
n=1
(−1)n
n(n+ 2)(n+ 3)
1
ξn
)
= (1− v2)2(1− ε ln(1− v2))+ ε{2v2 + v4 3− v2
1− v2 ln v
2
}
.
(4.33)
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With B ∼ 8ε2/N this agrees exactly with the results in (3.4) and (3.14) in the N → ∞
limit for λ→ 1
6
g∗φ
2 ∼ 8π2εφ2/N .
Manifestly from (4.32) fλ(ξ)ord may be expanded in powers ξ
−d−n or (2ξ+1)−d−2n for
n = 0, 1, . . . which, from later results, represents the contributions of boundary operators
with dimensions d+2n in the BOE. For ξ →∞ fλ(ξ)ord ∝ ξ−d as expected for the leading
operator appearing in the BOE for λ(x) being T11(0,x) ≡ Tˆ (x). An alternative expansion
of fλ(ξ)ord valid for small ξ also verifies the consistency of the the leading 1/N expression
for the λ two point function with the OPE for λ(x)λ(x′). From (B.8) in the limit ξ → 0
we get
fλ(ξ)ord = B
( 1
ξ2
(
1− (d− 2)(d− 3)ξ)+ 12(d− 1)(d− 2)(d− 3)(d− 4) ln 1ξ + . . .
)
. (4.34)
The leading operator, apart from the identity, appearing in the OPE for λλ is λ itself and
the relevant coefficient is determined from the three point function
〈λ(x1)λ(x2)λ(x3)〉 = Cλλλ
(x 212x
2
13x
2
23)
1
2
ηλ
. (4.35)
To leading order in 1/N [14], with our normalisations,
Cλλλ = B
2 d− 3
4− d (4.36)
and, with ηλ = 2, we can write
λ(x)λ(x′) ∼ B
(x− x′)4 +
Cλλ
λ
(x− x′)2λ(x
′) , Cλλ
λ =
Cλλλ
B
, (4.37)
which implies Fλ(v) ∼ B + CλλλAλv2, using (4.8) for 〈λ〉. It is easy to see from this that
(4.34) is compatible with the result (4.12) in this case. Note that Cλλλ = 0 for d = 3 which
is reflected by the absence of a v2 term in (4.31).
In the Neumann case if we take the N →∞ limit in (3.9) we get
fφ(ξ)sp = A
1 + 2ξ(
ξ(1 + ξ)
) 1
2
d−1
, Fφ(v)sp = A(1 + v
2)(1− v2)− 12 ε , (4.38)
where the leading surface operator has dimension d − 3 which agrees with the N → ∞
limit of (3.10). The expression given in (4.38) corresponds to the general solution (4.10) if
a = −12ε, b = 1 + 12ε so that in this case
Aλ,sp = (4− d)(6− d) = ε(2 + ε) . (4.39)
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From (4.12,39) Aλ,sp/Aλ,ord = −(2+ε)/(2−ε) which is in accord with the large N limit of
(3.12). The solution of (4.2b) to find Gλ is more involved and is undertaken in appendix
B. The conformal invariant function fλ in (4.14) is given by
fλ(ξ)sp = B
{
1
3
6− d
d− 2
Γ(d)Γ(d− 2)
Γ(2d− 5)
× ξ +
1
2[
ξ(1 + ξ)
] 1
2
(d+1) 3
F2
(
1
2
d+ 1
2
, 1
2
d− 3
2
, 3
2
; d− 5
2
, 5
2
;− 1
4ξ(1 + ξ)
)
+
π Γ( 1
2
d− 1)2
Γ(d− 3)Γ( 12d− 32 )Γ( 72 − 12d)
8
(1 + 2ξ)2
F
(
3
2 , 1;
7
2 − 12d;
1
(1 + 2ξ)2
)}
.
(4.40)
The two terms correspond in the BOE to two classes of boundary operators with dimensions
d+ 2n and 2 + 2n, n = 0, 1, . . . respectively. Corresponding to (4.34) we also find for the
singular behaviour as ξ → 0
fλ(ξ)sp = B
(
1
ξ2
(
1 + (d− 3)(6− d)ξ)+ (d− 1)(d− 3)(d− 4)(d− 6)2
2(d− 2) ln
1
ξ
+ . . .
)
, (4.41)
in which the first two terms may also be easily seen to be compatible with the OPE (4.37)
together with (4.39).
In both (4.34) and (4.41) there appear ln ξ terms which are naively unexpected on the
basis of the OPE. However these may be understood by considering the role of an operator,
denoted as λ2, which has dimension ηλ2 = 4 + O(N
−1). This may be defined in terms of
the OPE for λλ where we take Cλλ
λ2 = 1 and we assume that, with this normalisation,
Aλ2 = Aλ
2(1+O(N−1)). According to (2.10) we then expect from the OPE a contribution
to the λ two point function given by
fλλ(ξ)λ2 ∼ Aλ2
(
1 + 12
(
2ηλ,1 − ηλ2,1
) 1
N
ln
1
ξ
+ . . .
)
, (4.42)
where ηλ,1, ηλ2,1 are the coefficients of the 1/N terms in the large N expansion of the
scale dimensions of λ, λ2. The first term on the r.h.s. of (4.42) clearly represents the
disconnected pieces 〈λ〉〈λ〉 in (4.1), which are O(1) as N →∞, while the second O(N−1)
term corresponds exactly to the ln ξ terms in (4.34,41), with (4.12,39), if
(
2ηλ,1 − ηλ2,1
) 1
N
=
(d− 1)(d− 3)
(d− 2)(d− 4)B , (4.43)
which agrees with direct calculations.*
* ηλ,1 and ηλ2,1 are given by (5.29) and (5.30) in the fifth paper listed in ref. [18] where η1(S) ≡ ηφ,1
with B = 4d(d− 2)ηφ,1/N .
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5 Two Point Functions for the Conserved Current and Energy
Momentum Tensor in the Large N Limit
In the O(N) model described in the previous section other operators may be defined
in terms of the basic fields φα through the OPE. Here we focus on the conserved current
Jαβµ = −Jβαµ , whose charges generate the O(N) symmetry, and the energy momentum
tensor Tµν in this model. These have scale dimension d−1 and d respectively. The former
may be defined through the OPE
φ[α(x)φβ](x′) ∼ A
SdCJ
1
(s2)ηφ−
1
2
d+1
sµJ
αβ
µ (x
′) , (5.1)
where the coefficient is determined by O(N) Ward identities [14] with CJ setting the scale
of the two point function for Jαβµ . This may be written as
〈Jαβµ (x)Jγδν (x′)〉 = (δαγδβδ − δαδδβγ)GJ µν(x, x′) , (5.2)
where, as in (2.16), conformal invariance dictates
GJ µν(x, x
′) =
1
(s2)d−1
(
Iµν(s)CJ(v) +XµX
′
νDJ (v)
)
, CJ = CJ(0) . (5.3)
In the N → ∞ limit ηφ = 12d − 1 and A is given by (3.3). The leading contributions to
the two point function are then simply
GJ µν(x, x
′) =
(SdCJ
A
)2
1
2
(
∂µGφ(x, x
′)
←−
∂ ′νGφ(x, x
′)− ∂µGφ(x, x′)Gφ(x, x′)←−∂ ′ν
)
. (5.4)
Substituting the conformally invariant form for Gφ in (3.1) then gives
CJ (v) =
(SdCJ
A
)2
1
2
(
(d− 2)Fφ(v)2 − (1− v2)vFφ(v)Fφ′(v)
)
,
DJ (v) =
(SdCJ
A
)2
1
2
(
Fφ(v)v
d
dv
(
(1− v2)vFφ′(v)
)− v2(1− v2)Fφ′(v)2) , (5.5)
which leads to CJ = 2/(d− 2)S2d . Using (4.9) we may verify that the general results (5.5)
satisfy the conservation condition (2.18). For the Dirichlet case* using (4.11) we have
CJ (v)ord = CJ (1 + v
2)(1− v2)d−2 , CJ (v)ord +DJ (v)ord = CJ (1− v2)d−1 . (5.6)
The calculation of two point functions involving the energy momentum tensor Tµν
is more involved. In a non trivial conformal field theory the natural definition of Tµν
* For a free complex scalar field which has a conserved current Vµ = iφ∗
↔
∂µφ then in (2.16) using
(3.2) gives the corresponding results, if CV = Γ(
1
2
d)2/(2pid(d− 2)), C(v) = CV (1± vd−2(1 + v2) + v2d−2)
and C(v) +D(v) = CV (1± (d− 1)vd−2(1− v2)− v2d−2).
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is through its appearance in OPEs. In the simplest case we may extend (4.13) to give
generally
φα(x)φα(x′) ∼ NCφ
s2ηφ
+
NCφφ
λ
(s2)ηφ−
1
2
ηλ
Cηλ,0(s, ∂x′)λ(x
′)
− dηφ
d− 1
NCφ
CTSd
1
(s2)ηφ−
1
2
d+1
sµsνTµν(x
′) + . . . ,
(5.7)
where Cφ is the coefficient of the bulk two point function for φ, in (3.1) Cφ = Fφ(0) while
CT is given by the scale of the two point function for the energy momentum tensor, as in
(2.32). The coefficient of the energy momentum tensor term in OPEs is determined through
Ward identities [3,14]. In the term containing λ in (5.7) Cηλ,0(s, ∂) = 1+O(s) is introduced
to include all derivatives of λ in the above OPE. It is determined by the requirement of
reproducing the three point function (4.5) where in general Cφφλ = Cφφ
λCλ. It is necessary
to consider such derivative operators, unlike in (5.1), since Tµν , which has dimension d, is
not the lowest dimension operator appearing in this OPE. Explicitly
Ca,b(s, ∂) =
1
B(a+, a−)
∫ 1
0
dααa+−1(1− α)a−−1
×
∑
m=0
1
m!
1
(a+ 1− 12d)m
[−1
4
s2α(1− α)∂2]meαs·∂ , (5.8)
for a± =
1
2(a ± b) with the Pochammer symbol (a)m = Γ(a + m)/Γ(a) and we assume
[s, ∂] = 0 to move all derivatives to the right. For our purposes we need to expand this to
O(s2)
Ca,0(s, ∂) ∼ 1 + 1
2
s·∂ + 1
8(a+ 1)
(
(a+ 2)sµsν∂µ∂ν −
1
2a
a+ 1− 1
2
d
s2∂2
)
. (5.9)
Initially we focus on determining the two point function 〈Tµν(x)λ(x′)〉 which as a
consequence of (2.19,22) has a unique functional form in the conformally invariant limit.
In order to use the OPE (5.7) to find this we need to determine an expression for the 〈φφλ〉
three point function. To leading order in 1/N the connected three point function in the
O(N) σ-model with a plane boundary discussed previously is simply given by
〈φα(x1)φβ(x2)λ(x3)〉conn = −δαβ
∫
R
d
+
ddr Gφ(x1, r)Gφ(x2, r)Gλ(r, x3) , (5.10)
where Gφ, Gλ are given by the results of the section 4 for the ordinary and special critical
points. The application of the OPE to this is based on the equation (verified in appendix
C)
1
x 2η11 x
2η2
2
= Cη,η1−η2(x12, ∂x2)
1
x 2η2
+ ρ (x 212)
1
2
d−ηCd−η,η2−η1(x12, ∂x2)δ
d(x2) ,
η = η1 + η2 , ρ = π
1
2
dΓ(
1
2
d− η1)Γ( 12d− η2)Γ(η − 12d)
Γ(η1)Γ(η2)Γ(d− η) .
(5.11)
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Neglecting the δ function term, this result is the essential condition which determines the
derivative operator Ca,b(s, ∂) in the OPE for scalar fields in conformal theories. For our
purpose we take η1 = η2 =
1
2d− 1 and generalise this to write
Gφ(x1, r)Gφ(x2, r) ∼ Cd−2,0(x12, ∂x2)Gφ(x2, r)2 + ρA2(x 212)
1
2
εC2,0(x12, ∂x2)δ
d(x2 − r)
− 1
2
(x12)µ(x12)νtµν(x2, r) + . . . , (5.12)
where other terms are less singular and irrelevant here (for free fields without boundary
(5.11) of course shows that tµν and other higher order contributions in the expansion
(5.12) vanish). Using (5.12) in (5.10) shows that it is compatible with the OPE (5.7),
taking ηφ =
1
2
d− 1, ηλ = 2 and Cφ = A, since the Gφ(x2, r)2 term is absent due to (4.2b).
In this case it is necessary that ρA2 = −A/(2ε) = −Cφφλ to leading order in 1/N , which
is in accord with (4.6). If we use the result for CT when N →∞, which is the same as for
free scalar fields [3,14],
CT =
Nd
(d− 1)S 2d
, (5.13)
we may also obtain
〈Tµν(x)λ(x′)〉 = −N
∫
R
d
+
ddr tµν(x, r)Gλ(r, x
′) . (5.14)
Using (5.9,11) and the basic Green function equation (4.2a), with (4.8), gives
tµν(x, x
′) = tˆµν(x, x
′)− 1
d
δµν
Aλ
(2y)2
Gφ(x, x
′)2 ,
tˆµν = −GφDµνGφ + d
4(d− 1)Dµν
(
Gφ
2
)
, Dµν = ∂µ∂ν − 1
d
δµν∂
2 ,
(5.15)
Using the form (4.7) for Gφ tˆµν becomes
tˆµν(x, x
′) =
(2y′)2
s2d
(
XµXν − 1
d
δµν
)
f(v) ,
f(v) = − 2
d− 1ξ(ξ + 1)
(
(d− 2)Fφ d
dξ
(
ξ2
d
dξ
Fφ
)
− d ξ2
( d
dξ
Fφ
)2)
,
(5.16)
where Xµ is defined as in (2.14). Under conformal transformations tµν(x, x
′) transforms
as a scalar with scale dimension d− 2 at x′, and also as a symmetric tensor of dimension
d at x, so that the integration in (5.14) preserves conformal invariance. From (5.15), or
from (5.16) and using (4.9), we may also find(
(d− 2)nν + y∂ν
)
Gφ(x, x
′)2 , (5.17)
which in turn gives
∂µtµν(x, x
′) = nν
2Aλ
(2y)3
Gφ(x, x
′)2 , (5.18)
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where it is important to note that since f(v) ∝ v4 as v → 0 and hence tµν(x, x′) = O(s4−2d)
there are no δ function contributions. Since tµµ is easily found from (5.15) or (5.16) and
using (5.18), and applying the basic equation (4.2b), we therefore can derive
〈Tµµ(x)λ(x′)〉 = − 2Aλ
(2y)2
δd(s) , ∂µ〈Tµν(x)λ(x′)〉 = nν 4Aλ
(2y)3
δd(s) . (5.19)
This is in exact agreement with (2.23) for O → λ, η → 2 if we take C = −2/d. As a
consequence of the general conformal invariance results given in (2.19,22,26) the integral
(5.14) is completely determined therefore by
〈Tµν(x)λ(x′)〉 = − 2dAλ
(d− 1)Sd
(2y′)d−2
s2d
(
XµXν − 1
d
δµν
)
vd . (5.20)
The same procedures may also be applied to find the energy momentum tensor two
point function if we start from 〈φα(x1)φα(x2)φβ(x3)φβ(x4)〉 and consider the OPEs for
x12, x34 ∼ 0. The relevant contributions for large N are
N
(
Gφ(x1, x3)Gφ(x2, x4) +Gφ(x1, x4)Gφ(x2, x3)
)
+N2
∫
R
d
+
ddr
∫
R
d
+
ddr′Gφ(x1, r)Gφ(x2, r)Gφ(x3, r)Gφ(x4, r)Gλ(r, r
′) .
(5.21)
For x12 = x34 = 0 this vanishes due to (4.2b). This is crucial in cancelling the O(1)
contribution as x12 ∼ x34 → 0, which would correspond to a ‘shadow operator’ of dimension
d− 2 in the OPE (for free fields this is represented by the operator φ2) so that the leading
behaviour is ∝ (x212)
1
2
ε, (x234)
1
2
ε which is appropriate for λ, with dimension 2, being the
lowest dimension operator apart from the identity. Following a similar discussion to the
above we may now obtain the large N expression for 〈Tµν(x)Tσρ(x′)〉 as
Gfµνσρ(x, x
′)−N 2
d
(
δµν
Aλ
(2y′)2
tσρ(x
′, x) + δσρ
Aλ
(2y)2
tµν(x, x
′)
)
−N 2
d2
δµνδσρ
Aλ
2
(4yy′)2
Gφ(x, x
′)2 +N2
∫
R
d
+
ddr
∫
R
d
+
ddr′ tµν(x, r)tσρ(x
′, r′)Gλ(r, r
′) ,
(5.22)
where, with the operator Dµν defined in (5.15), the ‘free field’ part Gf is given by
Gfµνσρ = N
{
GφDµνD′σρGφ +DµνGφD′σρGφ
− d
2(d− 1)
(
Dµν
(
GφD′σρGφ
)
+D′σρ
(
GφDµνGφ
))
+
d2
8(d− 1)2 DµνD
′
σρ
(
Gφ
2
)}
.
(5.23)
It is easy to verify that the trace on µν and σρ in (5.22) vanishes and hence the terms
involving Aλ explicitly in (5.22) and also contained in tµν , tσρ can be dropped. Hence we
can write
〈Tµν(x)Tσρ(x′)〉 = Gfµνσρ(x, x′) +Gλµνσρ(x, x′) , (5.24)
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where
Gλµνσρ(x, x
′) = N2
∫
R
d
+
ddr
∫
R
d
+
ddr′ tˆµν(x, r)tˆσρ(x
′, r′)Gλ(r, r
′) . (5.25)
Writing rµ = (z, r) and using the result (5.14,20),
Gλµνσρ(x, x
′) = N
2dAλ
(d− 1)Sd
∫ ∞
0
dz
∫
dd−1r
( 2zv˜
s˜2 s˜′2
)d
f(v˜′)
(
X˜µX˜ν− 1
d
δµν
)(
X˜ ′σX˜
′
ρ− 1
d
δσρ
)
,
(5.26)
for s˜2 = (x − r)2, v˜2 = s˜2/(s˜2 + 4yz), s˜′2, v˜′2 similarly defined with x → x′, and
X˜µ(x, r), X˜
′
σ(x
′, r) vectors formed as in (2.14).
To verify the conservation equations we may use the definition (5.23) along with
(4.2a,8) to find
∂µG
f
µνσρ(x, x
′) =
N
d
4Aλ
(2y)3
(
(d− 2)nν + y∂ν
)
tˆσρ(x
′, x) , (5.27)
and using (5.17) in (5.25) it is easy to verify that this is cancelled by ∂µG
λ
µνσρ. By virtue
of conformal invariance Gfµνσρ(x, x
′) may be expressed in the form (2.27) but (5.27) now
gives
(
v
d
dv
− d
)
γf(v) =
d
(d− 1)2α
f (v) +
(d+ 1)(d− 2)
d− 1 ǫ
f (v) + 2NAλ
1
d
f(v) ,
(
v
d
dv
− d
)
αf (v) = 2(d− 1)γf(v) + 2NAλ d− 1
d2
(
vf ′(v)− 2d
1− v2 f(v)
)
.
(5.28)
By explicit calculation we find using the results in (4.11) or (4.38)
f(v)ord = 2A
2 (d− 2)2
d− 1 v
4
(
1− v2)d−4 , (5.29a)
f(v)sp =
2A2
d− 1 v
4
(
1− v2)d−6{(d− 3)(d− 4)(1 + v2)2 − d(1− v2)2} . (5.29b)
For the ordinary transition then (5.23), in conjunction with (2.27,38), gives
αf (v)ord =
N
S 2d
{(
1− v2)d + 2
d− 1
(
1− v2)d−2v2 + 8(d− 2)2
d2
(
1− v2)d−4v4} ,
γf (v)ord = − N
S 2d
(
1 + v2
){ d
2(d− 1)
(
1− v2)d−1 + d− 2
(d− 1)2
(
1− v2)d−3v2} ,
ǫf (v)ord =
N
S 2d
(
1− v2)d−2{ d
2(d− 1)
(
1 + v2
)2 − d− 2
(d− 1)2 v
2
}
.
(5.30)
It is easy to check that (5.29a) and (5.30) satisfy (5.28). The evaluation of the integral in
(5.26) is discussed in appendix D. The results can be similarly expressed in the basis given
by (2.27).
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From (D.33.34) we obtain
αλ(v)ord = − N
S 2d
8
d2
(d− 2)2v4(1− v2)d−4
− N
S 2d
2
d− 1v
2
(
1− v2)d−23F2(1, d− 1, 12d− 2; d− 32 , 12d;−(1− v2)24v2 )
+ α(1)ord v
d
(
1 +
d
d− 1
(1− v2)2
4v2
)
,
γλ(v)ord =
N
S 2d
d− 2
(d− 1)2 v
2(1 + v2)
(
1− v2)d−3
× 3F2
(
1, d− 1, 12d− 2; d− 32 , 12d− 1;−
(1− v2)2
4v2
)
− d
4(d− 1)2α(1)ord v
d−2(1− v4) ,
ǫλ(v)ord = − N
S 2d
d− 2
(d− 1)2(2d− 3)v
2
(
1− v2)d−2
× 3F2
(
1, d− 1, 12d− 2; d− 12 , 12d− 1;−
(1− v2)2
4v2
)
+
d
4(d− 1)2(d+ 1)α(1)ord v
d−2(1− v2)2 ,
(5.31)
where
α(1)ord =
N
S 2d
2d−2
Γ( 1
2
d)2Γ(3− 1
2
d)Γ(d− 3
2
)
Γ(d− 1)Γ( 12d+ 12 )
. (5.32)
These contributions vanish if d = 4 when α(1)ord = 2N/S
2
4 as expected since the integral
(5.26) contains a factor 4− d in Aλ and in agreement with the conformal invariant theory
becoming then of course just a free scalar field theory. For the non trivial case when
2 < d < 4 it is crucial that adding (5.31) to (5.30) cancels the (1 − v2)d−4, (1 − v2)d−2
terms in αf (v) and also the (1− v2)d−3 term in γf (v) so that it vanishes as v → 1. The
final result for α can be expressed more compactly as
α(v)ord =
N
S 2d
(
1− v2)d{1 + d− 4
d(2d− 3) 3F2
(
1, d, 1
2
d− 1; d− 1
2
, 1
2
d+ 1;−(1− v
2)2
4v2
)}
+ α(1)ord v
d
(
1 +
d
d− 1
(1− v2)2
4v2
)
. (5.33)
We have verified that expanding this to O(ε) gives the same expressions as the ε expansion
results in I in the large N limit. When d = 2 the first term in (5.33) vanishes leaving only
the contribution proportional to α(1)ord = 2N/S
2
2 .
In order to consider how this result for α(v)ord behaves in the limit v → 0, which is
appropriate for the OPE, we may use the inversion formula for generalised hypergeometric
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functions [28] to write this alternately as
α(v)ord =
N
S 2d
(
1− v2)d
×
{
1 +
1
2(d− 1)
4v2
(1− v2)2 3F2
(
1, 52 − d, 1− 12d; 2− d, 3− 12d;−
4v2
(1− v2)2
)}
− N
S 2d
Γ(2d− 3)Γ(3− d)
Γ(d+ 1)
d− 4
d+ 2
4vd
(1− v2)dF
(
3
2 ,
1
2d; 2 +
1
2d;−
4v2
(1− v2)2
)
. (5.34)
6 Operator Product Expansions
As described in section 2 there are constraints on the two point functions in the
presence of a boundary, which in the conformal limit depend on a single variable function
of ξ or v, arising from the OPE. The coefficients appearing in this are a property of the
conformal theory on Rd without any boundary and dependence on boundary conditions
arises solely through the one point functions of those operators appearing in the OPE.
Since, as remarked earlier, only scalar operators have non zero one point functions, which
have the simple form (2.7), we need only consider for our purposes the contributions of
such operators to the OPE. In this section we determine the functional forms for the two
point function in the neighbourhood of a boundary arising from all derivative operators
formed from a given quasi-primary operator.
We initially consider the simplest case of just scalar operators when the general con-
formally invariant three point function without any boundary can be written as
〈O1(x1)O2(x2)O3(x3)〉no boundary = C123
(x 212)
1
2
(η1+η2−η3)(x 223)
1
2
(η2+η3−η1)(x 231)
1
2
(η3+η1−η2)
.
(6.1)
If C3 denotes the normalisation factor for the two point function of the operator O3, so
that in general 〈Oi(x)Oj(x′)〉 = δijCi/s2ηi , and C123 = C123/C3 we may rewrite the OPE
(2.9) to include all derivatives of O3 as
O1(x)O2(x′) = C12
3
(s2)
1
2
(η1+η2−η3)
Cη3,η−(s, ∂x′)O3(x′) , s = x− x′ , η− = η1 − η2 , (6.2)
where Ca,b(s, ∂) is the derivative operator defined in (5.8). By virtue of (5.11) the OPE
(6.2) exactly reproduces the three point function (6.1) for non coincident points. Of course
the OPE ofO1 andO2 in general contains contributions from infinitely many quasi-primary
operators but such a summation is left implicit here.
For subsequent use it is convenient to generalise the expression (5.8) to
Ca,bn (s, ∂) =
1
B(a+, a−)
∫ 1
0
dααa+−1(1− α)a−−1
×
∑
m=0
1
m!
1
(a+ 1− n− 12d)m
[−14s2α(1− α)∂2]meαs·∂ ,
(6.3)
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which reduces to (5.8) when n = 0. The essential result for application of the OPE in the
presence of a boundary is
Ca,bn (s, ∂x′)
1
(2y′)a
=
1
(2y)a+(2y′)a−
F (a+, a−; a+ 1− n− 12d;−ξ) , (6.4)
which is easily obtained by application of the explicit form (6.3).
Applying (6.2) to 〈O1(x)O2(x′)〉 then gives in (2.8) the equivalent results for the
contribution of all derivative operators generated from O3
f12(ξ)O3 = C12
3A3 ξ
− 1
2
(η1+η2−η3)F
(
1
2
(η3 + η−),
1
2
(η3 − η−); η3 + 1− 12d;−ξ
)
,
F12(v)O3 = C12
3A3 v
η3+η−F
(
1
2 (η3 + η−),
1
2 (η3 + η−) + 1− 12d; η3 + 1− 12d; v2
)
.
(6.5)
The leading singular piece as ξ, v → 0 of course coincides with (2.10). When η− = 0 and
η3 = d− 2 then F12(v)O3 = 1. This is appropriate for free scalar fields with O3 → φ2. In
this case the above results show that the free field expression for 〈φα(x)φβ(x′)〉, as given
by (3.1,2,3) for either Dirichlet or Neumann boundary conditions, is reproduced solely by
the contribution in the OPE of the identity and the operator φ2 and its derivatives, taking
Cφφ
φ2 = 1/N and with Aφ2 as in (3.5).
We may also derive the corresponding formulae for two point functions involving
the energy momentum tensor Tµν . The OPE is determined by knowledge of the three
point function and detailed expressions in the relevant cases for conformal field theories
in any dimension d were obtained by one of us recently. The construction given de-
pends essentially on the result that for three points x1, x2, x3 it is possible to construct
vectors Xi, i = 1, 2, 3 which transform homogeneously under conformal transformations,
Xiµ → Ω(xi)Rµα(xi)Xiα, at each xi. For X1 we have
X1µ =
x12µ
x 212
− x13µ
x 213
, X 21 =
x 223
x 212x
2
13
, (6.6)
while X2, X3 are obtained by cyclic permutation.* A crucial result is that under ‘parallel
transport’ by the inversion transformation, as defined in (2.3),
Iµα(xij)Xjα = −x
2
ik
x 2jk
Xiµ , k 6= i, j . (6.7)
For the three point function of the energy momentum tensor with two scalar fields O
of dimension η we may then write [3]
〈Tµν(x1)O(x2)O(x3)〉no boundary = − ηd
d− 1
CO
Sd
(
X1µX1ν
X 21
− 1
d
δµν
)
(X 21 )
1
2
d
x 2η23
, (6.8)
* It is perhaps worth noting that if x1 → x, x2 → x′, x3 → x¯, for x¯µ = (−y,x), then X1 → X/(2yv)
and X2 → −(1− v2)X′/(2y′v), with X,X′ as given in (2.14).
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where the normalisation is determined by Ward identities which relate this three point
function to the two point function for O. The result (6.8) determines the form of the OPE
of Tµν and O which can be written as
Tµν(x)O(x′) = − ηd
d− 1
1
Sd
1
(s2)
1
2
d
Aµν(s, ∂x′)O(x′) , (6.9)
where it is easy from (6.8) in the limit x12 → 0 to see that
Aµν(s, ∂) =
sµsν
s2
− 1
d
δµν +O(s) . (6.10)
Using the full result (6.8), with the definition (6.6) for X1, we may find after some work,
in terms of Ca,bn (s, ∂) given by (6.3), that this may be extended to include derivative terms
in the form
Aµν(s, ∂) =
1
η(η + 1)
1
4s
2∂µ∂νC
η+2,d−η
2 (s, ∂)−
1
d
δµνC
η,d−η
1 (s, ∂) + terms ∝ sµ or sν .
(6.11)
In the presence of a boundary the OPE (6.9) gives
〈Tµν(x)O(x′)〉 = − ηd
d− 1
AO
Sd
1
(s2)
1
2
d
Aµν(s, ∂x′)
1
(2y′)η
, (6.12)
and applying (6.4) with the explicit expression (6.11) leads to
Aµν(s, ∂x′)
1
(2y′)η
=
1
(2y)
1
2
d(2y′)η−
1
2
d
{
nµnνξF
(
1
2
d+ 1, η + 1− 1
2
d; η + 1− 1
2
d;−ξ)
− 1
d
δµνF
(
1
2
d, η − 1
2
d; η − 1
2
d;−ξ)+ terms ∝ sµ or sν
}
=
(2y′)d−η
(s2)
1
2
d
(
XµXν − 1
d
δµν
)
vd ,
(6.13)
where in the last line we have completed the sµ, sν terms to achieve the desired general
expression dictated by conformal invariance in accord with (2.19). Clearly this result agrees
exactly with with the general expression obtained in (2.19,22) with also the result (2.26)
for the coefficient cTO. Of course getting the correct form is a necessary consistency check
of the above treatment.
In order to determine the OPE for two energy momentum tensors involving a scalar
operator O we need the three point function [3]
〈Tµν(x1)Tσρ(x2)O(x3)〉no boundary
=
1
(x 212)
d
( x 212
x 213x
2
23
)1
2
η
{
Iµν,σρ(x12) CO +
(X1µX1ν
X 21
− 1
d
δµν
)(X2σX2ρ
X 22
− 1
d
δσρ
)
AO
+
(
x 212
(
X1µX2σIνρ(x12) + µ↔ ν, σ ↔ ρ
)
+
4
d
δµν
X2σX2ρ
X 22
+
4
d
δσρ
X1µX1ν
X 21
− 4
d2
δµνδσρ
)
BO
}
,
(6.14)
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where AO,BO, CO are constants and Iµν,σρ is defined previously in (2.28). The three
terms in (6.14) are separately conformally invariant. However imposing the conservation
equation for Tµν , using (2.29) and also
∂1µX2σ =
1
x 212
Iµσ(x12) , ∂1µ
(
1
(x 212)
d
(X1µX1ν
X 21
− 1
d
δµν
))
= −(d− 1) X1ν
(x 212)
d
,
∂1µ
(
1
(x 212)
d
(
x 212
(
X1µIνσ(x12) +X1νIµσ(x12)
)
+
2
d
δµν
X2σ
X 22
))
= − x
2
23
(x 212)
dx 213
1
d
(d− 2)
(
(d+ 1)Iνσ(x12) + 2x
2
12X1νX2σ
)
,
(6.15)
gives rise to the conditions
1
2ηd CO +AO + (d2 − 4− ηd)BO = 0 ,(
1 + 12(d− η)(d− 1)
)AO + (η + 2)(d− 2)BO = 0 . (6.16)
In consequence there remains a single constant parameterising the three point function
(6.14) but there are no Ward identities which relate this to any two point amplitude in
this case.
From the three point function (6.14) we may derive the contribution of the operator
O to the OPE for two energy momentum tensors which can be written as
Tµν(x)Tσρ(x
′) =
1
(s2)d−
1
2
η
Aµνσρ(s, ∂x′)O(x′) , (6.17)
where Aµνσρ(s, ∂) is determined by requiring it to reproduce the full expression on the r.h.s.
of (6.14). In the presence of a boundary the operator O then gives rise to an expression
for the two point function 〈Tµν(x)Tσρ(x′)〉 using the result (2.7) for 〈O(x′)〉. Following a
similar, albeit more tedious, procedure to that outlined above for 〈Tµν(x)O(x′)〉 the result
is compatible with the form (2.26) where the corresponding form for the invariant functions
A,B,C due to the operator O in the OPE is given by
A(v)O =
AO
CO
AO ξ 12η
(
1 + 4
d+ 2
η2
ξ
d
dξ
+ 4
(d+ 2)(d+ 4)
η2(η + 2)2
ξ2
d2
dξ2
)
f(ξ) ,
B(v)O = − AO
CO
ξ
1
2
η
(
BO
(
1 +
2d
η2
ξ
d
dξ
)
+AO 2
η2
(
ξ
d
dξ
+ 2
d+ 2
(η + 2)2
ξ2
d2
dξ2
))
f(ξ) ,
C(v)O =
AO
CO
ξ
1
2
η
(
CO + BO 8
η2
ξ
d
dξ
+AO 8
η2(η + 2)2
ξ2
d2
dξ2
)
f(ξ) ,
f(ξ) = F ( 12η,
1
2η; η + 1− 12d;−ξ) .
(6.18)
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We may solve (6.16) by writing
AO = CTTO d− 2
d− 1 η(η + 2) ,
BO = CTTO
(d− 2
d− 1 −
1
2 (d+ 2− η)
)
η ,
CO = CTTO
(
− 2d
d− 1 + (d− η)
2
)
,
(6.19)
and then, using various properties of hypergeometric functions and with the results in
(2.36,37,38), we may obtain, with CTT
O = CTTO/CO,
α(v)O = CTT
OAO(d− 2)(d+ 1)vη(1− v2)
×
{(
1− dv
2
η + 2
)
F (v2) +
2v2
η(η + 2)
(
2 + d(1− v2))F ′(v2)} ,
γ(v)O = CTT
OAO
d− 2
d− 1(d+ 1)v
η(1− v2)
×
{(
1
2(η − d)−
dv2
η + 2
)
F (v2) +
v2
η + 2
(
η − d− 2dv
2
η
)
F ′(v2)
}
,
F (v2) = F ( 12η,
1
2η + 1− 12d; η + 1− 12d; v2) .
(6.20)
Although these expressions are somewhat lengthy they satisfy differential equations equiv-
alent to the conservation conditions (2.31a,b).
As a check on (6.20) we may consider the trivial case when O → 1, the identity
operator, with η = 0. In this case in (6.14) C1 = CT , as defined in (2.32), and A1 = 1 and
from (6.19) CT = CTT1d(d− 2)(d+ 1)/(d− 1). Using F (v2) ∼ 1− 12η ln(1− v2) for η ∼ 0
then taking the limit η → 0 in (6.20) and expressing the coefficient in terms of CT gives
the expected results for α1, γ1 independent of v.
If η = d− 2 then F (v2) = 1. As discussed earlier this case is relevant for the operator
φ2 in free field theory when now CTT
φ2 = 14d(d−2)2A/(d−1), Aφ2 = ±AN , with A given
in (3.3). In this case (6.20) becomes
α(v)φ2 = ± N d
4(d− 1)S 2d
(d− 2)(d+ 1)(1− v2)2vd−2 ,
γ(v)φ2 = ∓ N d
4(d− 1)2S 2d
(d− 2)(d+ 1)(1− v4)vd−2 ,
(6.21)
which is identical to the results calculated in I for free scalar field theory for the terms in
〈Tµν(x)Tσρ(x′)〉 dependent on the boundary conditions. In general however the expression
obtained from a single operator O in the OPE, as given by (6.20), fails to satisfy the
required behaviour as y, y′ → 0, in particular boundary conditions such as γ(1) = 0.*
* In two dimensions the contribution of general scalar operators from (6.20) is zero. Nevertheless
the two point function (2.34) is reproduced by the OPE Tzz(z)Tz¯z¯(z¯′) = e(z−z
′)∂zO(x′) in terms of the
quasi-primary operator O(x) = Tzz(z)Tz¯z¯(z¯), which has dimension 4 and AO =
1
4
CT .
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In the O(N) model for large N the result for α(v) in (5.34) shows that the scalar
operators appearing in the OPE of two energy momentum tensors have dimensions 2+2n
and also 2d+ 2n for n = 0, 1, . . ..
7 Boundary Operator Expansion
In the previous section we described how the contribution of all derivative operators
formed from a quasi-primary operator and appearing in the OPE for operators O1,O2
to the two point function 〈O1(x)O2(x′)〉 in the presence of a boundary may be explicitly
calculated. In this section we show how this can also be achieved for all derivative operators
formed from a particular boundary operator Oˆ appearing in the BOE of O1 or O2. We
assume a basis of boundary operators which have a well defined spin under O(d − 1)
rotations and scale dimension under scale transformations. For Oˆ a scalar operator of scale
dimension ηˆ, so that the corresponding derivative operators have dimension ηˆ + n, n =
1, 2, . . ., the two point function on the boundary has the form
〈Oˆ(x)Oˆ(x′)〉 = CˆOˆ
s2ηˆ
, s = x− x′ . (7.1)
The contribution to the BOE in (2.11) for a scalar operator O of dimension η involving
derivatives of the operator Oˆ may then written as
O(x) = BO
Oˆ
(2y)η−ηˆ
Dηˆ(y2∇ˆ2)Oˆ(x) , (7.2)
where the differential operator Dηˆ(y2∇ˆ2), ∇ˆi = ∂i, is determined by consistency with
(2.12). Defining BO
Oˆ = BOOˆ/CˆOˆ this requires
Dηˆ(y2∇ˆ2) 1
s2ηˆ
=
1
(s2 + y2)ηˆ
=
∑
m=0
1
m!
(ηˆ)m
(−y2)m
(s2)ηˆ+m
. (7.3)
It is easy to see that this is satisfied if we take
Dηˆ(y2∇ˆ2) =
∑
m=0
1
m!
1
(ηˆ + 32 − 12d)m
(− 1
4
y2∇ˆ2)m . (7.4)
For application to the BOE of two operators at points away from the boundary we
extend the result (7.3) to
Dηˆ(y2∇ˆ2)Dηˆ(y′ 2∇ˆ′ 2) 1
s2ηˆ
=
∑
m,n
1
m!n!
(ηˆ)m+n(ηˆ +
3
2 − 12d)m+n
(ηˆ + 3
2
− 1
2
d)m(ηˆ +
3
2
− 1
2
d)n
(−y2)m(−y′2)n
(s2)ηˆ+m+n
=
1
(s2 + y2 + y′2)ηˆ
F
(
1
2 ηˆ,
1
2 ηˆ +
1
2 ; ηˆ +
3
2 − 12d;
1
(2ξ + 1)2
)
. (7.5)
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Applying this to 〈O1(x)O2(x′)〉 we can extend the leading order result (2.13) to give
f12(ξ)Oˆ = BO1OˆBO2
Oˆ 1
ξηˆ
F
(
ηˆ, ηˆ + 1− 12d; 2ηˆ + 2− d;−
1
ξ
)
, (7.6)
which therefore includes all derivatives of Oˆ in the BOE of O1 and O2.
As a special case we may consider ηˆ = 1
2
d− 1 when F (ηˆ, λ; 2λ; z)→ 1
2
(
(1− z)−ηˆ + 1)
as λ→ 0. This is relevant for free scalar field theory with Neumann boundary conditions
for the surface operator φˆ(x) = φ(0,x) when Bφ
φˆ = 1 and Cˆ
φˆ
= 2A so that (7.6) gives
fφ(ξ)sp,φˆ = A
( 1
ξ
1
2
d−1
+
1
(1 + ξ)
1
2
d−1
)
, (7.7)
which is the exact result in this case. Alternatively if ηˆ = 12d then the hypergeometric
function simplifies to F (ηˆ, 1; 2; z) =
(
(1− z)1−ηˆ − 1)/(ηˆ− 1)z. This is appropriate for free
scalar field theory with Dirichlet boundary conditions for the surface operator φˆn(x) =
∂1φ(0,x) when now Bφ
φˆn = 1
2
and Cˆ
φˆn
= 2(d− 2)A so that (7.6) becomes
fφ(ξ)ord,φˆn = A
( 1
ξ
1
2
d−1
− 1
(1 + ξ)
1
2
d−1
)
, (7.8)
which is again of course the exact result.
Another case when simple formulae are obtained is when ηˆ = d− 2. This is relevant
for the boundary operator φˆ2(x) = φ(0,x)2 in free field theory with Neumann boundary
conditions. Applying this to the two point function of φ2, with Bφ2
φˆ2 = 1 and Cˆ
φˆ2
= 8NA2,
we then obtain
Fφ2(v)sp,φˆ2 = 8NA
2 vd−2 , Fφ2(v)sp = Fφ2(v)sp,φˆ2 + 2NA
2(1− vd−2)2 , (7.9)
where Fφ2(v)sp is given by (3.2,5). The remaining part, after subtraction of the contribu-
tion arising from φˆ2, is identical with the result in the Dirichlet case for which the leading
behaviour as v → 1 is produced by an operator of dimension d.
We may also extend this treatment to the BOE for operators with spin although
we confine our attention here to the energy momentum tensor Tµν . Following (2.14) for
xµ = (y,x) and x
′ defining a point on the boundary we may define a vector under conformal
transformations by
Xˆµ =
2y
sˆ2
sˆµ − nµ = −Iµν(sˆ)nν , Xˆ2 = 1 sˆµ = (y,x− x′) . (7.10)
Using
∂µ
(
(2y)ηˆ−d
(sˆ2)ηˆ
(
XˆµXˆν − 1
d
δµν
))
= (d− 1)
(
1− ηˆ
d
)1
y
(2y)ηˆ−d
(sˆ2)ηˆ
Xˆν , (7.11)
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it is easy that Tµν can only have a non zero two point function, invariant under conformal
transformations and satisfying the conservation equation, with a scalar surface operator
provided that this operator has dimension d. In any conformal theory there is such a surface
operator Tˆ (x) = T11(0,x), since T11 is non singular as the boundary is approached, and
it is natural to assume that this is unique. The surface two point function for Tˆ has the
form (7.1) with a coefficient CˆTˆ . From the general result (2.27) or specifically from (2.40)
we may then show that
CˆTˆ =
d− 1
d
C(1) +
(d− 1)2
d2
(
A(1) + 4B(1)
)
= α(1) , (7.12)
with α(v) defined in (2.37,38). The two point function of Tµν and Tˆ can then be written
〈Tµν(x)Tˆ (x′)〉 = d
d− 1 CˆTˆ
1
sˆ2d
(
XˆµXˆν − 1
d
δµν
)
, (7.13)
where we have taken BT
Tˆ = 1.
From (7.13) we may deduce the form of the BOE for Tµν involving Tˆ ,
Tµν(x) = Dµν(y, ∇ˆ)Tˆ (x) , (7.14)
where we must require
Dµν(y, ∇ˆ) 1
s2d
=
d
d− 1
1
sˆ2d
(
XˆµXˆν − 1
d
δµν
)
. (7.15)
Writing
Dµν(y, ∇ˆ) = Dˆµν(y, ∂)Dd(y2∇ˆ2) , (7.16)
with Dd(y2∇ˆ2) defined by (7.4), then we may take*
Dˆij(y, ∂) =
1
(d− 1)(d+ 1)
(
y2∂i∂j − δijy ∂
∂y
− (d+ 1)δij
)
,
Dˆi1(y, ∇ˆ) = 1
(d− 1)(d+ 1) y
(
d+ 1 + y
∂
∂y
)
∂i , Dˆ11(y, ∂) = −Dˆii(y, ∂) .
(7.17)
With these results we may calculate the two point function for the energy momentum
tensor Tµν and a scalar operator O of dimension η by using the BOE involving Tˆ which
* Since (y2∂2 + (d + 2)yn·∂)1/sˆ2d = 0 there is some ambiguity in the definition of Dˆµν(y, ∂) but
this does not affect the final results in the BOE.
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gives
〈Tµν(x)O(x′)〉 = BOTˆ CˆTˆ (2y′)d−ηDµν(y, ∇ˆ)Dd(y′ 2∇ˆ′ 2)
1
s2d
= BO
Tˆ CˆTˆ (2y
′)d−ηDˆµν(y, ∂)
1
(4yy′)d
F (ξ)
= BO
Tˆ CˆTˆ
(2y′)−η
(2y)d
1
(d− 1)(d+ 1)
{(
XµXν − 1
d
δµν
)
ξ(ξ + 1)
d2
dξ2
F (ξ)
−
(
nµnν − 1
d
δµν
)(
ξ(ξ + 1)
d2
dξ2
+ d(ξ + 12 )
d
dξ
− d
)
F (ξ)
}
=
d
d− 1BO
Tˆ CˆTˆ
(2y′)−η
(2y)d
(v
ξ
)d(
XµXν − 1
d
δµν
)
,
for F (ξ) =
1
ξd
F
(
d, 12d+ 1; d+ 2;−
1
ξ
)
.
(7.18)
It is easy to see that this is in agreement with the general form given by (2.19,22) and
comparing with the result (2.26) shows that we must have
BOTˆ = BO
Tˆ CˆTˆ = −η
AO
Sd
, (7.19)
which was first obtained by Cardy [7] for consistency of the OPE and BOE.
We also consider the contribution of the boundary operator Tˆ to the two point function
of the energy momentum tensor where using (7.14) we obtain
〈Tµν(x)Tσρ(x′)〉 = CˆTˆ Dµν(y, ∇ˆ)Dσρ(y′, ∇ˆ′)
1
s2d
=
d
d− 1 CˆTˆ Dˆσρ(y
′, ∂′)
(
1
(4yy′)d
(
XµXν − 1
d
δµν
)[
ξ(ξ + 1)
]− 1
2
d
)
,
(7.20)
using the result already obtained in (7.19). The evaluation of (7.20) is straightforward
albeit tedious. Some details are given in appendix E. The final expression is of the necessary
form shown in (2.27) where the coefficients are given by
C(v)Tˆ =
d
(d− 1)2(d+ 1) CˆTˆ
1
2
vd−2(1− v2)2 ,
2B(v)Tˆ + C(v)Tˆ =
d
(d− 1)2 CˆTˆ
1
2v
d−2(1− v4) ,
A(v)Tˆ + 4B(v)Tˆ =
d2
(d− 1)2(d+ 1) CˆTˆ
1
4v
d−2
(
(d+ 2)(1 + v4) + 2dv2
)
.
(7.21)
These results satisfy the conservation equations (2.31a,b). Further for d = 2 they are exact
since clearly only scalar operators on the boundary need be considered and in this case
(7.21) coincides with (2.33) if CT = CˆTˆ . From (2.37,38) we may also write
α(v)Tˆ =
1
d− 1 CˆTˆ
1
4
vd−2
(
d(1 + v4) + 2(d− 2)v2) , α(1) = CˆTˆ . (7.22)
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For application to a non trivial conformal field theory we may consider first results to
first order in ε at the non Gaussian fixed point in scalar field theory. In ref. [23] and in I
CˆTˆ was calculated to this order for Neumann/Dirichlet boundary conditions giving
CˆTˆ =
N
S 2d
(
2± 5
3
N + 2
N + 8
ε
)
. (7.23)
The coefficient appearing in (3.15b) determines (Bφ2
Tˆ
ord)
2CˆTˆ ,ord and hence using (7.19)
with O → φ2, together with (3.8) for ηφ2 , we find
(Aφ2,ord)
2
Cφ2
=
N
2
(
1 + O(ε2)
)
. (7.24)
It is also of interest to compare the expressions obtained in (7.21,22) with the results of
the O(ε) calculations for 〈Tµν(x)Tσρ(x′)〉 in I. In the Neumann case for v → 1
α(v)sp − α(v)Tˆ ∼
N
S 2d
20
3
(
1− v2)2−N+2N+8 ε ,
γ(v)sp − γ(v)Tˆ ∼ −
N
S 2d
40
9
(
1− v2)1−N+2N+8 ε ,
ǫ(v)sp − ǫ(v)Tˆ ∼
N
S 2d
8
3
(
1− v2)−N+2N+8 ε ,
(7.25)
in terms of the functions defined in (2.36,37,38). These results correspond to the contri-
butions expected to arise from a boundary operator which is a symmetric traceless tensor
Tˆij of dimension ηˆTˆ = d− N+2N+8ε+O(ε2). For such an operator we may define a two point
function with the energy momentum tensor
〈Tµν(x)Tˆij(x′)〉 = BT Tˆ
(2y)ηˆTˆ−d
sˆ2ηˆ
(
Iµν,ij(sˆ) + 1
d− 1
(
XˆµXˆν − 1
d
δµν
)
δij
)
, (7.26)
using I which is defined in (2.28). This satisfies the required conformal transformation
properties for Tµν and obeys the necessary conservation equation for arbitrary ηˆTˆ . In
the Neumann case the boundary operator Tˆij(x) relevant for the limiting behaviour in
(7.24) appears as the leading term in the BOE of the operator formed from the traceless
part of Tij(x). The above analysis shows that the coefficient, ∝ (2y)−d+ηˆTˆ , is singular
for y → 0 unlike the situation for T11(x) = −Tii(x) which tends smoothly to Tˆ (x). Tˆij
cannot contribute to the BOE of scalar operators so its role is not apparent in previous
discussions. In the Dirichlet case, corresponding to (7.24), we have
α(v)ord − α(v)Tˆ ∼
N
S 2d
(
1− v2)4−N+2N+8 ε ,
γ(v)ord − γ(v)Tˆ ∼ −
N
S 2d
4
3
(
1− v2)3−N+2N+8 ε ,
ǫ(v)ord − ǫ(v)Tˆ ∼
N
S 2d
12
5
(
1− v2)2−N+2N+8 ε ,
(7.27)
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which represents the contribution for an operator Tˆij with dimension d+ 2− N+2N+8ε. This
is as expected since such an operator should be constructed from the field φ in terms of
expressions of the form ∂i∂1φ∂j∂1φ.
In the critical O(N) model in the N →∞ limit we may also use the results obtained
in sections 4 and 5 to verify the consequences of the BOE. By considering the limit ξ →∞
or v → 1 of the λ two point function we may identify the contribution of the boundary
operator Tˆ of dimension d. In the ordinary case, from the O(ξ−d) term in (4.32) we may
identify (
Bλ
Tˆ
ord
)2
CˆTˆ ,ord = B
Γ(d)Γ(d− 2)
Γ(2d− 4) . (7.28)
Using now (7.19), with η = 2 and Aλ,ord given by (4.12), we then find
CˆTˆord =
2N
S 2d
Γ(2d− 3)Γ(3− 12d)Γ( 12d)3
Γ(d)Γ(d− 1)2 . (7.29)
Since α(1) = CˆTˆ this is identical with the result obtained by direct calculation in (5.32).
The results for the energy momentum tensor two point function given in (5.30,31) and
(5.33) exhibit explicitly the full contributions of the boundary operator Tˆ , as given in
(7.21,22), while the remaining parts involving 3F2 functions arise from non scalar boundary
operators with dimension 2d− 2 + 2n. For the special case (4.40) gives(
Bλ
Tˆ
sp
)2
CˆTˆ ,sp = B
1
3
6− d
d− 2
Γ(d)Γ(d− 2)
Γ(2d− 5) , (7.30)
which then implies
CˆTˆ sp =
2N
S 2d
6(6− d)Γ(2d− 5)Γ(3−
1
2d)Γ(
1
2d)
3
Γ(d)Γ(d− 1)2 . (7.31)
It is easy to check that (7.29,31) are in accord with the ε expansion results in (7.23).
8 Conclusion
Although the critical behaviour of statistical systems with a boundary is relatively
unexplored experimental investigation is feasible. In this paper we have discussed theoret-
ically the form of the functional behaviour of two point functions at a conformal invariant
crtical point in dimensions d > 2. In particular the O(N) model, for N → ∞, provides
a tractable non trivial example which may be analysed for 2 < d ≤ 4. The results of cal-
culations in this model, which have been here extended to include correlation functions
involving the energy momentum tensor, are complementary to the ε expansion and provide
a limiting case for other approximations.
We may perhaps note that the functions of the invariants v or ξ are initially defined
on the physical region 0 ≤ v ≤ 1 or 0 ≤ ξ < ∞ but may be analytically continued to the
whole complex plane. The singularities as v → 0 and v → 1 are well understood in terms
of the OPE and BOE. It would be interesting to understand more directly the form of the
singular behaviour as v → ∞ or ξ → −1. In this context we may note that our results
have simple transformation properties under v → v−1 or ξ → −1− ξ (which is equivalent
to taking y → −y or y′ → −y′) which may merit further investigation.
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Appendix A
Here we present some details of the perturbative calculation of the two point function
of φ2 to first order in ε = 4− d assuming the renormalisable interaction Lint = 124g(φ2)2
with φα an N -component scalar field. The coupling is restricted to the non-gaussian fixed
point g = g∗ = 48π
2ε/(N + 8) to lowest order. To simplify the calculation we choose
a perpendicular configuration where xµ = (y, 0) and x
′
µ = (y
′, 0), with y > y′, so that
v = (y − y′)/(y + y′). For the free field case the basic propagator from (3.1,2) in this case
is just
G(y, y′) =
A
(y − y′)d−2
(
1± vd−2) , A = 1
(d− 2)Sd . (A.1)
To first order in g we may write
〈φ2(y, 0)φ2(y′, 0)〉 = 2NG(y, y′)2 ∓ 23N(N + 2)g∗G(y, y′) Ia − 13N(N + 2)g∗ Ib , (A.2)
where Ia, Ib are integrals corresponding to fig. (1a,b). To this order we may restrict these
to d = 4 since g∗ ∝ ε and Ia then has the form
Ia = A
3
∫ ∞
0
dz
∫
d3x
( 1
X2
± 1
X¯2
)( 1
X ′2
± 1
X¯ ′2
) 1
4z2
. (A.3)
with X2 = x2+(y−z)2, X ′2 = x2+(y′−z)2, X¯2 = x2+(y+z)2, and X¯ ′2 = x2+(y′+z)2.
For finiteness we exclude from the z-integral an ǫ neighbourhood of the boundary z = 0.
In the Dirichlet case the result is finite for ǫ→ 0, but in the Neumann case the divergence
must be removed by the addition of a surface counter term ∝ φ2. This calculation is
equivalent to finding the one loop correction to Gφ(x, x
′) which was calculated previously
[9,14]. Consequently we easily obtain the result
Fφ2(v)a =
2N(N + 2)A2ε
(N + 8)
(
v4 ln
(1− v2)
v2
+ ln (1− v2)± v2 ln (1− v
2)2
v2
)
. (A.4)
For Ib when d = 4 we have
Ib = A
4
∫ ∞
0
dz
∫
d3x
( 1
X2
± 1
X¯2
)2( 1
X ′2
± 1
X¯ ′2
)2
. (A.5)
The integrals involved here are more difficult than the previous case. They contain the
usual short distance divergence arising from the singular behaviour of Gφ(x, x
′)2 when
d = 4 but this is removed by hand by restricting the integral over the vertex point (z,x)
to exclude z from ǫ neighbourhoods of y, y′. Evaluating the integral then gives
Fφ2(v)b =
2N(N + 2)A2ε
(N + 8)
(
1 + v4 + v2 ln (1− v2)2 + v4 ln v2 + v
4
1− v2 ln v
4
± v2 ln (1− v2)2 + (1± v2)2 ln 4ǫ
2
(y − y′)2
)
.
(A.6)
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The divergent term as ǫ → 0 is proportional to G(y, y′)2 ln ((y − y′)2/ǫ2) which of course
reflects the modification of the singularity as y → y′ from its free value arising from the
one loop correction to the scaling dimension of φ2. The complete result to this order is
now
Fφ2(v) = 2NA
2
(
1± vd−2)2 + Fφ2(v)a + Fφ2(v)b . (A.7)
Dropping the divergent piece then gives the result quoted in (3.13).
Appendix B
In order discuss the evaluation of the integrals in section 4 for general d when g(ξ) is
given by (4.27) it is convenient to work backwards and consider an expression for ˜ˆg(k) of
the form
˜ˆga,b(k) =
Γ(a− i4k)Γ(a+ i4k)
Γ(b− i
4
k)Γ(b+ i
4
k)
. (B.1)
Having found the corresponding ga,b(ξ) it is then trivial to find the associated h(ξ), which
determines the inverse kernel H(x, x′), since it is obviously equal to gb,a(ξ). The inverse
Fourier transform can be found as a sum of residues of poles, at i
4
k = a + n for θ > 0,
giving a hypergeometric function
gˆa,b(sinh
2 θ) =
1
2π
∫
dk e−ikθ ˜ˆg(k)
=
4Γ(2a)
Γ(b− a)Γ(b+ a) e
−4a|θ|F
(
2a, a− b+ 1; a+ b; e−4|θ|) .
=
4Γ(2a)
Γ(b− a)Γ(b+ a)
1
(4 cosh2 θ)2a
F
(
2a, a+ b− 12 ; 2a+ 2b− 1;
1
cosh2 θ
)
.
(B.2)
The transform gˆ → g is then straightforward since we can use
1
Γ(λ)
∫ ∞
0
duuλ−1
Γ(p+ λ)
(1 + ρ+ u)p+λ
=
Γ(p)
(1 + ρ)p
. (B.3)
Applying this term by term in (B.2),with p = 2a+ n, we get
ga,b(ξ) =
Γ(2a+ λ)
42a−1πλΓ(b− a)Γ(b+ a)
1
(1 + ξ)2a+λ
F
(
2a+ λ, a+ b− 1
2
; 2a+ 2b− 1; 1
1 + ξ
)
=
Γ(2a+ λ)
42a−1πλΓ(b− a)Γ(b+ a)
1
ξ2a+λ
F
(
2a+ λ, a+ b− 12 ; 2a+ 2b− 1;−
1
ξ
)
. (B.4)
For application in the Dirichlet case we take
g(ξ) =
1
ξα(1 + ξ)α
=
πλ+1
4λ
Γ(2α)Γ( 12d− α)
Γ(α+ 1
2
)Γ(α)2
gα− 1
2
λ, 1
2
(λ+1)(ξ) , (B.5)
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and hence in this case
h(ξ) = f(α)
Γ(d)Γ(α)
Γ(2α)Γ(d− α)
1
ξd
F
(
d, α; 2α;−1
ξ
)
, (B.6)
where f(α) is as in (4.4). Alternatively (B.6) can be written as
ξdh(ξ) = f(α)
(
v2αF (α, 2α− d;α− d+ 1; v2)
+
Γ(d)Γ(α− d)
Γ(2α− d)Γ(d− α) v
2dF (d, α; d− α+ 1; v2)
)
,
(B.7)
so that h(ξ) ∼ f(α) ξα−d as ξ → 0, assuming α < d. When α = d − 2, as required to
leading order in 1/N , then
h(ξ) = f(d− 2)
{
1
ξ2
(
1− (d− 2)(3− d)ξ)+ (d− 4)4( ln 1
ξ
1
2
F (d, 5− d; 3; ξ) + h˜(ξ)
)}
,
h˜(ξ) =
∑
n=0
ξn
(d)n(5− d)n
n!(n+ 2)!
(
ψ(n+ 3) + ψ(n+ 1)− ψ(d+ n)− ψ(d− 4− n)
)
.
(B.8)
For the Neumann case we consider functions of the form
g(ξ) =
(1 + 2ξ)2
ξα(1 + ξ)α
. (B.9)
Writing (1 + 2ξ)2 = 1 + 4ξ(1 + ξ) it is easy to see from the above discussion that the
corresponding transform becomes
˜ˆg(k) =
πλ+1
4λ+1
Γ(2α)Γ( 12d− α)
Γ(α+ 1
2
)Γ(α)2
(
µ2+ 1
4
k2
)
˜ˆgα−1− 1
2
λ, 1
2
(λ+1)(k) , µ
2 = λ2−2(α−1) . (B.10)
Defining, as in (4.26),
˜ˆ
h(k) = 1/˜ˆg(k) then two approaches are possible in order to obtain
h(ξ). Firstly finding the inverse Fourier transform may be simplified to the previous
discussion by removing the pole at k2 = −4µ2 which is equivalent to expressing hˆ in terms
of a differential equation,
(
µ2 − 14
d2
dθ2
)
hˆ(sinh2 θ) =
4λ+1
πλ+1
Γ(α+ 1
2
)Γ(α)2
Γ(2α)Γ( 12d− α)
gˆ 1
2
(λ+1),α−1− 1
2
λ(sinh
2 θ) , (B.11)
which can further be rewritten as(
ρ(1 + ρ)
d2
dρ2
+ (ρ+ 1
2
)
d
dρ
− µ2
)
hˆ(ρ) = −πλf(α)(α− 1
2
d− 1) Γ(α− 1)Γ(λ+ 1)
Γ(2α− 2)Γ(d− α)
× 1
(1 + ρ)λ+1
F
(
λ+ 1, α− 1; 2α− 2; 1
1 + ρ
)
.
(B.12)
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By considering the definition of the transform (4.18), or its inverse (4.19), we can then
derive an equivalent differential equation for h(
ξ(1 + ξ)
d2
dξ2
+ d(ξ + 12 )
d
dξ
+ λ2 − µ2
)
h(ξ)
= −f(α)(α− 1
2
d− 1) Γ(α− 1)Γ(d)
Γ(2α− 2)Γ(d− α)
1
ξd
F
(
d, α− 1; 2α− 2;−1
ξ
)
,
(B.13)
which is essentially identical with an equation obtained, by very different means, by Ohno
and Okabe [11] when α = d− 2 which is appropriate for discussion of the large N limit in
section 4. The homogeneous equation is easily solved in terms of standard hypergeometric
functions. The relevant boundary conditions, which ensure a unique solution, are that as
ξ → ∞, taking µ > 0, h(ξ) ∼ ξ−µ−λ, ξ−d (with no ξµ−λ behaviour) and as ξ → 0 then
h(ξ) ∼ 1, ξα−d (with no terms ∝ ξ1− 12d).
However a more direct approach is to take the inverse Fourier transform
˜ˆ
h→ hˆ when
we obtain by contour integration
hˆ(sinh2 θ) =
4λ+1
πλ+1
Γ(α+ 12)Γ(α)
2
Γ(2α)Γ( 12d− α)
(
4Γ(λ+ 1)
Γ(α− 12)Γ(α− λ− 32)(µ2 − (λ+ 1)2)
G(sinh2 θ)
+
Γ( 1
2
(λ+ µ+ 1))Γ( 1
2
(λ− µ+ 1))
Γ(α− 1− 12 (λ+ µ))Γ(α− 1− 12(λ− µ))
1
µ
e−2µ|θ|
)
(B.14)
with
G(sinh2 θ) = e−2(λ+1)|θ|4F3
(
λ+ 1, B, C+, C−;α− 12 , C+ + 1, C− + 1; e−4|θ|
)
, (B.15)
where
B = λ+ 52 − α , C± = 12(λ+ 1± µ) . (B.16)
The first term on the r.h.s of equation (B.14) represents a particular inhomogeneous so-
lution to (B.11) while the second term is a solution to the homogeneous equation. It is
possible to take the inverse transform hˆ(ρ)→ h(ξ) by noting that with ρ = sinh2 θ then
e−2a|θ| =
(√
ρ +
√
1 + ρ
)−2a
=
1
4a(1 + ρ)a
F
(
a, a+ 12 ; 2a+ 1;
1
1 + ρ
)
, (B.17)
so that using (B.3) gives
Γ(a)
Γ(a+ λ)
1
Γ(−λ)
∫ ∞
ξ
dρ (ρ− ξ)−λ−1 1
(1 + ρ)a
F
(
a, a+ 12 ; 2a+ 1;
1
1 + ρ
)
=
1
(1 + ξ)a+λ
F
(
a+ λ, a+ 12 ; 2a+ 1;
1
1 + ξ
)
=
ξ + 12[
ξ(ξ + 1)
] 1
2
(a+λ+1)
F
(
1
2 (a+ λ+ 1),
1
2(a− λ) + 1; a+ 1;−
1
4ξ(ξ + 1)
)
.
(B.18)
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This formula can be used for both terms present in (B.14) if G(sinh2 θ), as given by
(B.15), is expanded in a series of exponentials in θ. The part of the final result for h(ξ)
corresponding to the e−2µ|θ| term in (B.16) is then quite simple,
42C−
πd
Γ(α+ 12 )Γ(α)
2
Γ(2α)Γ( 1
2
d− α)
Γ(C+)Γ(C−)
Γ(α− 1
2
− C+)Γ(α− 12 − C−)
Γ(λ+ µ)
Γ(µ+ 1)
× ξ +
1
2[
ξ(ξ + 1)
]C+ F (C+, µ+ 32 − C+;µ+ 1;− 14ξ(ξ + 1)) ,
(B.19)
but finding a nice form for the transform of the piece involving the 4F3 generalised hyper-
geometric function poses some challenges, a resolution of which is illustrated below.
After expanding 4F3 in (B.15) and using (B.18) for a→ λ+1+2n we may then define
F (ξ) =
Γ(λ+ 1)
Γ(d)
1
Γ(−λ)
∫ ∞
0
dρ ρ−λ−1G(ρ+ ξ)
=
ξ + 1
2
(4ξ(1 + ξ))λ+1
∞∑
n=0
1
n!
(λ+ 1)n(B)n(C+)n(C−)n
(α− 12 )n(C+ + 1)n(C− + 1)n
(d)2n
(λ+ 1)2n
× 1
4n(4ξ(1 + ξ))n
2F1
(
λ+ 1 + n, 3
2
+ n;λ+ 2 + 2n;− 1
4ξ(1 + ξ)
)
,
(B.20)
so that, in addition to (B.19), the remaining part of h(ξ) becomes
−4
λ+1
πd
Γ(α+ 1
2
)Γ(α)2
Γ(2α)Γ( 12d− α)
Γ(d)
Γ(α− 12 )Γ(α− λ− 32 )
1
C+C−
F (ξ) . (B.21)
The result (B.20) for F (ξ) may be rewritten by expanding the hypergeometric function as
F (ξ) =
ξ + 1
2
(4ξ(1 + ξ))λ+1
∞∑
N=0
1
N !
hN
(
− 1
4ξ(1 + ξ)
)N
, (B.22)
where hN is given by the finite sum
hN =
N∑
n=0
(−1)n
4n
(N
n
) (λ+ 1)n(B)n(C+)n(C−)n(d)2n(λ+ 1 + n)N−n( 32 + n)N−n
(α− 1
2
)n(C+ + 1)n(C− + 1)n(λ+ 1)2n(λ+ 2 + 2n)N−n
.
(B.23)
By using identities for the Γ function, such as (d)2n = 4
n( 12d)n(λ+1)n, and (B.16) we can
write this in the compact form
hN =
( 32 )N (λ+ 1)N
(λ+ 2)N
7F6
(
λ+ 1,B, C+, C−, λ+
1
2
, 1
2
λ+ 3
2
,−N ;
α− 12 , C+ + 1, C− + 1, 12λ+ 12 , 32 , λ+ 2 +N ; 1
)
.
(B.24)
41
All that remains is to find a closed expression for the sum of the terminating series repre-
sented by the 7F6 generalized hypergeometric function. For the present this remains elusive
for general α. However, if we take α = d− 2, as required for section 4, then µ = 12 (5− d)
so that C+ =
3
2
and C− = λ− 12 . Consequently the 7F6 series reduces to a finite 5F4 series
which is summable by a special case of Dougall’s theorem [27]
5F4
(
λ+ 1, 7
2
− λ, λ− 1
2
, 1
2
λ+ 3
2
,−N ; d− 5
2
, 5
2
, 1
2
λ+ 1
2
, λ+ 2 +N ; 1
)
=
(λ+ 2)N (λ− 12 )N
(d− 5
2
)N (
5
2
)N
,
(B.25)
so that in this case
F (ξ) =
ξ + 12[
4ξ(1 + ξ)
]λ+1 3F2(λ+ 1, λ− 1, 32 ; d− 52 , 52 ;− 14ξ(1 + ξ)) . (B.26)
Hence, with f defined in (4.4), the final result becomes
h(ξ) = f(d− 2)Γ( 12d− 1)
{
32
3
(6− d) Γ(λ+ 1)
Γ(d− 5
2
)
F (ξ)
+
sinπλ
λ− 2
Γ(λ− 12 )
Γ(d− 3)
8
(1 + 2ξ)2
F
(
3
2 , 1; 3− λ;
1
(1 + 2ξ)2
)}
.
(B.27)
The form (B.27), with (B.26), for h(ξ) is not appropriate for considering the limit
ξ → 0. However by using the relation*
3F2
(
a, b, ρ; c, ρ+ 1;−z)
= Γ(ρ+ 1)
Γ(a− ρ)Γ(b− ρ)Γ(c)
Γ(a)Γ(b)Γ(c− ρ)
1
zρ
− Γ(c)Γ(b− a)
Γ(b)Γ(c− a)
ρ
a− ρ z
−a
3F2
(
a, a+ 1− c, a− ρ; a+ 1− b, a+ 1− ρ;−1
z
)
− Γ(c)Γ(a− b)
Γ(a)Γ(c− b)
ρ
b− ρ z
−b
3F2
(
b, b+ 1− c, b− ρ; b+ 1− a, b+ 1− ρ;−1
z
)
,
(B.28)
we may find an alternative expression for F (ξ),
F (ξ) = Γ( 52 )
Γ(d− 52 )
Γ(d− 4)
Γ(λ− 12 )Γ(λ− 52 )
Γ(λ− 1)Γ(λ+ 1)
ξ + 12[
4ξ(1 + ξ)
]λ− 1
2
+
Γ(d− 52 )
Γ(λ+ 1)Γ( 1
2
d− 1)
3
6− d
ξ + 12[
4ξ(1 + ξ)
]2(1 + (d− 3)(6− d)ξ(ξ + 1))
+
Γ(d− 52 )
Γ(λ− 1)Γ( 12d− 3)
3
d− 2
1
2
(ξ + 1
2
)
×
(
ln 4ξ(ξ + 1) 3F2
(
λ+ 1, 4− 1
2
d, 1
2
d− 1; 3, 1
2
d;−4ξ(ξ + 1))+ F˜ (ξ)) ,
(B.29)
* This does not seem to appear in standard references but related results were found long ago [28].
The particular result may be derived by multiplying by (−z)ρ and differentiating when it reduces to a well
know result for standard hypergeometric functions, the constant of integration is determined by taking
z = 1.
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where F˜ (ξ) is given by a power series in ξ, analogous to h˜(ξ) in (B.8). With this form the
behaviour for ξ ∼ 0 is manifest. It can also be readily shown that
1
(2ξ + 1)2
F
(
3
2
, 1; 3− λ; 1
(2ξ + 1)2
)
=
2
√
π
sinπλ
Γ(λ− 12 )
Γ(λ− 2)
2ξ + 1[
4ξ(1 + ξ)
]λ− 1
2
+
λ− 2
λ− 12
F
(
λ− 1, 1;λ+ 12 ;−4ξ(ξ + 1)
)
.
(B.30)
Hence in (B.27) the first terms on the r.h.s.’s of (B.29,30) cancel and
h(ξ) ∼ f(d− 2) 2ξ + 1[
ξ(ξ + 1)
]2(1 + (d− 3)(6− d)ξ(ξ + 1))
+ f(d− 2)(d− 1)(d− 3)(d− 4)(d− 6)
2
d− 2 (ξ +
1
2
) ln
[
4ξ(ξ + 1)
]−1
.
(B.31)
Appendix C
In order to justify (5.11), and also determine the appropriate form for the derivative
operator which is exhibited in (5.8) and plays a crucial role in the OPE, we consider first
the Fourier transform∫
ddr
1
(r2 + µ2)η
eip·r =
2π
1
2
d
Γ(η)
( |p|
2µ
)η− 1
2
d
Kη− 1
2
d
(
µ|p|)
=
π
1
2
d
Γ(η)
(
Γ( 12d− η)
(
1
4p
2
)η− 1
2
d
F1
(
η − 12d+ 1; 14µ2p2
)
+ Γ(η − 12d)
(
µ2
) 1
2
d−η
F1
(
1
2d− η + 1; 14µ2p2
))
,
(C.1)
where F1(α; z) =
∑
n z
n/(n!(α)n) is defined by series expansion. Hence we may write∫
ddr
1
(x− r)2η1(x′ − r)2η2 e
ip·r
=
1
B(η1, η2)
∫ 1
0
dααη1−1(1− α)η2−1eip·(αx+(1−α)x′)
∫
ddr
1(
r2 + α(1− α)s2)η eip·r
=
1
B(η1, η2)
π
1
2
d
Γ(η)
∫ 1
0
dααη1−1(1− α)η2−1eiαp·s+ip·x′
×
{
Γ( 12d− η)
(
1
4p
2
)η− 1
2
d
F1
(
η − 12d+ 1; 14α(1− α)s2p2
)
+ Γ(η − 12d)
(
α(1− α)s2) 12d−ηF1( 12d− η + 1; 14α(1− α)s2p2)
}
= Cη,η1−η2(s, ip)
∫
ddr
1
(x′ − r)2η e
ip·r
+ π
1
2
dB(
1
2
d− η1, 12d− η2)
B(η1, η2)
Γ(η − 1
2
d)
Γ(η)
(
s2
) 1
2
d−η
Cd−η,η2−η1(s, ip) eip·x
′
,
(C.2)
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where s = x− x′ and η = η1 + η2 and Ca,b(s, ip) is defined by (5.8). It is easy to see that
this is then equivalent to (5.11).
Appendix D
For the calculations in section 5 it is necessary to evaluate conformally invariant
integrals over Rd+. Techniques for dealing with conformal integrals on all R
d are well
known [29]. Here we show how the methods of section 4 can be used to calculate the form
of the integral in (5.26) although a general discussion will be given elsewhere [30]. For
x = (y,x) and x′ = (y′,x′) the integrals to be considered are of the basic form
F (ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
F1(ξ˜)F2(ξ˜
′) , ξ˜ =
(x− r)2
4yz
, ξ˜′ =
(x′ − r)2
4y′z
, r = (z, r) ,
(D.1)
where restricted conformal invariance guarantees that the integral is a function of just the
invariant ξ = (x− x′)2/4yy′. This integral can be simplified by integrating over x. Hence,
considering the sequence of transformations F (ξ) → Fˆ (ρ) → ˜ˆF (k) defined in (4.18) and
(4.25), we obtain
Fˆ (ρ) =
∫ ∞
0
dz
1
2z
Fˆ1(ρ˜)Fˆ2(ρ˜
′) , ρ˜ =
(y − z)2
4yz
, ρ˜′ =
(y′ − z)2
4y′z
,
Fˆ (sinh2 θ) =
1
2π
∫
dk e−ikθ
˜ˆF1(k) ˜ˆF 2(k) .
(D.2)
If Fˆ (ρ) can be determined then F (ξ) can be recovered by using (4.19). For our purposes
it is necessary to extend this method to deal with integrals which transform as conformal
tensors. For illustration we first consider
F (ξ)
(
XµXν − 1
d
δµν
)
=
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
(
X˜µX˜ν − 1
d
δµν
)
F1(ξ˜)F2(ξ˜
′) , (D.3)
for X˜µ = y
[
ξ˜(1 + ξ˜)
]− 1
2 ∂µξ˜ a conformal vector of scale 0 at x. Again the form of the
integral is dictated by conformal invariance to be given in terms of the single function
F (ξ). To reduce (D.3) to the previous case we introduce the differential operator
D˜µν = ∂µ∂ν + 1
y
(nµ∂ν + nν∂µ)− 1
d
δµν
(
∂2 +
2
y
n·∂
)
, (D.4)
which is constructed to give
D˜µνF(ξ) = 1
y2
(
XµXν − 1
d
δµν
)
ξ(1 + ξ)F ′′(ξ) . (D.5)
If we now set
F (ξ) = 4ξ(1 + ξ)F ′′(ξ) (D.6)
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then to evaluate (D.3) it is sufficient to calculate
F(ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
F1(ξ˜)F2(ξ˜′) , (D.7)
where F1 is given in terms of F1 similarly to (D.6). From (D.6) and (4.18) we can compute
the transform Fˆ without explicitly finding F by solving (D.6) since
Fˆ(ρ) = π
λ
Γ(λ+ 2)
∫ ∞
0
duuλ+1F ′′(u+ ρ) . (D.8)
For integrals involving the energy momentum tensor we are interested in integrals for which
F1 → FT where
FT (ξ) =
[
ξ(1 + ξ)
]− 1
2
d
. (D.9)
In this case the required transforms are particularly simple
FˆT (sinh2 θ) = 12Sd
1
d(d+ 1)
e−(d+1)|θ| ,
˜ˆFT (k) = 1
d
Sd
1
k2 + (d+ 1)2
. (D.10)
It remains to treat integrals of the form given by (5.26) for which we consider the
following expression
Gµνσρ =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
(
X˜µX˜ν − 1
d
δµν
)(
X˜ ′σX˜
′
ρ − 1
d
δσρ
)
FT (ξ˜)H(ξ˜
′) . (D.11)
We now write using (D.5)
Gµνσρ = (4yy′)2D˜µνD˜′σρG(ξ) (D.12)
where
G(ξ) =
∫ ∞
0
dz
∫
dd−1r
1
(2z)d
FT (ξ˜)H(ξ˜′) , 4ξ(1 + ξ)H′′(ξ) = H(ξ) . (D.13)
Applying the transformations as described earlier we easily find
Gˆ(sinh2 θ) = 1
2π
∫
dk e−ikθ
˜ˆFT (k) ˜ˆH(k) . (D.14)
The result in (D.10) for
˜ˆFT (k) then allows us to write
(
(d+ 1)2 − d
2
dθ2
)
Gˆ(sinh2 θ) = 1
d
SdHˆ(sinh2 θ) , (D.15)
which in turn translates into
(
ξ(1 + ξ)
d2
dξ2
+ d(ξ + 12)
d
dξ
− d
)
G(ξ) = − 1
4d
SdH(ξ) . (D.16)
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This equation is more conveniently written as
(
ξ(1 + ξ)
d2
dξ2
+ (d+ 4)(ξ + 12 )
d
dξ
+ d+ 2
)
G′′(ξ) = −1
d
Sd
1
16ξ(1 + ξ)
H(ξ) . (D.17)
To evaluate (D.13) we use (2.17) and
D˜µνX ′σ = 1
4y2
2ξ + 1
ξ(1 + ξ)
(
XµIνσ(s) +XνIµσ(s)− 2
d
δµνX
′
σ
)
− 1
4y2
4ξ + 1
ξ(1 + ξ)
(
XµXν − 1
d
δµν
)
X ′σ
(D.18)
to obtain
Gµνσρ = Iµν,σρ(s) c(ξ) +
(
XµXν − 1
d
δµν
)(
X ′σX
′
ρ − 1
d
δσρ
)
a(ξ)
+
(
XµX
′
σIνρ(s) + µ↔ ν, σ ↔ ρ
− 4
d
δµνX
′
σX
′
ρ − 4
d
δσρXµXν +
4
d2
δµνδσρ
)
b(ξ) ,
(D.19)
where the three invariant functions are given by
c(ξ) = 8G′′(ξ) , b(ξ) = −8(1 + ξ)
(
1 + ξ
d
dξ
)
G′′(ξ) ,
a(ξ) = 16(1 + ξ)2
(
2 + 4ξ
d
dξ
+ ξ2
d2
dξ2
)
G′′(ξ) .
(D.20)
An important test on the results (D.19,20) is provided by the conservation equation which
may be obtained by using (2.25) (with the arbitrary constant c = 0) giving
∂µ
1
(2y)d
Gµνσρ = −d− 1
d2
Sd
1
(2y)d+1
v
ξ
{
−
(
Iνσ(s)X
′
ρ + Iνρ(s)X
′
σ − 2
d
Xνδσρ
)
H(ξ)
+ 2Xν
(
X ′σX
′
ρ − 1
d
δσρ
)(
H(ξ) + ξ(1 + ξ)H ′(ξ)
)}
.
(D.21)
This gives two differential equations relating a, b, c in (D.19) to H which, with the results
(D.20), are equivalent to (D.17).
For presenting the results it is more convenient to define from (2.37,38)
C(ξ) = − 1
2
c(ξ)− b(ξ) = 4(1 + 2ξ)G′′(ξ) + 8(1 + ξ)ξ d
dξ
G′′(ξ) ,
A(ξ) = 1
d2
(d− 1)((d− 1)(a(ξ) + 4b(ξ)) + dc(ξ))
= − 8
d
(d− 1)2(1 + ξ)ξ
(
(2ξ + 1)
d
dξ
+ 2
)
G′′(ξ)
+
8
d
(d− 1)G′′(ξ)− 1
d3
(d− 1)2SdH(ξ) .
(D.22)
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For our applications we consider for H(ξ) functions of the form
H(ξ) =
1[
ξ(1 + ξ)
]α . (D.23)
From the definition of H(ξ) in terms of H(ξ) in (D.13) and using (D.8) we find
˜ˆH(k) = π 12dΓ(λ+
3
2 − α)
Γ(1 + α)
4α−λ−
5
2 ˜ˆgα− 1
2
λ, 1
2
(λ+3)(k) . (D.24)
With this result and (D.10) it is sufficient to find the inverse transform of functions of the
form
˜ˆ
I(k) =
˜ˆga,b(k)
1
16k
2 + µ2
, ˜ˆga,b(k) =
Γ(a− i4k)Γ(a+ i4k)
Γ(b− i4k)Γ(b+ i4k)
, (D.25)
where we are ultimately interested in taking µ = 14 (d+ 1), a = α− 12λ and b = 12 (λ+ 3).
By contour integration it is straightforward to obtain
Iˆ(sinh2 θ) =
1
2π
∫
dk e−ikθ
˜ˆ
I(k)
=
4Γ(2a)
Γ(b− a)Γ(b+ a)(µ2 − a2)
×
∑
n=0
1
n!
(2a)n(1 + a− b)n(a− µ)n(a+ µ)n
(a+ b)n(1 + a− µ)n(1 + a+ µ)n e
−4(a+n)|θ|
+
Γ(a− µ)Γ(a+ µ)
Γ(b− µ)Γ(b+ µ)
2
µ
e−4µ|θ| .
(D.26)
For the final inverse transform, we observe that it is only necessary to find I ′′(ξ) which is
given by inverting (D.8)
I ′′(ξ) =
1
πλΓ(−λ− 2)
∫ ∞
0
dρ ρ−λ−3Iˆ(ρ+ ξ) . (D.27)
This simplifies the calculation significantly. From (B.17) and (B.18) it follows that
I ′′(ξ) =
1
πλ42a−1
Γ(2a+ λ+ 2)
Γ(b− a)Γ(b+ a)(µ2 − a2)
1
[ξ(1 + ξ)]a+
1
2
λ+1
∑
N=0
hN
N !
(−1)N
[4ξ(1 + ξ)]N
+
1
πλ42µ−1
Γ(a− µ)Γ(a+ µ)
Γ(b− µ)Γ(b+ µ)
Γ(2µ+ λ+ 2)
Γ(2µ+ 1)
× 1[
ξ(1 + ξ)
]µ+ 1
2
λ+1
F
(
µ+ 1
2
λ+ 1, µ− 1
2
λ− 1
2
; 2µ+ 1;− 1
4ξ(1 + ξ)
)
,
hN =
(a− 12λ− 12 )N (a+ 12λ+ 1)N
(1 + 2a)N
×
N∑
n=0
1
n!
(2a)n(1 + a− b)n(a− µ)n(a+ µ)n(a+ 12λ+ 32 )n(−N)n
(a+ b)n(1 + a− µ)n(1 + a+ µ)n(a− 12λ− 12)n(1 + 2a+N)n
.
(D.28)
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Now if we use the fact that b = 12(λ+ 3) then the series in hN simplifies to a terminating
5F4( . ; . ; 1) series and may be summed exactly once again by Dougall’s theorem [27] giving
hN =
(1)N(a− 12λ− 12 )N (a+ 12λ+ 1)N
(1 + a− µ)N (1 + a+ µ)N . (D.29)
With this result the series in (D.28) can be written exactly as a 3F2 hypergeometric
function. Putting it all together we obtain for H given by (D.23) with general α
G′′(ξ) = Sd
32d
1
(d− 2α)( 1
2
+ α)
1
[ξ(1 + ξ)]1+α
×
{
3F2
(
1, 1 + α, α− 12d; 32 + α, 1 + α− 12d;−
1
4ξ(1 + ξ)
)
− Γ(1 +
1
2d− α)Γ(1 + α− 12d)Γ(1 + 12d)Γ( 32 + α)
Γ(1 + α)Γ( 32 +
1
2d)
[
4ξ(1 + ξ)
]α− 1
2
d
}
.
(D.30)
Note that when α = 12d the two terms cancel so that there is no pole. Also from (B.28)G′′(ξ) has a leading behaviour for ξ → 0 with terms ∝ ξ, ξ1+α. We have checked that (D.30)
satisfies (D.17) with the last term representing a solution of the homogeneous equation.
In order to evaluate the integral in (5.26) we need to take, for the ordinary case
corresponding to (5.29a),
H(ξ)ord =
N
S 3d
4dAλ,ord
(d− 1)2
1[
ξ(1 + ξ)
]d−2 . (D.31)
Applying (D.30) gives then
G′′(ξ)ord = − N
S 2d
d− 2
8(d− 1)2(d− 32 )
1[
ξ(1 + ξ)
]d−1
×
{
3F2
(
1, d− 1, 12d− 2; d− 12 , 12d− 1;−
1
4ξ(1 + ξ)
)
− Γ(
1
2
d− 1)Γ(3− 1
2
d)Γ( 1
2
d+ 1)Γ(d− 1
2
)
Γ(d− 1)Γ( 12d+ 32 )
[
4ξ(1 + ξ)
] 1
2
d−2
}
.
(D.32)
For C,A defined as in (D.22) we have
C(ξ)ord = N
S 2d
d− 2
(d− 1)2
2ξ + 1[
ξ(1 + ξ)
]d−1
×
{
3F2
(
1, d− 1, 1
2
d− 2; d− 3
2
, 1
2
d− 1;− 1
4ξ(1 + ξ)
)
− Γ(
1
2d− 1)Γ(3− 12d)Γ( 12d+ 1)Γ(d− 32 )
Γ(d− 1)Γ( 1
2
d+ 1
2
)
[
4ξ(1 + ξ)
] 1
2
d−2
}
(D.33)
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and
A(ξ)ord = − N
S 2d
8
d2
(d− 2)2 1[
ξ(1 + ξ)
]d−2
− N
S 2d
2
d− 1
1[
ξ(1 + ξ)
]d−1
×
{
3F2
(
1, d− 1, 12d− 2; d− 32 , 12d;−
1
4ξ(1 + ξ)
)
− Γ(
1
2d)
2Γ(3− 12d)Γ(d− 32 )
Γ(d− 1)Γ( 12d− 12 )
[
4ξ(1 + ξ)
] 1
2
d−1
(
1 +
d
d− 1
1
4ξ(1 + ξ)
)}
.
(D.34)
Appendix E
The crucial step in deriving (7.20) is to obtain, with Dˆσρ(y, ∂) defined as in (7.16),
the result for arbitrary H(ξ)
Dˆσρ(y
′, ∂′)
( 1
(4yy′)d
XµXνH(ξ)
)
=
1
(d2 − 1)
1
(4yy′)d
{
Iµν,σρ(s) 1
2ξ(ξ + 1)
H(ξ)
+ 12
(
XµX
′
σIνρ(s) + µ↔ ν, σ ↔ ρ− 4
d
δσρXµXν
)( 1
ξ + 1
H(ξ)−H ′(ξ)
)
+XµXν
(
X ′σX
′
ρ − 1
d
δσρ
)(
ξ(ξ + 1)H ′′(ξ) + 2H ′(ξ)− 2
ξ + 1
H(ξ)
)
−XµXν
(
nσnρ − 1
d
δσρ
)(
ξ(ξ + 1)H ′′(ξ) + d(ξ + 1
2
)H ′(ξ)
− dH(ξ)− 12d
1
ξ(ξ + 1)
H(ξ)
)
− δµν
(
nσnρ − 1
d
δσρ
) 1
2ξ(ξ + 1)
H(ξ)
}
. (E.1)
The terms dependent on nσnρ violate conformal invariance but they disappear on removing
the trace in µν and H(ξ)→ [ξ(ξ + 1)]− 12d as appropriate for application in (7.19).
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