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ABSTRACT
This stuèy was an investigation of the effect 
on human learning of Qj, 25, 50$ 75 snd 100# schedules 
of informational reinforcement, using analogues of 
classical and operant procedures.
The experimental group consisted of 60 8s* 
with a different 6 Ss being assigned to each schedule 
of reinforcement.- Analysis of variance showed that 
the classical learning procedure was significantly 
superior to the operant procedure»
The differences of the effect on learning 
of schedules of reinforcement excluding zero was not 
statistically significant. There was however a sig­
nificant difference between zero and all other sched­
ules of reinforcement which suggests that there may 
be a discontinuity somewhere between: zero and the 
25# schedule»
ill
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CHAPTER I 
INTRODUCTION!
It appears particularly evident that what 
constitutes human leamlhg for psychologists today, 
both benefits and suffers from its association with 
the taxonomic and procedural areas of animal learning 
(Meltonv 1964)• Although? human learning encompsrases 
the varieties of processes observable in animal learm> 
ing, it goes beyond them, perhaps largely because of 
the capacities for verbalLmodes of symbolic, "'mediating'* 
behavior in human beings.
Animal learning is mostly understood in terms 
of! simple cDassieal (e. g. salivation response) and 
operant Co* g» bar pressing response) conditioning*
These forms of learning may be distinguished prooedurally, 
in terms of the contingency of the reinforcerr clhs— 
sical reinforcement is contingent upon the to-be-con^ 
diitioned stimulus ; operant reinforcement is contingent 
upon the S's response. They may also differ in terms 
of the effects on learning of the parameters of rein>- 
forcement, particularly so>-oalled partial reinforce­
ment, which may influence learning differently under-
1
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2the two procedures (Kimble, 1964).
Simple conditioning in human subjects using 
various parameters of reinforcement has been inves­
tigated extensivelyt parlred-aBucciate rote learning 
(e. g. Bower, I96I), eyelid conditioning (e. g.
Humphreys, 19/39)# and probability learning (e. g.
Estes* 1961) are examples where simple conditioning 
can be readily observed. The three are analogues of 
Pavlovian conditioning with partial, reinforcement 
(Estes, 1964). However, human learning experiments 
using simple operant conditioning techniques have 
not been conclusive as learning is so rapid that noo 
observations are possible.
More complex classical conditioning experi­
ments (e. g, Bazran, 1939 andi Bless 194#, 1946) deal­
ing with semantic conditioning have been successful^ 
but usually prodBuce slow and involved learning (Helton, 
1964). Examples of elaborations of operant condition­
ing include problem solving or concept formation studies.
Melton (1964) mentions that much of the dif­
ficulty in the taxonomy of human learning, lies in 
one's conception of the learning processes that affect 
human performance. Classical and operant procedures
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
3are invoülved lin human le aiming, but the resulting 
performance is affected also by man's mediating 
responses (e. g« overt and covert verbal behavior).
Also man's capacity to transmit information may be 
an important factor. This factor may be especially 
important in rote paired-associate learning which 
is the subject matter of the present study, inves­
tigating the effects of different schedules of par­
tial reinforcement on human learning.
Background of Heiated Research
One of the earliest partial reinforcement 
experiments to arouse general interest was ffiumphreys*
(1939) classical human eyelid reaction study, in which 
the human eyelid response was conditioned to the 
noxious stimulus of an air—puff. Three groups were 
trained as followss (1) 100# reinforcement, (2) 50# 
reinforcement and C3) 50# reinforcement with rest intervals 
substituted for"the non-rewarded trials. Inspection 
of Humphreys' data showci fcJiat after the first few 
trials, frequency of CRs in the group: 2 curve never 
attained the leveli of tlie curve for Graupg 1» The
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
4differences, though small,, were highly consistant 
and suggested somewhat faster acquisition with 100# 
reinforcement than with 50#» Reynolds (19$8), in a 
similar study using 60# and 100# reinforcement found, 
that the cantihuous reinforcement schedule produced 
a consistently higher level of response than did the 
partial reinforcement schedule» This conclusion was 
also reached by Ross (1959)r who mentions the presence 
of some kind of décrémentai factor resulting from 
nonreihforced trials.
Kimble C196II) states that in eyelid condition*» 
ing, the noxious stimulus of the air-puff induces 
additional responses and complicates the classical 
paradigm. Therefore classical conditioning studies 
using noxious stimuli are not considered relevant 
to this discussion. Such ambiguity is avoided in 
probability learning, in which no?DCS is involved, 
Humphreys (1939) first investigated learning of this 
nature in a two-choice predictive ("verbal") condition­
ing situation. The subject's task was to indicate 
by making a record sheet* whether or not a second lii^t 
was to come on following a signal light. Using 50# 
and 100# reinforcement, Humphreys found among other
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
5effects, that continuous reinforcement brought a higher 
and faster rate of learning than did partial reinforce­
ment. A later study by Grant, Hake and Hbrnseth (1951) 
with a greatly enlarged range of reinforcement (0, 25»
50, 75 & 100#), found that the probability a S could 
predict a given event from two alternative rein­
forcing events tends to approach the actual probability 
of the reinforcing event.
Estes C1Qj61) states that under correction 
procedures, the probability of choosing a given al­
ternative tends to match its probability of reinforce­
ment. A rather striking confirmation of this so- 
called Matching Law is seen in a number of experiments 
he collected from the period 1939X1956 (Estes & Straughan, 
1954% ffoodnow & Boatman, 1955% Grant et all., 1951% 
Hhmr^eys, 1939 »; Jarvik, 1951% Neimark, 1956), in which 
18 group; of Ss were tested using a variety of rein­
forcement schedules. It was concluded that under 
correction procedures, the mean response proportion 
for the terminal trial blocks matched the mean rein»- 
forcement probability to two decimal places.
Historically however, Brunswik (1939) first 
observed in the area of animal learning what was later
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
6called the Matching Law, in a pioneer Ti-maze study 
with rats, in which the experimenter controlled the 
probability of occurrence of reward for each of the 
two arms of the maze. Using reinforcement ratios of 
100#:0#, 50#s0#, 7,5#:25#, 100#:$0# andi 6’^33#, he 
found that definite learning resulted in all ratios 
except 6703 and that the 100:0 rats made fewer errors 
than the 50tO animals. Birunswik did not speculàte 
as to why learning failed to occur with the 67:33 
ratio of reinforcement. Stanley (H950), in a similar 
study, also found a ranking of groups in terms of 
errors similar to BTunswik'st 75*25 most, 50:0 next, 
and 1100lO least.
Jenkins and Stanley (1950), in a comprehensive 
review of the literature on partial reinforcement 
concluded that in all operant procedures using both 
appetitional reinforcement (e. g. Finger, 1942-runway 
experiment with rats& Stanley, 1950>T-maee) and noxious 
reinforcement (e. g. Sheffield & Temmer, 1950-escape- 
avoidance), Ss learned better under continuous than 
under partial reinforcement. A later review by Lewis 
(i960); agrees with this conclusion*
Ratios of classical appetitional reiiaforcement;
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7lower than 100# do establish seme learning (e. g. 
Pavlov, 1927 and Bazran, 19>55)> The latter found a 
stronger decrease or deterioration in learning with 
decreasing ratios of reinforcement in classical con­
ditioning than in operant conditioning» Simple con­
ditioning procedures were employed in these studies.
A possible common explanation rif these different re­
sults may perhaps be found in the amount of information 
given subjects under these procedures: e. g. under 
50# reinforcement schedule S gets less information? 
about a correct response than under 100# reinforce­
ment.
The Problem
The purpose of the present experiment ià an 
attempt to clarify this issue with respect to human 
learning by investigating the effect of reinforcement 
(0, 25, 50, 75 and 100#) upon, learning in six-choiea 
analogues of classical and discriminative operant 
procedures. The ncs in classical conditioning is 
replhced by an informational stimulus which indicates 
the correct reapomse to the 8 ÿ the reinforcement in
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
8the operant situation confirms only a correct res­
ponse to the S, The study is an investigation of 
acquisition of learning under the two procedures with 
informational reinforcement and simplified stimuli 
(lights) and responses (button pressing).
Due to the contingency of reinforcement, the 
amount of information transmitted to a S who makes 
a wrong response in the operant procedure will be 
less than in the classical procedure. In the six- 
choice situation using the classical procedure with 
100# reinforcement, on each trial the subject will 
receive 2»$8 bits of information regardless of his 
response. A bit is the unit used in the measurement 
of amount of information in or uncertainty of a sit­
uation. The number of bits is the power to which 2 
must be raised to give the number of equally likely
TI
alternatives t. that is m, » 2 „ where m is the number 
of equally likely alternatives from which a choice 
is made, and H is the amount of uncertainty or in­
formation, expressed in bits. Iii other words the num­
ber of bits equals the log. to the base 2 of the num­
ber of equally likely alternatives: that is. Hi » log m.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Thus for a six-choice situation, ffi » loggd =- 2»5&* 
Therefore, in the classical procedure with 100# 
reinforcement Hi* 2.58» %on a correct response 
in the operant procedure, S alto receives 2.58 bits 
of information. However, if the subject is incorrect 
in his first response in the operant experiment, he 
receives only »26 bits of information. H * log 6 - 
log 5 (remaining alternatives) * .26. Of course as 
S leams the correct associations in the operant 
procedure, the amount of information given the S 
on each trial will increase.
From experimental work described, it is not 
clear whether learning in the classical procedure 
can be effected using small ratios of partial rein­
forcement, but a priori there is no apparent reason 
why not» In the classical and operant situations, 
the proposed random reinforcement ratios are:
0, 1/4,. 1/2, 3/4 and 1/1» In the classical sit­
uation, reinforcement will occur according to these 
relative frequencies» However, in the operant sit­
uation, reinforcement will occur with lower relative 
frequencies, viat 0, l/4xl/6, l/2xl/6, 3/4xl/6,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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or lxl/6 of the time, where 1/6 is the initial proba­
bility of the subject being correct. Ae S leams, 
the probability of a correct response will of course 
increase. Therefore, it is hypothesized that with 
all parameters of reinforcement, learning in the clas­
sical procedure will proceed at a faster rate than 
in the operant procedure, due to the amount of in­
formation given to the S.
A second hypothesis (corollary of the first) 
may be formulated as follows: within each learning 
procedure, the rate of learning wiH vary directly 
as the percentage of reinforcement, due too the amount 
of information given to the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
CHAPTER II
METHOD
Sample
The BampjDe consisted of sixty monolingual 
(English speaking) male undergraduate subjects en­
rolled at the University of Windsor, Subjects were 
monolingual because previous experimentation with the 
apparatus indicates variability in the learning of 
subjects whose native tongue is other than Ehglish.
The subjects were all between the ages of 18 and 23»
Apparatus
The apparatus consisted of six individual 
learning panels grouped in a hexagon and separated 
by wooden partitions. Figure 1 shows a diagram of 
the panel for the classical procedure. Figure 2 shows 
a diagram of the panel for the operant procedure..
The first three panels, A, B and C, were identical 
and used in the classical experiment. Panels D, E, 
and £ were identical and used in the operant experi­
ment. A master panel in an adjacent soundproofed 
room, operated by the experimenter* centroiled the
ID
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Fig, 1» Diagram of the panel for the 
classieal procedure»
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Fig» 2» Diagram of the panel for the operant 
procedure®.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
14
onset, duration and termination of the various lights 
on the six panels. The experimental room was also 
soundproofed and air-conditioned to keep the temp­
erature comfortable, as well as to muffle clicks from 
the master panel which otherwise may be heard. Cor­
rect responses of each subject were recorded on an 
Esterline-Ângus Event Recorder, A buzzer signalled 
the onset of test or training blocks of trials lir 
the experiment,
Procedure
The sample was randomly divided into two 
groups of thirty subjects each, one désignâtedi 
the classical group, the other the operant group.
Each of these two groups was in turn divided into 
five groups of six subjects each and randomly as­
signed to the five schedules of 0, 25, 50, 75 and 
100# reinforcement. Table 1 illustrates the num­
ber of subjects assigned to each reinforcement 
schedule of the classical and operant procedures.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
15
Table 11
Number of Subjects Assigned to 
Each Reinforcement Schedule 
of the Classical and Operant Procedures
Reinforcement Schedule
25# 50# 75# 100#
Classical Procedure 6 6 6 6 6
Operant Procedure 6 6 6 6 6
The taaki for all sixty subjects was the same» 
Each was instructed to learn the correct connections 
between six white stimulus lights and six response 
buttons. Each stimulus light was connected with a 
different response button. The pattern of stimulus 
lights was randomized and the llght-button connections 
were randomly selected from three sets of different 
connections for each experimental session. The 
three sets of connections used in the experiment 
can be found in Appendices B* E and Fv
Reinforcement for the classical groups con­
sisted of an orange light coming on »5 seconds after 
the onset of a white stimulus light, and directly 
over the response button which was connected to that
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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particular white light (see Figure 1). The orange 
lights came on according to random reinforcement 
schedules with p » #, 25, 50, 7,5, or 100#. These 
percentages were controlled hy a probability unit 
in the master panel.. Both the white light and the 
orange light remained on for a total of four seconds.
The inter—trial time was two seconds.
Reinforcement of correct responses for the 
operant groups consisted of an individual green 
light (e. g.. on panel B, individual green light D 
would come on) coming on only if he made a correct 
response and also according to random reinforcement 
schedules with p » o,, 25# 50, 75» or 100#. A non- 
correction procedure was used in which the green 
light came on at the end of the four second period 
of the flashed white light. This prevented the S 
from pressing more than:one button which would have 
Increased his chances of making the correct connection» 
Mirrors over each panel were adjusted so that the 
experimenter could see the Ss responding and thereby 
enforce this non-correction procedure. Stimulus H ^ t  
duration and inter—trial time of the operant experi­
ment were identical to those of the classical experiment,
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Both the classical and operant groups received! 
alternating test and training blocks of stimulus 
trials, beginning with a test block in order to as­
certain their naivete about the connections* A test 
block consisted of 12 trials with no reinforcement 
being given in order to test the amount of learning 
the 8 had acquired on the previous training blocks» 
(Therefore, the first test block was actually a pre­
test block, as no learning had yet occurred)• Train­
ing blocks also consisted of 12 trials with rein­
forcement being given.
Previous research using the same apparatus 
has shown that it takes about 72 training trials to 
learn the correct connections in the 100# classical 
situation. Since a 0# reinforcement group was in­
cluded in this study, no criterion of learning could 
be established that would encompass all five rein­
forcement groups. Also it had been found that the 
reinforcement schedules of 25# and 50# delay learn­
ing to a? criterion such that subjects become fatigued. 
A total number of 72 training trials was used (six 
blocks of 12 trials each, based on the 100# classical 
situation). The experiment thus consisted of seven
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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test and; six training blooks of 12 stimulus trials 
oach» The onset of a test block was Indicated by 
the buzzer sounding once; the buzzer sounding twice 
Indicated the onset of a training block.
In order to acquaünt the Ss with the operation 
of the machine before the experiment began, they were 
given a practice session of twelve trials with the 
orange lights (classical) and green lights (operant) 
coming on $0^ of the time. The practice connections 
were different from the ones in the experiment proper 
which remained unchanged^ The Ss were reminded of 
this fact In order to avoid any confusion or mis­
understanding. The same practice connections were 
used In every experimental! session.
The Experimental Session
The subjects were brought Into the experi­
mental room and seated lin front of their respective 
panels. They were asked to remain quiet, with their 
attention fixed on their Individual panels. The 
apparatus permitted aiGiultaneous testing of both 
classical and operant grcups. 'Ihese groups were 
given their Instructions separately, so that Ss
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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were not confused by procedural differences as well 
as differences in instructions. Within each learning 
procedure, the instructions given the five reinforce­
ment groups were identical. The complète instructions 
for the classical groups can be found in Appendix 
A, and for the operant groups in Appendix K.
Upon completion of the experjjnent, the Ss 
were asked to refrain from talking with anyone about 
the experiment, even among themselves.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
GHAETER III 
RESULTS
The raw data for each of the sixty Ss was 
calculated by totalling the number of correct res­
ponses per test block over the range of seven test 
blocks of stimulus trials. The raw data can be 
found In Appendix C. The mean number of correct 
responses In each test block for each of the 5 
reinforcement groups of the classical and operant 
procedures was computed. Table 2 contains these 
data. From Table 2, It appears that a higher level 
of learning occurred In the 25, 50, 75 and 100# 
groups of the classical procedure than In the same 
groups of the operant procedure. Nb learning occurred 
In the 0# groups of both procedures. These results 
can be depicted better graphically and are presented 
In Figure ). This figure indicates that a higher 
level of learning was attained In the classical pro­
cedure than In the operant procedure.
The individual mean learning curves for each 
of the 5 reinforcement groups of the classical and 
operant procedures are presented in Figures k (0.
25, & 50# groups) and 5 (73 & 100# groups)» The
20
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25f $0, 75 and 100# curves illustrate how the rate 
of learning over the range of seven test blocks was 
faster for the classical procedure than for the operant 
procedure »
Thble 2
Mean Hhmber of Correct Responses in Each 
Test Block for the 5 Reinforcement Croups 
of the Classical and Operant Procedures
1 2
Test Blocks 
3 4 5 6 7
Classical
Procedure
0# 2.33; 2.oa 1.67 2.50 2.00 1.50 1.83
25# 2.50 5.33 5.67 8.50 10.67 11.00 11.83
50# 1.17 4.33 8.67 8.33 9.50 11.00 11.50
75# 3.50 5.67 6.67 6.83 8.67 10.33 10.83
100# 1.50 7.17 9.83 11.50 11.17 11.83 11.67
Operant
Procedure
0# 2.67 1.67 2.00 2.00 2.67 2.17 3.33
25# 1.50 2.00 2.50 3.50 3.33 3.83 4.00
50# 1.83 2.67 3.83 3.83 6.17 6.33 7.00
75# 1.67 3.33 5.17 4.83 6.67 7.00 6.83
100# 2.17 3.67 5.00 5.83 6.00 6.67 6.50
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312
10
+»
Classical Procedure
Operant Procedure
1009^0
Relnfarceinent Schedules
Pig*. 3* Mean number of correct responses for 
the terminal test block for the 5 reinforcement; 
groups of the classical .and operant procedures»
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Classical Operant
Test Blacks 
259^  Classical
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259^  Operant
12
10 10
Test Blocks 
50^  Classical
Test Blocks 
50"^  Operant
Pig, 4, Mean learning: curves for the classical 
and operant 0:> 25 and. 5^^ reinforcement groupa»
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In order to determine the effect on learning 
of the classical and operant procedures, the five 
schedules of reinforcement, and their interaction if 
any over seven test blocks, a three-way analysis of 
variance in which there are repeated measures on 
test blocks was applied to the data* Table 3 con­
tains the analysis summary.
Tbble 3
Analysis of Variance of Classical and 
Operant Procedures and 5 Schedules of 
Belnforcement over Seven Test Blocks
Source of Variation df MS F Batio
Between Subjects 59/
A (conditioning procedures) 1 871*49 51*60*
B  (reinforcement schedules) 4 314.23 18.60*
AB 4 88.79 5.26*
Subj> w. groups 50 16.89
Within Subjects 360
C (test blocks) 6 231.43 79.53*
AC 6 26,32 9.04*
BO 24 18.56 6.38*
ABC 24 6,28 2.16*
CT X sub j* W» groups 3OQ) 2.91
3\oi(5o, 3L) » 7*i9r r 01(50, 4) * 3»74
i’^ Oi^ O^O,. 6) 2.80; 24) .= 1L79
* Significant at the *,01% confidence level
110746
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This table shows that statistically significant 
differences exist between the effects on learning of 
the classical and operant learning procedures (main 
effect for factor A), Also the effect on learning 
of the schedules of reinforcement is significant (main 
effect for factor B.) „ as well as the AB interaction 
between procedures and schedules of reinforcement.
That learning has occurred over the range of 
seven test blocks (main effect for factor C); is 
evidenced by significant differences in learning 
between test blocks. Learning of both classical and 
operant groups and the schedules of reinforcement used 
are statistically significant over the seven test blocks. 
Their interactions are also significant.
However, from the inspection of the raw data 
in Appendix G, it is evident that the 0% reinforcement 
groups of both the classical and operant procedures 
did not learn any S-fi connections, as they averaged 
2,17 correct responses for seven test blocks. This 
mean approximates the initial probability of 1/6 or 
2,0 correct responses for any subject on the first 
test block, when no learning had yet been acquired.
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As the main effect for factor B indicates significant 
differences between schedules of reinforcement, it 
was felt that the data of the zero grooips may have 
drastically affected this result. Thus a second 
analysis of variance was applied to the data,, omitting 
the 0% reinforcement groups to test for differences 
between the remaining schedule groups. This analysis 
summary is presented in Table 4.
Table 4,
Analysis of Variance of Classical and Operant 
Procedures and 25* 50, 75 & 100% Schedules of 
Reinforcement over Seven Test Blocks
Source of Variation df MS P Ratio
Between Subjects 47
A (conditioning procedures) 1 1147.75 54,97*
B (reinforcement schedules) y 42.76 2,05
AB 3 25.28 1,21.
Subj. w*. groups 40 20,88
Wi-thiim Subj,ects 288
G (test blocks) 6 285,23 94.21*
AC 6 35*39 11,53*
BC 18 5.05 1.64**
ABC 18 4.90 1,6(1»*
C r subj. w. groups 240 3*07r
P .,(40, ii) » 7*31;; ® (24o 
•01 .01
* 6) 2,80; P
• Up
(240„
1.95
♦Significant at the .01% confidence level
♦♦Significant at the ,05% confidence level
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
28
From the results of Table 4, It Is clear that 
the effect on learning of the 25, 50* 75 and 100% 
schedules of reinforcement is not statistically 
significant. This is true for both classical and 
operant procedures which do not interact significantly 
with schedules of reinforcement (AB interaction) ••
From these observations it is evident that the 0% 
reinforcement groups vary significantly from the 
four remaining groups of reinforcement, but not these 
among themselves.
However, both learning procedures and the 
test blocks as well as their interaction still give 
significant effects. Also significant are the inter­
actions of schedules of reinforcement and test blocks, 
and learning procedures, schedules of reinforcement 
and test blocks. Figure 6 illustrates the main ef­
fect for factor G (test blocks). From Figure 6, it 
is seen that learning progresses steadily over seven 
test blocks with a gradual leveling out of learning 
about the sixth and seventh test blocks. Figure 7 
illustrates the AC interaction of classical and operant
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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learning procedures over seven test blocks*
A 30Q
-p
200
100
41 2 6
Test Blacks
Bljg*. 6. The rnajm effect of learning over 
test blocks*.
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From Figure 7* it is apparent that the clas­
sical learning procedure is superior to the operauit 
procedure* The difference in amount of learning in?- 
oreases steadily from the second to the seventh 
test block, wiLth the totaH number of correct res­
ponses for the operant group) slightly more than half 
that of the classical group (742 responses; 1363 responses)*
300
250
9 200
O 100
  C lassical Croup
 Obérant Group
Test Blocks
Fig* 7» AO interaction of classical and operant 
learning procedures over test blocks*
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Figure 8 illustrates the BC interactions, 
where the individual variations between reinforce­
ment groups is depicted over test blocks. It is 
easily seen that the curves overlap considerably.
These curves vary between procedures however and are 
depicted in Figure 9, the interaction of learning 
procedures and reinforcement schedules over test 
blocks.
It is clear from Figure 9, that every classical 
reinforcement group learned better and faster than 
any of the operant groups. Ho operant group ever 
reached the same number of correct responses of any 
of the classical groups.. The learning of the subjeeta 
in each reinforcement group» of both procedures fluc­
tuates, with dips in the curves apparent in various 
test blocks. From the raw data in Appendix C, the 
reason for such variability probably lies in iUter- 
individual differences. This variability is con­
siderably more pronounced in the operant groups.
From the over-all analysis of interactions, 
the presence of global differences In the shapes of 
the learning profiles is indicated. Inspection of
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procedures and schedules of reinforcement over 
test blocks».
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the üiteracticm curves in Figures 7» 8 and 9 seems 
to support this fact. Therefore an analysis for both 
linear and quadratic trends was applied to the raw 
data in order to ascertain just how the learning 
curves for the classical and operant groups over 
seven test blocks might be best described» In the 
shapes of the curves a culiic (8-shaped) component 
was not readily apparent and therefore an analysis 
of cubic trend was not done. Table 5 contains the 
data for the analysis of linear trend.
Table 5
Analysis of linear Trend for Classical 
and Operant Procedures and 25» 50» 75 &
100# Schedules of Reinforcement, over 7 Test Blocks
Source of Variation: df MS F Ratio
Within: subjects (linear) 48 
G (linear) li 1614.38 266.84^
AG (lineary 1 182.31 30.13*
BC. (linear) 3 4.27 0.71
ABC (linear) .3 9V75 1.61
G X subj. w. groups 
(linear)
40 6.05
P,0l(40* li) » 7»3% 
♦Significant at the .01# confidence level
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From Table 5, the best-fitting straight line 
to the profile of the main effect for factor O has 
a slope which is significantly different from zero. 
Also the linear trends of the classical'and operant 
procedures (Figure 7.) are not parallel, indicating 
significant differences in amount and rate of learn­
ing. Differences in the profiles of the BC and ABC 
interactions are not statistically significant and 
if they exist must be due to quadratic or higher- 
order trends. Table 6 contains the data for analysis 
of quadratic trend.
Table 6
Analysis of Quadratic Tlrend for Classical 
and Operant Frocedures and 25, 50, 76 &
100# Schedules of Reinforcement, over 7 Test Blocks
Source of Variation df MS F Ratio
Withini subjects (quadratic) 48
C: (quadratic) 1.
AO (quadratic) 1
BC (quadratic) 3
ABC. (quadratic) 3
C X subj. w.. groups 40
(quadratic)
.14 
22.47 
13.75 
11.82 
4.55
24.25*
4.94**
3.02**
2.60
E (40, 1) . 7..31; F ^,(40, 1) * 4.08r F 05(40, 3)a Ü 0 S ^  J  ■.05
2.B4
♦Significant at the *01# confidence level 
♦♦Significant at the .05# confidence level
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The significaxit F ratio for the main effect in 
Table 6 indicates that the quadratic trend in the 
profile of the main effect for factor C is different, 
from zero. Thus the over-all learning Curve over 
test blocks might be best described by the typical 
negatively accelerating learning curve which in this 
case tends to show a leveling off of learning about 
the sixth and seventh test blocks. The data also 
clearly indicates a significant difference in the 
quadratic trends of the two: learning procedures 
(Figure 7), as well as in the schedules of reinforce* 
ment over test blocks (Figure 8) «.
It is difficult from this over-all trend anal^ 
ysis to see whether the components are different 
between the two procedures. As the ABC interaction 
(Figure 9); ie net statistically significant it would 
seem to indicate that the quadratic trends must be 
within either the classical group: or operant group, 
but not both. Inspectionri of the profiles in Figure 9 
indicates the shape of the operant curves is essen­
tially linear while the classical curves, particularly 
the 50# and 100# curves might be best described ob
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typical negatively accelerated learning curves.
Therefore, a linear, quadratic and cubic 
trend analysis was performed (from simple analysis 
of variance on each reinforcement group of each 
learning procedure), on both the classical and operant 
groups for the four reinforcement schedules. Table 
7 contains a summary of these data.
Table 7 indicates that a linear component la 
significant in the four classical reinforcement 
groupsp a quadratic (negative acceleration) component 
is significant in the 50# and 100# groupsp and a 
cubic (S-shape) is significant in the 100# group.
A straight line would provide the best fit for all 
the four operant reinforcement groups.
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CHAFTER IV 
DISCUSSION
The main finding of the present research was 
that human' learning of six stliQulus—light-response- 
button connections progresses significantly faster 
with a classical learning procedure than with an 
operant procedure for 25, 50, 75 and 100# schedules 
of informational reinforcement. The 0# reinforcement 
groups performed as expected and did not learn any 
connections. The two zero groups acted effectively 
as control groups. There is however, a significant 
difference between zero and all other schedules of 
reinforcement which suggests that there may be a 
discontinuity somewhere between zero and 25# schedule* 
Thus the first hypothesis, as stated in Chapter 
I, was supported, i. e* it is hypothesized that with 
all parameters of reinforcement, learning in the clas­
sical procedure will proceed at a faster rate than 
in the operant procedure— presumably due to the 
amount of information given to the S, It should be 
understood that the basis for the hypothesis lies in 
the procedural panner of giving reinforcement to the
39
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S: classical reinforcement is contingent upon the 
toy-he-condiitioned stimulus; operant reinforcement is 
contingent upon S’s response, the procedures being 
defined as analogues of classical and operant conditioning*
Contrary to expectations, the second hypothesis 
was not supported, i* e, within each learning proced­
ure, the rate of learning will vary directly as the 
percentage of reinforcement, due to the amount of 
information given to the S. These results generally 
agree with previous research on this apparatus. Indiv­
idual differences in learning caused considerable 
fluctuations with the result that schedules did not 
differ significantly from one Another. These dif­
ferences may also have occurred due to motivational 
factors, or particularly the B*'s attitude toward 
the task.
Hbwever, it was felt that the main reason for 
similar rates of learning, at least in the classical pro­
cedure, was that the task was too simple. An inspection of 
the learning curves (Figure 9) indicates that all the 
classical reinforcement groups were rapidly approach­
ing the asymptotic level of learning (12 correct 
responses per test block) by tlie seventh test block.
imiVERSITV OF WmSON LlSfliï
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The 100# group approached thle level by the fourth 
test block but leveled off slightly below it. From 
the raw data (Appendix C) it can be seen that various 
subjects from all reinforcement groups reached asymp­
totic level in the classical group, a few as early 
as the fourth test block. An analysis of trends, 
showed that a quadratic negatively accelerating 
curve would provide the best fit for the 50# and 
100# groups. The learning of the 100# group rose 
sharply during the second test block and maintained 
this ascent. The learning of the 50# group, al­
though somewhat slower through the second test block 
than all other groups, rose sharply during the third 
block to give it the appearance of the learning 
curve.
From the preceding facts concerning the clas­
sical groups, it appears that the Ss adapted quite 
easily to the different percentages of reinforcement 
given them. If they received lower percentages of 
reinforcement than 100#, they may have worked harden 
to remember the connections when they received the 
orange lights. As the task was relatively simple
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(seen from sharply rising learning curves), and no 
effort was required to first make a correct connection, 
they were probably not taxed in their effort to recall 
the connections during the test blocks.
The operant learning groups (Figure 9) present 
a sharp; contrast to the classiof^ groups. Their 
rate of learning progressed so much slower than the 
classical groups that no reinforcement group attained 
the level of any classical group after the first test 
block. This may indicate that a considerable number 
of correct responses were not rewarded due to ran­
dom schedules of reinforcement and thus they were 
unable to establish higher levels of learning. Only 
three subjects, two from the 75# group and one from 
the 100# group reached the asymptotic level of learn­
ing. Also, a correct response reinforced on a par­
ticular trial, may, the next time it is made, not be 
reinforced due to the random reinforcement given (ex­
cept for the 100# group). Thus the Ss,. although 
realizing they were receiving only partial reinforce­
ment, may have become confused, and learned fewer 
connections.
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The operant grcojpg also differed greatly 
from the olasslcal groups as seen in the analysis 
of trends, which indicated that the operant learning 
curves could he best fitted hy straight lines for 
the number of trials used, in; contrast to the sharply 
rising classical learning curves and their final 
high level of learning.
The results of this study do not agree with 
those reviewed by Jenkins and Stanley (1950) and 
I»ewis (i960) who found that acquisition of learning 
proceeds somewhat more rapidly and reaches a higher 
training level under 100g( reinforcement, than under 
partial reinforcement»
Problems for further Research
future research may further replicate the 
study of the levels of learning obtained under dif­
ferent schedules of reinforcement*. The combined 
effects on learning of schedules of reinforcement 
and different levels of initial task difficulty may 
also be investigated, finally, an interesting study 
might be the investigation of the effect of a correction
procedure applied to the operant procedure (e» g*. 
Humphreys^ arrangement), vrhich would effectively 
equate it with the classical p:ocedure»
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CHAPTER V 
SUMMARY
In this investigation, the effect on learning 
of 0, 25, 50, 75 and 100# schedules of reinforce­
ment, using classical and operant procedures was de­
termined for 60 male undergraduate students enrolled 
at the University of Windsor# It was found that the 
classical learning procedure was significantly superior 
to the operant procedure, probably due to the amount, 
of information given the S#-
The differences of the effect on learning of 
schedules of reinforcement excluding zero was not 
statistically significant. There was however a sig­
nificant difference between zero and all other sched­
ules of reinforcement which suggests that there may 
be a discontinuity somewhere between! zero and 25# 
schedule.
Analysis of the trends in learning, showed 
that the classical learning curves (particularly 
the 50# and 100# curves) resemble the negatively 
accelerating learning curve while the operant learn» 
ing curves over the number of trials used could be 
best described by a straight line»
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APPENDIX A
INSTRUCTIONS FOR CLASSICAL'PROCEDURE
Would you please not talk during the experiment and pay attention!
to your panel in front of you.. I will read through the instructions
once, and then you mayjr ask questions,
THE EXPERIMENT WILL WÔRK LIKE THIS:
1, Each' response "button is e I. ctrica] ly oonne'oted with: a different 
white light.
2» Your task is to learn the < onset response "button-white light 
connections.
3.. You are to indicate your response ;o each: white light "by firralyr 
depressing and releasing one response "buttoni» Depress only 
a single "button each time white Li;ght comea on and please 
respond to each white light. A white light will come on every'- 
time.
4. An orange light will oo.ne b:. cor, ; m  after a white light..
This indicates to you the correct response button connection; 
for that particular white light. For example, if" white light 
#3 comes on, and then the orange light above response button
#2 comes on, this indicates that white light #3 is connected
to response button: #2 and that you should press response button 
#2. You will have 4 seconds in which' to respond,
5. There are two alternating phases, test and train, in. the experiment* 
In the test phases you will receive only white lights to respond
to. In the training phases you will receive white lights and 
sometimes orange lights. Therefore the test, phases test the 
learning you have acquired ini the training phases-. Try to 
perform! as well as possible irt both phases,^ and respond to each 
white light in. both phases,. Your responses will be recorded by us, 
(Pause here for questions,. The 6th part, of;' the instructions given 
with operant group,)___________________________________
65, VJe will have a ffew' practice trials first to acquaint you with
the operation of the machine. In the experiment proper, the light— 
button connections' will not be the same as- in. practice and will 
remain the' same throughout the experiment,,
a. Test phases will begin when the buzzer is sounded once,
b. Training phases will begin when; the buzzer is sounded twice,- 
The experiment will begin with a. test phase*
Note: The instructions remained the same for all classical
reinforcement groups,. Following the eaqperimentthe Ss 
were ushered firom the' experimental roomi and asked not tu 
talk to anyone about the experiment,; even among themselves.
45
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APPENDIX B.
INSTRUCTIONS FOR OPERANT PROCEDURE
Would you please not talk during the experiment and pay attention: 
to your panel in front of you., I will read through the instructions 
once, and then yon may ask questions.
the experiment will WORK LIKE THIS;
1. Each; response button is electrically connected; with a different 
white light.
2. Your task is to learn the correct response button-white light, 
connections,
3.- You are to indicate your response to: each white light by firmly 
depressing and releasing one response button,. Depress only
a-, single button each time a, white light comes on; and please 
respond to each white light,. A white light will come on every 
time,
4» When; your response is correct,, your green light (point out individual 
green lights to Ss) will sometimes come on. You will have 4 
seconds in; which to respond,
5» There are two alternating phases,: test and train, in the experiment. 
Ini the test phases you will receive only v/hite lights to respond 
to. In the training phases you will receive white lights and 
sometimes green lights. Therefore the test phases test the 
learning you have acquired in the training phases. Try to 
perform as well as possible in boih.phases, and respond to each 
v/hite light in; both- phases, Ybur responses will be recorded by us* 
(Pause here for questions,. The 6th part of the instructions given 
with classical group.)
6. 'We will have a few practice trials first to acquaint, you with the 
operation of the machine. In the experiment proper the light— 
button connections will not be the same as' in practice aid will 
remain the same throughout the experiment„
a. Test phases will begin when, the buzzer is sounded once,
b. Training, phases will begin when the buzzer is sounded twice.
The experiment will begin with a test phase,
Notet The instructions remained the same for all operant
reinforcement groups,, Following the experiment,, the Ss 
were ushered from, the experimental room and asked not. to, 
talk to anyone about the experiment,; even among themselves*
46
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APPENDIX G
Raw Data for Classical Procedure
Reinforcement
Schedule Subjects 1 2
Test
3='
Blocks 
4 • 5/ 65 ?
0# 1 2 3 0) 3 3 1 3
2 3 0 4 3; 3 2 3
31 0 O' 0 1 6 3 1
4 3 3 2 4 0 2 0
5, 2 4 3 1 0 1 2-
6) 4 2 1 3; 0 0) 2
25# 1 4 3 4 65 10 10 11
2 0 3' 9 11 11 11 12
3 2 4 65 9 11 11 12
4. 3 65 5 5; 83 10' 12
5 2 85 5. 11 12 12 12
6: 4 83 5; 9; 12 12 12
50# 1 1 3 65 3 85 T 12
2 1 65 11 8; 85 12 12
3; 1 3; 9 12 11 12 12
4 35 65 11 12 12 12 12
5, 1 65 12 10) 12 12 10'
6:1 0 2 i 5; 6) 11 11
75# 1 2 2 65 5; 10 11 12
2 2 & 3; 5.) 65 8 8;
3 4 8; 10: 10) 11 12 12-
4 65 65 8; 1 10 11 12
5. 5 6) 3; 3. 3. 8:5 10
65 2 65 10 11 12 12 11
100# 1 2 S 12 12 11 12 12
2: 2 0) 85 12 11 11 12
3 2 65 65 12 11. 12 12
4 0 10 11 11 12 12 10
5. 0 9) l‘l 10 12 12 12
65 3 10 11 12 10' 12 12
47
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APP&NDIX G (Coi)tinued)
Raw Data for Operant Procedure
R e in f o r c e m e n t
S c h e d u le
S u b j e c t s 1 2
T e s t
3
B lo c k s ' 
4 5; 65 7'
0# 1 2 2 1 1 2 3: 7
2 3 0> 3 I 2 2 2
3 3 2 • 2 1 5' 3 1
4 2 4; 1 3 3; 2 2
5 2 1 2 1 2 1 5
& 4 1 3, 3 2 2 3
25# 1 0 2 0 3: 3: 2 2
2 2 3 3. 5; 5 85 2
1 2 4 6) 4 4 4 9
4 1 2 1 2 1 0 4
5 2 1 3 65 65 65 8
65 2; 0^ 2 1 1 3) 3
50# 1 1 i 4 5 65 ? 8
2 2 1 5 5 85 11
3: 2: 2 2 2 2 1 2
4 3 4 65 65 65 ? 65
5 1 2 4 4 65 9; 11
65 2 2 2 1 9' 5 8
715# 1 3; 65 11 " 12 10) 10) 12
2 1 1 9) 9; 1 1 1 2 1 2  ,
35 3. 35 2 2 2 3) 2
4 0 ) 1 4 1 6) 65 5.
5 2 1 3; 3 5 4 4
1 2 2 2 65 T 65
100# 1 2 4 4 65 4 4 2
2 2 2 8> 85 5; 85 9
3 2 4: 65 85 1 1 1 2 1 2
4 2 4 4 1 & 4: 4
5 4 4 4 4 4 4 4
65 1 4 4: 65 65 8 8
48
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APPENDIX D
Programi I of S-R ComneotionB-
Practice Program:
^ R 
1' - 5 
2 - 1
3 -  2!
4 - 6;
5 - 3 
65 - 4
Trial Number: Stimullus
1. I..
2. 2
3* 4
4. 3.
5. 65
6. 5.
7/.. 1
8. 5;
9. , 4
10. 3
11. 2
12. 65
13* 2
14. 6
15. 1
16* 4
17. 3
18*. 5;
19. 5;
20b 65
21. 1
22.. 3)
23. 4
24* 2
25* 3
26. 1
27. 65
28* 4
29. 2
30b 5
31* 3
32* 2
33* 5
34* 65
35* 4
36* 1
Regular Program:
1
2
3
4
5;
65
â.
4
3
6)
'2
1
9
Note t.
Apparatus recycles' 
after 3.65 trials 
and sequence is 
repeated*
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APPENDIX E 
Programi II of S-R C mneotin ne 
Practice Programi Regular Programi
2 
1 .
2
3;
4 '
5 
6:
Trial
R 8 R
5 1 - 3
1 2 - 5
2 3 - 4
6 4 -  1 '
3 5; —  65
4 65 -  2
Number
1.0
Stimulus-
1.
Response
2. 2 5;
3.
/
4: 1
Ai4#
5* ai
41
2
65. 5. 6)
7. 1 3
8. 5; 65
9'* 4 1
10. 3 4
11. 2 9
12. & 2
13. 2 5/
14:. 6j 2
15.- 1 3
l6 o 4i 1
17. 3 4
16*. 55 65
19. 5; 65
20.- 6 2
21. 1 3
22.. 3 4
23. 4 1
24. 2 5-'
25. 3 4
26» 1 3
27. 6) 2
28* 4 1
29. 2 5
30* 5; 65
31. 3 4
32. 2 9
33. 5 65
34. & 2
35. 4 1
36* 1 3
50
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A J P l.lfL IX  P
Program III of 3-R C mneoti ma
Practice Program, Regiilar Program^
S R 8 R
1 _ J 1 - 2
2 - 1 2 - 4
3. — 2 3 - 65
4 — 6: • 4 - 3
5. - 3 9 - 1
6i — 4 6) — 5,
Trial Number Stimulus Response
1. 1 2
2.-
3.
2
4
4
3.
4.
5.
3;
&
8
9
6* 5: 1.
7'* 1 2
8* 5- 1
9* 4 3
10. 3> 8
111. 2 4
12. 8 9
13. 2 4
14. 8 9
15. 1 2
I6b, 4 3
17'. 3 8
18b 9 1.
19. 5 1
20. 6) 9
21. 1 2
22.. ' 3 8
23. 4' 3
24. 2 4
25. 3 65
26* 1 2
27. 65 9
28. 4 3
29'. 2 4
30. 5; 1
31. 3 65
32. 2 4
33. 5) 1
34. 65 5
35:. 4 3
36b. 1. 2
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