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AUTONOMOUS FIRST ORDER DIFFERENTIAL
EQUATIONS
MARC PAUL NOORDMAN, MARIUS VAN DER PUT, AND JAAP TOP
Abstract. The problem of algebraic dependence of solutions to (non-
linear) first order autonomous equations over an algebraically closed field
of characteristic zero is given a ‘complete’ answer, obtained indepen-
dently of model theoretic results on differentially closed fields. Instead,
the geometry of curves and generalized Jacobians provides the key ingre-
dient. Classification and formal solutions of autonomous equations are
treated. The results are applied to answer a question on Dn-finiteness
of solutions of first order differential equations.
1. Introduction and summary
Let C be an algebraically closed field of characteristic zero. For a linear
differential equation of order n over (say) the differential field (C(z), ddz ),
there is an extension of differential fields PV F ⊃ C(z), called a Picard–
Vessiot field, such that C is also the field of constants of PV F and PV F is
‘minimal’ such that the equation has linearly independent solutions y1, . . . , yn
over C. For any extension of differential fields PV F ⊆ L, the y1, . . . , yn
form a basis, now over the field of constants of L, of all solutions in L of the
equation. The transcendence degree of PV F over C(z) is at most n2.
The algebraic relations between these solutions and their derivatives are
measured by the differential Galois group. This linear algebraic group sub-
group of GLn(C) will, in general, become smaller if C(z) is replaced by a
differential field extension. For details, see for example [18].
For non-linear differential equations, the theory of Galois groupoids, de-
veloped by B. Malgrange, H. Umemura and many others, replaces the usual
differential Galois groups (see for instance [4] and references therein). It is
concerned with solutions and their algebraic relations. Here we will study
the simplest type of non-linear equations: autonomous first order differential
equations
P (u, u′) = 0
where P ∈ C[X,Y ] is irreducible, involves both X and Y and u′ stands for
du
dz . The theory of Galois groupoids does not seem to shed much light on
these equations. The following example of M. Rosenlicht [15] shows that
non-linear differential equations are rather different from linear ones. It
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states that any set of non-constant solutions in any differential field (say, a
differential extension field of C(z)) of the differential equation
u′ = u3 − u2
is algebraically independent over C. We give a self-contained elementary
proof of this in Lemma 7.2 and Proposition 7.3.
Rosenlicht’s result was found in relation with the model theory of differen-
tially closed fields in characteristic zero (DCF0). It has as consequence that
the differential closure U of, say, Q, admits proper differentially closed sub-
fields. Since then, first order autonomous differential equations have become
an important subject in the study of the model theory DCF0. The papers
[6, 7, 9, 13] of E. Hrushovsky, M. Itai, J. Freitag and others are concerned
with algebraic relations between solutions of autonomous equations. The
language and the proofs are embedded in model theory.
The present paper aims to prove results on algebraic relations between
solutions, independently of the model theoretic framework. Instead the main
tools are the geometry of curves and their (generalized) Jacobian varieties.
One observes that P ∈ C[X,Y ] and P (u, u′) = 0 defines a differential field,
the fraction field C(x, y) of C[x, y] = C[X,Y ]/(P ) with the derivation D
given by D(x) = y. Let the pair (X,ω) denote the (irreducible, smooth,
projective) curve X over C with function field C(x, y) and ω the rational
1-form on X, dual to the rational derivation D on X. The relation between
D and ω can be expressed as ω = dfD(f) for any f ∈ C(x, y) \ C.
Two first order autonomous differential equations are considered to be
“the same” if the associated pairs (Xi, ωi) for i = 1, 2 are isomorphic, in the
sense that there exists an isomorphism ϕ : X1
∼−→ X2 such that ω1 = ϕ∗ω2.
Moreover, by Lemma 5.2 in [14] any (X,ω) (with ω 6= 0) is associated to
some autonomous equation.
Example: u′ = u3 − u2 corresponds to (P1, dx
x3−x2
) and D = (x3 − x2) ddx .
For C = C, an analytic solution u(z) satisfies a formula z + c =
∫ u(z)
∗
dx
x3−x2
.
Thus in the complex analytic case, solutions to a first order autonomous dif-
ferential equation are inverse functions of integrals of algebraic differential
forms. This classical topic includes the Weierstrass functions.
Let D be the polar divisor of a given rational 1-form ω on X. Then ω can
be identified with a translation invariant regular 1-form on the generalized
Jacobian variety Jac(X,D) of X with respect to the effective divisor D. See
[17] for the theory of generalized Jacobian varieties. Therefore generalized
Jacobian varieties enter our study in a natural way.
In the next section, we state our main results (Theorem 2.1 and 2.1b) and
present the proof, modulo technical aspects that are worked out in Sections
3 and 4. In Section 5 we discuss existence of “new forms”. Results on formal
solutions and differentially closed fields are proven and discussed in Section 6.
The final section applies the theory to answer a question about Dn-finiteness
of solutions of differential equations.
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2. Main results and arguments
We may identify any non-constant solution u of P (u, u′) = 0 in a differ-
ential field (F, ′) containing C with the C-linear homomorphism of differ-
ential fields ϕ : C(x, y) → F given by ϕ(x) = u and ϕ(y) = u′. Therefore,
given a pair (X,ω) we define a non-constant solution in F to be a C-linear
morphism of differential fields C(X)→ F . Given a collection (Xi, ωi) of dif-
ferential equations, we call a set {ϕi} of solutions C(Xi) → F algebraically
independent over C if for some choice of non-constant xi ∈ C(Xi) the set
{ϕi(xi)} ⊆ F is algebraically independent over C. Note that this notion
is independent of the choice of the coordinate xi ∈ C(Xi), because each
C(Xi) has transcendence degree 1 over C. Besides non-constant solutions,
in Section 6 we will also define and study constant solutions.
As in the linear case, we are mostly interested in differential extensions
fields F ⊃ C(z) such that C is the field of constants of F , e.g., the algebraic
closure C((z))alg of C((z)) (see Section 6). In model theory one chooses for F
a differential closure of, say, C(z).
Consider for i = 1, 2 the pairs (Xi, ωi). We call (X2, ω2) a pull back
of (X1, ω1) if there is a non-constant morphism m : X2 → X1 such that
m∗ω1 = ω2. In terms of function fields, this means that the homomorphism
ϕ : C(X1)→ C(X2) induced by m is a morphism of differential fields for the
derivations dual to the ωi.
For an equation (X,ω) and a differential field F ⊃ C we write (X,ω)(F )nc
for the set of non-constant solutions of (X,ω) in F . If (X2, ω2) is a pull
back of (X1, ω1), then ϕ induces a map (X2, ω2)(F )
nc → (X1, ω1)(F )nc. If
F = F alg, then all fibres consist of [C(X2) : C(X1)] elements. Indeed, the
ramification points of ϕ are all defined over C, and hence do not correspond
to non-constant solutions.
We consider the following types of autonomous differential equations (X,ω):
(1). (X,ω) is exact if ω = df for some f ∈ C(X);
equivalently, ω is a pull-back of a translation-invariant 1-form on Ga.
(2). (X,ω) is of exponential type if ω = dfcf for some f ∈ C(X) and c ∈ C∗;
equivalently, ω is a pull-back of a translation-invariant 1-form on Gm.
(3). (X,ω) is of Weierstrass type if ω = dfg for f, g ∈ C(X), g2 = f3+af + b
for a, b ∈ C with 4a3+27b2 6= 0; equivalently it is a pull-back of a translation-
invariant 1-form on an elliptic curve.
(4). In the remaining case, (X,ω) is called of general type.
A similar classification is present in [6, 9]. For example, one easily verifies
that Rosenlicht’s equation (P1, dx
x3−x2
) is of general type. We note that the
autonomous equations satisfying the Painlevé property are (after normalisa-
tion, [12]): u′ = 1, u′ = cu for c ∈ C∗, and (u′)2 = u3 + au + b for a, b ∈ C
with 4a3 + 27b2 6= 0. This means that (1)–(3) are the pull backs of these
basic equations.
The solutions for equations of type (1)-(3) in a sufficiently large differen-
tial field F ⊃ C are easily found. In case (1), one identifies C(f) with the
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subfield C(z) ⊆ F with z′ = 1; a non-constant solution ϕ maps f to z + c
for some c ∈ C and extends in finitely many ways to a differential homo-
morphism ϕ : C(X)→ C(z)alg ⊆ F . The cases (2) and (3) are similar, with
C(z) replaced by respectively C(ecz) and C(E) where E is an elliptic curve.
An interesting algorithmic question is how to decide, for a given pair
(X,ω), its place in the above classification. For the exact case, this is an
easy application of Coates algorithm ([5]). The exponential case can be han-
dled as in the proof of Lemma 6.6 in [3]. However, we are not aware of
an algorithmic way to distinghuish between the Weierstrass and the general
case.
As in [6], we call (X,ω) old if it is a proper pull back (degree ≥ 2); other-
wise (X,ω) is called new. Proposition 3.3 below shows that every equation
of general type is, in a unique way, the pull back of a new equation of general
type. The main result of this paper, which generalizes results from [15], [9],
is:
Theorem 2.1. Let (X,ω) be of general type and new. Any set {ρ1, . . . , ρn}
of distinct non-constant solutions of (X,ω) in a differential field F ⊃ C is
algebraically independent over C.
Remark 2.2. Let (X,ω) be any pair of general type. By Proposition 3.3
below, it is the pull back of a (X ′, ω′) which is new and of general type.
Let F ⊃ C be an algebraically closed differential field. The pull back func-
tion induces a “ramified covering” τ : (X,ω)(F )nc → (X ′, ω′)(F )nc of degree
[C(X) : C(X ′)] and the elements of (X ′, ω′)(F )nc are algebraically inde-
pendent over C. Thus elements of (X,ω)(F )nc lying in the same fiber of τ
are algebraically dependent over C (with a relation of degree bounded by
[C(X) : C(X ′)]) and elements in distinct fibers are algebraically indepen-
dent over C. One can compare this with the various properties defined in
[6, 7, 9, 13, 11, 16]).
Remark 2.3. Let (X,ω) be of general type. Then for any differential
field F ⊃ C of finite transcendence degree over C, the set (X,ω)(F )nc
of non-constant solutions is finite. If (X,ω) is new, this follows immedi-
ately from Theorem 1.1. In the general case, one applies Proposition 3.3
to show that (X,ω) is the pull-back of a new and general type (X ′, ω′)
via a map τ : X → X ′. The reasoning in Remark 2.2 now shows that
#(X,ω)(F )nc ≤ deg(τ) ·#(X ′, ω′)(F )nc is finite.
In fact, a stronger statement than Theorem 2.1 will be proved, namely
the following:
Theorem 2.1b. Let (X1, ω1), . . . , (Xn, ωn) all be of general type and new.
Let ρi be a non-constant solution of (Xi, ωi) in some fixed differential field
F ⊃ C, for i = 1, . . . , n. If the set {ρ1, . . . , ρn} is algebraically dependent
over C, then there are indices i 6= j and an isomorphism ϕ : Xi ∼−→ Xj such
that ϕ∗ωj = ωi and ρi ◦ ϕ∗ = ρj.
AUTONOMOUS FIRST ORDER DIFFERENTIAL EQUATIONS 5
Remark 2.4. The statement of Theorem 2.1b can be strengthened: to the
list (X1, ω1), . . . , (Xn, ωn) one can add one copy of the pair (P
1,dt), several
pairs of the form (P1, dtcit) for elements ci ∈ C∗ that are linearly independent
over Q, several pairs of the form (Ei, ωi) with the Ei pairwise non-isogenous
elliptic curves, etc. 
We show that Theorem 2.1b implies Theorem 2.1. Indeed, let {ρ1, . . . , ρn}
be non-constant solutions of (X,ω) in a differential field F ⊃ C, where (X,ω)
is of general type and new. Assume that the set of ρi is algebraically depen-
dent over C. Applying Theorem 2.1b, we obtain indices i and j such that
ρi and ρj differ only by an automorphism ϕ : X
∼−→ X. Moreover, this au-
tomorphism satisfies ϕ∗ω = ω. We claim that this implies that ϕ has finite
order. Indeed, the only cases of an automorphism σ of infinite order are:
(i) P1, σ(x) = x+ 1; (ii) P1, σ(x) = qx, q ∈ C∗ not a root of unity;
(iii) X is an elliptic curve and σ is a translation over a non-torsion point.
Any ω invariant under such an automorphism can be written as fdx, f dxx or
f dxy for the cases respectively, for some f in the corresponding function field.
If ω is σ-invariant, then so is f and thus f is constant. Therefore, σ-invariant
ω’s in these cases are the (1)–(3) in the classification given on page 3. Since
(X,ω) is of general type, ϕ has finite order. Therefore ω descends to the
quotient curve X/〈ϕ〉. This contradicts the assumption that ω is new unless
ϕ has order 1. Therefore ϕ = idX , and we get that ρi = ρj .
The proof of Theorem 2.1b proceeds in two steps. First, we establish the
theorem for the case n = 2. Then we reduce to this case, by inductively
showing that an algebraic relation between n solutions implies an algebraic
relation between two of those solutions.
Translating algebraic dependence of solutions into geometry.
For i = 1, 2, let ρi : C(Xi) → F be a non-constant solution of the equa-
tion (Xi, ωi). Suppose that these are algebraically dependent over C. This
means that the subfield F0 of F generated by im(ρ1) ∪ im(ρ2) is finite over
im(ρ1) and over im(ρ2). Now F0 is invariant under the derivation of F since
this holds for both im(ρ1) and im(ρ2). Then F0 with its derivation and the
maps ρi defines a pair (Y, ω) and morphisms ϕi : (Y, ω)→ (Xi, ωi) such that
ω = ϕ∗1ω1 = ϕ
∗
2ω2. The key step in the proof of Theorem 2.1 is the following
theorem, the proof of which is deferred to Section 3:
Theorem 3.1. There is a curve X˜ over C, a meromorphic 1-form ω˜ on X˜
and finite morphisms ψi : Xi → X˜ such that the diagram
Y X1
X2 X˜
ϕ1
ϕ2 ψ1
ψ2
is commutative and such that ωi = ψ
∗
i ω˜ for i = 1, 2.
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If in the above theorem the pairs (X1, ω1) and (X2, ω2) are both new, then
both ψ1 and ψ2 are isomorphisms. This establishes Theorem 2.1b for n = 2.
Proof of the induction step for Theorem 2.1b.
We now use induction to prove Theorem 2.1b for any n > 2. We may suppose
that the differential field F is algebraically closed. Non-constant solutions
ρ1, . . . , ρn of (X1, ω1), . . . , (Xn, ωn) in F with n > 2 are given. By induction,
we may assume that all proper subsets of {ρ1, . . . , ρn} are algebraically inde-
pendent. Let K be the smallest algebraically closed, differential subfield of F
containing the solutions ρ3, . . . , ρn. Write C(Xi) = C(xi, yi) for i = 1, . . . , n.
Then K is the algebraic closure of C(ρ3(x3), ρ3(y3), . . . , ρn(xn), ρn(yn)). The
induction hypothesis implies that the transcendence degrees ofK(ρ1(x1), ρ1(y1))
and K(ρ2(x2), ρ2(y2)) over C are both n− 1.
Let C˜ ⊃ C be the constants of the algebraic closure ofK(ρ2(x2), ρ2(y2)). If
C˜ 6= C, then the solutions ρ2, . . . , ρn of (C˜×CX2, ω2,C˜), . . . , (C˜×CXn, ωn,C˜)
are algebraically dependent over C˜. This contradicts the induction hypoth-
esis since by Proposition 4.2 parts (4) and (5), (C˜ ×C Xi, ωi,C˜) is also of
general type and new for each i. Thus C˜ = C.
Assume that ρ1, . . . , ρn are algebraically dependent over C.
Then ρ1, ρ2 are algebraically dependent over K and the differential field
F0 := K(ρ1(x1), ρ1(y1), ρ2(x2), ρ2(y2)) is a finite extension of the two fields
K(ρ1(x1), ρ1(y1)) and K(ρ2(x2), ρ2(y2)).
Consider for each i the pair (Xi,K , ωi,K), where Xi,K = K×CXi and ωi,K
is ωi regarded as a 1-form on Xi,K over K. Let Y denote the curve over
K with function field F0. Now ρ1 and ρ2 define morphisms mi : Y → Xi,K .
Then m∗iωi,K, i = 1, 2 are two elements of the 1-dimensional F0-vector space
ΩF0/K . Hence m
∗
1ω1,K = c ·m∗2ω2,K for some c ∈ F ∗0 .
The derivation D of F0 as subfield of F satisfies D(K) ⊆ K. According to
Proposition 4.1, there is a natural action, denoted by D˜, of D on Ω1F0/K . The
formula for D˜ is D˜(
∑
k akdbk) =
∑
k(D(ak)dbk+akdD(bk)) for any element∑
k akdbk ∈ Ω1F0/K . In our case, for C(Xi) = C(xi, yi) we have ωi = dxiD(xi) ,
and so the derivation Di on C(Xi) is given by Di = D(xi)
d
dxi
. One easily
computes that D˜i(ωi) = 0. Then also D˜(m
∗
iωi,K) = 0 for i = 1, 2. It follows
that D(c) = 0 and thus c ∈ (F const0 )∗ = C∗.
Now the pull backs of c ·ω1,K by m1 and of ω2,K by m2 coincide. Accord-
ing to Proposition 4.2, (Xi,K , ωi,K) is of general type and new for i = 1, 2.
Then applying Theorem 3.1 to (X1,K , cω1,K) and (X2,K , ω2,K), one obtains
an isomorphism ϕ : X1,K
∼−→ X2,K such thatm1◦ϕ = m2 and ϕ∗ωK = c·ωK .
Applying Proposition 4.3, with Si the support of the divisor of ωi shows
that ϕ descends to an isomorphism X1 → X2. From m1 ◦ ϕ = m2 it fol-
lows that the subfields C(ρ1(x1), ρ1(y1)) and C(ρ2(x1), ρ2(y1)) of F coincide.
Hence ρ1 and ρ2 are algebraically dependent already over C, and so the n = 2
case of Theorem 2.1b gives us the result. 
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3. A geometric theorem
Theorem 3.1. Let X1 and X2 be curves over C, and ω1 and ω2 non-zero
meromorphic 1-forms on X1 and X2 respectively. Suppose that there is a
curve Y over C and finite morphisms ϕi : Y → Xi for i = 1, 2 such that
ϕ∗1ω1 = ϕ
∗
2ω2. Then there is a curve X˜ over C, a meromorphic 1-form ω˜ on
X˜ and finite morphisms ψi : Xi → X˜ such that the diagram
Y X1
X2 X˜
ϕ1
ϕ2 ψ1
ψ2
is commutative and such that ωi = ψ
∗
i ω˜ for i = 1, 2.
Proof. As explained in §1, curves with non-zero 1-forms correspond to func-
tion fields with a non-zero C-linear derivation. In terms of function fields, the
theorem says that there is a subfield of C(Y ) of transcendence degree 1 over
C, closed under the derivation, and contained in (the image of) C(X1) and
C(X2). The obvious choice of this subfield is the intersection C(X1)∩C(X2).
This intersection is closed under the derivation, however, it is not clear that
this intersection differs from C. We will use the theory of generalized Jaco-
bian varieties (see [17]) to show that C(X1) ∩ C(X2) 6= C.
Let D1 and D2 be the divisor of poles of ω1 and ω2 respectively. Choose
an effective divisor E on Y with E ≥ ϕ∗i (Di) for i = 1, 2. Then we have a
morphism of commutative group varieties
Φ: Jac(Y,E) −→ Jac(X1,D1)× Jac(X2,D2)
divisor class [H] 7−→ ( [ϕ1(H)], [−ϕ2(H)] )
(note the minus sign). Define A = (Jac(X1,D1)× Jac(X2,D2))/im(Φ) (this
quotient exists as a group variety by [1, Théorème 4.C.]). The invariant
1-forms on Jac(Y,E) correspond to 1-forms on Y with poles at most E,
and the invariant 1-forms on Jac(X1,D1)× Jac(X2,D2) correspond to pairs
of 1-forms on X1 and on X2 with poles at most D1 and D2. Under these
identifications, pulling back invariant 1-forms via Φ corresponds to the map
Φ∗ : H0(X1,Ω
1(D1))×H0(X2,Ω1(D2)) −→ H0(Y,Ω1(E))
(α1, α2) 7−→ ϕ∗1α1 − ϕ∗2α2
(the minus sign here comes from the minus sign in the definition of Φ).
The kernel of this map corresponds to invariant 1-forms on A. It is given by
V := ker Φ∗ = {(α1, α2) : ϕ∗1α1 = ϕ∗2α2}
In particular do we have (ω1, ω2) ∈ V . Therefore there is an invariant 1-form
on A such that ω1 and ω2 are obtained from it via pulling back along rational
maps Xi → A. Since ω1 and ω2 are non-zero, this already shows that A 6= 0,
so dimA ≥ 1. If dimA = 1, then we can take X˜ to be (the completion of)
A, and ω˜ the 1-form on A corresponding to the pair (ω1, ω2).
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In what follows, we may therefore assume that dimA > 1. Since we know
that dimC V = dimA, there exists an element (α1, α2) ∈ V that is C-linearly
independent of (ω1, ω2).
There are unique f1 ∈ C(X1) and f2 ∈ C(X2) such that α1 = f1ω1 and
α2 = f2ω2. We claim that at least one of the fi is not in C. Suppose
otherwise. Then after scaling we can assume f1 = 1, so that α1 = ω1. Then
f2ϕ
∗
2(ω2) = ϕ
∗
2(α2) = ϕ
∗
1(α1) = ϕ
∗
1(ω1) = ϕ
∗
2(ω2)
so we also get f2 = 1 (since ω2 6= 0). This contradicts the assumption that
(α1, α2) is C-linearly independent of (ω1, ω2). Hence at least one of the fi is
not in C.
Finally we use that ϕ∗1ω1 = ϕ
∗
2ω2 and ϕ
∗
1α1 = ϕ
∗
2α2, which gives us
ϕ∗1f1 = ϕ
∗
2f2. This is therefore an element of C(X1) ∩ C(X2) but not in
C, and the existence of such an element is what we wanted to show. 
Example 3.2. (Compare [9] Remark 2.17.) Let (Ei, ωi), i = 1, 2 denote
elliptic curves over C with regular 1-forms. Theorem 3.1 implies that there is
an algebraic relation between non-constant solutions of (E1, ω1) and (E2, ω2)
if and only if there is an isogeny τ : E1 → E2 such that τ∗ω2 ∈ Q · ω1.
Proposition 3.3. Any differential equation (X,ω) of general type is, in a
unique way, the pull back of a new differential equation of general type.
Proof. By definition, the classes of exact, exponential type and Weierstrass
type 1-forms are closed under pull-back. Hence, if ω is the pull-back of some
ω˜, then ω˜ must be of general type as well. Hence, it suffices to show that ω
is the pull-back of some new 1-form.
To prove the existence of the pull back (X,ω) → (X ′, ω′) with a new
(X ′, ω′) we have to show that an infinite chain of pull backs is not possible.
For this, let ϕ : X → X ′ be a morphism and ω′ a 1-form on X ′ such that
ω = ϕ∗ω′. Then ω′ has at least 1 zero, since it is of general type. A local
computation shows that ω then has at least deg(ϕ) zeros (counted with
multiplicity). Therefore, deg(ϕ) is bounded by the degree of the divisor of
zeroes of ω. Hence infinite chains are not possible.
The uniqueness follows from Theorem 3.1, together with the fact that
(X ′, ω′) has trivial automorphism group (see the reasoning below Theo-
rem 2.1b). 
For ω not of general type, infinite chains of pull backs may occur. There
are essentially two cases:
(i) (P1, dxx ) because
dx
x =
1
n
dxn
xn and
(ii) (E,ω) with an elliptic curve E and ω a regular 1-form. Indeed, one has
ω = [n]∗( 1nω) where [n] : E → E is the multiplication-by-n map.
4. Odds and ends
4.1. The derivation D˜ on Ω1L/K. The following result is used in Section 2
and also in [15, p. 530]. For convenience and lack of reference we present a
short proof.
Proposition 4.1. Let L ⊃ K be an extension of differential fields of char-
acteristic zero. Write D for the derivation on L. There exists an additive
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map D˜ : Ω1L/K → Ω1L/K satisfying D˜(a · db) = D(a) · db + a · dD(b) for all
a, b ∈ L.
Proof. Let {xi}i∈I be a transcendence basis of L/K. Then {dxi} is a ba-
sis of the L-vector space Ω1L/K . Define D˜ : Ω
1
L/K → Ω1L/K by the formula
D˜(
∑
ai · dxi) =
∑
(D(ai) · dxi + ai · dD(xi)). We want to show that for all
a, b ∈ L the expression E(a, b) = D˜(a · db)−D(a) · db− a · dD(b) is zero.
The derivatives ∂∂xi on L/K are defined by the formula df =
∑
i
∂f
∂xi
·dxi.
The first observation is E(a, b) = aE(1, b). Indeed, write adb =
∑
i a
∂b
∂xi
·dxi.
Then
E(a, b) =
∑
i
{D(a ∂b
∂xi
) · dxi+ a ∂b
∂xi
· dDxi} −D(a)
∑
i
∂b
∂xi
· dxi− a · dD(b)
is equal to a{
∑
i
D(
∂b
∂xi
) · dxi+ ∂b
∂xi
· dDxi)− dD(b)} = a{D˜(db)− dD(b)}.
The map ℓ : L → Ω1L/K , given by ℓ(b) = E(1, b) = D˜(db) − dDb, can be
seen to have the properties:
ℓ is additive; ℓ(bc) = bℓ(c) + cℓ(b); ℓ is zero on K and therefore K-linear.
Choose any L-linear map m : Ω1L/K → L. Then m◦ℓ : L→ L is a K-linear
derivation on L and is zero on the transcendence basis {xi}. Thus m ◦ ℓ = 0
for every m. Hence ℓ = 0. 
We note that the action of D˜ on Ω1L/K induces a natural action on
HomL(Ω
1
L/K , L) = Der(L/K), the K-vector space of all K-linear derivations
E on L. This action is simply E 7→ [E,D].
4.2. Base change.
Proposition 4.2. Let X be a curve over C and ω ∈ ΩC(X)/C a non-zero
rational 1-form on X. Let C ⊆ K be an arbitrary field extension. Write
XK := K ×C X and let ωK denote ω regarded as 1-form on XK . Then
(1) ω is exact ⇔ ωK is exact.
(2) ω is of exponential type ⇔ ωK is of exponential type.
(3) ω is of Weierstrass type ⇔ ωK is of Weierstrass type.
(4) ω is of general type ⇔ ωK is of general type.
(5) ω is old ⇔ ωK is old.
Proof. Item (4) follows directly from (1), (2) and (3). For the cases (1), (2),
(3) and (5) the implication ⇒ is clear. The proofs of the implication ⇐ for
(1), (2), (3) and (5) are very similar. We give a proof for item (5).
Let X˜ be a curve over K, let ϕ : XK → X˜ be a morphism of degree at
least 2, and let ω˜ be a meromorphic 1-form on X˜ such that ϕ∗ω˜ = ωK . Let
R be the C-subalgebra of K generated by the coefficients of some finite set
of equations for X˜K , ϕ and ω˜. Then by construction, X˜ , ϕ and ω˜ are defined
over R. After replacing R by R[1/f ] for some non-zero f in the Jacobian
ideal of X˜ over R, we may even assume that X˜ is smooth over R. Now
take a maximal ideal m of R. Then we have C = R/m since R is finitely
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generated over C. Let X˜C , ϕC and ω˜C be the base changes of X˜, ϕ and ω˜
via this map R → C. Then X˜C is a smooth curve over C, ω˜C is a 1-form
on XC , and (ϕC)
∗ω˜C = ω. Moreover, the degree of ϕC is the same as the
degree of ϕ, because of flatness of X˜ over R. In particular, degϕ > 1, and
so ω is old. 
LetX1 andX2 be curves over C. Consider an isomorphism ϕ : X1,F → X2,F
defined over a field extension F/C. We need a result on descending such an
isomorphism to C. Note that this is not automatic, even in the case that ϕ
is an automorphism of finite order. As an example, take X1 = X2 = E an
elliptic curve, and fix a point P0 ∈ E(F ) \ E(C). Then the automorphism
E → E given by Q 7→ P0 − Q has order 2, and does not descend to an
automorphism of E over C. Similar examples exist on P1.
Proposition 4.3. Let X1 and X2 be curves over C, Si ⊂ Xi(C) finite
(possibly empty) subsets of C-points of Xi for i = 1, 2, such that
#Si ≥


3 if genus(Xi) = 0,
1 if genus(Xi) = 1,
0 if genus(Xi) ≥ 2.
Let F/C be a field extension, and let ϕ : X1,F
∼−→ X2,F be an isomorphism
of curves over F such that ϕ(S1) = S2. Then ϕ is defined over C, i.e. there
is an isomorphism ϕ˜ : X1
∼−→ X2 such that ϕ is the base change of ϕ˜ to F .
Proof. Let I = Isom(X1,X2) be the isomorphism scheme from X1 to X2; it
is a scheme, locally of finite type over C, characterized by the property that
for any C-algebra R we have I(R) = IsomR(X1,R,X2,R) (see e.g. [8, 4c]).
The isomorphism ϕ of X restricts by assumption to a bijection S1 → S2.
Call this bijection τ . Let Iτ ⊆ I be the closed subscheme of isomorphisms
from X1 to X2 restricting to this same bijection S1 → S2, i.e. the closed
subscheme of I cut out by the image of the equations ϕuniv(sI) = τ(sI) for
s ∈ S1, where ϕuniv denotes the universal isomorphism from X1,I := X1×C I
to X2,I = X2 ×C I, and sI the I-point of X1,I corresponding to s ∈ X1(C).
(In the case where S1 = S2 = ∅ we have Iτ = I.) Note that by construction,
ϕ corresponds to an F -point of Iτ . Hence, it suffices to prove that the natural
map Iτ (C)→ Iτ (F ) is a bijection.
Our assumption on the size of S1 and S2 implies that Iτ (C) is finite. Since
Iτ is locally of finite type over C, and C is algebraically closed, we conclude
that Iτ is a finite scheme (since a transcendental extension of C is not of
finite type over C, all closed points of Iτ come from C points, and so Iτ has
only finitely many closed points, each with residue field C), and so we find
that the map Iτ (C)→ Iτ (F ) is a bijection. 
5. Existence of new forms
For a given curve X and effective divisor D one wants to find the condition
implying the existence of a new form ω with div(ω) ≥ −D.
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5.1. New forms on P1. One associates to ω the “divisor” R (with coeffi-
cients in C) given by R :=
∑
p∈P1 Resp(ω)[p]. Let A ⊆ C denote the group
generated by the residues of ω. Choose a basis a1, . . . , an of A. Then one
can write R = a1R1+ · · ·+anRn, where each Ri is a divisor with coefficients
in Z. We note that the g.c.d. of the coefficients of each Ri is 1. Since the
sum of all residues is zero and the a1, . . . , an are independent, each Ri is a
divisor of degree zero and thus equal to the divisor of some ui ∈ C(x)∗.
Now ω −∑ ai duiui has residues zero and is therefore exact, i.e., equal to
dv. Thus we have
ω =
n∑
i=1
ai
dui
ui
+ dv with n ≥ 0, ui ∈ C(x)∗, v ∈ C(x).
After the choice of the basis a1, . . . , an, the terms ui are unique up to a
multiplicative constants and v is unique up to an additive constant. A base
change of A by a matrix in GL(n,Z) induces a “multiplicative” change of the
{ui} by the same matrix. We deduce that the subfield C(u1, . . . , un, v) of
C(x) depends only on ω and C(x). Moreover, if ω is new, then one immedi-
ately sees that C(u1, . . . , un, v) = C(x).
However, if C(u1, . . . , un, v) = C(x), then ω need not be new. Indeed,
there are many examples of the type:
dx
x
+
√
2 · d(x
6 − 1)
x6 − 1 + d(x
3 + x−6) =
1
3
dx3
x3
+
√
2 · d(x
6 − 1)
x6 − 1 + d(x
3 + x−6).
It seems difficult to give an explicit criterion for deciding whether a given ω
is new. Consider, for example, u1, u2 ∈ C(x) \ C and ω = du1u1 +
√
2 · du2u2 .
This ω is not new if there are integers n1, n2 ≥ 1 such that C(un11 , un22 ) is a
proper subfield of C(x).
5.2. New forms on an elliptic curve E. Let E have the affine equation
y2 = x3+ax+b and let∞ denote the point at infinity. For a positive divisor
D on E of degree ≥ 2 we give examples for the existence of new forms in the
vector space V (D) := {ω | div(ω) ≥ −D}.
(i) D = 2[∞]. If ω ∈ V (D) is not regular, then ω is new.
(ii) D = [P ] + [∞]. Suppose ∃f ∈ C(E) with div(f) = m · ([P ] − [∞]) and
m > 1 (i.e. P has finite order in the group E(C)). Then ω ∈ V (D) is new
if ω is not regular and not a multiple of dff .
(iii) D = [P ] + [∞]. Suppose that the divisor class of [P ]− [∞] has infinite
order. Then ω ∈ V (D) is new if ω is not regular.
(iv) V (m[∞]) is the direct sum of {df | f ∈ C[x, y],deg∞ f ≥ −m+ 1} and
V (2[∞]). Now ω ∈ V (m[∞]) is new if ω is not regular and not exact.
(v) The case of D = [P1] + · · ·+ [Pd] (d ≥ 3 distinct points) is more compli-
cated. For example, letE be given by the equation y2 = (x−a1)(x−a2)(x−a3),
and take
ω =
dx
x− a1 +
√
2
dx
x− a2 .
Then ω has three simple poles, namely at the points (a1, 0), (a2, 0) and ∞,
and the residues of these poles are as independent over Q as they can be (they
12 M.P. NOORDMAN, M.VAN DER PUT, AND J.TOP
sum to zero, but there are no other relations), but nevertheless ω comes from
P1.
5.3. Existence of new forms on higher genus curves. Let X be a curve
of genus ≥ 2, and let D ≥ 0 be a divisor on X. We write
V (D) = {ω | div(ω) ≥ −D},
and let n = dimV (D) − 1. The goal of this subsection is to show that
a “generic” element of V (D) is a new form. More precisely, we have the
following result.
Theorem 5.1. Let S ⊆ P(V (D)) = Pn(C) be the image of the collection
of old forms in V (D). Then S is contained in a union of finitely many
proper projective subspaces and a set of the form Pn(C˜) for C˜ ⊆ C a finitely
generated field.
Proof. Let m : X → Y be a non-constant morphism of curves of degree ≥ 2.
Consider on Y a 1-form η with polar divisor
∑
imi[yi] (all mi > 0). Then
m∗η has polar divisor
∑
i
∑
x, m(x)=yi
(mi − 1)ex[x], where ex denotes the
ramification index of m at x ∈ X. Using this formula, one concludes that
C-vector space of the forms η on Y such that m∗η ∈ V (D) is bijectively
mapped by m∗ to a proper C-linear subspace of V (D). We want to show
that V (D) is larger than the union of all the proper C-linear subspaces, since
the complement is the set of new forms in V (D).
There are only finitely many possibilities for X → X˜ with the genus of X˜
greater than 1. This leaves us with considering morphisms to P1 and to genus
1 curves. We first consider morphisms m : X → P1. These are defined by a
subfield C(f) ⊆ C(X) for some f ∈ C(X) \ C. For convenience we identify
m and f and moreover work modulo the action of the automorphism group
of P1. Now we consider the cases:
(i). Suppose that the polar support of η on P1 consists of a single point. Then
η is exact and so is m∗η on X. Then m∗η ∈ {dh | h ∈ C(X), div(df) ≥ −D}
which is properly contained in V (D).
(ii). Suppose that η has two simple poles. After changing variables and
rescaling, we may assume η = dxx . From f
∗η = dff ≥ −D it follows that
f−1(0) and f−1(∞) are subsets of the support of D.
The group H := {f ∈ C(X)∗ | support(div(f)) ⊆ support(D)}/C∗ is
finitely generated, say by f1, . . . , fr. Then for any f ∈ H, the 1-form
df/f is a Q-linear combination of df1/f1, . . . ,dfr/fr. Therefore, the set
{cdff | c ∈ C, f ∈ H} of old forms of this type is a “small” subset of V (D)
since dimV (D) > 1 and C 6= Q.
(iii). Suppose that η is not of the types discussed in (i) and (ii). Choose a
coordinate on P1 so that 0 and ∞ are in the support of the polar divisor of
η. The possible f ∈ C(X) \C with div(f∗η) ≥ −D have again the property
that the support of div(f) lies in the support of the divisor D. Moreover the
degree of the possible f is bounded. This shows that there are only finitely
many f (up to scalars) such that div(f∗η) ≥ −D. For each f one obtains a
proper C-linear subspace of V (D) consisting of old forms.
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In most cases, C(X) contains only finitely many maximal proper subfields
F of genus 1. In that case, they produce only finitely many proper subspaces
of V (D) of old forms. In special cases, C(X) can contain infinitely many
maximal proper subfields F of genus 1. It can be seen that this set is count-
able and so for an uncountable field C the space V (D) contains new forms.
In the case of a curve X of genus g ≥ 2 over a countable, algebraically
closed field C, the set of the old forms in V (D), coming from morphisms of
X to elliptic curves, is “small” in a certain sense.
We sketch the idea for the most extreme case, which is the case that the
Jacobian variety Jac(X) of X is isogenous to a product of g copies of an
elliptic curve E which has complex multiplication. Morphisms from X to
an elliptic curve E˜ factor over morphisms of Jac(X) to E˜. Up to isogenies,
these morphisms are homomorphisms Eg → E and have the form
(e1, . . . , eg) ∈ Eg 7→ A1(e1)+ · · ·+Ag(eg) ∈ E, where A1, . . . , Ag ∈ End(E).
Now End(E) is a Z-module of rank two. Using this one finds a subfield
C˜ of C, finitely generated over Q, such that X, D, E, End(E) and all
morphisms of X to an elliptic curve are defined over C˜. In particular,
V (D) = C⊗C˜ V (D)0, where V (D)0 is defined over C˜. For a morphism from
X to an elliptic curve, the corresponding C-linear subspace of old forms has
the form C ⊗
C˜
W where W is a proper C˜-linear subspace of V (D)0. 
6. Formal solutions and initial values
We consider (X,ω), a curve X over C with a rational 1-form ω 6= 0 and
the derivation D dual to ω. Let K denote the algebraic closure of C((z))
provided with the (continuous) derivation ddz and let K
o denote the ring of
integers of K. A formal solution will be a solution of (X,ω) in K, i.e. a
morphism ϕ : Spec(K)→ X which is compatible with the derivations. This
includes morphisms to closed points of X, i.e. constant solutions. These are
of the form SpecK → SpecC → X, where the last map corresponds to a
pole of ω in X(C). We denote the set of formal solutions by (X,ω)(K).
In this section, we show that formal solutions of (X,ω) correspond al-
most bijectively with points X(C) of X. More precisely, we give a bijection
(X,ω)(K)/Gal(K/C((z))) → X(C) that maps a formal solution to its initial
value.
Since X is projective, irreducible and smooth, X(K) = X(Ko) and any
formal solution ϕ is induced by a local C-linear homomorphism OX,p → Ko
compatible with the derivations, for a unique p ∈ X(C). The derivation D
produces a derivation D : OX,p → C(X) which is continuous with respect
to the topology induced by the valuation ring OX,p. Therefore D uniquely
extends to a continuous derivation D : C[[t]] → C((t)), where C[[t]] denotes
the completion of OX,p.
Lemma 6.1. Suppose that the continuous, C-linear, derivation D satisfies
D(t) has valuation r (i.e., r is the order of D). There is a parameter T (i.e.,
C[[t]] = C[[T ]]) such that one of the following holds:
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(i) r = 1 and D(T ) = cT for some c ∈ C∗,
(ii) r < 1 and D(T ) = T r,
(iii) r > 1 and D(T ) = T r + cT 2r−1 for some c ∈ C.
Proof. Suppose that r = 1. Suppose that D(t)t ≡ c mod (t) with c ∈ C∗.
Write T = te
∑
n≥1 ant
n
with all an ∈ C. Then D(T )T = D(t)t (1+
∑
n≥1 annt
n).
Therefore the equation D(T )T = c leads to unique elements an. Further T is
unique up to multiplication by an element in C∗.
Suppose now r < 1. A solution T of D(T ) = T r satisfies the equa-
tion D(T−r+1) = −r + 1. Write T−r+1 = ∑n≥−r+1 antn. The equation
−r + 1 = D(∑n≥−r+1 antn) = (∑n≥−r+1 nantn−1)D(t) determines clearly
all an. Then T = (
∑
n≥−r+1 ant
n)1/(1−r) is well defined and unique up to
multiplication by ζ ∈ C with ζ−r+1 = 1.
Suppose r > 1. Write F = T r−1. To get D(T ) = T r + cT 2r−1 we have
to solve D(F ) = (r− 1)(F 2 + cF 3) or equivalently D( 1F ) = (1− r)(1 + cF ).
Write 1F =
∑
i≥1−r ait
i and D(t)
∑
i≥r bit
i. The equation now reads
(
∑
i≥1−r
iait
i−1) · (brtr + br+1tr+1 + · · · ) = (1− r)(1 + c(a−11−rtr−1 + · · · )).
In the series of D( 1F ) the term t
−1 is missing. This is compensated by the c
on the righthand side. Thus there is a unique solution. Then T is a (r−1)th
root of F . 
Let ϕ be a formal solution. Then ϕ induces a homomorphism OX,p → Ko
for a unique point p ∈ X(C), which in turn induces ϕˆ : ÔX,p → Ko compat-
ible with the derivations. Let r be the order of D at p, i.e. the order of D(t)
for t a local parameter at p. By Lemma 6.1, one can choose the parameter
T for ÔX,p such that:
• if r > 1, we have D(T ) = T r + cT 2r−1 for some c ∈ C. In this case,
ϕˆ(T ) = 0 and ϕ is a constant solution.
• if r = 1, we have D(T ) = cT for some c ∈ C. Again, ϕˆ(T ) = 0 and
ϕ is a constant solution.
• if r = 0, we have D(T ) = 1 and so ϕˆ(T ) = z.
• if r < 0, we have D(T ) = T r, and ϕˆ(T ) = ζ · (1 − r) 11−r z 11−r where
ζ1−r = 1.
Put e = lcm({−r+1}), where r ranges over the pole orders of the deriva-
tion D. Let (X,ω)(K) and (X,ω)(Ko) denote the subsets of X(K) and
X(Ko) consisting of the formal solutions. The proposition below easily fol-
lows from Lemma 6.1 and the above remarks.
Proposition 6.2. (X,ω)(Ko) = (X,ω)(C[[z1/e]]).
The canonical map (X,ω)(C[[z1/e]]) → X(C), induced by C[[z1/e]] → C,
produces a bijection (X,ω)(C[[z1/e]])/Gal → X(C). Here Gal denotes the
Galois group of C((z1/e)) ⊃ C((z)).
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Remarks 6.3. (1). One can state 6.2 without reference to e as: The canon-
ical map (X,ω)(Ko) → X(C) induces a bijection (X,ω)(Ko)/Gal → X(C)
where Gal is the Galois group of K/C((z)).
(2). Let p be a pole of D of order r. Then there exists a differential homo-
morphism ϕ : OX,p → K which is not constant and has a pole (at p). Let
t ∈ OX,p be a local parameter. Since ϕ(t) 6∈ Ko, this homomorphism cannot
be extended to the completion of OX,p.
However, ϕ extends to ϕ : C(X) → K. Since X is irreducible, smooth
and complete there is a unique point q ∈ X(C) such that ϕ(OX,q) ⊆ Ko.
This leads to a differential homomorphism ϕ : ÔX,q → Ko. We conclude that
(X,ω)(K) = (X,ω)(Ko).
A simple example of this phenomenon is:
X = P1x and D is given by D(x) = x
5. Then ϕ : C(x) → C((z1/4)) with
ϕ(x) = (−4z)−1/4 is a differential homomorphism. Clearly ϕ does not ex-
tend to a homomorphism C[[x]]→ C((z1/4)). However, ϕ extends to a homo-
morphism C[[ 1x ]] → C((z1/4)) and the value (−4z)−1/4 for ϕ(x) leads to an
element of (P1, x−5dx)(Ko). In fact, the set of “all” solutions of this equation
is {(c− 4z)−1/4|c ∈ C} ∪ {0}.
(3). (X,ω)(Ko)→ X(C) is bijective if and only if D has no poles. Thus we
have only the following cases:
g = 0 and ω = dx or ω = dxax with a ∈ C∗ or,
g = 1, X has equation y2 = x3 + ax+ b and ω = cdxy .
In the last case (X,ω)(Ko) is invariant under addition with X(C).
Remark 6.4. Can we describe “all” solutions of (X,ω)?
Let C˜ be an algebraically closed field properly containing C. By the above
theory, points inX(C˜)\X(C) correspond to ‘additional’ solutions in C˜((z))alg.
In the following example we discuss these extra solutions.
Example 6.5. Consider the differential equation u′ = u3− 1 corresponding
to the pair (P1, dt
t3−1
). Let c˜ ∈ C˜ \ C be arbitrary, and let y ∈ C˜((z)) be the
formal solution corresponding to the point t = c˜ in P1(C˜).
Let again K = C((z))alg. Consider the differential subalgebra K[y] of
C˜((z))alg. For any solution α ∈ K, the maximal ideal (y − α) is invariant
under D = ddz because D(y − α) = y3 − 1− (α3 − 1) = y3 − α3. Thus there
are infinitely many D-invariant maximal ideals.
Claim: C is the field of constants of K(y).
Proof. A new constant has the form f = a
∏
(y−αi)ni with distinct elements
αi ∈ K, a ∈ K∗, ni ∈ Z. Then 0 = Dff = a
′
a +
∑
i ni·Dy−α
′
i
y−αi
= a
′
a +
∑
i ni
y3−1−α′
i
y−αi
.
Since αi is not a pole of this expression one has α
′
i = α
3
i − 1. It follows that∑
ni = 0,
∑
niαi = 0 and
a′
a +
∑
niα
2
i = 0. Since the αi are known to be
algebraically independent over C, we obtain a contradiction. 
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From the fact that K(y)const = C, it follows that there is a K-linear
differential homomorphism from K(y) to U for a suitable differentially closed
field U with field of constants C. Indeed one can take for U the differential
closure of the field K(y). In this way, we can produce many additional
solutions for this differential equation, without increasing the subfield of
constants. We expect the same phenomenon to occur for all autonomous
equations of general type.
This is in contrast with the situation for systems of linear equations and
for equations of exact, exponential and Weierstrass type: for those types of
equations, adding new solutions to K introduces new constants.
7. Dn-finiteness of solutions
Let K be a differential field (of characteristic 0) with algebraically closed
field of constants C. An extension of differential fields F ⊃ K is called
an iterated Picard–Vessiot extension if there exists a sequence of differential
fields F = Kn ⊃ · · · ⊃ K1 ⊃ K0 = K where each extension Ki+1 ⊃ Ki is a
Picard–Vessiot extension.
From the literature, especially [10], we adopt the following definitions:
An element ξ ∈ C((z)) is D-finite (over C(z)) if it satisfies a linear scalar
differential equation with coefficients in C(z). For n > 1 we inductively
define ξ to be Dn-finite (over C(z)) if ξ satisfies a linear scalar differential
equation with coefficients which are Dn−1-finite. An element ξ ∈ C((z)) is
called D-algebraic (over C(z)) if there is a non-trivial polynomial relation
P (ξ(m), ξ(m−1), . . . , ξ, z) = 0 with coefficients in C between the derivatives
of ξ and z.
One easily verifies that a Dn-finite element ξ lies in the iterated Picard–
Vessiot extension of C(z) defined by all the linear scalar equations involved
in the Dn-property of ξ.
In [10] it is shown that Dn-finiteness defines strictly increasing subsets of
C((z)). A natural question is:
Is there a D-algebraic element which is not Dn-finite for any n ≥ 1?
The positive answer is given in Proposition 7.1.
Proposition 7.1. Let ξ ∈ C((z)) be a non-constant solution of an au-
tonomous first order equation of general type. Then ξ is not contained in
any iterated Picard-Vessiot extension of C(z). In particular, ξ is not Dn-
finite over C(z) for any n.
Proof. Assume that ξ ∈ C((z)) is a non-constant solution of the autonomous
equation of general type (X,ω). Suppose that ξ lies in the iterated Picard–
Vessiot extension F = Kn ⊃ · · · ⊃ K1 ⊃ K0 = C(z). We will deduce a
contradiction by induction on n.
Let G be the differential Galois group of Kn ⊃ Kn−1. For σ ∈ G, the
element σ(ξ) is a solution of (X,ω). SinceKn is of finite transcendence degree
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over C, Remark 2.3 shows that there are only finitely many possibilities for
σ(ξ).
We conclude that ξ lies in the fixed field KG
o
n where G
o denotes the con-
nected component of the identity of G. Thus ξ is algebraic over Kn−1. For
n = 1, this yields the contradiction that ξ is algebraic over C(z).
For n > 1 we consider P := Tm + am−1T
m−1 + · · · + a0, the minimum
polynomial of ξ over Kn−1. Let σ be an element of the differential Galois
group of Kn−1 ⊃ Kn−2. The element σ extends to a differential automor-
phism σ˜ of the algebraic closure Kalgn−1 of Kn−1. Then σ˜(ξ) ∈ Kalgn−1 is a
solution of (X,ω) and is a zero of σ(P ) = Tm+σ(am−1)T
m−1+ · · ·+σ(a0).
There are only finitely many possibilities for σ˜(ξ). Then there are also
only finitely many possibilities for σ(P ) and so am−1, . . . , a0 are algebraic
over Kn−2. Hence ξ is algebraic over Kn−2. The normalization L of the
algebraic extension Kn−2(ξ) ⊃ Kn−2 is a Picard–Vessiot extension. Now
ξ ∈ L ⊃ Kn−2 ⊃ · · · ⊃ K0. By induction this yields a contradiction. 
An explicit example of a function that is D-algebraic but not Dn-finite for
any n, is any non-constant solution ξ ∈ C((z)) of the equation u′ = u3 − u2.
Clearly ξ is D-algebraic. The key property used in the proof of Proposi-
tion 7.1 is algebraic independence between non-constant solutions of a new
and general type differential equation. In the particular case of the equation
u′ = u3−u2, there is a direct proof of this property, first given by Rosenlicht
([15, Corollary to Proposition 1]) and relying on a result of James Ax ([2,
Proposition 2]. We give a self-contained version of this proof below.
Lemma 7.2. Let F be a differential field with field of constants C. If non-
constant solutions x1, x2 ∈ F of the equation u′ = u3 − u2 are algebraically
dependent over C, then x1 = x2.
Proof. Suppose that x1 and x2 are algebraically dependent over C. Then
K := C(x1, x2) ⊆ F is a differential subfield of transcendence degree 1 over
its field of constants C. Let Y be the irreducible, projective curve over C
with function field K.
For i = 1, 2 we consider the 1-form ωi :=
dxi
x3
i
−x2
i
=
d(
xi−1
xi
)
(
xi−1
xi
)
+ dx−1i on Y .
Let h ∈ K∗ be such that ω1 = h ·ω2. Let D be the derivation on K. Then D
acts in a natural way on 1-forms, namely D(f · dg) = D(f) · dg + f · d(Dg).
One easily computes D(ωi) = 0 for i = 1, 2. Then also D(h) = 0 and so
h ∈ C.
The 1-form τ :=
d(
x1−1
x1
)
(
x1−1
x1
)
− h · d(
x2−1
x2
)
(
x2−1
x2
)
= h · dx−12 − dx−11 on Y has residues
zero because it is exact. The residues of the 1-form
d(
xi−1
xi
)
(
xi−1
xi
)
are non-zero
integers. It follows that h ∈ Q.
Write h = ab with gcd(a, b) = 1 and put f := (
x1−1
x1
)a(x2−1x2 )
−b. Then
df
f = d(ax
−1
2 − bx−11 ). Now f has no poles or zeros and thus f ∈ C∗.
Then ax−12 − bx−11 ∈ C and C(x1) = C(x2). Finally, x1 = x2 follows from
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the observation that the only C-linear automorphism of C(x) which leaves
dx
x3−x2 invariant is the identity. 
Proposition 7.3. Let F be a differential field with field of constants C. If
x1, . . . , xn ∈ F are distinct non-constant solutions of u′ = u3−u2 in F , then
x1, . . . , xn are algebraically independent over C.
Proof. Induction on n. Lemma 7.2 is the case n = 2. The proof of the induc-
tion step is obtained by copying the proof of the Lemma with C replaced by
the differential field L := C(x3, . . . , xn). Let C˜ denote the field of constants
of L(x2). If C˜ is larger than C, then x2, . . . , xn are algebraically dependent
over C˜. This is ruled out by the induction hypothesis and so C is the field of
constants of L(x2). Assume that x1, x2 are algebraically dependent over L,
then x1 is algebraic over L(x2) and so C is the field of constants of L(x1, x2).
As in the proof of the Lemma this implies x1 = x2. 
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