We describe a general algorithm for identifying an arbitrary pose of an articulated subject with low density feature points. The algorithm aims to establish a one-to-one correspondence between two data point-sets, one representing the model of an observed subject and the other representing the pose taken from freeform motion of the subject. We avoid common assumptions such as pose similarity or small motion with respect to the model, and assume no prior knowledge from which to infer an initial or partial correspondence between the two point-sets. The algorithm integrates local segment-based correspondences under a set of affine transformations, and a global hierarchical search strategy. Experimental results, based on synthetic pose and real-world human motion capture data demonstrate the ability of the algorithm to perform the identification task. Reliability is compromised as noisy data and limited segmental distortion are increased, but the algorithm can tolerate moderate levels. This work therefore contributes to establishing an initial correspondence in point-feature tracking for articulated motion.
Introduction
Identification of an articulated pose arises naturally from object tracking and recognition [1] . The articulated motion we are considering describes segment-based jointed motion, such as occurs in vertebrate biological motion. The motion of each segment can be considered as rigid or nearly rigid, but the whole motion is high-dimensionally non-rigid. Investigations of articulated movements have been a growing interest in the past decade, motivated by potential applications such as human-computer interfaces, biomedical studies, the entertainment industries and robotics.
When an articulated motion is represented by a sequence of feature points, the spatiotemporal information of the articulated motion is reduced to a sequence of moving points over time. Of the fundamental tasks in point-feature tracking systems, such as feature detection, 3D reconstruction and inter-frame tracking have been investigated extensively [5, 15, 6, 7, 14] . However identification, to know which point in an observed data corresponds to which point in its model, still remains an open problem, especially at the start or recommencement of tracking. Currently, most tracking approaches deal with in-cremental pose estimation relying on manual initialization, or on an assumption of initial pose similarity to the model, or knowledge related to a specific motion.
We concentrate on the identification task to address the problem of self-initialization in 3D point-feature tracking systems. Therefore, our algorithm assumes availability of 3D feature point data, such as obtained by stereo-vision techniques or other sensors. We use a model-based point pattern matching approach.
Point pattern matching (PPM) is a fundamental yet still open problem in computer graphics, computer vision and pattern recognition [8, 11, 10, 4, 3, 18] , more often restricted to rigid, affine and projective point matching. Rangarajan et al. [12] described a method of non-rigid point matching to register two contours composed of dense point sets. They approximate articulation by simultaneously determining a set of matches and piecewise-affine transformations. Song et al. [16] addressed the problem of a selfinitializing tracker based on a probabilistic modeling of human walking motion from training data in images. Commercial marker-based optical motion capture (MoCap) systems [13] are currently used in medical studies, sports analysis and animation etc. They may fail in the task of identification at times, requiring manual post-processing before the data are useable in actual applications. Systems generally fall short of dealing with realworld situations, such as: i) articulated one-to-one matches in the presence of missing (due to occlusion) and noisy data (arising from measurement), ii) distortion of non-rigid segments, iii) complete independence on initial location and pose.
In this paper, we present a segment-based articulated point matching (SAPM) algorithm to automatically identify an arbitrary pose from 3D low density feature points, rather than dense point features on a curve, contour or surface [3, 18, 12] . In our experiments, a segment-based skeletal model of an observed subject is manually generated off-line using one frame of pose data that includes full feature points. Feature points are located not only on joints between articulated segments [6, 16, 14] , but must be sufficient in number to indicate detailed structure and orientation, e.g. as shown in Fig.2 and 4 . The observed pose data are taken from one frame of noisy feature-point pose data during the subject's freeform movements. The identification task is to find the precise one-to-one matches between the points in the subject model and the points in its observed pose data. We successfully address this problem in real-world situations with occlusion, noisy data and limited distortion in each segment. The proposed algorithm contributes to articulated pose estimation for self-initializing three dimensional point-feature tracking systems. It aims at complete independence of manual intervention for identifying unexpected and arbitrary poses, either at the beginning or on resumption of tracking.
Problem statement and formulation of the objective
When we use 3D sparse points as features to locate and represent an articulated motion, the geometrical structure of the articulated subject is modeled by a high-degree-freedom skeleton with a set of rigid segments between articulated joints, e.g. as shown in Fig.2 (left). To keep the articulated model general, we allow each segment of the articulated subject to undergo a set of independent affine transformations within the constraint of a jointed skeleton, and furthermore allow limited distortion in "rigid " segments. We do not impose range of motion constraints such as feasible biological motion.
More formally, we state the matching problem as: within the space Ω ∈ { 3 }, given are two point-sets. One is the model. This model consists of a set of identified feature points described by their 3D coordinates p s,i ∈ Ω, their labels L s,i , and their grouping into a set of S segments:
The other is the observed set Q = {q i | q i ∈ Ω, i = 1, 2, ...N } of N unidentified points in a randomly sampled frame of the modeled subject during its movements. The SAPM algorithm includes two steps: firstly, to establish a best local segmentbased one-to-one correspondences by looking for a set of affine transformations that interpret segmental movements; and secondly, to apply a global hierarchical search strategy.
To define a set of best local correspondences between the two point-sets, we utilize two criteria: matching qualityē and matching size Θ. For matching quality, we require that the mean matching errorē s of prototype segment P s (p s,i ) and its assumed match Q s (q s,i ) be less than the tolerable segmental-distortion ε in Eq.2, under an affine transformation [R s , T s ] (R s for rotation and T s for translation) defined by minimizing objective function in Eq.1.
For the matching size condition Θ s , we require that subset
When both conditions are satisfied, we regard 
Algorithm

Local segment-based matching
Articulated motion maintains geometric invariance in the "rigid" segments. Local matching is therefore possible at the segment level. The algorithm generates candidate tables (CTs) of matching points to a given segments. A relaxed criterion is used since "rigid" segments are allowed some degree of distortion. The tables are then prioritized for iterative matching.
Candidate-tables generation
If no point has been identified for an unmatched segment P s , we arbitrarily choose a pivot p s,l ∈ P s and order the remaining p s,i ∈ P s by non-decreasing distance from the pivot to define an ordered pivotal sequence for segment P s . Then choose a match candidate q k from the unidentified observed points Q M for the pivot p s,l , and generate a column of match candidates q j for each non-pivotal element p s,i of the pivotal sequence, according to Eq.4, where
The resulting array is a candidate table CT for segment P s , that depends on the choice of pivot p s,l and on the assumed pivot match q k . For any non-pivotal element p s,i , we may find several candidates on account of the relaxed inter-point distance criterion, or only a null-candidate, possibly due to occlusion or distortion above the threshold ε or wrongly assumed pivot match. For searching efficiency, the column of non-null candidates for a given p s,i is ordered by increasing value of the distance ratio in Eq.4, thereby moving the best candidates towards the column head.
In this way, each point q k ∈ Q M obtains a CT, but at most one of the tables (since the match point of p s,l may be lost) includes a correct match of segment P s . With high probability, the CT with the correct match contains more candidates than other CTs. Therefore, to economize the search procedure, we discard some CTs with low numbers of candidates, and arrange priority of the rest according to the number of the candidates included.
If a join point in the segment P s has already been identified during its parent-segment identification, reasonably this join point is used as the only pivot. In this case, only one CT is generated. This implies a large reduction of the search space.
CTs-based iterative matching
The CTs contain a number of candidates for each p s,i . They effectively restrict the search space and make unnecessary the assumption of small motion or pose similarity required between two point-sets in the Iterative Closest Point (ICP) algorithm [3, 18] . In order to detect a correct match of segment P s , we choose a CT in priority order and take the most reasonable candidates, q s,i ∈ Q s say, to be an assumed correspondence with the pivotal sequence. If the set size |Q s | ≥ 3, calculate the affine transformation [R s , T s ] by the SVD-based motion estimate algorithm [2, 9] related to this assumed correspondence. If the obtained motion estimation satisfies Eq.2, then Q s is regarded as a partial match of P s . Otherwise, Q s has spurious matches and must be updated from the CT iteratively to carry out motion estimation until a partial match has been found. Next, confirm whether the partial match can be improved to give a whole best match Q s which satisfies Eq.3 as well. This is implemented by using the closest-neighbor method to reassign a correspondence between the transformed model points p s,i under [R s , T s ], and Q M in Eq.5. This iterative procedure is applied to prioritized CTs until a whole best match Q s of P s is found if it exists. The identified points will be taken out of Q M to remove them from further consideration. If no best match can be found, the segment search has failed. This results in some ambiguities for child-segment identification or may hint a wrong parent-segment identification, considered during the global hierarchical search procedure (see 3.2). We summarize the CTs-based iterative matching procedure in Fig. 1 To update Q s from a CT in Fig.1 , two methods are used. For a segment with more than a few points (e.g. our threshold is 6 for non-rigid human segments), we use the first candidate of each p s,i in the CT as initial match of the pivotal sequence to calculate an approximate transformation [R s , T s ]. If this correspondence includes spurious pairs, the average matching error would not satisfy Eq.2. We update the initial match by replacing the worst match with its next candidate in the CT, based on the cue that matching errors of spurious pairs are higher than those of the correct pairs. This "coarse" update approach can quickly investigate the prioritized sequences of CTs to locate a CT satisfying a local match. This method has proved efficient for identifying the first segment, which has a large number of CTs to be investigated.
For a segment of only a few points or of poor rigidity, the above cue becomes unreliable, because the matching errors distribute more evenly so as to hide outliers. In this case we recourse to a nearest-furthest-to-pivot sequential search, which forms the second method. Each iteration uses only three points for the assumed partial match. The idea for choosing the pivot's nearest and furthest neighbors is that such points in a segment have less ambiguity to distinguish them from others with intermediate distances [17] .
To achieve a whole segmental match, the algorithm must find the remaining matches. Searching the wider set Q M rather than the CT elements allows recovery even when a correct match has been dropped during the iteration or was not included in the CT because selection by 2ε in Eq.4 was strict, on grounds of limiting the CT search space. We apply the obtained motion estimate [R s , T s ] to all the model points in P s : p s,i = R s p s,i + T s , and find the closest-neighbor match (p s,i , q s,i ) , q s,i ∈ Q M , defined by Eq.5.
If no such closest neighbor is found, we say the match point of p s,i is lost, and set r s,i = 0.
Global hierarchical search strategy
Global articulated matching is achieved by integrating local segment-based matching with a hierarchical search strategy. In the segment-based articulated model, we assume that one of its segments contains more points and has more segments linked to it than most other segments. We treat such a segment as root. The global hierarchical search strategy begins at the root. After the root has been located, searching proceeds depth first to children along hierarchical chains. In this process, a joint may have been located in parent-segment identification, therefore it can be used as a known pivot in the child-segment. This linkage considerably increases the reliability and efficiency of the child-segment identification.
In the case of a missing joint, an identified parent-segment of at least three points allows the motion transformation to recover a corresponding virtual joint, ensuring that childsegment identification can still proceed reliably. When a segment has only few points, such as a point-pair model segment or a pose segment with enough missing points, local identification may be non-unique. In order to solve these kinds of uncertainties, we confirm such a segment in the hierarchical chain depending on whether its child-segment, even its grandchild-segment, can be found.
Failure to identify a child-segment may imply a wrong parent-segment identification. In this case, the algorithm attempts a backward error correction to the parent-segment. When a search chain in the hierarchy is broken by a failed segment identification, global searching will tend to identify other segments on other chains first and leave any remaining child-segments on broken chains the last to be solved.
Experimental Results
We have implemented the proposed SAPM algorithm in Matlab and applied it to both synthetic pose data and a real-world registration of human movement in 3D Moving Light Displays (MLDs). In our experiments, all model data and motion data are acquired from a marker-based optical MoCap Vicon 512 system. It includes 7 high-resolution calibrated cameras. The system can reconstruct the three-dimensional coordinates of an infrared retro-reflective marker if the marker is located in at least two camera views. The measurement accuracy of this system is at a level of a few millimetres in a control volume spanning meteors in linear extent.
Synthetic data
A number of model patterns have been investigated in our experiments. An example of a human model is shown in Fig.2 , left. This model has 13 segments and 44 points in total; each segment contains up to 6 points, with the root segment (torso) having the most number. Segment-based matching started at the torso and spread to all the child-segments, such as head, pelvis, left/right arms and legs, on hierarchical chains.
In the first series of experiments, we study the ability of the proposed algorithm to identify arbitrary noise-free poses. To obtain such pose data, we apply a common random translation to all points in the model, then apply to each segment a random 3D-rotation around its joint. We attempt to identify the resulting synthetic configurations with the SAPM algorithm. Tests with about 2000 such synthetic poses show that correct identification occurs in about 95% of the cases. We show a typical case in Fig.2 , in which each pair of identified feature points in the same segment is shown by stick links. We found the proposed SAPM algorithm works well without any similarity assumption on position and pose between the model and its observed data. The second series of experiments were carried out with segmental distortion applied to the configurations. For each point in a segment P s , we added zero-mean Gaussian noise N (0, ψl s )/ √ 6, with a standard deviation scaled by distortion level ψ and the average segmental lengthl s , to its Cartesian coordinates x, y and z respectively. The tests included 5 configuration levels, in which the rotation angles applied to each segment ranged respectively from 0 to 4 radians of a uniform random distribution. Level 0 rotation denotes the same configuration as the model. The average identification rate versus increasing distortion and configuration level is given in Fig.3 . The smoothed surface is based on the average of 10 random configurations on a given configuration level, with 100 distortion levels ψ in the range 0% to 10% ofl s .
Real data
In this section, we report some results for identification of human poses from their freeform movements in 3D-MLDs. Human motion is a typical articulated motion with deformable segments. In these experiments, markers as external features were attached at key sites, (Fig.4, left) is identified manually, using one frame of clear pose data. The observed point set can be taken from any frame of the captured motion data of the subject. The data may be subject to unexpected missing points, extra noise points and segment distortion among human body. From the example results in Fig.4 , we observe the proposed algorithm is capable of identifying an articulated pose and dealing with the noisy data in some degree. Even when some key points, such as join points, have been lost, the algorithm can still carry on the child-segment identification successfully, referring to recovered virtual join points. For example, the lower limbs (second view in Fig.4 ) and head (third view in Fig.4 ) are successfully identified even with missing joints at the torso. It is important to choose a set of appropriate parameter values for β and ε relevant to the type of articulated subjects and data quality. Generally, for subjects with rigid segments (robot manipulators), distortion tolerance ε in Eq.2 can be made small to raise the ability of rejecting outliers, and the matching size requirement β in Eq.3 can be low to allow for more missing data. For subjects with deformable segments (humans), we lower the matching quality criterion to tolerate the raised distortion ε, but at the cost of bigger CTs and increased burden of search (Eq.4). That may also result in some false matches. In this case, we raise the matching size parameter β for compensation which, however, decreases the ability to handle missing data. In Table 1 , we list parameter values used for experiments of human pose identification described above.
parameters for actual human pose in 3D-MLDs ε (in Eq.2) 10% ∼ 15% β (in Eq.3) 80% ∼ 90% Table 1 : Parameters used for human pose identification of freeform movements.
The execution time depends not only on the number of points to be identified, but also on the level of distortion, the pose complexity and quality of the data. When we applied our algorithm on human motion data and executed Matlab code on a 866MHz Compaq with 256MB of RAM, the time for identifying a single frame of pose data of full-body human models with 30 to 50 points was around 3∼5 seconds.
Conclusions
We have presented a new algorithm for articulated 3D sparse feature point matching to address the problem of an automatic initialization and accurate pose estimation in motion tracking in a best-fit sense. This aspect of initialization has received only limited attention. Most published works deal with incremental pose estimation and do not accommodate bootstrapping. We do not make the common simplifying assumptions, such as pose similarity or small motion, nor do we assume any kind of prior knowledge to infer an initial or partial correspondence between the two point-sets. It is the effectiveness of initialization that ultimately determines the robustness of the motion tracking. The algorithm remains a candidate for on-line initialization in point-feature motion tracking.
