In this work we develop preconditioners for the iterative solution of the large scale algebraic systems, arising in finite element discretizations of microstructures with an arbitrary number of components, described by the diffusive interface model. The suggested numerical techniques are applied to the study of ternary fluid flow processes.
Introduction
Microstructure evolution in complex multiphase-multicomponent systems has been and is of significant importance for numerous industrial processes as well as for academic research, technology improvements and development of new materials and devices.
Phase transitions and morphological changes in microstructures take place in a variety of processes, such as spinodal decomposition, grain and crystal growth, solute drag, directional solidification, diffusion-controlled processes, reaction pathways controlling the structural evolution of complex material mixtures and many more (see, for instance, [41, 40] ).
Multiphase, and especially, three-phase flows are present in numerous important application fields. For example, the behaviour of the gas-oil-water system in porous media is the major problem dealt with in petroleum engineering and, in particular, in developing efficient recovery technologies. The challenging task is to accurately solve the three-phase flow problem on micro (pore) scale in order to allow for better macro-scale models with less heuristics as in the present ones, based on Darcy laws.
Today, a deeper understanding of the dynamics of those complex and coupled phenomena is to a large extent gained by computer simulations of the underlying processes, based on adequate mathematical models. Among the most utilised tools for studying microstructure evolution is the phase-field (PF) model, which is used also in this work.
This paper is organized as follows. In Section 2 we describe briefly the basic principles of the phase-field model and some of its forms, which are most used in practice. Section 3 is devoted to phase-field models, based on the Cahn-Hilliard equation, together with some constitutive relations to tune the equations to particular types of physical processes. In Section 4, we describe the fully discretized Cahn-Hilliard equation with a constitutive relation of polynomial type, the arising nonlinear and linearized algebraic systems to be solved and their properties. We also describe and analyse the numerical solution method and the preconditioning techniques. Section 5 contains numerical illustrations for ternary fluid flow problems. Conclusions are found in Section 6.
The phase-field model -general concepts
The development of the PF model has started with the works by Cahn and Hilliard ( [16, 17] ) and since then the model has been developed further to be able to properly treat a broad variety of multiphase-multicomponent systems. We describe first the general idea of the PF model, following [18, 23, 12] .
The phase-field model is based on thermodynamic principles and on the assumption that interfaces between phases or components in a microstructure are diffused, and each phase component can be represented by some smoothly varying function, referred to as the order parameter, mass fraction or the concentration. The basic idea is to let the order parameter obtain a distinct value in each bulk phase/component of the mixture and then, sharply but smoothly change from one to another within the interfacial regions. In this way the need to explicitly track the interfaces is avoided and, thus, also the difficult task to impose and handle proper boundary conditions on those interfaces. Creation, merging and destruction of interfaces, which are major obstacles in the sharp interface models, are implicitly built in the PF model. Further, PF incorporates in a natural way curvature-driven physics, allows for an easy inclusion of other phenomena in the model, such as surface tension and dynamic wetting, in this way combining the large scale simulation of the hydrodynamic interaction with the constrain of micro scale properties (cf. [21] ). It also captures the behaviour of the components that occur far away from the interfaces.
As already mentioned, the important variable to determine in PF is the order parameter, denoted here by c = c(x, t), which is often interpreted as the 'concentration' of a certain component at certain point in space and time. The model is based on minimization of the so-called free energy functional E, which involves c. The classical form of E (cf., e.g., [17] ) is
where f 0 (c) is the homogeneous free energy density, υ is referred to as the gradient energy coefficient and Ω is the volume of the material system under consideration. The term υ|∇c| 2 describes the gradient energy, which acts as a penalty for sharply varying concentration. Once defining E, a variational method is used to determine evolutionary equations that steer the system towards the minimum of the energy functional. One particular such evolution pathway is the Cahn-Hilliard (C-H) equation,
applied to each component of the multiphase system. Here L(c) is the so-called mobility, which may or may not depend on the concentration. Note, that relation (1) is a (componentwise) conservation law with respect to c. Another also often used evolutionary relation is the so-called Allen-Cahn equation
which, however does not conserve c. In this work we deal only with the C-H equation. 
where y x i = ∂y/∂x 1 , using the Euler-Lagrange equation, is found to be of the form
In its most general form, the PF model may describe the evolution of the microstructures of mixtures, containing multiple components, for instance, water, air, metals, and at the same time, each component may co-exist in several phases, say, liquid and solid. The model allows also for phase changes during the time evolution (see [18] for more detailed explanations). Here we consider the case, where we have multiple immiscible components, however no phase changes are included in the model. Thus, in the sequel, the words 'component' and 'phase' are interchangeable.
Computational burden
The basic theoretical assumption, made in PF is that the interfaces are diffusive at nanoscale. Experimental systems can handle at most 10 nanometers (10 −8 m) for the interface. The sizes of the bulk phases are usually of the order of micrometers or larger. The dynamics of the physical processes to be captured, occurs at the length scale of the interfaces, which, although being smooth, are rather sharp. As a rule of thumb, to resolve the interfaces numerically, 5 to 10 discretization points have to be placed within interface regions. This indicates that numerical simulations of interface dynamics pose very high demands on computer resources, both in terms of memory and computing power. As relatively less is happening in the bulk regions, at a first glance, locally refined meshes seem to be the right strategy towards reducing those demands. However, the interfaces do evolve in time and change their position in space rather dynamically, some of them might disappear or new may appear. This means that locally refined meshes, while perhaps reducing the number of degrees of freedom in the bulk regions per time step, may entail quite high overhead costs to handle the meshes throughout the time evolution, in particular, in a parallel environment.
Another way to lower the computational demands in numerical simulations is to take the width of the interfaces bigger than that, assumed in the model. However, thick interfaces may introduce unphysical effects, for instance, jumps in the chemical potential (defined in Section 3) at the interfaces [18] . Therefore, to still allow for thicker interfaces, certain adjustments in the model have been done, such as separating the contribution of gradient energy in the bulk from that at the interface, introducing the so-called 'anti-trapping current' to cancel the jump in the chemical potential, ( [38, 31] ) include the so-called composition gradient energy instead of |∇c| 2 , etc.
Cahn-Hilliard models for multi-component systems
In this work we consider multiphase systems with n components, where n ≥ 3. For two-phase systems (n = 2) much research and algorithm development is already available (see, for instance, [6, 2, 8, 11, 20, 22, 24, 25, 26, 27] ). Various generalizations of the PF model to any number of components have also been done, see, for instance, [4, 7, 12, 23, 27, 29, 36, 35] .
We point out that the transition from binary to systems with three and more components is not straightforward and deserves a special attention.
Assume that we deal with a mixture of n immiscible components (phases), which occupy an isolated region Ω ∈ R d , d = 1, 2, 3. In the sequel, n denotes the outward unit normal vector to Ω and e = [1, 1, 1 · · · , 1]
T . Denote also by c i = c i (x, t), x ∈ Ω, i = 1, 2, · · · , n the concentrations (the order parameters) of each of the phases. We denote c = [c 1 , c 2 , · · · , c n ]
T . The variables c i (x, t) can be seen as mole fractions and, thus, these must obey the relations
and
thus, the only physically relevant values, which the concentration are assumed to attain, lie on the so-called Gibbs simplex
From (2) it follows that only n − 1 of the concentrations are independent. Thus, one concentration can always be computed as c n = 1 −
In addition to the concentration c i , the so-called chemical potential η i (x, t) is another basic physical quantity, defined for each component.
T of all chemical potentials is taken to be the functional derivative of E, i.e., η = δE δc . Using the chemical potential, the Cahn-Hilliard equation can be written as
coupled with no mass flux boundary conditions (L∇η) i · n = 0, for all i, x ∈ ∂Ω, t > 0.
Note that (5) is satisfied componentwise. The mobility matrix L(c) is symmetric and positive semidefinite. In order for (2) to be satisfied and to ensure mass conservation, L should also satisfy the additional constraint
i.e., L should have a one-dimensional kernel. The positive semidefiniteness ensures that the total free energy functional is decreasing in time. More details are found in, e.g., [23] .
The free energy functional and choices of the free energy density
The general form of the free energy functional E(c, ∇c) is
where f (c) is the so-called free energy density, assumed to be nonnegative and smooth enough. The function f (c) can be chosen differently, depending of the target problem. It can be decomposed as
where f 0 (c) is referred to as the homogeneous free energy density, f 1 (c, ∇c) -as the gradient free energy density and f 2 (c) accounts for other effects, included in the model. For example, when considering also mechanical effects, f 2 (c) = f 2 (c, E(u)), where E is the linearized stress tensor and u(c) are the displacements with respect to some reference point in space at a given time.
The sum f 0 + f 1 could be seen as obtained from a truncated Taylor expansion of a function f (c, ∇c) around a homogeneous point (c, 0) or generalizations of that. Typical choices of
n i,j=1,i<j
In general, Υ ≡ [υ ij ] n i,j=1 is a constant symmetric fourth order tensor of gradient energy coefficients and υ ij are d × d matrices with positive entries. In the case (10), υ ij are convex functions that are homogeneous of degree two and allow for modelling anisotropy of the surface energy.
The homogeneous part f 0 is assumed to have exactly n local minima on the hypersurface
Relation (8) illustrates one of the substantial differences between binary and multiphase systems, namely, the possible presence of terms with coupled composition gradients.
Remark 3.1
The matrix Υ has to be symmetric to ensure that free energy is invariant to reflections. In [18] it is argued that Υ must be also positive definite in order to ensure well-posedness of the problem and to avoid the appearance of unphysical surface energy. The argument is that if Υ has a negative eigenvalue, there will be a coupling of gradients, for which an increasingly sharp interface would lower the free energy of the system, producing a physically impossible surface energy. The set of evolutionary equations would become ill-posed as solving a diffusion equation with a negative diffusivity is unconditionally unstable.
It turns out that for n ≥ 3 it is highly relevant to choose f 0 (c) in such a way that the model is algebraically and dynamically consistent with the corresponding diphasic model, obtained when one of the phases is not present. Indeed, in many multicomponent problems, the interfaces most often separate two phases only and triple (or more) junctions may occur accidentally and for a relatively short time. An illustrative example is that of a gas bubble, raising in a stratified two-fluid system, where the problem becomes triphasic only when the bubble crosses the liquidliquid interface, but during the rest of the time it is described by the diphasic model. Up to the knowledge of the authors, the notion of algebraic consistency is first introduced in [12] , in the context of ternary systems with no phase changes. The requirements for algebraic consistence are the following:
(i) when the ith component of the system with n components is not present, the total free energy E (n) becomes exactly equal to E (n−1) of a system, containing the other n − 1 components;
(ii) when the ith component is not present at the initial time, it does not appear during the time evolution.
The dynamic consistency, also discussed in [12] , means that the reduced (n − 1)-phasic solutions should remain stable with respect to perturbations of initial data. The latter is of particular importance for numerical simulations and the presence of computation-related errors.
In this work we do not include any additional effects in the model, i.e., f 2 ≡ 0. We also do not consider gradient free energy with couplings between the concentration components, thus Υ is diagonal.
Various choices of the free energy density are possible and correspond to different constitutive assumptions. Next, we describe two such choices that have been much analysed and used in the related literature.
Logarithmic free energy
A particular choice of the free energy density, referred to as 'regular', is used in several works on multiphase C-H models, The description below is based on [23, 9, 3, 7, 2] .
The regular free energy density is of the form
Here, θ is a constant, corresponding to the absolute temperature and A is a constant symmetric n × n matrix, which is not negative definite, thus, it has at least one positive eigenvalue. The requirement for the non-negative definiteness of A follows from physical considerations, namely f 0 (c) should have more that one local minimum. Depending on the particular multicomponent system, there exists a critical temperature θ c , such that for
. This form of f 0 is often used when simulating spinodal decomposition. Note, that the logarithmic free energy density for n ≥ 3 is consistent with that for n = 2.
To simplify the considerations, assume that Υ = υ I, where I is the identity tensor of proper dimension. In this case the form of the free energy functional reduces to
For the logarithmic form of f 0 in (11), using the relation ln r = (r ln r) ′ − 1, the chemical potential takes the form η = θ ln c + θe − Ac − υ∆c.
Consider the mapping
T . Observe also that P e = 0. Assume further that the mobility is constant and for some µ > 0 the following relation holds ( [23] ):
Then, instead of η(c, t), consider a generalized chemical potential, namely,
which gives raise to the following C-H equations:
with boundary conditions ∂c ∂n
For the variational form of the problem (14) , an existence of the solution is shown in [23] .
The presence of the terms ln c i in (11) entail the difficulty that if, for some i, in some open subdomain with nonzero measure c i = 0, then ln c i has no physical meaning. To overcome the singularity, a family of regularized problems is introduced, parameterized by a small parameter ε. The regularized free energy component ln r is replaced by a twice continuously differentiable function
Equation (14) is a system of nonlinear diffusion equations, analysed in detail in the above cited references. Existence and uniqueness of the solution of the variational form of the original problem is established first in [23] by letting ε → 0 Stability and convergence estimates are also derived. For instance, in [7, 7] , problem (14) is discretized using quasi-uniform meshes and conforming piece-wise linear finite elements in space and implicit Euler method in time. The nonlinear terms are treated in a fully implicit manner. Existence, uniqueness and stability of the corresponding discrete problem are shown, provided that the time-step is sufficiently small, namely,
The error bounds have been further improved in [5] , see also [2] . We point out that the form (13) does not involve explicitly the surface tensions, which have to be determined when needed, for instance, when the C-H problem is to be coupled with the Navier-Stokes equation.
The estimates assume certain regularity of the initial data, although the absence of such has not influenced the numerical experiments (cf. [3, 7, 19] ).
The behaviour of the C-H models with logarithmic homogeneous free energy density has been tested numerically in several works, [9, 7, 19, 2] and others. The attention has been focused primarily on the quality of the solution and not on the numerical solution methods used. The arising nonlinear algebraic systems have been solved by a nonlinear Gauss-Seidel method ( [8] ), shown to be stable for small time steps (∆t ≈ h 2 ). Operator splitting techniques for the nonlinear term have been applied (cf. [2] ), found to be faster than the Gauss-Seidel method. In [19] the nonlinear term is treated explicitly, which is shown to require also very small time steps (∆t < Ch 4 ). Although the numerical solution methods we develop, are in general applicable in the case of logarithmic form of the homogeneous free energy density, due to the above mentioned drawbacks, it is not used in this paper.
Polynomial free energy
In another series of papers, the homogeneous free energy density is chosen to be of polynomial type. The evolution of the system is driven again by the minimization of E under the constraint of mass conservation for each component, Ω c i dΩ = const. For two-phase models f 0 is a double-well potential, most often chosen as
with minima at c = 0 and c = 1 in the case (16) (left) and at c = ±1 in the case (16) (1 − c 2 ) 2 . Observe, that for the diphasic model it suffices to compute only one of the concentrations c and the other one is recovered as 1 − c.
For systems with n ≥ 3 phases, various polynomials are considered as generalizations of (16) . One example is
where α ij > 0 and m i (T ) are linear in the temperature T (cf. [28] .)
In [35, 33] one finds some rather specific choices for ternary systems, such as
A detailed general explanation of the latter form can be found in [28, 29] . In some of the works, a scaling, directly related to the width of the diffuse interface, is introduced,
In [12, 14, 15] , the free energy functional is chosen to be a polynomial, scaled as above, depending explicitly on the interface width ǫ but also on the surface tension σ. For ternary systems, the corresponding form of the free energy functional is as follows:
where υ 1 , υ 2 , υ 3 are some constant coefficients to be determined as functions of the given in advance surface tensions σ 12 , σ 23 , σ 13 . The formulation of (17) is based on a model for binary systems with the free energy functional
As pointed out in [13] , this form of the free energy functional turns out to be very suitable for computer simulations, since it allows to choose ǫ larger than its theoretical value without modifying the capillary properties at the interfaces.
In [12] it is shown that the algebraic consistency conditions (i) and (ii) hold for the PF model with E as in (17) if and only if the following conditions for the coefficients υ i are satisfied:
The coefficients −υ i are known as the spreading coefficients of phase i at the interface between the phases j and k (see, i.e., [12, 13] and the references therein). If υ i < 0, the spreading is total and if υ i > 0, the spreading is partial. There is evidence, indicating that the spreading coefficients are very important for three-face flows, as in porous media (cf. [32, 37] ). If total spreading conditions are acting along a certain interface, the interfacial energy of the three-phase fluid system can be decreased by having a film of oil between the gas phase and the water phase, and thus, oil spreads spontaneously between the gas and water, while in case of partial spreading, oil does not spread spontaneously between a flat gas-water interface.
The triphasic model, analysed in [12, 13] , is based on the free energy form (17) and could be seen as simulating three times two-phase models, due to the enforced strict compatibility of the triphasic model with the diphasic one, as in (18) . One choice of the homogeneous free energy density, which leads to well-posed triphasic models, consistent with the corresponding reduced diphasic models and also handling both partial and total spreading, is of the form f 0 (c) = f with some non-negative real parameter λ. Using the relation (19) , the function f
The following conditions are shown to be necessary for having an algebraically and dynamically consistent well-posed problem:
Note that, the conditions (21) do not define υ i in a unique way. A more detailed discussion can be found, for instance, in [12] .
As commented in [12] , λ = 0 suffices to model partial spreading while for problems with total spreading, λ must be strictly positive and large enough.
Further, as in [29, 12] , we assume that L i are constant and consider the so-called isotropic form of the equations by determining υ i in such a way, that the products L i υ i are constant, i.e., there holds L = L i υ i , i = 1, 2, 3. This corresponds th introducing scaled chemical potentials
Following [12] , the ternary C-H system has the form
for i = 1, 2, 3 where υ T is the harmonic average, defined via the equality
Solution methods and preconditioning techniques 4.1 Formulation of the three-phase model
The framework for numerical simulations of multi-phase problems, presented in this work, is based on the structure and properties of the discrete C-H problem and is a generalization of that for diphasic problems, developed in [10, 1] . We detail it for the case of the algebraically and dynamically consistent triphasic model (22), (20) , as also studied in [15] . In addition, in Section 4.4 we outline the extension to problems with more than three phases. Consider the problem (22) , where the homogeneous free energy density f 0 (c) = f
0 (c) + f (2) 0 (c) has the form (20) . Assuming that the initial data is admissible, that is c(x, 0) ∈ G, then c(x, t) ∈ G and we can recover the concentration of the third phase as c 3 = 1−c 1 −c 2 at any time and space instance. The chemical potential η 3 can be computed via the relation
e.g. [12] . Thus, the main computational burden falls on solving a reduced problem for c 1 , c 2 , η 1 and η 2 .
In order to take into account the incompressible hydrodynamics of the mixture, the C-H equations are coupled to the Navier-Stokes (N-S) equations, see e.g. [11, 21, 30, 34] . Then, assuming a zero velocity jump between two phases, a convection term is added in the evolution equations for the concentrations and the PF problem takes the following form
for i = 1, 2. Here u is the velocity vector. To make equations (23) dimensionless, we define
where l c is the characteristic length and u c is the characteristic velocity. Substituting these variables into equations (23) and dropping the primes, we obtain
where Pe = u c l c ǫ/L, Cn = ǫ/l c are the Peclet and Cahn number, respectively. In (24), F i (c) denotes the nonlinear term
For the particular choice of λ = 0 in (20) , which is often used in numerical simulations, the term F i (c) reduces to
where g(r) = r(1 − r)(1 − 2r) and ξ = 6υ j υ k
Discrete formulation
To discretize (24) in space, we use the finite element method (FEM). In this work we use standard conforming piecewise linear basis functions for the two unknown vector functions c and η. The time discretization can be done in various ways, for instance using the θ-method. For brevity we formulate the time discretization applying the backward Euler method. Consider the FEM approximations for the concentration and the chemical potential at a
where χ m (x), m = 1, ..., N are the FEM basis functions and
are the corresponding unknown FEM vectors. The fully discretized system (24) (after some rearrangements) takes the form
where γ = 3 4
consist of mass matrices M , stiffness matrices K and convection matrices W for each phase component. Note, that M, K, W admit such a block-diagonal form for any choice of gradient free energy function with no couplings between the components of the concentration.
T is a vector with elements
Nonlinear solution and preconditioning techniques
Next, we use the experience from [10, 1] and generalize the numerical solution techniques, which have been shown to be most numerically and computationally efficient. Namely, at each time step, we solve the system in (27) using an inexact Newton method.
The explicit form of the exact Jacobian, A, of (27) reads as
We now follow the framework from [10, 1] and approximate A in two steps:
(S1) First, approximate A by A 0 ,
(S2) Second, permute A 0 symmetrically to a block-diagonal form
The block A 0 admits exactly the form, analysed in [10, 1] . Therefore, A 0 is further approximated by a matrix in the form:
where β = ∆tωγ. Finally, A 0 is replaced by its exact factorization
that is utilized when solving systems with A and leads to optimal order computational complexity.
The validity of step (S2) is straightforward. Since the spectrum of ( A 0 ) −1 A 0 is contained in the interval [0.5, 1], A 0 is an optimal preconditioner for A 0 .
We next justify (S1), namely, we show that for small enough time steps, A 0 is a good approximation of A.
Consider the generalized eigenvalue problem
We transform it to
where µ = λ − 1. Due to the form
half of the eigenvalues of (34) are equal to zero and correspond to eigenvectors q = (q 1 , 0) T . Therefore (33) has the same number of eigenvalues that are equal to 1. From (34) we see also that
and if we express q 1 from the first equation in (35) and substitute it in the second one, after a series of transformations, we find that the other half of the eigenvalues µ are solutions to the system Qq 2 = µq 2 ,
Consider the similarity transformation
where
2 is a symmetric and positive definite matrix,
where we utilize the inequality |a|/(1 + a 2 b 2 ) ≤ 1/(2b). Let us first analyse the term J . Consider in detail the entries of J (F(c)).
The particular expression for the entries can be further worked out. Denote
and then
(38) After the congruence transformation of J we obtain
.
From (38) it follows, that the blocks J ij , i, j = 1, 2, resemble mass matrices with coefficients that multiply their elements. The following estimate holds true
Due to the form of F i (c), the functions ρ ij (c) are bounded for c ∈ G. For the case (26),
For example, for ξ = 3.79, as was used in some of the numerical experiments, and since c 1 +c 2 ≤ 1, we obtain the bound |ρ ij (c)| ≤ 12. The estimate (39) is independent of the problem and the discretization parameter. We see, thus, that
Recall next, that γ = (3/4)Cn 2 and ω = 1/Pe. In order to insure sufficient resolution of the discretization mesh, Cn = rh and Pe i h = ζ have to hold for some r ≥ 2 and ζ < 1. Then, by choosing a time step ∆t, that is small enough, compared to h, the norm (36) can be made arbitrary close to zero and all eigenvalues λ of (33) cluster around one.
We collect the results in a proposition.
Proposition 1 Consider the matrices
A and A 0 as defined in (29) and (30) , correspondingly. Then, the following holds for the eigenvalues {λ i }
2N
i=1 of the generalized eigenvalue problem
where δ can be made arbitrarily close to zero by choosing ∆t < ξh, ξ ≪ 1. Here N is the number of degrees of freedom of the concentration.
Generalization to problems with arbitrary number of components
The approach, outlined in Section 4.3, can be straightforwardly generalized to multi-phase problems with arbitrary number of components n and gradient free energy of the form (7) or (8), and for diagonal Υ. For any n, the discrete multi-component system has the structure (27) and M, K, W, D are (n − 1) × (n − 1) block-diagonal matrices, where each diagonal block is of dimension, equal to the sum of the number of degrees of freedom for c i and η i . In order to approximate the exact Jacobian of a discrete (n − 1)-component system as in step (S1) by a matrix of the form (30), the Jacobian of the nonlinear term F(c) has to be bounded. That is true for any choice of a polynomial free energy, as well as for logarithmic free energy, regularized as in (15) . Step (S2) is then applicable to each of the diagonal blocks.
Solution algorithm
We now outline the method for the solution of multi-component problems. At each time step k = 1, 2..., we compute approximations of c k = ((c
T using an inexact Newton method. The algorithm is depicted in Table 1 (see also [1] ). Here ρ = ∆tω γ , Z = M + √ βK, and ς s ∈ (0, 1] is a damping parameter. In our experiments, due to the fast convergence of the nonlinear solver, we use ς s = 1.
In the proposed algorithm, only solutions with matrices of the form M + √ βK, matrixvector multiplications and vector updates need to be performed. The matrix Z is symmetric and positive definite and can be solved using freely available, highly optimized program toolboxes, for sequential, as well as parallel execution, that lead to optimal computational complexity. The other operations are BLAS primitives. Moreover, the computations for the different phases can be decoupled, providing an additional level of parallelism, where communication occurs only for transmitting local contributions when evaluating the terms F i (c k,s ). 
Solve Zg
End End End 
Numerical illustrations
We test now the proposed solution method numerically using a three-component C-H model with a polynomial free energy, namely, the problem of spreading of a liquid lens between two stratified phases in two dimensions. This is a benchmark problem from [12] , and here we adopt the same problem setting. The computational domain is taken to be Ω = [−0. 
where x = (x 1 , x 2 ) ∈ Ω, see Figure 1 . In our experiments the interface width is taken as ǫ = 10 −2 and the mobility is L 0 = 10 −4 . As already mentioned, the surface tensions σ 12 , σ 23 , σ 13 determine the character of the process. Here, we examine both the case of partial and total spreading. (20) we take λ = 0. As discussed in [12] , the corresponding model is well-posed. (22)- (20) with σ 12 = 1, σ 23 = 1, σ 13 = 3. In this case one of the spreading coefficients becomes negative and in order to ensure stability of the model, λ has to be large enough, see [12] . In the presented experiments λ = 7.
Problem 2 (Total spreading) Consider the problem
The dynamics of these two flow problems are driven by minimization of the free energy. Starting from a given initial condition, the system seeks to attain an equilibrium state, determined by the model parameters. In the case of partial spreading, the equilibrium state for the lens in the limit ǫ → 0 can be derived analytically. The contact angles at triple junctions, see Figure 2 , are shown to depend on the three surface tensions by the Young relations, namely
For Problem 1, the evolution of the interface is shown in Figure 3 . In the case of total spreading, the third phase tends to spread in between the other two. The computed evolution of the interfaces for Problem 2 is illustrated in Figure 4 . All numerical experiments are performed in Matlab.
The aim of the conducted numerical experiments is to study the convergence of the nonlinear algorithm, presented in Section 4.5. The C-H equations are discretized using linear conforming finite elements on a regular triangular mesh. We consider a sequence of mesh refinements, where We use stable time stepping schemes for the discretization of the C-H system. For Problem 1 it suffices to apply the backward Euler method in time and a fully implicit representation of the nonlinear term. As noted in [15] , in the case of total spreading dynamics, the existence and convergence when using a fully implicit discretization of the nonlinear term needs further consideration. There, a semi-implicit splitting for the nonlinear term is proposed, that leads to a stable time stepping scheme, and decrease of energy, existence and convergence of the solution are shown for any time step. The splitting is based on an approximation (d 
, where c m and c m+1 are the concentration vectors for two consecutive time steps. The framework, presented in Section 4.3 applies successfully for the resulting discrete problem.
As stated in Section 4.3, in order for the constructed approximate Jacobian to be a good preconditioner to the exact one, and thus, lead to fast convergence of the inexact Newton method, the time step has to be chosen small enough, compared to the spatial discretization step. In order to quantify this constraint for the case of Problem 1 and 2, we perform experiments for ∆t equal to h/4 and h/10.
Some selected results for the obtained iteration count for Problems 1 and 2 are shown in Tables 2 and 3 . The second number represents the average linear iterations count for solving one subsystem with a matrix Z. Those matrices are symmetric positive definite, and for small values of the coefficient β, exhibit properties, similar to those of a mass matrix alone. We have observed in numerical experiments, see also [1] , that in many cases it suffices to apply the unpreconditioned conjugate gradient (CG) method to solve the corresponding subsystems. Moreover, to a great extend, the accuracy of the inner linear solver does not affect the convergence properties of the outer nonlinear solver. The latter behavior is observed in a series of experiments, not included in this paper. Table 2 shows a typical behaviour of the solution process. There, we show the iterations to solve systems with the matrix Z via the unpreconditioned CG method with a stopping tolerance 10 −3 and 10 −1 . Since the best balance for the ratio inner-to-outer iterations is observed for the tolerance 10 −1 , we use that for the rest of the experiments in Table 3 . Using the unpreconditioned CG method as an inner solver does not guarantee an optimal overall complexity, since the number of linear iterations may grow with the system size. However, the increase is not pronounced and unpreconditioned CG becomes a viable option, provided the simplicity of its implementation in serial and parallel, and its minimal computational and communication requirements.
The last group of results, presented in Table 2 , are obtained when systems with Z are solved using the aggregation-based algebraic multigrid AGMG method. The solution involves the use of flexible conjugate gradient iterations method and one Gauss-Seidel pre-and post-smoothing step in the AMG preconditioner at each level, see [39] for more details. When an optimal linear solver is applied to the inner subsystems, the overall solution procedure exhibits optimal computational complexity. As expected, in this case both inner and outer iterations stabilize independently of the number of degrees of freedom.
For Problem 2, when total spreading is present in the process, the solution turns out to be more computationally challenging. As seen in Table 3 , the number of nonlinear iterations, needed for the inexact Newton to converge, are generally larger. However, they stabilize and are fewer when the space and time steps provide better resolution.
We note that for the considered model problems, when constant time stepping is used, the number of Newton iterations are larger in the beginning of the solution process, and then gradually decreases with time. For Problem 1, the decrease of the nonlinear iterations is monotone. When solving Problem 2, convergence rates have the same general behavior, except for a short period of time around t = 0.045 when we observe an increase of the number of nonlinear itera-tions. That is a sign that the time discretization parameters are not small enough to resolve the dynamics of the process, in that case, the appearance of a second interface, perpendicular to the boundaries. A slow down in the nonlinear convergence can be used to detect situations, when the dynamics of the solution undergo a change. In such situations one can use an adaptive timestepping to better capture the behavior of the solution. The inexact Newton method, presented in this article, allows for straightforward inclusion of such techniques. For instance, a smaller time step is used to obtain the solution in Figure 4 (b).
Conclusions
In this work we present an efficient solution method for multi-component problems, modeled by the Cahn-Hilliard equation. The technique is based on an inexact Newton method, where the exact Jacobian is replaced by a high-quality approximation. The numerical solution method is a generalization of the two-phase method from [10, 1] . The algorithm consists of matrix-vector operations and solutions of systems with a symmetric positive definite matrix, where off-theshelf software modules are directly applicable. The efficiency of the method is demonstrated by numerical experiments for a three-component Cahn-Hilliard model. The framework is applicable to various important classes of multiphase models and for an arbitrary number of components.
