In this paper, we address the problem of optimal relay placement in a cellular network assuming network densification, with the aim of maximizing cell capacity. In our model, a fraction of radio resources is dedicated to the base-station (BS)/relay nodes (RN) communication. In the remaining resources, BS and RN transmit simultaneously to users. During this phase, the network is densified in the sense that the transmitters density and so network capacity are increased. Intra-and inter-cell interference is taken into account in Signal to Interference plus Noise Ratio (SINR) simple formulas derived from a fluid model for heterogeneous network. Optimization can then be quickly performed using Simulated Annealing. Performance results show that cell capacity is boosted thanks to densification despite a degradation of the signal quality. Bounds are also provided on the fraction of resources dedicated to the BS-RN link.
II. NETWORK MODEL
In this section, we describe the considered network topology, the frames structure and the channel model.
A. Network Topology
We consider a single frequency cellular network consisting of omnidirectional eNodes-B (eNB) hexagonal cells. Let R c be the half-distance between two neighbor eNB and ρ eNB the eNB density. eNB transmit at power P .
In each cell, n RN are deployed with a regular pattern and controlled by the eNB. We focus on capacity evaluation for the downlink. The generic relay deployment is illustrated in Fig. 1 : relays are regularly deployed at distance R R from the eNB and at angles ϕ + 2π/n, where ϕ is an offset. Note that the deployment pattern is identical in all cells (ϕ and R R are constant across the cells). The RN density is ρ R = nρ eNB . RN transmit at power P R .
RN in a cell are labeled from 1 to n. Cells are labeled from 0 to B so that a RN can be uniquely identified by (i, k), where i is the relay number and k is the cell number. A relay (i, k) is said to be of type i. The set of type i relays form a regular pattern, where the minimum half-distance between nodes is R c and whose density is ρ eNB .
We denote r b the distance between eNB b and the UE of interest and, for simplicity, we set r = r 0 . We denote r i,k the distance between the relay (i, k) and the UE. Let also r i,k * (i) = min k r i,k be the minimum distance between the UE and a type i RN. 
B. Resource Organization
We consider in-band half-duplex relays 1 . We assume a time division access between eNB and RN and we focus on a single frame of duration t f r = 1 (unit of time). The eNB transmits data to the relays over the Backhaul Link (BL) during a time τ and the eNB and the relays simultaneously transmit data to their respective attached UE during 1 − τ , respectively over the Direct Link (DL, eNB-UE link) and the Relay Link (RL, RN-UE link).
We make the following assumption for the serving station selection: best server: the UE is served by the station from which it receives the highest power.
We consider a scheduling scheme fair in radio resources: each transmitter (eNB or RN) allocates the same amount of radio resources to the UE attached to it (whatever its channel conditions). There is however no fairness between UE attached to eNB and UE attached to RN. Note that the frame structure is fixed whatever the proportion of UE attached to eNB or RN.
III. CELL CAPACITY
In this section, we define cell capacity and we consider two cases: constant and variable τ . Cell capacity will be our criterion to compare different relay configurations.
A. Fixed τ
In this section, we assume that τ is a constant. Let us concentrate on the central cell (cell with index b = 0) and let N tot , p eN B , p RN i be resp. the number of UE in the cell, the proportions of UE attached to eNB and to RN i 2 . Let C eN B and C RN i be the average capacities of resp. eNB and RN i:
where S eN B (resp. S RN i ) is the surface served by the eNB (resp. RN i), ρ(r) is the UE density at location r and c(r) is the throughput achievable at location r. Throughout the paper, we will assume a constant UE density, so that ρ(r) = ρ. Parameter c is a function of the SINR γ [8] :
where W is the system bandwidth. The amount of resources given to a UE attached to eNB is
The cell throughput when there are n relays is thus given by:
Let C cell0 be the cell throughput when there is no relay (τ = 0 in this case). Relays bring an improvement iff τ ≤ τ * (n) with:
Note that τ * (n) is an increasing function of the total throughput delivered by relays.
B. Variable τ
We now assume that τ is a function of the total throughput delivered by all the relays. In this case, we use the notation τ B (n). Let C B be the backhaul throughput. The volume of data transmitted by RN i in a frame is C RN i (1 − τ B (n)). This volume is transferred on the BL in C RN i (1 − τ B (n))/C B seconds. As a consequence, τ B (n) verifies the following equation:
And thus:
With this assumption, the cell capacity definition is still given by (4) provided that τ is replaced by τ B (n). Note that τ B (n) is an increasing function of the total throughput delivered by relays.
IV. SINR EVALUATION
In this section, we evaluate the Signal to Interference plus Noise Ratio (SINR), γ, at a UE located at distance r from the central eNB. We first assume that the UE is served on the DL by the eNB, then on the RL by a type j RN. We further compute the capacity on the BL. Formulas are then simplified using the fluid model approach. 2 We assume that there is a sufficient number of UE in the cell so that all nodes, eNB or RN, are active.
A. UE Served by the eNode-B
Let N th be the thermal noise power. If the UE is attached to the eNB, UE is interferred by all the other eNB and all the relays of the network, we can thus write:
,
Parameter γ 0 can be interpreted as the SIR of the UE served the eNB 0 if there were only eNB in the network (i.e., RN were not transmitting). In the same way, γ i,k can interpreted as the SIR of the UE if it were attached to relay (i, k) in a network only composed of i-type relays (i.e., eNB and other types of RN are inactive). Ω i is the ratio of interference received by type i relays and eNB. For the considered UE, relay (i, k * (i)) is the closest of type i. Due to the network topology, it is possible that this relay is not controlled by the central eNB, so that k * (i) may be different from 0.
B. UE Served by a Relay Node
If the UE is attached to a relay of type j, UE is interferred by all the eNB and all the other RN of the network, we can thus write:
where
Parameter Ω i,j is the ratio of interference received by type i relays and type j relays.
C. SINR on the Backhaul Link
We consider now the backhaul link eNode-B-RN. The SINR, γ B , on the BL at distance R R can be written as:
V. FLUID MODEL NETWORKS

A. Fluid Model for Homogeneous Networks
The fluid model [9] is a powerful tool for simplifying SINR formulas in a wireless network. Consider a network of regularly spaced BSs with half inter-site distance equal to R c , with density ρ BS and transmitting at the same power P . Let g(r) = Kr −η be the path-gain at distance r, where K is a constant and η is the path-loss exponent on the DL (in the same way, we introduce constants (K R , η R ) for the RL). Assume that a UE is at distance r from its serving BS. The total interference received by the UE can then be approximated by:
We refer the reader to [10] for the detailed explanation and validation through Monte Carlo simulations. The main idea is to replace a discrete set of transmitters by a continuum and thus transform discrete sums into integrals. Beside its simplicity, the main advantage of this approach is to obtain a function that only depends on the distance to the serving BS rather than on all the distances to every interferer. We extend this concept to a cellular network with relays.
B. Fluid Model for Heterogeneous Networks
Contrary to what is assumed in [9] , such a network shows inhomogeneities: inter-distance between neighboring stations is not constant and BS and relay transmit powers are different.
The network considered in this paper can however be seen as constituted of one regular subnetwork of BSs and n regular subnetworks of relays. This is the basic idea of the extension of the fluid model to a cellular network with relays. In each of the relay subnetworks, as well as in the BS subnetwork, the half-inter-site distance is R c . As a consequence, in our study, the fluid model can be used for computing the interference received from all BSs of the network on the one hand and from each type i (i ∈ {1, ..., n}) relays on the other hand, taking into account all relays of the network. In line with the fluid model, we are able to simplify equations (7), (9), (10), (11), (13) and (14):
Above equations, along with equations (7), (8) and (12), allow to quickly compute the SINR of a terminal in the cell of interest. The only required distances for this computation are the distance to the BS and the distance for each i to the nearest type i relay.
C. Validation of the Fluid Model for Heterogeneous Networks
In this section, we propose a validation of the Fluid Model for Heterogeneous Networks presented in the last section. In this perspective, we will compare the Cumulative Distribution Function (CDF) of the SINR obtained by using fluid expressions established in section V-B to those obtained numerically by Monte Carlo simulations. Our simulator assumes a central hexagonal cell surrounded by 10 rings of interferers. Moreover, 3 RNs are located in each macro cell. The distance between a eNB and its associated RNs is R R , the transmitting powers are respectively 31 dBm (RNs) and 43 dBm (eNBs). We assume a uniform distribution of UEs. Fig. 2 . CDF of the SINR for a UE connected to a eNB for R R = 0.7Rc. Figures 2 and 3 show that the CDF calculated by using the fluid model for relay-based networks are very close to the ones obtained by simulations. Figure 4 shows the variation of the average UE SINR connected to a relay with respect to the distance to this relay. It can be observed that the SINR established by simulations are the same than the ones calculated by the fluid model. The SINR is a decreasing function of R R /R c because useful received power decreases, and interference increases, with the distance to the serving station.
VI. OPTIMAL CONFIGURATIONS
In this section, we look for the optimal relay configurations in terms of cell capacity: max C cell , where C cell is given by (4) and the optimization is done w.r.t the following variables:
• the number of relays: n = 0, 1, ..., 6;
• the eNB-relay distance: R R ∈ [0; R c ];
• the offset angle: ϕ ∈ [0; π/2];
• the relay transmit power: P R ∈ [18; 31] dBm. Respective steps are ∆n = 1, ∆R R = 0.1R c , ∆ϕ = π/20, ∆P R = 1 dBm.
A state is a combination of these variables. As the number of possible configurations is very large, we have to rely on an optimization technique. For example, in this paper, we use Simulated Annealing for its simplicity and because it statistically guarantees to find an optimal solution. Indeed, SA is a well-known stochastic technique for solving large (but finite) combinatorial optimization problems. It amounts back to the fifties [11] but was rediscovered in the eighties [12] , [13] , with successful applications to network optimization [14] , [15] .
Its principle is the following: let Ω be a finite configuration space and consider a cost (energy) function U (x) : Ω → IR. A minimizer of U (.) can be found as follows:
• Start from any configuration x 0 ∈ Ω at step 0.
• Iteratively repeat the following process: Let x m be the current configuration at step m. Then draw a candidate configuration ξ ∈ Ω at random and compute the associated energy variation ∆U = U (ξ) − U (x m ). If ∆U ≤ 0 then assign x m+1 = ξ. Else, assign x m+1 = ξ with probability p = exp − ∆U T m and x m+1 = x m with probability 1 − p .
Here T m is an external positive temperature parameter such that lim m→+∞ T m = 0 + . Temperature is initialized at T 0 = 35 and is updated at step m ≥ 1 as: T m = αT m−1 , where α = 0.995 is a constant. According to the considered performance parameter, energy of a candidate is the opposite of the cell capacity: U = −C cell . The number of iterations is 2000 in our experiments. Thanks to the simplified formulas furnished by the fluid model, finding an optimal solution for a set of parameters is relatively quick (around 100 s on a average laptop).
VII. PERFORMANCE RESULTS
In this section, we provide some performance results assuming the following set of parameters [16] : η = 4.28,η R = 3.75, K = 1.86, K R = 1.9e + 3, R = 1 Km, N th = −104 dBm, W = 10 MHz and P = 43 dBm. Each UE selects its serving node according to the best server policy.
A. Optimal locations of relays
For resp. n = {1, 2, 3, 4, 5, 6} relays and best server selection criterion, optimal solutions are given by ϕ = { Fig. 5 shows some examples of optimal configurations with 2 to 6 relays in this case. Two kind of optimal configurations can be observed according to the distances between relays and eNB: configurations where R R = R c and configurations where R R = 0.7R c . The first one corresponds to a location of relays at eNB cell edges. They appear for low numbers of relays, n=1,2,3. The second one corresponds to a location of relays at eNB cell centers. They appear for relatively high number of relays, n=4,5,6. It is interesting to observe that none of these configurations uses the maximal available relay transmit power (set to 31 dBm, in our analysis). Except for the case n=1 for which the transmit power has a relatively high level (29 dBm), all the optimal configurations need low relay transmit power, comprised between 18 and 25 dBm. It means that it relay don't need to transmit with a high power to maximize performances. n = 3 n = 2 n = 4 n = 6 Fig. 6 shows the effect of densification on the SINR CDF when best server selection is assumed. The SINR CDF allows to characterizes the performances distribution and the outage probability, too. As the number of interfering stations increases with the number of RN and as we supposed that relays and eNB transmit simultaneously, UE experience a lower signal quality. The presence of relays in the system has a significant impact on the CDF. For example, it can be observed a loss of about 3 dB, for an outage of 10% when there are relays. It is very likely that locally, some UE see their SINR improved with relays, however, we observe a global degradation of the SINR. Note that worst UE do not see their signal quality decrease (in the low SINR values, CDF almost coincide). However, when the number of relays increases, the difference between CDFs with and without relays does not increase. The signal quality degradation is however compensated by the increase cell capacity. Fig. 7 shows how the spectral efficiency per cell is increasing with the number of relays. This is indeed due to the fact that, within a cell, several UE are simultaneously served (by eNB and RN). With our assumption on the frame structure, relay deployment (with τ = 0) is equivalent to a network densification, which is known to increase the network capacity (see [3] ).
B. Optimal Performances
We now consider the loss due to the transmission on the BL, while taking into account parameter τ (constant). Fig. 8 gives the threshold value τ * (n) below which it is interesting to deploy relays. As an illustrative example, with the best server selection, it is worth deploying four relays provided that the BL does not consume more than 80% of the radio resources.
If now τ = τ B (n) is an increasing function of the number of relays, increasing n leads to capacity increase through network densification, it however also increases the amount of resources dedicated to the backhaul link. We assume that the BL benefits from a very good quality and let C B = 4.4 bits/s/Hz 3 and we use SA. The optimal solution for best server selection is n = 6, ϕ = π 10 , P R = 18 dBm, and R R = 0.7R c ; with these results, we can compute τ B (n) = 0.70. We conclude that the gain brought by densification compensates more than the loss due to BL resources and that it is always advantageous to increase the number of relays.
C. Impact of propagation
It appears interesting to analyze the impact of the propagation on their optimal location. In this aim, we set P R = 20 dBm P B =46dBm K = 1.86 and we vary K R . Different parameters may induce a variation of this last parameter such as the environment, the antenna, the high of antenna. We analyze the case of 6 relays.
Denoting ω R = KR K , fig. 9 and 10 show the variations of the optimal location of relays according to the variations of ω R . We observe three zones. For high values of ω R , which correpond to the case K R >> K, optimal locations of relays are far from eNBs. These locations answer to a need of limitation of interferences between eNB and relays. For K R ≈ K, powers received from relays are relatively low and consequently R R optimal may be close to the eNB, without generating important level of interferences. For low values of ω R , which correponds to the case K R << K, the impact of thermal noise N th becomes very sensitive : this impact is mostly far from eNB. Consequently, relays have to be far from eNB to compensate this impact. Optimal locations of relays are thus far from eNBs. These locations correspond to a coverage need since relays allow to improve the coverage of eNB. 
VIII. CONCLUSION
In this paper, we have studied the problem of optimal RN placement in a cellular network, while taking into account the whole interference created by the network. Contrary to many papers, we have optimized the cell capacity by allowing relays and eNodes-B to transmit simultaneously. We have found the optimal RN locations and transmit powers using Simulated Annealing. The simple formulas provided by the fluid model allow a quick finding of the optimal solutions. We have shown that our approach tends to degrade the overall signal quality. Some radio resources should also be dedicated to the backhaul link between eNode-B and relays. However, the gain achieved by network densification largely outperforms the observed losses. Our further work includes the study of shadowing impact in this context. Other selection criteria are also foreseen. We at last intend to study inhomogeneous relay deployments across adjacent cells.
