In this short paper, I shall address recent developments in the study of convergence to equilibrium for the Boltzmann equation, linked with the study of Boltzmann's H Theorem and entropy production. The presentation closely follows my lecture at the ICMP 2003 Conference in Lisbon. For pedagogy, I will use an informal style, at the cost of losing rigor and precision; but details and rigorous discussion can be found in the research papers quoted within the text.
A "simple" motivating problem
In an empty box (modelled as a smooth open connected subset Ω of R 3 ) throw N 10
20
"independent" small particles (say billiard balls of radius r 1/ √ N ), according to some nice probability density f 0 (x, v) dx dv in phase space. Here "phase space" means the coordinate space of positions and velocities. Of course it is impossible to have really independent particles, since they have to exclude each other, but let us forget about this issue. The density of particles, or empirical measure, is given by the formula
If N is very large, and the particles are (close to) being independent, some versions of the law of large number imply that at time 0, µ 0 f 0 (x, v) dv dx, in a sense which will not be made precise here. Now, at positive times the system evolves according to Newton's equations, with interaction between the particles, so the balls acquire new positions and velocities. Can one predict a good approximation of the density of particles at large times??
Here would be a physicist's guess. Let (f t ) t≥0 be the solution of Boltzmann's equation starting from the initial datum f 0 . One expects (i) µ t f t (with very high probability), for given t, if N is large enough; (ii) f t gaussian when t is large enough; BUT statement (i) cannot hold true when the time t is very, very large -because of Poincaré's recurrence theorem, for instance. In fact, the Boltzmann approximation loses its validity under very, very long periods of time.
Here "large enough", "very high", "very very large" should be quantified in terms of f 0 , interaction, shape of the box, number N of particles. Our seemingly simple problem actually appears to be tremendously complicated! To this date, neither statement (i) nor statement (ii) has received mathematical justification in a quantitative way. Statement (i) is related to Lanford's 1973 famous theorem (a good account of this theorem can be found in Cercignani, Illner and Pulvirenti 3 ). This talk is all about statement (ii). So the central question which will occupy this paper is the following: Can one establish quantitative rates of convergence to equilibrium for solutions of the Boltzmann equation?
Before entering into the bulk of the subject, I should stress that the presentation which follows is quite informal and tries to conceal the extreme technicality of the subject. More precise information can be obtained in recent papers by the author, some of them in collaboration with Desvillettes 5, 16, 6 (all of them available from http://www.umpa.ens-lyon.fr/ cvillani). These references themselves contain pointers to various parts of the mathematical literature.
The Boltzmann equation
The Boltzmann equation models the evolution of a dilute "chaotic" gas made of many particles interacting by binary, elastic, localized, instantaneous collisions. A lot of references and information about the mathematical theory of the Boltzmann equation can be obtained in the author's long survey paper 15 . The unknown in Boltzmann's equation is the time-dependent distribution function of the gas, in phase space: f t (x, v), where t = time; x =position ∈ Ω ⊂ R n (say n = 3); v =velocity. The quantity f t (x, v) can be thought of as the density of the gas around position x and velocity v, at time t. The Boltzmann equation itself reads
The collision operator Q may seem ugly to the non-familiar reader:
Here we used the notation
The reader can think of (v , v * ) as the velocities of two particles before they collided; after the collision, their velocities have become (v, v * ). Moreover, B is the Boltzmann collision kernel, e.g. B = |v − v * | (hard sphere kernel in dimension 3). The Boltzmann equation is not complete without boundary conditions (for x ∈ ∂Ω). Here are some simple examples of boundary conditions:
bounce-back specular reflection periodic
From kinetic to hydrodynamic description
Most equations in fluid mechanics are written in terms of hydrodynamic models rather than kinetic models. From a kinetic description one can always define a hydrodynamic description, with the following recipes:
Besides their importance in physics, these fields will play a key role in the sequel.
Mathematical status of the Boltzmann equation
The mathematical theory of the Boltzmann equation is still far from completion, and so far only scattered pieces of theory exist. Below are listed some of the most significant pieces; many details and references can be found in the author's discussion 15 of the Cauchy problem for the Boltzmann equation.
• Existence of weak ("renormalized") solutions in great generality (for short-range interactions this is a celebrated theorem by DiPerna & Lions (1989) Why is it so difficult to deal with the full Boltzmann equation? Here below are listed some of the main reasons:
• the collision operator Q is quadratic;
• Q is complicated, and fine analysis with it is quite a challenge; • Q acts only on the velocity-dependence, not on the position, which introduces a fundamental degeneracy; • v · ∇ x and Q get along awfully: virtually any trick which works well for one, is a disaster for the other.
To give an idea of the present state of attempts towards a theory of smooth solutions in the large, here below is an example of conditional regularity result, worked out by the author: Under reasonable assumptions on B (say "hard potentials without cut-off", for instance) and periodic boundary conditions, IF one has the following a priori estimates:
(i) the density and energy fields bounded from above; (ii) the density is bounded below (no vacuum!): ρ ≥ δ > 0; (iii) the pressure tensor is bounded below, in the sense of matrices: P ≥ λI n (λ > 0) THEN one can construct very nice solutions:
(1) all Sobolev norms (with derivatives in both x and v) of f are bounded; (2) all v-moments ( f |v| k dv dx) are bounded.
NB: Condition (iii) above is rather natural, in the sense that f integrable =⇒ P > 0 ρ-a.e.
Boltzmann's H Theorem:
Let us define the H functional as the opposite of Boltzmann's entropy:
entropy production
Statement (ii) can be reformulated in terms of solutions of the Boltzmann equation:
(ii') The entropy production vanishes at time t iff f t is a local Maxwellian = "hydrodynamical state":
To the H Theorem one can add the following complement: Main example: Assume n = 2 or 3, specular reflection, Ω connected and not axisymmetric, |Ω| = 1, total mass 1, total energy n/2. Then the only hydrodynamical solution of the Boltzmann equation is the global Maxwellian
Convergence to equilibrium
Let f be a nice solution of B.E., with nice bounds, uniform in time. It is an easy task to prove convergence to a stationary state (for this you just have to combine the H Theorem with a bit of functional analysis). What is much, much more tricky is to find constructive bounds on the speed of convergence.
Wrong strategy: Start by linearizing close to equilibrium and perform a spectral study. Indeed,
-the "natural" estimates of Sobolev and moment bounds are not strong enough to allow the "natural" linearization of the Boltzmann equation in L 2 (M −1 ); -How long do we have to wait until the solution is sufficiently close to equilibrium, that it makes sense to linearize? This problem is not of technical nature but intrinsic to linearization. In fact linearization can only be understood as a complement to other "fully nonlinear" techniques.
Short history
The problem of speed of convergence was pioneered by Kac 11 (1954) , who tried to treat it in the spatially homogeneous case as the limit of a many-particle problem. 16 on the author, which will be discussed later on in this paper.
The result to be presented in the sequel is about explicit rates of convergence in the spatially inhomogeneous case, for smooth solutions; most of it was worked out by the author in collaboration with Desvillettes.
Main difficulties
In dealing with the problem of convergence to equilibrium one encounters difficulties which are reminiscent of the already mentioned difficulties for the Cauchy problem:
-The complexity of Q, again; -The fact that the entropy production vanishes for hydrodynamical states, which can be seen as a reflection of the degeneracy of the collision operator. In particular, −→ local Maxwellians may be a nuisance here! This is very different from the problem of hydrodynamical limit,
In that limit, on the contrary, one hopes (and in some cases proves) that the solution stays very close to be a local Maxwellian at each time.
-One has to understand, and translate into equations, the crucial role of the transport operator v · ∇ x and the boundary conditions, which help selecting the equilibrium but do not produce any entropy! Remark: There are some common points between the way the problem was just formulated, and the hypoelliptic regularity problematic. The analogy can actually be pushed rather far.
Main result (Desvillettes & Villani, 2002):
Here is our main result, formulated in a rather informal way; a precise statement can be found in the original research paper 6 .
Let f be a solution of the Boltzmann equation such that (i) all Sobolev norms and moments of f are bounded, uniformly in t;
, with explicit constants.
Remarks:
-It was shown recently by Mouhot 13 that (i) ⇒ (ii) under realistic assumptions, at least for periodic boundary conditions; -In the spatially homogeneous case, say for "hard potentials with cut-off", a complete regularity theory can be worked out, and then such a theorem applies to prove convergence to equilibrium like O(t −∞ ), see Mouhot and Villani 14 ; but even if we take the regularity bounds for granted, going from spatially homogeneous to spatially inhomogeneous is still a monster headache; -The theorem as it stands applies almost verbatim to Guo's solutions, but does not need f to be close to equilibrium, and does not rely on linearization.
-The usual strategy to attack the problem of convergence to equilibrium is to try to show that f looks like a hydrodynamic state in large time, then identify this state. Our proof goes somehow the opposite way, as we shall see.
Strategy of proof
The functional used to measure the distance to equilibrium is the Kullback information of f with respect to M : H(f |M ) = H(f ) − H(M ). This simplified form is due to the conservation of energy, actually the more general definition of the Kullback information is
which is nonnegative as soon as f = g.
Then our proof goes as follows:
(1) Use a "sharp" quantitative H Theorem; (2) Establish a quantitative version of "instability of the hydrodynamic behavior"; (3) Couple both features by -"additivity of the entropy" (total entropy = hydrodynamic entropy + kinetic entropy), -interpolation and geometrical inequalities; (4) Get a system of differential inequalities involving closeness to global and to local Maxwellians.
Let us examine these various points in more detail one after another.
Quantitative H theorem
Let f = f (v) be a distribution in velocity space. Let ρ, u, T be the associated density, mean velocity, temperature. This defines a Maxwellian distribution M
Our goal is to establish an inequality roughly looking like
Here D is the functional of entropy production, whose explicit form is
Presently, a good notion of "distance" is given by the Kullback information
Strictly speaking, this is not a distance (although often called Kullback-Leibler distance), but it behaves in some respects like the square of a distance.
Cercignani's conjecture (around 1980): Under suitable positivity assumptions on the collision kernel B, holds the functional inequality
where K depends on ρ and T -maybe on other a priori estimates on f as well.
To study this conjecture, it is sufficient to assume ρ = 1, u = 0, T = 1. In any case, it is false most of the time (Bobylev, Wennberg, Cercignani). The first positive results approaching it were established by Carlen & Carvalho (1992) , with subsequent considerable improvement in Toscani & Villani (1999).
A recent result by the author 16 establishes a sharp variant of Cercignani's conjecture which can be used in the spatially inhomogeneous problem under smoothness/moments/lower bounds a priori estimates. The paper can be consulted as well for a review of the above-mentioned previous results by Bobylev, Cercignani, Carlen, Carvalho, Toscani, Wennberg and the author.
(
ii) For any reasonable B (ex: |v − v * |), if f lies in all Sobolev spaces, has all moments finite, and satisfies a lower bound
Here are some very sketchy elements about the proof of this theorem.
To go from (i) to (ii), the key is to establish the tricky non-concentration estimate
where δ and ε are arbitrarily small, and the constants depend on Sobolev norms of f as well as a (stretched exponential) lower bound. The fact that the exponent of δ in the r.h.s. is close to n is not so important, but it is important that the exponent does not approach 0 as ε → 0, and that the exponent of H(f |M ) be arbitrarily close to 1. This is what ensures that in the end the loss of exponent in the final inequality is arbitrarily small.
Next, here is a vague sketch of proof for (i). The argument involves the relative Fisher information, well-known in information theory and statistics:
and the Ornstein-Uhlenbeck regularization semigroup (let's call it (S t ) t≥0 ) generated by the
The key identity, partially algebraic, is a commutator identity: let E(F, G) :
At the end of a quite intricate chain of inequalities, one can derive the following representation formula for a lower bound on D:
where 
To conclude, one uses the inequality
(a particular case of the Blachman-Stam inequality from information theory). The final result is
The complete proof is quite tricky and relies on the precise form of the collision operator; but once it is done, we can forget almost everything about the precise form of the Boltzmann collision operator, and only recall that
In the spatially homogeneous case, this would be the end of the game:
ε ) and we are done. But in the spatially inhomogeneous case, ρ, u, T depend on x, so the entropy production does not control H(f |M )!!! In fact, if f happens to be hydrodynamical at some time, then the instantaneous entropy production is zero... this shows that we cannot aim at anything in Gronwall style.
Instability of hydrodynamic behavior
Here is the main idea which we worked out with Desvillettes: If f approaches a local Maxwellian, not global, then f will depart "transversally" from the space M of all local Maxwellian distributions.
This vague statement will be quantified only on the average, and holds true only for generic local Maxwellian. In fact: -∇T = 0, or dev(u) = 0 =⇒ departure from M; -symmetrized gradients of u =⇒ departure from the subspace of M with uniform temperature; -gradients of ρ =⇒ departure from the subspace of M with uniform temperature and zero velocity field.
In the above, we introduced the deviatoric part of the velocity field u, denoted by dev(u).
It is defined as (∇u + (∇u) T ) 2 − div(u) n I n , i.e. the traceless part of the symmetric Reynolds tensor. It is well-known in hydrodynamics and plays an important role here too.
Here is a schematic picture of the dynamics summarizing the above statements. The flow is supposed to represent in a fuzzy way the Boltzmann flow; the surface drawn here stands for the infinite-dimensional manifold of locally Maxwellian distributions; this manifold is unstable in some sense, except along a certain sub-manifold (no gradients of temperature, no deviatoric part); this sub-manifold itself is unstable, except for a sub-sub-manifold (not represented here; no gradients of temperature, no gradients of velocity); this sub-sub-manifold is in turn unstable, except for the global equilibrium M .
The question is how to turn this picture into quantitative bounds. We used the following recipe (adapted from Desvillettes & Villani 4 ): compute a lower bound for
Let us answer some of the most immediate questions about that strategy:
• Why the second derivative ? 1) to estimate the speed of departure from M; since it is likely to vanish at second order in time if it ever vanishes, a lower bound on the second derivative will prevent it to vanish too much;
2) by applying the equation twice, we shall have the transport operator v · ∇ x enter the equations twice, and this will have the same effect as a ∆ x ; this is the way we recover "ellipticity".
(Cf. the Chapman-Enskog procedure to go from the Boltzmann equation to the compressible Navier-Stokes system: the appearance of the viscosity in that process can be traced back to the repeated appearance of the transport operator)
• Why a square norm ? 1) for smoothness: the square norm is easier to handle, than, say, the norm itself; 2) because H(f |g) anyway behaves somewhat like a square norm. In fact it is well-known
2 .
• Why not look at
Because it is very difficult, if not impossible, to control a Kullback information from above by something (almost) quadratic without using stronger estimates, like
Now that the goal is more clear, we can implement the strategy: after monster computations, we find
where C ε (f ) depends on smoothness/moments of f at high enough order (interpolation...), and a lower bound. Now there is no gradient of ρ in the r.h.s. ! This reflects the existence of quasi-equilibria (the sub-manifold referred to above), for which the entropy production vanishes at high order in time (typically, order 4 instead of 2), but ρ is not uniform.
To remedy this, we establish two "similar" inequalities with
We don't write down these inequalities explicitly here, the reader will find them all in Desvillettes & Villani 6 .
Putting both features together
It remains to "glue" together our quantitative H Theorem on one hand, and the instability of hydrodynamical regime on the other. This is not trivial, because these results are expressed in terms of different functionals.
1) First tool: Additivity of the entropy
We use formulas of the style
There are two other "similar"
2) Second tool: "Geometrical" inequalities
We use two types of inequalities: Poincaré inequality:
Korn inequality: 
At the end of the day, we obtain a system of 4 "nonlinear" differential inequalities (first and second-order in t) coupled by identities and inequalities. To deal with this system, we need a replacement for Gronwall's lemma. What will play this role is the following lemma:
for some ε < 0.1. Then, -either t 2 − t 1 is small:
; -or h is large on the average:
It is not completely the end: to apply this lemma, we need the differential inequalities to be valid on "not too short" time intervals, and therefore first rule out rapid oscillations of hydrodynamic quantities.
Damping of hydrodynamic oscillations
This damping is the last step in our proof, and enables us to rule out the possibility of rapid oscillations in the hydrodynamical quantities in long time. Because M is stationary and f is smooth, one can establish inequalities of the style
(we obtain three such new differential inequalities).
Conclusion of the proof
After putting together all the pieces of the puzzle, we prove: for ε < 0.01, the whole system of differential inequalities implies
This concludes the proof of the theorem. Let us now make a few remarks.
Remark 1: Quasi-equilibria
If ρ, u, T are such that
then the entropy production around the local Maxwellian M ρ u T vanishes up to order (almost) 4 in t. Do there exist nontrivial u's? This question amounts to ask whether the conformal group C(Ω) is nontrivial. The answer to this question is not immediate, and depends on the dimension and the geometry of the domain:
-n= 2, Ω simply connected: C(Ω) is always 3-dimensional (!) -n= 3: C(Ω) is nontrivial iff Ω = conformal image of an axisymmetric domain (this lemma was explained to us by Ghys; it is related (but does not rely on) some famous results in the differential geometry, like the Liouville and Obata-Ferrand theorems.
Remark: Grad "proves": for Ω non-axisymmetric,
This is obviously false in view of the above, but can probably be saved under more conditions on the domain. A good estimate of this kind would lead to better estimates in dimension 3 than in dimension 2... [This criticism does not aim at diminishing the merit of Grad, whose intuition in the problem of convergence to equilibrium is actually very impressive.]
17. Remark 2: Role of the geometry of Ω How does the shape of the domain affect the speed of convergence to equilibrium? This of course is a very natural and physically relevant question. In our proof, the shape of Ω only affects the values of Poincaré and Korn constants! It is therefore of great interest to have explicit estimates on these constants.
For specular boundary conditions (u · n = 0), the positivity of the Korn constant K(Ω),
quantifies departure of Ω from axisymmetry. If Ω is convex, K(Ω) is bounded below in terms of G(Ω) = Grad's number (here for n = 3):
Estimating this number turns out to be related to a Monge-Kantorovich minimization problem! (Desvillettes & Villani 5 )
where L= Lebesgue measure; "sym; σ" means "symmetrized around axis (g, σ)"; W 2 is the 2-Wasserstein distance,
18. Remark 3: Are there oscillations in the kinetic entropy??
The proof suggests that H(f |M f ρ u T ), which measures how close f is from being hydrodynamic, may show strong time-oscillations.
On some integrable baby models (gaussian diffusion semigroups...), this is true. But does this tendency persist for the Boltzmann equation?? I do think that this may be the case, and to back this theory I invite the reader to take a look at the following numerical simulations performed by Filbet on a simplified geometry (periodic boundary conditions, 1-dimensional in position, 2-dimensional in velocity) with an accurate spectral code 7 (the length L is the size of the periodic box, the Knudsen number is of order 0.25): In these experiments, the initial datum was chosen to be in local equilibrium. Since this is a logarithmic plot, the convergence seems to be in fact exponential, as could be expected, and it is faster for a small box. What is much more surprising is the fact that, in the first picture, the dynamics behaves almost in a spatially homogeneous way after some time, contrary to the possibly natural guess that the hydrodynamical regime would be attained first. In the second picture, the oscillations in the entropy production are quite well-marked, and definitely suggest that the solution oscillates between states where it is quite close to hydrodynamic, and states where it is not at all.
This kind of behavior in any way is a clear indication that things in the spatially inhomogeneous context can be much, much more subtle than in the spatially homogeneous one. No such weird behavior is ever observed in numerical simulations of the spatially homogeneous Boltzmann equation.
