. Let Z be the integers and N the nonnegative integers. and let G = (N k , Θ) be a "max-downward" digraph. We study sets of functions
I
Basic references are Friedman [Fri97] and Williamson [Wil17] . We extend a result derived in [Wil17] in order to make a connection between regressive regularity type ZFC independence and the subset sum problem. In particular, we extend de nition 4.6 and theorem 4.8 of [Wil17] to de nition 4.7 (D capped by E k ⊂ D) and theorem 4.8 (regressive regularity of h ρ D , capped version). The latter results are extended to de nition 4.10 (ρ D log bounded over E) and theorem 4.11 (regressive regularity of h ρ D , log bounded version). Both theorem 4.8 theorem 4.11 are independent of ZFC (assuming consistency).
In de nition 4.13 we de ne an uncountably in nite family, S ρ F,G (k, t, E, p, D), of nite subsets of integers, We call these nite subsets of integers sets of displacements. Each set of displacements is of the form
(notation to be explained below). These sets of displacements are constructed to closely re ect the structure of theorem 4.11. Putting o exact de nitions for the moment, the parameters of S E ⊂ N ranges over all nite subsets, |E| = p ≥ 2, D ⊂ N k ranges over all D "capped by" E k .
Our main result, theorem 4.15, states that "For xed F , G, k, consider sets of instances {δ E h Here p = |Ê| is a measure of the size of the instance.
Our only proof of theorem 4.15 is by using the ZFC independent theorem 4.11. If "subset sum solvable in polynomial time" could be proved in ZFC then a ZFC proof of theorem 4.15 would follow (no need for theorem 4.11). We conjecture that theorem 4.15 is itself independent of ZFC. If so, "subset sum solvable in polynomial time" would be independent of ZFC.
E
Let N be the set of nonnegative integers and k ≥ 2. For z = (n 1 , . . . , n k ) ∈ N k , max{n i | i = 1, . . . , k} will be denoted by max(z). De ne min(z) similarly.
De nition 2.1 (Downward directed graph). Let G = (N k , Θ) (vertex set N k , edge set Θ) be a directed graph. If every (x, ) of Θ satis es max(x) > max( ) then we call G a downward directed lattice graph. For z ∈ N k , let G z = {x : (z, x) ∈ Θ} denote the vertices of G adjacent to z.
All lattice graphs that we consider will be downward directed.
De nition 2.3 (Cubes and Cartesian powers in N k ). The set
De nition 2.4 (Equivalent ordered k-tuples). Two k-tuples in N k , x = (n 1 , . . . , n k ) and = (m 1 , . . . , m k ), are order equivalent tuples
Note that ot is an equivalence relation on N k . The standard SDR (system of distinct representatives) for the ot equivalence relation is gotten by replacing
The number of equivalence classes is
is the number of surjections from a k set to a j set. We use "x ot " and "x, of order type ot" to mean x and belong to the same order type equivalence class.
B
De nition 3.1 (regressive value). Let X ⊆ N k and f : X → Y ⊆ N . An integer n is a regressive value of f on X if there exist x such that f (x) = n < min(x) .
De nition 3.2 ( eld of a function and re exive functions). For A ⊆ N k de ne eld(A) to be the set of all coordinates of elements of
De nition 3.3 (the set of functions T (k) ). T (k) denotes all re exive functions with nite domain: |domain(f )| < ∞.
De nition 3.4 (full and jump free). Let Q ⊂ T (k).
(1) full: Q is a full family of functions on N k if for every nite subset D ⊂ N k there is at least one function f in Q whose domain is D.
(2) jump free:
Suppose that for all f A and f B in Q, where f A has domain A and f B has domain B, the conditions x ∈ A ∩ B, A x ⊆ B x , and
. Then Q will be called a jump free family of functions on N k .
De nition 3.5 (Regressively regular over E).
We say f is regressively regular over E, E k ⊂ D, if for each order type equivalence class ot of k-tuples of E k either (1) or (2) occurs:
(1) constant less than min E: For all x, ∈ E k of order type ot, f (x) = f ( ) < min(E) (2) greater than min: For all x ∈ E k of order type ot f (x) ≥ min(x).
Theorem 3.6 (Jump free theorem ([Fri97] , [Fri98] )). Let p, k ≥ 2 and S ⊆ T (k) be a full and jump free family. Then some f ∈ S has at most k k regressive values on some E k ⊆ domain(f ), |E| = p. In fact, some f ∈ S is regressively regular over some E of cardinality p.
1. Basic jump free condition 3.4
We use ZFC for the axioms of set theory, Zermelo-Frankel plus the axiom of choice (see Wikipedia). The jump free theorem can be proved in ZFC + (∀n)(∃ n-subtle cardinal) but not in (∃ n-subtle cardinal) for any xed n (assuming this theory is consistent). A proof is in Section 2 of [Fri97] , "Applications of Large Cardinals to Graph Theory, " October 23, 1997, No. 11 of Downloadable Manuscripts.
L

De nition 4.1 (Partial selection).
A function F with domain a subset of X and range a subset of Y will be called a partial function from X to Y (denoted by F : X → Y ). If z ∈ X but z is not in the domain of F , we say F is not de ned
Then some f ∈ S has at most k k regressive values over some E k ⊆ domain(f ), |E| = p. In fact, some f ∈ S is regressively regular over some E of cardinality p.
S is obviously full and re exive. We show S is jump free. We show for allŝ A andŝ B in S, the conditions 
E={7,11} and E x E= {(7,7), (7,11), (11,7), 11,11)} D is all points shown: , 7) , 3)] = 3. Intuitively, we think of these as (ordered) committees reporting values to the boss, x = (7, 11). The rst committee, C1, consists of subordinates, (3, 5), (6, 8), (8, 7) reporting respectively 2, 4, 7. The committee decides to report 4 (indicated by C1 4 in gure 2). The recursive construction starts with terminal vertices reporting their minimal coordinates. But, the value reported by each committee is not, in general, the actual minimum of the reports of the individual members. Nevertheless, the boss, x = (7, 11), always takes the minimum of the values reported by the committees. In this case the values reported by the committees are 4, 7, 3 the boss takes 3 (i.e.,ŝ D (x) = 3 for the boss, x = (7, 11)). Note that a function like F ((7, 11), ((6, 8), 4), ((8, 7) , 7) where r = 2, can be padded to the case r = 3 (e.g., F ((7, 11), ((6, 8), 4), ((8, 7), 7), ((8, 7), 7) )).
Observe in gure 2 that the values in parentheses, (2), (3), (4), (5), (6), (8), (8), (9), don't gure into the recursive construction ofŝ D . They immediately pass their minimum values on to the computation: 2, 1, 1, 5, 4, 4, 7, 3. This leads to the following generalization of de nition 4.2.
De nition 4.4 (h
Note that ρ D need not be re exive on D.
Let E be of cardinality p ≥ 2. Thenŝ D regressively regular over E i h 
This observation is the same whether computing
In fact, some f ∈ S is regressively regular over some E of cardinality p.
Proof. Follows from theorem 4.3 and lemma 4.5.
It has been shown by Friedman, Theorem 4.4 through Theorem 4.15 [Fri97] , that a special case of theorem 4.6 (ρ D = min) requires the same large cardinals to prove as the jump free theorem. Hence, theorem 4.6 provides a family of ZFC independent theorems parameterized by the ρ D .
De nition 4.7 (D capped by
we say that D is capped by E k ⊆ D with the cap de ned to be setmax(E k ).
The following theorem is equivalent to theorem 4.6. See [Wil17] for discussion and examples.
Theorem 4.8 (Regressively regular
Proof. Follows from theorem 4.6 by using the downward condition on
De nition 4.9 (E displacement function δ E ). For n ∈ N , de ne γ E (n) to be the closest integer of E = {e 0 , e 1 , . . . , e p−1 } to n, ties going to the larger element of E. De ne δ E (n) = n − γ E (n) to be the E displacement function.
De nition 4.10 (t-log bounded).
We write ρ t to indicate that ρ is t-log bounded.
It is always possible to choose ρ D ∈ LOG(k, E, p, D, t). For example, for any ì e j we can choose ρ D (ì e j )−e p−1 > 0. In this case, ρ D (ì e j )−e p−1 = δ E ρ D (ì e j ). Recalling that ρ D (ì e j ) ≥ e j can be arbitrarily large, we can then choose the cardinality |{j : δ E ρ D (ì e j ) ≥ e 0 k k }| large enough to make ρ D ∈ LOG(k, E, p, D, t).
Proof. Follows from theorem 4.8 which states that some f ∈ S has at most k k regressive values on some E k ⊆ domain(f ) = D, |E| = p. In fact, some f ∈ S is regressively regular over some such E, E k ⊆ D = domain(f ), D capped by E k . From the de nition of ρ t , for each such capped pair D and E k , ρ D has already been de ned so that ρ D ∈ LOG(k, E, p, D, t).
Theorem 4.11 is independent of ZFC as is theorem 4.8.
De nition 4.12 (Subsets of E). De ne subsets
. . , ì e p−1 } where ì e s = (e s , . . . , e s ).
De nition 4.13 (Sets of displacement). De ne S ρ F,G (k, t, E, p, D), the family of sets of displacements, by
We summarize some of the terminology. 
Theorem 4.15 (Subset sum). Let S ρ F,G (k, t, E, p, D) be the family of sets of displacements. Consider the t, E, p, D) as instances to the subset sum problem (target 0, size measured by p). For xed F , G, k, ρ consider sets of instances
For each p there existsÊ andD such that the subset sum problem for
Proof. We use δ rather than δ E to simplify the notation. From the de nition of S ρ F,G (k, t, E, p, D) the parameter ρ = ρ t is t-log bounded for some t ≥ 1. From theorem 4.11, for any p, we can chooseD capped byÊ k such that h ρ t D is regressively regular overÊ. For notational simplicity we setÊ = {e 0 , . . . , e p−1 }. By regressive regularity, the set δh Note either diag(Ê k ) = {ì e 0 , ì e 1 , . . . , ì e p−1 } ⊆Ê L or h
This follows from lemma 4.5, noting that for x ∈ diag(Ê k ), max(x) = min(x). In the case diag(Ê k ) ⊆Ê L , δh (ì e j ) < e 0 k k , j = 0, . . . , p − 1, }| ≤ t log 2 (p).
Thus, from equation 4.16, we can check all solutions in 2 k k 2 t log 2 (p) = O(p t ) time.
We have proved theorem 4.15 from theorem 4.11 which is independent of ZFC. We know of no other proof. We note that if a ZFC proof could be found that the subset sum problem is solvable in polynomial time then that result would prove theorem 4.15. There would be no need for a ZFC independent proof (e.g., theorem 4.11). In addition, if theorem 4.15 is itself independent of ZFC then the polynomial time solvability of subset sum is independent of ZFC. The intentional close relationship between theorem 4.11 and theorem 4.15 leaves the possibility open that the latter is in fact independent of ZFC.
