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1Ein planbasierter Ansatz zur Synthese
illustrierter Dokumente
Elisabeth André, Thomas Rist




Obwohl die Erzeugung illustrierter Dokumente in der KI-Forschung zunehmendes
Interesse findet, werden in den meisten Systemen Text und Graphik weitgehend
unabhängig voneinander aufgebaut und stehen daher beziehungslos nebeneinander. In
dieser Arbeit* wird von der Überlegung ausgegangen, daß nicht nur die Erzeugung von
Texten, sondern auch die Synthese illustrierter Dokumente als kommunikative Handlung
zur Erreichung von Zielen aufgefaßt werden kann. Für die Realisierung eines Systems,
das selbstständig illustrierte Dokumente erstellt, bietet sich daher ein planbasierter Ansatz
an. Es wird zunächst gezeigt, daß die in der Textlinguistik gebräuchliche Unterscheidung
zwischen Haupt- und Nebenhandlungen auch für Text-Bild-Kombinationen geeignet ist.
Von dieser Unterscheidung ausgehend werden Strategien formuliert, die sich sowohl auf
die Erzeugung von Text als auch auf den Aufbau von Bildern beziehen. Die gemeinsame
Planung von Text und Bild wird als grundlegende Voraussetzung angesehen, die beiden
Modi in einem Dokument aufeinander abzustimmen.
1 Einleitung
Intelligente Benutzerschnittstellen als Komponenten von Hilfesystemen, Expertensystemen oder
intelligenten Betriebswarten der nächsten Generation müssen in der Lage sein, vorliegendes Wissen
auf flexible Weise in unterschiedlichen Präsentationssituationen jeweils angemessen darzubieten (vgl.
[39]). Dazu gehört vor allem auch die Fähigkeit, Verbalisierungs- und Visualisierungsergebnisse in
einer multimodalen Ausgabe zu integrieren. Ohne Zweifel läßt sich in vielen Fällen Information
gegenüber rein textuellen Darbietungen präziser und wirkungsvoller durch integrierte Text-Bild-
*
   Die vorliegende Arbeit entstand im Rahmen des vom BMFT unter dem Förderkennzeichen
ITW8901 8 geförderten Projekts WIP (Wissensbasierte Informationspräsentation).
2Präsentationen übermitteln. Beispiele sind etwa Gebrauchsanleitungen für technische Geräte oder
Lehrbücher aus dem naturwissenschaftlichen Bereich, in denen zur Erklärung komplizierter
Sachverhalte ausgiebig auf graphische Illustrationen zurückgegriffen wird. Es wäre allerdings falsch,
hieraus zu folgern, daß der gleichzeitige Einsatz der Modi Text und Bild zwangsläufig zum Gelingen
des Kommunikationsprozesses beiträgt. So ist zu berücksichtigen, daß die Art der Verwendung eines
Bildes nicht notwendigerweise aus dem Bildinhalt allein hervorgeht. Wittgenstein weist beispielsweise
darauf hin, daß das Bild eines Boxers in Kampfstellung verwendet werden kann, um zu zeigen, wie
sich ein Boxer halten sollte, wie er sich nicht halten soll oder wie ein bestimmter Mann irgendwo
gestanden hat usw. (vgl. [43]).
Um sicherzustellen, daß ein Dokument verstanden wird, sind Text und Bild in geeigneter Weise
aufeinander abzustimmen. Eine solche Abstimmung erfordert Kenntnisse über die Funktionen
textueller und bildhafter Dokumentteile sowie Kenntnisse über die zwischen ihren Funktionen
bestehenden Zusammenhänge. Dies gilt insbesondere dann, wenn wie in unserem Fall illustrierte
Dokumente maschinell entworfen und realisiert werden sollen.
2 Stand der Forschung
Während die Verwendung von Text-Bild-Kombinationen innerhalb der KI-Forschung gerade erst
zum Forschungsgegenstand wird, liegen zu dieser Problemstellung bereits mehrere Arbeiten aus den
Disziplinen Philosophie, Linguistik und Psychologie vor, die in diesem Zusammenhang von
Bedeutung sind.
Die Grundlage philosophischer und linguistischer Ansätze bildet meist ein Vergleich von Bild und
Sprache. Goodmann (vgl. [18]) setzt sich mit dem Gegenstandsbezug von Bildern auseinander, indem
er Bilder mit Namen und Kennzeichnungen vergleicht. Bennett (vgl. [6]) untersucht die Frage,
inwiefern man Bildern, ähnlich wie Prädikationen, einen Wahrheitswert zuordnen kann. Vergleiche
von Sprache und Bild, bezogen auf ihre Verwendung, finden sich in Wittgensteins Bildtheorie (vgl.
[43]) und in Übertragungen der Sprechakttheorie auf Bilder (vgl. [23], [33] und [24]). Bei dem
Entwurf einer Gebrauchstheorie für Bild und Sprache setzt sich Muckenhaupt für eine wechselseitige
Betrachtungsweise ein: nicht nur Konzepte des sprachlichen Bereichs sollen als Vergleichsobjekte für
den Bildbereich verwendet werden, sondern auch umgekehrt (vgl. [32]). Eine in vielen Arbeiten
vertretene Auffassung ist die, daß ähnlich zur Sprache auch mit Bildern kommunikative Handlungen
vollzogen werden können.
Gegenstand psychologischer Untersuchungen ist zum einen die Frage, inwieweit Bilder zum
Verständnis von Texten beitragen (vgl. u.a. [10] und [41]), zum anderen das dazu duale Problem,
nämlich der Einfluß von Texten auf das Verstehen von Bildern (vgl. u.a. [20] und [21]). Durch solche
Untersuchungen werden Erkenntnisse über kognitive Verarbeitungsprozesse gewonnen, die dann
insbesondere auch bei der Gestaltung illustrierter Dokumente Berücksichtigung finden können. Ein
wichtiges Ergebnis ist die Feststellung, daß Text-Bild-Kombinationen nur dann von Vorteil sind,
3wenn Text und Bild sich gegenseitig ergänzen, d.h. zueinander komplementär sind. Bleibt hingegen
die Beziehung zwischen Text und Bildern unklar, ist kein positiver Effekt auf die Verstehensprozesse
beobachtbar (vgl. [5]). Weitere Arbeiten beschäftigen sich mit der Frage, welche Information eher
durch Bilder, welche eher durch Text wiedergegeben werden sollte. Den Untersuchungen in [7] und
[42] zufolge wird beispielsweise in Anweisungsdokumenten räumliche Information schneller erfaßt,
wenn sie durch Bilder vermittelt wird, andererseits unterlaufen den Versuchspersonen in diesem Fall
mehr Fehler beim Ausführen der Anweisungen.
Die in jüngster Zeit abgehaltenen Workshops über intelligente Benutzerschnittstellen (vgl. [38] und
[40]) verdeutlichen, daß in der KI-Forschung zwar die Entwicklung von Systemen angestrebt wird,
die Graphik und Text in Dokumenten integrieren, daß jedoch die beiden Modi noch weitgehend
unabhängig voneinander behandelt werden. Eine naheliegende Vorgehensweise ist dabei, auf
bestehende Ansätze zur Text- und Graphikgenerierung zurückzugreifen.
Einen Überblick über die wichtigsten Ergebnisse aus dem Bereich der Textgenerierung bieten u.a.
[22] oder [45]. Ein auch für die vorliegende Arbeit relevantes Teilproblem ist die Festlegung von
Inhalt und Struktur von Texten. Neben schemabasierten Ansätzen (vgl. [29], [28] und [34]) werden
heute vor allem planbasierte Strategien (vgl. [3], [19] und [31]) als erfolgversprechend angesehen.
Bei planungsbasierten Verfahren wird davon ausgegangen, daß ein Autor beim Erzeugen von Texten
Handlungen vollzieht, um bestimmte Ziele zu erreichen (vgl. [36]). Von besonderem Interesse für die
vorliegende Arbeit sind die Ansätze von Hovy, Moore und Swartout, da sich diese nicht nur mit der
Generierung von Einzelsätzen, sondern vor allem auch mit der Generierung kohärenter Texte
befassen. Dazu greifen sie auf die von Mann und Thompson vorgeschlagene RST-Theorie (vgl. [27])
zurück, die den Aufbau von Texten mit Hilfe sogenannter rhetorischer Relationen, wie z.B.
Elaboration  oder Motivation , beschreibt.
Die bisherigen Ansätze zur Graphikgenerierung lassen sich nach den zugrundeliegenden
Zielsetzungen unterscheiden. Wichtige Arbeiten sind die Darstellung relationaler Information durch
Business-Graphiken (vgl. [26]), die Synthese von Ikonen (vgl. [16]), die graphische Präsentation von
Handlungsabfolgen (vgl. [15]), die Visualisierung natürlichsprachlicher Beschreibungen (vgl. [8] und
[1]), die Generierung von mentalen Bildern (vgl. [25]) oder die Repräsentation des Wissens über
graphische Präsentationstechniken durch semantische Netzwerke (vgl. [44], [17] und [4]).
Einer der wenigen Ansätze, bei denen eine Integration von Text und Graphik angestrebt ist, wird im
RADIO-Projekt verfolgt (vgl. [14]). Nach der Dekomposition des Dialogziels in Teilziele entscheidet
eine Koordinationskomponente, welche Ziele durch Text und welche durch Graphik wiedergegeben
werden sollen. Einer nahtlosen Verzahnung der beiden Modi steht allerdings die Tatsache entgegen,
daß derzeit die Teilziele noch unabhängig voneinander bearbeitet werden.
43 Die Handlungsstruktur von Text-Bild-Präsentationen
Ziel unserer Arbeit ist die Entwicklung eines Systems, das Dokumente erzeugt, in denen Text und Bild
aufeinander abgestimmt sind. Ausgangspunkt unserer Überlegungen ist dabei die Sichtweise, daß
nicht nur die Erzeugung von Texten, sondern auch die Erstellung von multimodalen Dokumenten als
kommunikative Handlung aufgefaßt wird, durch deren Ausführung bestimmte Ziele erreicht werden
sollen. Oft sind Ziele nicht unmittelbar durch die Ausführung einer Handlung zu erreichen, da die
dazu notwendigen Voraussetzungen erst durch entsprechende untergeordnete Handlungen
geschaffen werden müssen. Darüberhinaus kann es sinnvoll sein, neben der eigentlichen Handlung
weitere auszuführen, die zwar nicht unbedingt notwendig wären, jedoch unterstützende Wirkung
haben. In Anlehnung an textlinguistische Arbeiten unterscheiden wir im folgenden zwischen Haupt-
und Nebenhandlungen .1 Nebenhandlungen unterscheiden wir weiter danach, ob sie zur Erreichung
notwendiger Bedingungen dienen oder optionale Ergänzungen darstellen. Hierarchische
Handlungsstrukturen ergeben sich dadurch, daß sich Nebenhandlungen wiederum aus Haupt- und
Nebenhandlungen zusammensetzen können. Die Struktur eines Dokuments wird jedoch nicht nur
durch die Handlungshierarchie bestimmt, sondern auch durch die funktionalen Beziehungen
zwischen Haupt- und Nebenhandlungen und den Inhalten, die durch sie vermittelt werden.
Beispielsweise kann man ein Bild durch Text erklären oder eine Folge von Ereignissen durch eine
Bildsequenz wiedergeben. Zur Verdeutlichung der eben eingeführten Begriffe betrachten wir den in








hälter zu füllen, ent-
fernen Sie die Ver-
schlußkappe!
Abb. 1: Ausschnitt aus einer Gebrauchsanleitung einer Espressomaschine2
1
 Die Unterscheidung zwischen Haupt- und Nebenhandlungen entspricht im wesentlichen den
Unterscheidungen zwischen  global speech acts  und subsidiary speech acts bei Searle (vgl. [36]), main
speech acts und subordinate speech acts  bei van Dijk (vgl. [13]), dominierenden und subsidiären
Handlungen bei Brandt et al. (vgl. [9]) sowie zwischen nucleus und satellites  bei Mann und
Thompson (vgl. [27]).
2
  Als Vorlage für den  hier  gezeigten Dokumentausschnitt wurde  eine Gebrauchsanleitung für die
Philips Espressomaschine HD 5649 zugrundegelegt.
5Mit diesem Dokumentsausschnitt wird das Ziel verfolgt, den Adressaten darüber zu informieren, wie
der Wasserbehälter der Espressomaschine zu füllen ist. Dieses Ziel wird erreicht, indem man ihm
mitteilt, welche Teilschritte er ausführen soll. Zunächst wird dem Adressaten explizit gesagt
(Haupthandlung), daß der Deckel hochgeklappt werden soll, und mit einem Bild näher spezifiziert
(Nebenhandlung), wie diese Handlung auszuführen ist. Bei der Herstellung des Bildes läßt sich
ebenfalls unterscheiden zwischen einer Haupthandlung, nämlich dem Zeigen der Position des Deckels
nach dem Hochklappen, und einer Nebenhandlung, der Darstellung des gesamten Geräts, um dem
Adressaten die Orientierung zu erleichtern. Als nächstes wird der Adressat gebeten (Haupthandlung),
den Verschluß des Wasserbehälters zu entfernen. Um diese Bitte zu motivieren, wird das Ziel, das
Füllen des Wasserbehälters, genannt (Nebenhandlung). Außerdem wird im dazugehörigen Bild
gezeigt (Nebenhandlung), wie der Verschluß entfernt werden soll. Aus dem Bild geht hervor, daß der
Deckel nach rechts gedreht und nach oben abgehoben werden soll. Der letzte Teil des
Dokumentausschnitts ist ein Beispiel dafür, daß man auch jemanden implizit auffordern kann, etwas
zu tun. Falls der Adressat weiß, daß die dargestellte Handlung zur Erreichung seines Ziels notwendig
ist, genügt es offenbar, mit einem Bild zu zeigen (Nebenhandlung), wie das Einfüllen auszuführen ist.
Der Text dient hier lediglich zur Ergänzung des Bildes. Er weist auf bildlich nicht darstellbare Details
hin (Nebenhandlung), nämlich kaltes Leitungswasser einzufüllen. Die Haupthandlung, den
Adressaten aufzufordern, mit einem Gefäß Wasser einzufüllen, folgt implizit aus dem situativen
Kontext und den Nebenhandlungen.3  Ferner wird, wie auch schon beim zweiten Bild, außer den für
das Öffnen bzw. Füllen des Wasserbehälters notwendigen Objekten wie Wasserbehälter,
Verschlußkappe bzw. Gefäß und Wasser zusätzlich ein Teil der Espressomaschine dargestellt







































Abb. 2: Handlungsstruktur des Dokumentausschnitts aus Abb. 1
3
  Auf das Auftreten nicht explizit ausgeführter Haupthandlungen wird auch in [9] hingewiesen.
6Im folgenden wird der Frage nachgegangen, wie zu einem vorgegebenen Präsentationsziel ein
verständliches und der jeweiligen Situation angepaßtes Dokument aufgebaut werden kann.
4 Strategien zum Aufbau von Text-Bild-Präsentationen
Wir gehen davon aus, daß der Autor eines Dokuments über ein Repertoire von
Präsentationsstrategien  verfügt, die er den Aufgaben entsprechend auswählen und miteinander
kombinieren kann. Den Kern solcher Präsentationsstrategien bilden dabei die im vorangegangenen
Abschnitt eingeführten Haupt- und Nebenhandlungen.
Bei der Repräsentation der Präsentationsstrategien folgen wir dem in [30] und [31] vorgestellten
Ansatz zur Operationalisierung der RST-Theorie. In Anlehnung an textlinguistische Arbeiten (vgl. [9]
und [35]) lassen wir jedoch auch Strategien zu, die keine Haupthandlung enthalten, und sehen vor,
mehrere Haupthandlungen zu einer kommunikativen Einheit zusammenzufassen, falls keine dieser
Handlungen untergeordnet ist oder nur zur Unterstützung einer anderen Handlung dient.
Handlungen werden durch die Angabe des Effekts oder durch die direkte Angabe einer Strategie
spezifiziert. Der Effekt einer Strategie kann für eine funktionale Beziehung (z.B. Elucidation  oder
Supplement) stehen oder ein Präsentationsziel (z.B. der Adressat kennt das Ergebnis einer Handlung)
bezeichnen (vgl. [30]). Präsentationsziele werden über mentalen Zuständen oder Prozessen eines
Adressaten formuliert. Wir verwenden hierzu die Modaloperatoren GOAL, BEL und MB (vgl. [11]
und [12]). Der Ausdruck (GOAL P p) steht für: P hat p zum Ziel. Durch (BEL P p) wird ausgedrückt:
P glaubt, daß p erfüllt ist. (MB P A p) bedeutet: P und A ist gegenseitig bekannt, daß p erfüllt ist. Um
auszudrücken, daß P und A gegenseitig bekannt ist, für welches eindeutig bestimmte x eine Formel p
erfüllt ist, verwenden wir die abkürzende Schreibweise (MBR P A p). Ob eine Präsentationsstrategie
eingesetzt werden kann, ist situationsabhängig. Bedingungen, die angeben, unter welchen Umständen
eine Strategie angewandt wird, bezeichnen wir als Anwendbarkeitsbedingungen.
Als Beispiele werden im folgenden einige Präsentationsstrategien aufgeführt, die sich auch zum
Aufbau des in Abb. 1 gezeigten Dokumentausschnitts verwenden lassen.
(1) Strategie:
(EXPLICIT-REQUEST P A ?act)
Effekt:
(MB P A (GOAL P (DONE A ?act)))
Anwendbarkeitsbedingungen:
(GOAL P (DONE A ?act))
Haupthandlungen:
(REQUEST P A ?act)
Nebenhandlungen:
(MOTIVATE P A ?act)
(ENABLE P A ?act)
7Strategie 1 kann von einem Präsentator P dazu verwendet werden, um einen Adressaten A explizit
dazu aufzufordern, eine Handlung auszuführen. Die erste Nebenhandlung dient zur Motivation der
Handlung, die zweite vermittelt dem Adressaten Information, die ihm die Durchführung der
Handlung ermöglicht. Zur Präsentation dieser Information kann Strategie 2 angewandt werden. Sie
sieht vor, das Ergebnis der Handlung graphisch darzustellen (SHOW-STATE) und einen Pfeil vom
Anfangs- zum Endzustand zu zeichnen (SHOW-DIRECTION).
(2) Strategie:
(ENABLE-BY-ILLUSTRATION P A ?act)
Effekt:
(ENABLE P A ?act)
Anwendbarkeitsbedingungen:
(BEL P (ISA ?act MOTION))
Haupthandlungen:
(SHOW-STATE P A (RESULT ?act) ?picture)
(SHOW-DIRECTION P A (DIRECTION ?act) ?picture)
 Nebenhandlungen:
(ATTRACT-ATTENTION P A ?picture)
(ELUCIDATE P A (MODE ?act) ?picture)
Durch die Haupthandlungen in Strategie 2 allein ist jedoch nicht sichergestellt, daß das angestrebte
Ziel erreicht wird. Verwendet man beispielsweise ein an anderer Stelle erzeugtes Bild, so muß man
dafür Sorge tragen, daß der Adressat das Bild fokussiert. Dies kann dadurch geschehen, daß man den
Adressaten explizit auffordert, das Bild zu betrachten.
(3) Strategie:
(ATTRACT-ATTENTION-BY-REQUEST P A ?picture)
Effekt:
(ATTRACT-ATTENTION P A ?picture)
Haupthandlungen:
(MB P A (GOAL P (DONE A (LOOK-AT A ?picture))))
Selbst wenn der Adressat das betreffende Bild im richtigen Augenblick betrachtet, ist nicht unbedingt
gewährleistet, daß er auch dessen Funktion erkennt; d.h., daß er weiß, welche Information er dem
Bild entnehmen soll. Es ist allerdings nicht immer einfach, vorherzusehen, ob er dazu in der Lage sein
wird. Eine entscheidende Rolle spielt hierbei das Wissen des Adressaten über die eingesetzten
Präsentationstechniken. Verwendet der Präsentator beispielsweise ein Bildlexikon, so kann davon
ausgegangen werden, daß die damit verbundene Intention erkannt wird. Wir nehmen zur
Vereinfachung an, daß die Funktion eines Bildes erkannt wird, falls es ein Textstück gibt, innerhalb
dessen das Bild fokussiert wird, und falls diesem Textstück und dem Bild ein gemeinsames Ziel, z.B.
Darstellung eines Objekts, zugeordnet werden kann.4  Bei der Formulierung dieser Bedingung wird
davon ausgegangen, daß die Funktion eines Textes in jedem Fall aus dem Text selbst hervorgeht und
daß aus dieser die Funktion des Bildes hergeleitet werden kann. Ist die Bedingung nicht erfüllt, so
4
 Eine schwächere Bedingung findet sich in Kjorups Bildakttheorie (vgl. [24]).
8besteht Grund zur Annahme, daß die Funktion des Bildes nicht erkannt wird. In diesem Fall kommt
nachstehende Präsentationsstrategie zum Einsatz.
(4) Strategie:
(ELUCIDATE-BY-REQUEST P A ?info ?picture)
Effekt:
(ELUCIDATE P A ?info ?picture)
Anwendbarkeitsbedingungen:
(BEL P (CONTAINS ?info ?picture))
Haupthandlungen:
(MB P A (GOAL P (DONE A (EXTRACT A ?info ?picture))))
Kehren wir nun zurück zu der in Strategie 2 auftretenden Haupthandlung, die in zwei
Teilhandlungen aufgeteilt ist, nämlich die graphische Darstellung des Ergebnisses der vom Adressaten
auszuführenden Handlung und dem Zeichnen eines Pfeils vom Anfangs- zum Endzustand. Das
Ergebnis einer Handlung kann dadurch beschrieben werden, daß man die räumlichen Beziehungen
zwischen Objekten in einem Bild darstellt. Eine räumliche Relation wird dargestellt, indem man das
Subjekt und die Bezugsobjekte abbildet und ihre Abbilder entsprechend positioniert. Anstatt näher
auf die entsprechenden Strategien einzugehen - sie sind in [2] zu finden - konzentrieren wir uns auf
die Darstellung von Objekten (vgl. 5).
(5) Strategie:
(SHOW-OBJECT P A ?x ?picture)
Effekt:
(IDENTIFIED-REFERENT A ?x ?px ?picture)
Haupthandlungen:
(DEPICT-OBJECT P A ?x ?px ?picture)
Nebenhandlungen:
(IDENTIFIABLE A ?x ?px ?picture)
(*Res* (SPACE-AVAILABLE-P) (FACILITATE-LOC P A ?x ?px ?picture))
Hierbei ist sicherzustellen, daß der Adressat Welt- und Bildobjekte in gleicher Weise einander
zuordnet wie der Präsentator. Es wird davon ausgegangen, daß der Adressat die Verbindung
zwischen einem Objekt ?x und seinem Abbild ?px erkennt, falls keine Weltobjekte fokussiert werden,
die dem Abbild von ?x bezüglich der dargestellten visuellen Merkmale gleich ähnlich oder sogar
ähnlicher sehen als ?x. Gibt es ein weiteres Objekt, das zu dem Abbild ?px ebenso große Ähnlichkeit
aufweist wie ?x, dann ist davon auszugehen, daß der Adressat nicht in der Lage ist, ?px und ?x
einander zuzuordnen. In diesem Fall können die Strategien 6 und 7 angewandt werden, um ?x als
Teil eines komplexeren Objekts darzustellen.
(6) Strategie:
(ENABLE-IDENTIFICATION P A ?x ?px ?picture)
Effekt:
(IDENTIFIABLE A ?x ?px ?picture)
Anwendbarkeitsbedingungen:
(BEL P (PART-OF ?x ?z))
Haupthandlungen:
(SUPPLEMENT P A ?z ?pz ?picture)
9(7) Strategie:
(GRAPHICAL-SUPPLEMENT P A ?x ?px ?picture)
Effekt:
(SUPPLEMENT P A ?x ?px ?picture)
Haupthandlungen:
(DEPICT-OBJECT P A ?x ?px ?picture)
Nebenhandlungen:
(IDENTIFIABLE A ?x ?px ?picture)
Die durch *Res* gekennzeichnete optionale Nebenhandlung in Strategie 5 wird nur dann ausgeführt,
wenn noch genügend Platz zur Verfügung steht. Sie führt zur Darstellung zusätzlicher Objekte, um
dem Adressaten die räumliche Einordnung eines Objekts ?x zu erleichtern. Je nachdem, ob sich ?x im
visuellen Fokus befindet oder nicht, werden benachbarte Objektteile angedeutet oder ?x als Teil eines
übergeordneten Objekts dargestellt (vgl. [2]).
5 Aufbau von Text-Bild-Präsentationen
Für den automatischen Entwurf eines Dokuments werden die vorgestellten Präsentationsstrategien als
Operatoren eines Planungssystems aufgefaßt. Beim Planungsprozeß wird dann nach Strategien
gesucht, deren Anwendbarkeitsbedingungen erfüllt sind und deren Ziele mit dem Präsentationsziel
instantiierbar sind. Kommen mehrere Strategien in Frage, erfolgt die Auswahl regelbasiert. Bei der
Formulierung von Auswahlregeln bietet es sich an, auf die in Abschnitt 2 erwähnten psychologischen
Untersuchungen zuzugreifen, in denen die Wirksamkeit der Präsentationsmodi in Abhängigkeit vom
Informationstyp untersucht wird. Beispielsweise könnte man durch eine Regel sicherstellen, daß
graphische Darstellungen zur Präsentation räumlicher Information bevorzugt zum Einsatz kommen
(vgl. 8).
(8) IF (GOAL P (MBR P A (LOC ?loc ?obj)))
  THEN (DOBEFORE *graphics-strategies* *text-strategies*)
Nach der Auswahl einer Strategie sind die entsprechenden Neben- und Haupthandlungen
durchzuführen. Ob eine Nebenhandlung vor oder nach der Haupthandlung ausgeführt wird, richtet
sich danach, ob die Nebenhandlung unabhängig von der Haupthandlung ausführbar ist oder nicht.
Soll beispielsweise durch eine Nebenhandlung sichergestellt werden, daß der Adressat die in einer
Haupthandlung gezeigten Objektdarstellungen Weltobjekten zuordnen kann, setzt dies Kenntnis über
das Bild voraus. In diesem Fall ist zunächst die Haupthandlung, nämlich das Erzeugen eines Bildes,
auszuführen. Erst danach kann in einer Nebenhandlung durch Antizipation der Verstehensprozesse
des Adressaten5 das Bild überprüft werden. Stellt sich heraus, daß dieses unverständlich ist, so ist das
Dokument entsprechend zu ergänzen, z.B. durch Darstellung zusätzlicher Objekte (vgl. Abschnitt 4).
5 zur Antizipation der Verstehensprozesse eines Hörers siehe auch [37]
1 0
In Abb. 3 sind einige der zum Aufbau des ersten Teils der Gebrauchsanweisung aus Abschnitt 3
durchzuführenden Handlungen aufgeführt. Dabei sind Haupthandlungen durch HH,
Nebenhandlungen durch NH gekennzeichnet.
 ˚
(MB P A (GOAL P (DONE A klappen1)))
Strategie1
(MOTIVATE P A klappen1)
NH
(REQUEST P A klappen1)
HH
(ENABLE P A klappen1)
(SET-POSITION bo1 bo2 rel12 pic1)
(SHOW-STATE P A state2 pic1)
(SHOW-DIRECTION P A dir3 pic1)
(ELUCIDATE P A (MODE klappen1) pic1)






(SHOW-OBJECT P A oberteil1 bo1 pic1)
(SHOW-OBJECT P A deckel1 bo2 pic1)
Strategie5
(IDENTIFIABLE A deckel1 bo2 pic1)




Abb. 3: Planausschnitt zur Generierung einer Aufforderung
6 Schlußbemerkung
In dieser Arbeit wurde dargelegt, daß nicht nur Texte, sondern auch Bilder und Text-Bild-
Kombinationen als Mittel zur Erreichung von Zielen aufgefaßt werden können. Es wurden Strategien
vorgestellt, die Wissen über Präsentationstechniken repräsentieren. In Anlehnung an textlinguistische
Arbeiten wurde zwischen Haupt- und Nebenhandlungen unterschieden. Diese können sich sowohl
auf den Aufbau einer Graphik als auch auf die Erzeugung von Text beziehen und ermöglichen somit
1 1
eine gemeinsame Planung von Text und Bild. Der vorgestellte Ansatz ist vor allem in bezug auf die
folgenden Punkte von Vorteil:
m Komplementarität
Da jedes Ziel genau einmal realisiert wird, ist gewährleistet, daß Text und Bild zueinander
komplementär sind. Allerdings ist bei der Definition der Präsentationsstrategien zu
berücksichtigen, daß diese das Komplementaritätsprinzip nicht von vornherein verletzen.
m Kohärenz
Ein Dokument erscheint umso kohärenter, je einfacher sich eine Beziehung zwischen den
einzelnen Dokumentteilen herleiten läßt. In unserem Ansatz besteht immer eine solche
Beziehung, da der Planer nur Dokumentteile (Bilder und Textpassagen) generiert, die durch die
in den Präsentationsstrategien spezifizierten funktionalen Beziehungen miteinander verbunden
sind.
m Kohäsion
Die vorgeschlagenen Präsentationsstrategien geben explizit an, welchen Zweck ein
Dokumentteil zu erfüllen hat. Neben Verweisen auf den Bildinhalt können somit insbesondere
auch Verweise generiert werden, die sich auf die Funktion eines Bildes beziehen.
 Da es in vielen Fällen schwierig ist, Dokumente a priori so zu planen, daß diese verständlich sind, ist
es nicht zuletzt aus Effizienzgründen sinnvoller, Dokumentteile vorab zu erzeugen und dann
anschließend auf ihre Verständlichkeit hin zu überprüfen und gegebenenfalls zu revidieren. Unser
Ansatz erlaubt es, die Verstehensprozesse des Adressaten in einer nach der Haupthandlung
auszuführenden Nebenhandlung zu antizipieren.
Nachdem die Grundkonzeption des Präsentationsplaners feststeht, konzentrieren sich die derzeitigen
Bemühungen auf dessen Implementierung. Parallel dazu werden Komponenten zur Text- und
Graphikgenerierung entwickelt, die dann die in den Präsentationsstrategien aufgeführten
elementaren Handlungen wie z.B. INFORM oder DEPICT-OBJECT ausführen. In einer weiteren
Ausbaustufe soll der vorgestellte Ansatz auf weitere Modi wie Gestik und Animation erweitert
werden.
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Wissensbasierte Perspektivenwahl für die
automatische Erzeugung von
3D-Objektdarstellungen
Thomas Rist, Elisabeth André




Aus welcher Perspektive ein Objekt gezeigt werden soll, ist eine der elementaren Fragen,
die sich bei der automatischen Erzeugung von 3D-Darstellungen stellt, die aber in den
wenigen Systemen, die graphische Objektdarstellungen selbstständig planen, bisher
vernachlässigt wurde. Ziel der vorliegenden Arbeit ist es, aufzuzeigen, wie sich Wissen
über Objekte und Darstellungstechniken verwenden läßt, um die Menge der möglichen
Perspektiven, aus denen ein Objekt gesehen und gezeigt werden kann, sinnvoll
einzuschränken. Als Grundlage zur Perspektivenwahl schlagen wir ein Bezugssystem vor,
das eine Einteilung der Perspektiven in 26 Klassen nahelegt und das darüberhinaus Vor-
teile bietet, wenn gewählte Perspektiven natürlichsprachlich zu beschreiben sind. An-
schließend führen wir einige für die Perspektivenwahl relevante Kriterien an. Diese Krite-
rien werden dann zur Formulierung von Regeln herangezogen, die wir dazu verwenden,
um in einer konkreten Präsentationssituation eine geeignete Perspektive zu bestimmen.
1. Problemstellung
Neben Sprache wird in zahlreichen Dokumenten auf graphische Objektdarstellungen als Medium zur
Informationsvermittlung zurückgegriffen. Sie werden beispielsweise in Beschreibungen für technische
Geräte und Anlagen dazu verwendet, um die Identifikation oder die räumliche Einordnung von
Objekten zu erleichtern. Ziel unserer Arbeit ist die Entwicklung eines wissensbasierten Systems1, das
in der Lage ist, Information der jeweiligen Präsentationssituation angepaßt zu präsentieren, wobei
1
 Der vorgestellte Ansatz zur Perspektivenwahl wurde für eine Graphikdesignkomponente
entworfen,  die derzeit  im Rahmen des vom BMFT unter dem Förderkennzeichen ITW8901 8
geförderten WIP-Projekts am Deutschen Forschungszentrum für Künstliche Intelligenz in
Saarbrücken entwickelt wird.
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unterschiedliche Präsentationsmodi (Text, Graphik) aufeinander abgestimmt zum Einsatz kommen. In
bezug auf die Erzeugung graphischer Objektdarstellungen muß ein solches System u.a. die folgenden
Entscheidungen treffen:
m Arrangieren der darzustellenden Objekte
m Auswahl einer Projektionstechnik
m Auswahl einer geeigneten Perspektive
Bevor ein Abbildungsprozeß2  ausgeführt wird, sollte eine günstige Vorlage geschaffen werden,
indem man die darzustellenden Objekte in eine geeignete Ausgangsposition bringt. Die Auswahl einer
geeigneten Projektionstechnik wird sich vor allem danach richten, für welchen Zweck und für welche
Zielgruppe eine Abbildung bestimmt ist. Geht es darum, Objekte so darzustellen, wie sie erscheinen,
so wird in der Regel eine perspektivische Projektion gewählt. Für technische Zeichnungen werden
hingegen Parallelprojektionen bevorzugt, da diese Form und Ausmaß weniger stark verzerren. Wie
gut eine Objektabbildung die ihr zugedachte Funktion erfüllen kann, hängt schließlich auch davon
ab, aus welcher Perspektive das Objekt gezeigt wird.
Während die Ausführung von Projektionen zum Standard heutiger Graphiksysteme zählt, werden die
oben angeführten Entscheidungen nicht automatisch getroffen. Bei interaktiven Graphiksystemen,
etwa aus dem CAD-Bereich, liegt die Verantwortung darüber, wie Objekte auf einem
Ausgabemedium erscheinen, beim Benutzer. In den wenigen Systemen, die graphische Objekt-
darstellungen selbstständig planen (vgl. [4], [5] und [10]), wird anstelle eines vom System durchzu-
führenden Entscheidungsprozesses bislang auf vordefinierte Standardperspektiven zurückgegriffen,
die fester Bestandteil der jeweils zugrundeliegenden geometrischen Objektrepräsentationen sind.
Eine Beschränkung auf Standardperspektiven führt allerdings in vielen Präsentationssituationen zu
ungeeigneten Darstellungen. Rein geometrisch repräsentierte Perspektiven sind u.U. schwierig in na-
türlicher Sprache zu beschreiben. Solche Beschreibungen sind aber bei einigen graphischen
Darstellungen erforderlich, um ihr Verstehen zu gewährleisten, etwa dann, wenn ein Objekt aus einer
`ungewöhnlichen´ Perspektive gezeigt werden muß. In diesem Beitrag schlagen wir als Grundlage zur
Perspektivenwahl ein Bezugssystem vor, das eine Einteilung der Perspektiven in 26 Klassen nahelegt
und das darüberhinaus einer natürlichsprachlichen Beschreibung entgegenkommt. Zum anderen be-
schäftigen wir uns mit der Frage, wie Wissen über Objekte und Darstellungstechniken dazu eingesetzt
werden kann, um in einer konkreten Präsentationssituation eine geeignete Perspektive auszuwählen.
2. Grundperspektiven
In einer Abhandlung über Sprache und Raum stellen Miller und Johnson-Laird (vgl. [9]) heraus, daß
Menschen dazu tendieren, Objekten intrinsische Seiten zuzusprechen, und zwar maximal drei
2
 Abgebildet werden in unserem Fall Objektmodelle, die zur Repräsentation des Wissens über
Geometrie und Topologie der Domänenobjekte dienen.
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Seitenpaare; Ober- und Unterseite, Vorder- und Hinterseite sowie linke und rechte Seite. Diese Seiten
werden nach dem Vorbild des menschlichen Körpers oder der menschlichen Raumorientierung
vergeben (vgl. [12]). Als einen `maximalen Prototyp´ kann man sich ein mit sechs intrinsischen Seiten
ausgezeichnetes, quaderförmiges Objekt vorstellen, das entweder wie in Abb. 1 oder wie in Abb. 2
dargestellt organisiert ist, je nachdem, ob die Zuweisung der Seiten nach dem Spiegelbildprinzip  oder
nach dem Koinzidenzprinzip  erfolgt ist.











Abb.1: Zuordnung intrinsischer Objektseiten Abb.2: Zuordnung intrinsischer Objekt-
nach dem Spiegelbildprinzip seiten nach dem Koinzidenzprinzip
Betrachten wir nun die Situation, in der ein Beobachter einem wie in Abb. 1 organisierten
quaderförmigen Objekt frontal gegenübersteht. Von dieser Situation ausgehend konstruieren wir ein
dreidimensionales Bezugssystem, indem wir Achsen senkrecht durch die Mittelpunkte der
Quaderflächen legen. Wenn wir in diesem Bezugssystem einen weiteren Beobachter annehmen, der
ebenfalls aus genügender Entfernung den Quader betrachtet, macht es Sinn zu sagen, ob dieser in
bezug auf den ersten Beobachter von oben, von vorne, von vorne rechts usw. auf den Quader schaut
(vgl. Abb. 3). Die möglichen Perspektiven lassen sich somit nach den Raumrichtungen klassifizieren,
aus denen der Quader betrachtet wird. Mit den Abkürzungen O, U, V, H, L, R für von oben, von
unten, von vorne, von hinten, von links  und  von rechts ergeben sich die folgenden 26 Klassen3 von
Perspektiven, die wir im folgenden als Quader-Grundperspektiven bezeichnen:
V,  H,  O,  U,  L,  R
VO,  VU,  VL, VR,  OH,  OL,  OR,  UL,  UR,  UH,  HL,  HR
VOL,  VOR,  VUL,  VUR,  HOL,  HOR,  HUL,  HUR










Abb.3: Beobachter2 betrachtet den Quader hinsichtlich des Bezugssystems von Beobachter1
von hinten oben rechts.
3
 Weitere Klassen erhält man, wenn man Hohlkörper zuläßt, die von innen betrachtet werden. Dort
können  auch Perspektiven gewählt werden, aus denen vier oder fünf Quaderseiten sichtbar sind.
1 8
Vorausgesetzt, der betrachtete Quader ist wie in Abb. 1 organisiert, spiegeln die eingeführten Grund-
perspektiven die jeweils sichtbaren Quaderseiten wider. Für den Fall, daß Objekte betrachtet werden,
deren intrinsische Seiten nach dem Koinzidenzprinzip zugeordnet sind, zeigen die linke und rechte
Seite in die entgegengesetzten Richtungen des Bezugssystems. Wird beispielsweise ein Auto aus einer
Perspektive von rechts  betrachtet, so ist dessen intrinsische linke  Seite sichtbar. Unabhängig von der
Zuweisung intrinsischer Seiten ist die Tatsache, daß ein Perspektivenwechsel nur dann zu einer
qualitativen Änderung der Quaderdarstellung führt (d.h. neue Kanten und Flächen kommen zum
Vorschein und/oder bisher sichtbare werden verdeckt), wenn damit auch ein Klassenwechsel
verbunden ist (vgl. Abb. 4). Verschiebungen der Perspektive innerhalb einer Klasse bedeuten
hingegen quantitative Veränderungen bezogen auf Kantenlänge, Flächeninhalt und Winkelgröße.



























      Abb.4: Quader-Grundperspektiven, aus denen     Abb.5: Die fünf Zylinder-Grundperspek-
        die vordere Quaderseite sichtbar ist.           tiven.
Mit dem in Abb. 3 vorgestellten Bezugssystem ist es uns möglich, zwischen Arrangement und
Perspektivenwahl zu unterscheiden. Eine Perspektive wählen bedeutet, eine bestimmte
Beobachterposition in diesem Bezugssystem einzunehmen. Arrangieren bedeutet, ein Objekt im
Bezugssystem zu plazieren. Eine `Standard-Plazierung´ erhalten wir, indem wir das abzubildende
Objekt so in das in Abb. 3 dargestellte Bezugssystem einpassen, daß dessen intrinsische Seiten an den
entsprechenden Raumrichtungen ausgerichtet sind. Für Objekte mit sechs intrinsischen Seiten, deren
Form von der eines Quaders abweicht, greifen wir dabei auf umschreibende Quader zurück. Weisen
Objekte nur zwei intrinsische Seiten auf, also nur Ober- und Unterseite (z.B. Pilz, Litfaßsäule) oder
nur Vorder- und Rückseite (z.B. Bleistift, Nadel), dann können einige der 26 Quader-
Grundperspektiven zusammengefaßt werden, da sie sich hinsichtlich der aus ihnen jeweils sichtbaren
Objektseiten nicht unterscheiden. Beispielsweise ist die Seitenansicht eines an der Unten/Oben-Achse
ausgerichteten Pilzes davon unabhängig, ob er aus einer der Perspektiven V, H, L, R oder aus einer
ihrer Kombinationen betrachtet wird. Anstelle eines umschreibenden Quaders verwenden wir bei
diesen Objekten umschreibende Zylinder und beschränken uns bei der Perspektivenwahl auf die fünf
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in Abb. 5 dargestellten Zylinder-Grundperspektiven .  Für die Darstellung eines Pilzes ergeben sich
beispielsweise die Grundperspektiven: O, U, S, OS und US, wobei die Abkürzung S für die nicht
weiter differenzierten Objektseiten steht. Für Objekte, die überhaupt keine intrinsischen Seiten
aufweisen (z.B. Ball, Stein), ist eine Unterscheidung der Perspektiven hinsichtlich der sichtbaren
intrinsischen Seiten nicht möglich.
Ob ein Objekt intrinsische Seiten besitzt oder nicht, kann entweder explizit in einer Wissensbasis
vermerkt sein oder muß erschlossen werden, z.B. mit Hilfe der Regeln, die von Miller und Johnson-
Laird aufgestellt wurden, um Objekte hinsichtlich ihrer intrinsischen Teile zu kategorisieren (vgl. [9]).
Kann nicht festgestellt werden, ob ein Objekt über intrinsische Seiten verfügt, weil zu wenig
Information über das Objekt vorliegt, ist es in vielen Fällen plausibel, wenigstens eine Unterseite zu
bestimmen, etwa dadurch, daß man das Objekt hinsichtlich des Bezugssystems in eine stabile Lage
bringt 4 .
3 Kriterien zur Perspektivenauswahl
In Handbüchern für Graphiker und Designer findet man gewöhnlich den Hinweis, Objekte so
darzustellen, wie sie unter `normalen Sehbedingungen´ erscheinen (vgl. u.a. [2] und [7]). Betrachtet
man etwa Darstellungen von Pilzen (z.B. in Lehrbüchern oder Lexika), so fällt auf, daß dort meistens
Seitenansichten bevorzugt werden, obwohl Pilze aufgrund ihrer geringen Größe von Menschen in der
Regel von oben gesehen werden. Das Kriterium der `normalen Sehbedingung´ erscheint zu vage und
im Hinblick auf unterschiedliche Präsentationssituationen auch keinesfalls ausreichend, um die Zahl
der möglichen Perspektiven sinnvoll einzuschränken. Vielmehr ist davon auszugehen, daß dieser
Entscheidungsprozeß durch eine Vielzahl von Faktoren determiniert wird. Welche Faktoren im
einzelnen zu berücksichtigen sind, hängt davon ab, ob man vorrangig daran interessiert ist, wie
menschliche Zeichner dieses Problem bewältigen, etwa im Hinblick auf die Entwicklung eines
entsprechenden Simulationsmodells, oder ob der performative Aspekt, nämlich in einer gegebenen
Präsentationssituation angemessene Darstellungen automatisch zu erzeugen, im Vordergrund steht.
Einige der für die Perspektivenwahl maßgeblichen Faktoren, die bei einem Simulationsansatz zu
berücksichtigen wären, sind nach von Sommers eher technischen Charakters (vgl. [11]). Wie ein
Objekt dargestellt wird, ist seiner Meinung nach auch davon abhängig, an welcher Stelle der
Zeichenunterlage mit dem Zeichnen begonnen wird (nicht zuletzt aus anatomischen Gründen ist das
bevorzugt der linke obere Teil der Zeichenunterlage) und was zuerst vom Objekt gezeichnet wird. Als
Paradebeispiel führt er die stets als von links nach rechts wehend gezeichneten Flaggen an. Von
diesen wird in der Regel zuerst mit dem Mast auf der linken Papierhälfte begonnen; die Flagge muß
dann zwangsläufig nach rechts ergänzt werden. Interessant in bezug auf ein Simulationsmodell wäre
auch die häufig vertretene These, daß menschliche Zeichner, konfrontiert mit der Aufgabe, ein Objekt
4
 Hierzu kann z.B. auf die von Adorni formulierten Gesetzte der naiven Statik zurückgegriffen
werden (vgl. [1]).
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abzuzeichnen, auf erlernte Schemata zurückgreifen, die sie dann solange abändern, bis eine mehr
oder weniger große Ähnlichkeit zwischen Abbild und Vorlage erreicht ist (vgl. [6]). Zahlreiche
Anleitungen für Zeichner zielen im wesentlichen auf die Vermittlung solcher Schemata ab. So wird
etwa gelehrt, wie aus einfachen geometrischen Grundformen konventionelle Darstellungen für
Blumen, Katzen, Vögel oder Schiffe aufgebaut werden (vgl. z.B. [8]). Vor allem bei ungeübten
Zeichnern ist daher anzunehmen, daß die Wahl einer Perspektive auch davon abhängen wird, welche
Schemata diese kennen bzw. wie leicht neue Schemata zu erlernen sind.
Da es uns allerdings weniger um die Simulation des menschlichen Zeichnens geht, bleiben Faktoren,
wie sie eben genannt wurden, unberücksichtigt. Stattdessen konzentrieren wir uns auf einen Aspekt,
der sowohl bei einem Simulations- als auch bei einem Performanzansatz eine entscheidende Rolle
spielt, nämlich auf die Konsequenzen, die sich durch die Präsentationssituation und die sich daraus
ergebenden Ziele für die Perspektivenwahl bei Objektdarstellungen ergeben. Im folgenden sind einige
Beispiele angeführt.
m Funktionalität/Zugänglichkeit hervorheben
In engem Zusammenhang mit dem Kriterium der `normalen Sehbedingungen´ steht vermutlich die
von einem Betrachter gegenüber einem Objekt typischerweise eingenommene Betrachterposition.
Diese spiegelt sich aber gerade in der Zuordnung der intrinsischen Objektseiten wider. Bei
technischen Geräten wird beispielsweise häufig diejenige Seite als intrinsische Vorderseite angesehen,
an der sich wichtige Bedienungs- und Funktionsteile befinden. Nicht zugängliche Objektflächen, etwa
Auflageflächen, werden hingegen zu Unter- oder Rückseiten. Sie sind aus der Standard-
Betrachterposition meist nicht zu sehen.
m Aktuelle Beobachterposition berücksichtigen
Wird in einem Dokument, z.B. einer Konstruktionsanleitung, dazu aufgefordert,
Objektmanipulationen (Drehungen usw.) durchzuführen, so ist zu beachten, daß dem Betrachter
andere als die beispielsweise aus der Standard-Betrachterposition sichtbaren Objektseiten zugänglich
werden. Die Verständlichkeit solcher Dokumente kann dann im allgemeinen erhöht werden, wenn
diese Operationen in nachfolgenden Objektdarstellungen Berücksichtigung finden.
m Bewegungsrichtung betonen
Soll herausgestellt werden, daß sich ein darzustellendes Objekt in eine bestimmte Richtung bewegt,
werden üblicherweise Ansichten gewählt, die zur Bewegungsrichtung parallele Objektseiten zeigen.
Dabei scheint es keine Rolle zu spielen, ob sich das darzustellende Objekt in der Horizontalen oder in
der Vertikalen bewegt. Die typischsten Beispiele sind hier Darstellungen von Pfeilen. Ähnliches gilt
aber auch für Schiffe, Autos, Fische, Raketen oder Regentropfen. Van Sommers (vgl. [11]) vertritt
sogar die Auffassung, daß Trompeten bevorzugt von der Seite gezeichnet werden, um die
Fortpflanzungsrichtung des Schalls anzudeuten.
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m Räumlichkeit vermitteln
Räumliche Tiefe kommt besser zum Ausdruck, wenn das Objekt aus einer Perspektive dargestellt
wird, bei der in den Raum hineingehende Flächen deutlich erkennbar sind. Wird nur eine Oberseite
dargestellt, verschwindet das Volumen gänzlich. Insbesondere ist zu berücksichtigen, daß im Falle
einer ungünstig gewählten Perspektive formgebende Kanten und Linienschnittpunkte aufeinander
fallen und somit nicht mehr zu unterscheiden sind. Während die linke Figur in Abb. 6 gut als
Darstellung eines quaderförmigen Objektes zu erkennen ist, bereitet die rechte Schwierigkeiten.
Durch das Zusammenfallen zweier Schnittpunkte bleibt unklar, ob es sich um die Darstellung eines
dreidimensionalen Objekts handelt oder um ein Sechseck mit eingezeichneten Diagonalen.
                           
Abb. 6: Günstige und ungünstige Darstellung eines quaderförmigen Drahtgitters
m Ein bestimmtes Objektteil zeigen
Oft werden Objektdarstellungen verwendet, um Information über ein bestimmtes Objektteil
darzubieten, etwa um zu zeigen, daß ein Objekt das Teile X besitzt, und/oder um zu zeigen, wo sich
das Teil X befindet. In diesen Fällen müssen dann Perspektiven gewählt werden, aus denen das
betreffende Teil sichtbar ist. Besteht das Präsentationsziel beispielsweise darin, auf die Aufhängung
eines technischen Gerätes aufmerksam zu machen, wird man das Gerät zweckmäßigerweise nicht von
vorne, sondern von hinten zeigen.
m Identifizierung erleichtern
Variationen in der Perspektive führen zu unterschiedlichen Abbildungen ein und desselben Objektes.
Das Ergebnis einer Projektion wird allerdings nur dann als Abbild eines Objektes erkennbar sein,
wenn ausreichend viele visuell wahrnehmbare Eigenschaften vorhanden sind, die mit den visuell
wahrnehmbaren Eigenschaften der Vorlage identifizierbar sind. Je mehr diskriminierende
Eigenschaften eine graphische Objektdarstellung beinhaltet, desto geringer sind die
Verwechslungsmöglichkeiten mit anderen Objekten. Ein Pilz ist beispielsweise aus der
Vogelperspektive schlechter zu identifizieren als aus einer Seitenansicht. Geht man davon aus, daß
großflächige Objektseiten gegenüber kleineren eher wahrgenommen werden, ist es oft günstig, solche
ausgeprägten Seiten möglichst unverzerrt darzustellen. Beispielsweise fällt die Identifikation eines aus
der Frontalperspektive gezeigten Bleistifts in der Regel wesentlich schwerer als eine Darstellung in
Seitenansicht.
m Wirkungen erzielen
Vor allem in Werbeanzeigen wird häufig versucht, Objekte so darzustellen, daß die Betrachter ihnen
bestimmte wertende Merkmale (angenehm, wertvoll etc.) zuordnen. Die Wahl der Perspektive ist da-
bei ein wesentliches gestalterisches Mittel. In diesem Zusammenhang verweist Espe (vgl. [3]) auf eine
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Faustregel, die besagt, daß ein aus der Vogelperspektive gezeigtes Motiv als dem Betrachter unterle-
gen, ein aus der Froschperspektive gezeigtes hingegen als dem Betrachter überlegen empfunden wird.
Durch Angabe solcher Präsentationsziele läßt sich repräsentieren, welche kommunikative Funktion ei-
ne Objektdarstellung in einer konkreten Präsentationssituation zu erfüllen hat. Als Standardperspekt-
iven bezeichnen wir die Perspektiven, die sich durch die Vorgabe von Standardpräsentationszielen
ergeben. Hierzu gehört die Vermittlung von Räumlichkeit, die Erleichterung der Identifizierung, bei
statischen Objekten die Hervorhebung der Funktionalität/Zugänglichkeit und bei dynamischen die
Betonung der Bewegungsrichtung.
4. Regelgesteuerte Perspektivenauswahl
Ausgehend von den eingeführten Grundperspektiven können wir mit den oben genannten Kriterien
feststellen, was in einer konkreten Präsentationssituation für bzw. gegen eine bestimmte Perspektive
spricht. Eine Entscheidung ist schließlich durch Abwägen der für- und widersprechenden Argumente
herbeizuführen. Wir gehen dabei jedoch nicht davon aus, daß es stets nur eine Perspektive gibt, die
den gestellten Anforderungen gerecht wird. Wir wollen vielmehr ungeeignete oder weniger geeignete
Perspektiven ausschließen. Um Kriterien möglichst einfach zu verfeinern und neue Kriterien hinzu-
nehmen zu können, wählen wir einen regelbasierten Ansatz. Die Regeln werden wie folgt abgearbei-
tet. Im Prämissenteil wird geprüft, ob die Regel in der vorgegebenen Präsentationssituation anwend-
bar ist; im Aktionsteil wird eine Bewertung der zur Auswahl stehenden  Perspektiven vorgenommen.
Dabei können einzelne Perspektiven durch ein Minuszeichen blockiert oder durch ein Pluszeichen als
besonders geeignet gekennzeichnet werden. Einige solcher Regeln sind nachfolgend skizziert:
(R1) Funktionalität betonen   =>
blockiere alle Perspektiven, die die funktionale Seite nicht enthalten, befürworte
Frontalansicht, der durch die Funktion gegebenen Seite
(R2) Unterseite identisch mit Auflagefläche  =>
blockiere alle Perspektiven, die die Unterseite zeigen
(R3) Räumlichkeit betonen   =>
blockiere Frontalansichten, befürworte Perspektiven, die drei Seiten zeigen
(R4) Identifizierung erleichtern  =>
blockiere Frontalansichten extrem kleiner Seiten
Wie solche Bewertungsregeln zur Perspektivenwahl eingesetzt werden, demonstrieren wir anhand ei-
nes Beispiels aus der Domäne des WIP-Projekts. In dieser Domäne geht es darum, eine illustrierte
Gebrauchsanleitung für eine Espressomaschine unter Berücksichtigung verschiedener Generierungs-
parameter wie Präsentationssituation, Zielgruppe usw. automatisch zu erzeugen. Wir betrachten die
Situation, in der zu Beginn einer Gebrauchsanleitung die zu beschreibende Espressomaschine erstma-
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lig erscheinen soll. Spezielle Präsentationsziele seien nicht vorgegeben, so daß nur die mit den
Standardzielen verbundenen Regeln (R1 bis R4) herangezogen werden. Ausgehend von der durch
funktionale Teile (Einschaltknopf usw.) gegebenen Vorderseite und der durch die Auflagefläche be-
stimmten Unterseite werden der Espressomaschine gemäß dem Spiegelbildprinzip (vgl. Abb. 1) sechs
intrinsische Seiten zugeordnet. Es sind daher alle 26 Quader-Grundperspektiven in Betracht zu zie-
hen. Nach Anwendung von R1, R2 und R3 werden die Grundperspektiven VOL und VOR gefunden.
Da die Espressomaschine keine extrem kleinen intrinsischen Seiten aufweist, ist R4 nicht anwendbar.
Ohne weitere Restriktionen erscheinen VOL und VOR gleichermaßen geeignet. Das Ergebnis der
Bewertung durch die anwendbaren Regeln ist in nachstehender Tabelle zusammengefaßt.
       
   ˚  ˚
             V  H  O  U  L  R  VO  VU  VL  VR  OH  OL  OR  UL  UR  UH  HL  HR  VOL  VOR  VUL  VUR  HOL  HOR  HUL  HUR
(R1)    + -  -  -  -  -                     -   -    -    -    -    -   -   -                                -      -     -     -
(R2)                -                -                           -    -    -                        -     -                    -     -
(R3)    -  -  -  -  -  -                                                         +    +    +    +    +    +    +    +
Abb.7: Ergebnis der Bewertung durch die Regeln R1 bis R3
Nicht auszuschließen ist allerdings,  daß nach der Bewertung alle zur Auswahl stehenden
Perspektiven blockiert sind. Soll in unserem Beispiel etwa noch die sich auf der Rückseite befindliche
Aufhängung der Espressomaschine dargestellt werden, dann gibt es keine Perspektive, die mit allen
Präsentationszielen vereinbar ist. In solchen Fällen sind dann entweder mehrere Abbildungen zu
erzeugen, oder die nicht dargestellte Information muß auf anderem Wege, z.B. verbal, mitgeteilt
werden.
5. Schlußbemerkung
Vorgestellt wurde ein Ansatz, bei dem der prinzipiell unendliche5  Suchraum möglicher Perspektiven
zunächst auf eine geringe Anzahl sich qualitativ unterscheidender Grundperspektiven eingeschränkt
wurde, um aus diesen dann unter Rückgriff auf Wissen über Objekte und Darstellungstechniken eine
der jeweiligen Präsentationssituation angemessene auszuwählen. Wir gehen davon aus, daß diese
Grundperspektiven eine gute Basis für die Erzeugung von Darstellungen eines breiten Spektrums an
Objekten bilden. Sicher ist richtig, daß für manche Objektklassen in bestimmten Präsentations-
situationen bessere Ergebnisse erzielt werden können, wenn der Perspektivenwahl ein größerer
Suchraum zugrundegelegt wird. Sollen beispielsweise mehrere Teile eines Objektes in einer
Abbildung sichtbar sein, stellt sich die Wahl einer geeigneten Perspektive in erster Linie als
geometrisches Problem. Wenn dann aber mit natürlicher Sprache auf die Abbildung Bezug
5
 Selbst wenn nur ganzzahlige Koordinatentupel in Frage kommen und nur Positionen betrachtet
werden, die einen bestimmten Abstand vom Objekt nicht überschreiten, verhält sich die Anzahl
möglicher Perspektiven immerhin kubisch zu diesem Abstand.
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genommen werden soll, kann wiederum auf die Grundperspektiven zurückgegriffen werden, um
Perspektiven natürlichsprachlich zu beschreiben.
Noch offen ist die Frage, inwieweit sich der Ansatz für die Darstellung von Szenen eignet. Eine erste
Überlegung zielt darauf ab, Szenen selbst als zusammengesetzte Objekte aufzufassen.
Schwierigkeiten treten dann auf, wenn unterschiedliche Präsentationsziele nur durch geschicktes
Arrangieren der Szenen-objekte zu erreichen sind.
Weitere Untersuchungen sind auch hinsichtlich der Kriterien zur Perspektivenwahl erforderlich. Zum
einen können die aufgeführten Präsentationsziele verfeinert werden, etwa das Präsentationsziel
`Wirkung erzielen´, zum andern lassen sich gewiß Objektklassen bestimmen, für die speziellere
Kriterien zu besseren Ergebnissen führen. Wichtige Hinweise auf notwendige Modifikationen und
Erweiterungen erwarten wir insbesondere auch durch die praktische Anwendung des Ansatzes.
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