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Classical density functional theory (DFT) is a statistical mechanical theory for calculating the
density profiles of the molecules in a liquid. It is widely used, for example, to calculate the density
distribution of the molecules in the vicinity of a confining wall, the interfacial tension, the wetting
behaviour and many other properties of nonuniform liquids. DFT can however be somewhat daunt-
ing to students entering the field, because of the many connections to other areas of liquid-state
science that are required and used to develop the theories. Here we give an introduction to some
of the key ideas, based on a lattice-gas (Ising) model fluid. This builds on knowledge covered in
most undergraduate statistical mechanics and thermodynamics courses and so students can quickly
get to the stage of calculating density profiles, etc for themselves. We derive a simple DFT for the
lattice-gas and present some typical results that can readily be calculated using the theory.
I. INTRODUCTION
The behaviour of liquids at interfaces and in confine-
ment is a fascinating and important area of study. For
example, the behaviour of a liquid under confinement be-
tween two surfaces determines how good a lubricant that
liquid is. The nature of the interactions between the liq-
uid and the surfaces is crucial. Consider, for example, the
teflon coating on non-stick cooking pans, used because
water does not adhere to (wet) the surface. One can ap-
proach the problem from a mesoscopic fluid-mechanical
point of view, see for example the excellent book by de
Gennes, Brochard-Wyart and Quere´.1 However, if a mi-
croscopic approach is required, which relates the fluid
properties at an interface to the nature of the molecu-
lar interactions, then one must start from statistical me-
chanics. There are a number of books such as Refs. 2–5
which provide a good starting point. All of these include
a discussion on classical density functional theory (DFT)
which is a theory for determining the density profile of
a fluid in the presence of an external potential, such as
that exerted by the walls of a container.
DFT is a statistical mechanical theory, where the aim
is to calculate average properties of the system being
studied. In statistical mechanics, the central quantity of
interest is the partition function Z and once this is cal-
culated, all thermodynamic quantities are given. How-
ever, Z a sum over all the possible configurations of the
system, can rarely be evaluated exactly. Instead of fo-
cussing on Z, in DFT we seek to develop good approxi-
mations for the free energy. It can be shown that the
free energy is a functional of the fluid density profile
ρ(r) and the equilibrium profile is that which minimises
the free energy. Over the years, a great many differ-
ent approximations for the free energy functionals have
been developed, generally by making contact with re-
sults from other branches of liquid-state physics. There
are now quite a few lecture notes and review articles
on the subject.6–12 This rather large literature can make
learning about DFT rather daunting. One of us (AJA)
has found in teaching this subject that a good place for
students to start learning about the properties of inho-
mogeneous fluids, is by considering a simple lattice gas
(Ising) model. This allows students to avoid much of the
liquid-state physics and functional calculus that can be
daunting for undergraduates when embarking on study-
ing DFT and its applications.13 The advantage of starting
from a lattice-gas model is that one can quickly develop a
simple mean-field DFT (described below) and then pro-
ceed to calculate the bulk fluid phase diagram and study
the interfacial properties of the model, determining the
wetting behaviour, finding wetting transitions and all the
other interesting phenomenology of liquids at interfaces.
The computer algorithms required to solve these equa-
tions are fairly simple. Thus, the threshold for enter-
ing the subject and getting to the point where a student
can calculate things for themselves is much lower via this
route, than most other routes that we can think of.
The aim of this paper is two-fold: (i) to derive the
mean-field DFT for an inhomogeneous lattice-gas fluid,
whilst explaining the physics of the theory. This presen-
tation assumes the reader has had introductory statis-
tical mechanics and thermodynamics courses, but little
else beyond that. (ii) To illustrate the types of quantities
that DFT can be used to calculate, such as the surface
tension of the liquid-gas interface, to study wetting be-
haviour or to answer the question “what is the shape of a
drop of liquid on a surface?” We also give some exercises
for students.
This paper is laid out as follows: in §II we introduce
the statistical mechanics of simple liquids. We set up the
DFT model in §III and IV. The bulk fluid phase diagram
is discussed in §V. We describe the iterative method for
solving the model in §VI before displaying some typical
results in §VII. Finally, some conclusions are drawn in
§VIII.
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2II. STATISTICAL MECHANICS OF SIMPLE
LIQUIDS
We consider a fluid composed of N atoms/molecules
in a container. What follows is also relevant to col-
loidal suspensions and so we simply refer to the atoms,
molecules, colloids, etc as ‘particles’. The energy is a
function of the set of position and momentum coordi-
nates, rN ≡ {r1, r2, . . . , rN} and pN ≡ {p1, p2, . . . , pN}
respectively, and is given by the Hamiltonian5
H(rN , pN ) = K(pN ) + E(rN ), (1)
where K is the kinetic energy
K =
N∑
i=1
p2
i
2m
, (2)
and E is the potential energy due to the interactions
between the particles and also to any external poten-
tials such as those due to the container walls. When
treating the system in the canonical ensemble, which has
fixed volume V , particle number N and temperature T ,
the probability that the system is in a particular state
is4,5,14,15
f(rN , pN ) =
1
h3NN !
e−βH
Z
, (3)
where
Z =
1
h3NN !
∫
drN
∫
dpNe−βH, (4)
is the canonical partition function, h is Plank’s con-
stant and β = (kBT )
−1 where kB is Boltzmann’s con-
stant. The partition function allows macroscopic ther-
modynamic quantities to be related to the microscopic
properties of the system which are defined in H (see be-
low).
The kinetic energy contribution (2), is solely a function
of the momenta pN , and E(rN ), the precise form of which
is yet to be defined, only depends on the positions of the
particles rN . This allows the partition function (4) to be
simplified by performing the Gaussian integrals over the
momenta to obtain
Z =
1
h3N
∫
dpNe−β
∑N
i=1
p2
i
2mQ,
=
1
h3N
∫
e−β
p2
1
2m dp
1
. . .
∫
e−β
p2
N
2m dp
N
Q,
=
1
h3N
(√
2mpi
β
)3
. . .
(√
2mpi
β
)3
Q,
=
(√
2mpi
βh2
)3N
Q,
= Λ−3NQ, (5)
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FIG. 1: Illustration of how a free system, (a), may be
discretized in space by setting the particles on a lattice,
(b).
where Λ is the thermal de Broglie wavelength and
Q =
1
N !
∫
drNe−βE , (6)
is the configuration integral.14 Thus, the partition func-
tion is just the configuration integral multiplied by a fac-
tor that depends on N , T and m and so the value of
Λ is irrelevant for determining the state of the system.
Changing Λ just adds a constant to the free energy per
particle [see Eq. (10)] and so we safely assume Λ = 1.
Evaluating Q is the central problem here and, in gen-
eral, this can not be done and so approximations are
required. In the following section we develop a simple
lattice model approximation that allows progress. Note
that the system described above has been analysed in
the canonical ensemble. We discuss below how the sys-
tem can instead be considered in the grand canonical
ensemble.
III. DISCRETE MODEL
A. Defining a Lattice
We assume that the fluid is two dimensional (2D), to
simplify the analysis. However, everything can easily be
extended to a three dimensional (3D) system. We imag-
ine a lattice discretises the space occupied by the fluid
and so any configuration of particles may be described
by a set of lattice occupation numbers {n1, n2, . . . , nN} ≡
{ni} which define if the lattice sites are filled (ni = 1) or
empty (ni = 0) with ni being the occupation number of
site i. The width of each lattice site is set as σ, the di-
ameter of a particle, and there are M sites. We set σ = 1
throughout and use this as our unit of length. The parti-
cles are assumed to be spherical, so that their orientation
is not important. We now find that the configurational
integral in Eq. (6) becomes a sum over the lattice sites.
Note the short hand i ≡ (k, l), where k and l are integer
indices defining the 2D lattice.
3B. Energy of the System
To proceed, we must define the potential energy contri-
bution to the Hamiltonian, E. We assume the following
form
E =
M∑
i=1
niVi −
∑
i,j
ijninj . (7)
The first term is the contribution from the external po-
tential Vi and the second term is the energy contribution
from pair interactions between particles. We assume that
there are no three-body or higher interactions. The inter-
action energy between particles at two lattice sites i and
j is ij . This gets smaller as the distance between them
increases and so ij has the property that as |i− j| → ∞,
ij → 0. The term −
∑
i,j ijninj denotes a sum over
all pairs of lattice sites in the system. Considering only
pair interactions greatly simplifies the task of evaluating
the partition function, but it can still be very arduous
to evaluate this sum even for a moderately sized system.
The probability of being in a particular configuration,
{ni}, for a fixed number of particles N , is now
P ({ni}) = e
−βE({ni})
Z
, (8)
with the partition function defined as
Z =
∑
all states
e−βEstate , (9)
where ‘state’ is a shorthand for a particular allowed set of
occupation numbers {ni}. Note the relation to the con-
figuration integral in Eq. (6), since the sum over all states
approximates the continuum integral (N !)−1
∫
drN (· · · ).
C. Helmholtz Free Energy
The Helmholtz free energy is related to the partition
function as follows5,14,15
F = −kBT lnZ. (10)
All other thermodynamic quantities are obtained from
derivatives of F . However, we are still unable to evaluate
the sum in Eq. (9) and as a consequence can not calcu-
late F . Under certain assumptions we can make some
progress: consider the system where there is no external
field, i.e. Vi = 0, and that ij = 0, so that the particles
do not interact with each other. From Eq. (7), this gives
E = 0 for all configurations and from Eq. (8) we observe
that
P ({ni}) = 1
Z
, (11)
i.e. that all configurations are equally likely. From
Eq. (9), we see that Z is just the number of possible
states, which, for a system of M lattice sites containing
N particles, is
Z =
M !
N !(M −N)! . (12)
For large systems, i.e. when both M and N are large,
this can be simplified using Stirling’s approximation,
ln(N !) ≈ N lnN −N , which, with Eq. (10), gives
F = −kBT [M lnM −N lnN − (M −N) ln(M −N)] .
(13)
The number density of particles in the system is
ρ = N/M (recall σ = 1) and so Eq. (13) gives
F = MkBT [ρ ln ρ+ (1− ρ) ln(1− ρ)] . (14)
This homogeneous fluid has a uniform density ρ through-
out. However, for an inhomogeneous fluid in the presence
of a spatially varying external potential Vi we should ex-
pect the density to vary in space. The average density at
lattice point i is defined as
ρi = 〈ni〉, (15)
i.e. it is the average value of the occupation num-
ber at site i, over all possible configurations: 〈· · · 〉 =∑
all states(· · · )Pstate. We now obtain an approximation
for the free energy of the inhomogeneous fluid.
D. The Grand Canonical Ensemble
We previously treated the system in the canonical en-
semble with a fixed N , T and volume V (strictly, this is
an area since the fluid is 2D but we refer to area as ‘vol-
ume’ throughout). Now we consider the system in the
grand canonical ensemble with fixed V and T but now N
can vary by exchanging particles with a reservoir. The
reservoir has a fixed chemical potential µ, and as the sys-
tem is connected to this reservoir it has the same chemical
potential (recall that the chemical potential is the energy
required to insert a particle into the system). Physically,
the easiest way to conceive the grand canonical ensemble
is to imagine the system as being a subsystem of a much
larger structure, with which it can exchange particles,
and where the reservoir fixes T and µ in the subsystem.
The probability of a grand canonical system being in
a particular state is [cf. Eq. (8)]
P ({ni}) = e
−β(E−µN)
Ξ
, (16)
where the number of particles in the system is
N =
M∑
i=1
ni,
The normalisation factor Ξ is the grand canonical parti-
tion function
Ξ = Tr e−β(E−µN), (17)
4where the trace operator, Tr, is defined as
Trx =
∑
all states
x =
1∑
n1=0
1∑
n2=0
· · ·
1∑
nM=0
x.
From the grand canonical partition function we can find
the grand potential
Ω = −kBT ln Ξ, (18)
in an analogous manner to which the Helmholtz free en-
ergy is obtained in the canonical ensemble [cf. Eq. (10)].
The equilibrium state corresponds to the minimum of the
grand potential.
E. Gibbs-Bogoliubov Inequality
We now derive and then use the Gibbs-Bogoliubov in-
equality to show that there exists an upper bound on the
free energy and finding the minimum of this bound gives
an approximation to the true free energy.
Eq. (18) can be rearranged and equated to Eq. (17) to
give
e−βΩ = Tr e−β(E−µN). (19)
The energy of a particular state E can be rewritten as
E = E0 + E − E0 = E0 + ∆E, (20)
where E0 is the energy of a reference system which we
choose so as to be able to evaluate the partition function.
We choose the system with ij ≡ 0 and Vi 6= 0. From
Eq. (19) and (20) we obtain
e−βΩ = Tr e−β(E0−µN)e−β∆E . (21)
The statistical average value of any quantity x in the
reference system is
〈x〉0 = Tr
(
e−β(E0−µN)
Ξ0
x
)
,
since P0 = e
−β(E0−µN)/Ξ0 [see Eq. (16)]. So, from (21)
we obtain
e−βΩ = e−βΩ0〈e−β∆E〉0, (22)
with Ξ0 = e
−βΩ0 given by Eqs. (17) and (18). Now,
since e−x is a convex function of x, then 〈e−x〉 ≥ e−〈x〉
and from Eq. (22) we obtain the inequality
e−βΩ ≥ e−βΩ0e−β〈∆E〉0 . (23)
Taking the logarithm of this gives the Gibbs-Bogoliubov
inequality5
Ω ≤ Ω0 + 〈∆E〉0. (24)
This shows that there is an upper bound to the true
grand potential Ω that depends solely on the properties
of the reference system, and, more importantly, it allows
us to find a ‘best’ approximation for Ω by minimising
the right hand side of the inequality. We choose E0 to
depend upon parameters that may be varied and per-
form the minimisation with respect to variations in these
parameters.
To proceed, we must define E0. We choose
E0 =
M∑
i=1
(Vi + φi)ni, (25)
where Vi is the external potential, and φi are the param-
eters mentioned above, which are yet to be determined.
Physically, they are the (mean field) additional effective
potentials that incorporate the effect of the interactions
between the particles.
The density at a particular lattice site is given by
Eq. (15). Our (mean field) approximation for this quan-
tity is
ρi = 〈ni〉0 = Tr
(
e−βE0−µN
Z0
ni
)
,
=
1
Z0
[
1∑
n1=0
e−β(V1+φ1−µ)n1
]
. . .
[
1∑
ni=0
nie
−β(Vi+φi−µ)ni
]
. . .
[
1∑
nM=0
e−β(VM+φM−µ)nM
]
,
=
[∑1
n1=0
e−β(V1+φ1−µ)n1∑1
n1=0
e−β(V1+φ1−µ)n1
]
. . .
[∑1
ni=0
nie
−β(Vi+φi−µ)ni∑1
ni=0
e−β(Vi+φi−µ)ni
]
. . .
[∑1
nM=0
e−β(VM+φM−µ)nM∑1
nM=0
e−β(VM+φM−µ)nM
]
,
=
∑1
ni=0
nie
−β(Vi+φi−µ)ni∑1
ni=0
e−β(Vi+φi−µ)ni
=
e−β(Vi+φi−µ)
1 + e−β(Vi+φi−µ)
. (26)
5Also, the reference system partition function is [cf.
Eq. (17)]:
Ξ0 = Tr e
−β(E0−µN),
= Tr e−β
∑M
i=1(Vi+φi−µ)ni ,
=
M∏
i=1
(1 + e−β(Vi+φi−µ)).
This may then be substituted into Eq. (18) to obtain the
following expression for the grand potential
Ω0 = −kBT
M∑
i=1
ln(1 + e−β(Vi+φi−µ)). (27)
Rearranging (26) to give 1− ρi = (1 + e−β(Vi+φi−µ))−1
and inserting it into (27) gives
Ω0 = kBT
M∑
i=1
ln(1− ρi). (28)
By rewriting this as
Ω0 = kBT
M∑
i=1
(ρi + 1− ρi) ln(1− ρi), (29)
we can use Eq. (26) to express Ω0 in the following form
Ω0 = kBT
M∑
i=1
[ρi ln ρi + (1− ρi) ln(1− ρi)]
+
M∑
i=1
(Vi + φi − µ) ρi. (30)
Note that when Vi = φi = 0, which corresponds to the
case of a uniform fluid with ij = 0, this reduces to the
result we saw earlier in Eq. (14), since Ω = F − µN .5,19
Returning to the general case ij 6= 0, from the definition
of E0 in Eq. (25), we find that ∆E = E − E0 is
∆E = −
∑
i,j
ijninj −
M∑
i=1
φini. (31)
From Eq. (26), that ρi = 〈ni〉0, with (31) this gives
〈∆E〉0 = −
∑
i,j
ijρiρj −
M∑
i=1
φiρi, (32)
where, because our reference system is non-interacting,
we find that
〈ninj〉0 = 〈ni〉0〈nj〉0 = ρiρj .
Finally, Eqs. (30) and (32) can be used to obtain
Ωˆ = Ω0 + 〈∆E〉0,
= kBT
M∑
i=1
[ρi ln ρi + (1− ρi) ln(1− ρi)]
−
∑
i,j
ijρiρj +
M∑
i=1
(Vi − µ)ρi. (33)
(a) (b)
FIG. 2: The distinction between, (a), the nearest
neighbors (open circles) to a particle (grey circle), and,
(b), the next nearest neighbors.
As discussed previously, this is an upper bound to the
true grand potential Ω. One should choose the mean
field {φi} so as to minimise Ωˆ, in order to generate a
best approximation for Ω. This is equivalent to choosing
the set {ρi} so as to minimise Ωˆ, since the density ρi is
defined by φi [cf. Eq. (26)]. What we have done here
is to derive an approximate DFT for the lattice fluid.
For DFT in general, one can prove that the equilibrium
fluid density profile is that which minimises the grand
potential functional.6
IV. DEFINING THE POTENTIALS
Up to this point, we have not specified the form of the
potentials from the external field, or the particle interac-
tions. We now define ij and Vi.
A. Particle Interactions
The term −∑i,j ijρiρj in Eq. (33) represents the con-
tribution to the free energy from the interactions between
pairs of particles. A simple example of the continuum
fluid we seek to model is made up of particles inter-
acting via a Lennard-Jones pair potential5 of the form
v(r) = 
[(
r0
r
)12 − 2 ( r0r )6], where r is the distance be-
tween pairs of particles and r0 is the distance at the mini-
mum where v(r0) = −. Given that v(2r0) ≈ −0.03, it is
a good approximation to assume that each particle only
interacts with the nearest and next nearest neighbouring
particles, as illustrated in Fig. 2, and so we replace the
particle interaction term in the free energy with
∑
i,j
ijρiρj ≈ nn
M∑
i=1
ρi
∑
jnni
ρj + nnn
M∑
i=1
ρi
∑
jnnni
ρj ,
(34)
where nn and nnn are the strengths of the interaction
between nearest neighbour and next nearest neighbour
particles, respectively. The term
∑
jnni ρj denotes the
sum of densities in lattice sites j which are the nearest
neighbours to the site i. Similarly,
∑
jnnni ρj denotes
the sum over the next nearest neighbours. We now set
6nn =  and nnn = /4. This ratio nn/nnn is not the
value it would have if the Lennard-Jones potential were
exactly applied but it is the optimum ratio to obtain cir-
cular drops when solved in two dimensions (see §VII C
below).16–18 Our definition captures the essence of the
Lennard-Jones potential: the repulsive core is modelled
by the onsite repulsion (one particle per lattice site) and
the pair interaction terms crudely model the attractive
forces. However, it is worth noting that even though the
interaction energy between two well-separated (r  r0)
particles can be very small, the net contribution from all
such long-range interactions may be significant and ne-
glecting them may result in the theory failing to describe
some interesting physics.
B. External Potential
We assume that the interaction potential between a
particle and the particles that form the wall of the con-
tainer is of the Lennard-Jones form which decays for large
r as v(r) ∼ −r−6. Summing the potential between a sin-
gle fluid particle with all of the particles in the wall yields
a net potential that decays as V (z) ∼ −z−3 for z → ∞,
where z is the perpendicular distance between the par-
ticle and the wall. We therefore assume that the wall
exerts a potential of the form
Vi =
{
∞ if k < 1
−wk−3 if k ≥ 1 (35)
where w is the parameter which defines the attractive
strength of the confining wall. The integer index k is the
distance, in the number of lattice sites, of the particle
from the wall.
V. THE BULK FLUID PHASE DIAGRAM
Before discussing the behaviour of the fluid at this wall,
we first calculate the phase diagram of the bulk fluid,
away from the influence of any interfaces. When the
temperature T is less than the critical temperature Tc,
the fluid exhibits phase separation into a low density gas
phase and a high density liquid phase. The binodal is the
line in the phase diagram at which this transition occurs.
Along the binodal, the liquid and the gas coexist in ther-
modynamic equilibrium, i.e. where the pressure, chemical
potential and temperature of the liquid and gas phases
are equal. The lattice gas model has a hole-particle sym-
metry that is not present in a continuum description, but
which is useful for calculating the binodal. This symme-
try arises from the fact that if we replace ni = 1 − hi,
where hi is the hole occupation number, then the form of
Eq. (7) is unchanged. This symmetry leads to the density
of the coexisting gas and liquid, ρg and ρl respectively,
to be related as
ρl = 1− ρg. (36)
From Eq. (33) the Helmholtz free energy per lattice site,
f = F/M , for a uniform fluid with density ρ, is
f = kBT [ρ ln ρ+ (1− ρ) ln(1− ρ)]− 5
2
ρ2 (37)
where 5/2 =
∑
i,j ij is the sum up to the next nearest
neighbours interactions and includes a factor of a half
to prevent double counting. The pressure in the system
is5,20
P (ρ) = −
(
∂F
∂V
)
T,N
= ρ
∂f
∂ρ
− f
= −kBT ln(1− ρ)− 5
2
ρ2. (38)
The binodal curve can be found by invoking Eq. (36) and
solving P (ρ) = P (1− ρ), giving
kBT

=
5(2ρ− 1)
2(ln ρ− ln(1− ρ)) , (39)
which is displayed in Fig. 3a. The maximum on the bin-
odal corresponds to the critical point, above which there
is no gas-liquid phase separation. From the symmetry
(36), the density at the critical point is ρ = 1/2 and the
critical temperature is found to be Tc = 5/4kB .
The chemical potential can also be calculated from the
Helmholtz free energy as5,20
µ(ρ) =
(
∂F
∂N
)
T,V
=
∂f
∂ρ
= kBT ln
(
ρ
1− ρ
)
− 5ρ. (40)
On substituting (39) into (40) we find that the chemical
potential at coexistence is
µcoex = −5
2
, (41)
which is displayed in Fig. 3b. The spinodal is also plotted
in Fig. 3. The spinodal denotes the locus in the phase
diagram where the compressibility is zero, i.e. within this
curve the fluid is unstable and spontaneous phase separa-
tion occurs. The spinodal is obtained from the following
condition
∂2f
∂ρ2
= 0, (42)
which, from Eq. (37), gives the following expression for
the density dependence of the temperature along the
spinodal,
kBT

= 5ρ(1− ρ), (43)
also plotted in Fig. 3a. The spinodal can also be obtained
as a function of µ from Eqs. (40) and (43). The result is
displayed in Fig. 3b.
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FIG. 3: The bulk fluid phase diagram for the 2D lattice
fluid. The solid red line is the binodal and the dashed
blue line is the spinodal. In (a) we display the phase
diagram in the dimensionless temperature kBT/ versus
density plane and in (b) as a function of chemical
potential.
Exercise:
Calculate the binodal for the case when there are only
nearest neighbour interactions. What is the critical tem-
perature?
VI. AN ITERATIVE METHOD FOR
CALCULATING THE DENSITY PROFILE
We return now to the inhomogeneous fluid in the pres-
ence of an external potential. The equilibrium density
profile is that which minimises Ωˆ in Eq. (33), i.e. it is the
set {ρi} which satisfiy, for all i,
∂Ωˆ
∂ρi
= 0.
Performing this differentiation and rearranging gives the
set of coupled equations,
ρi = (1− ρi) exp
β
µ+ ∑
jnni
ρj +

4
∑
jnnni
ρj − Vi
 ,
(44)
which can be solved iteratively for the profile {ρi}. An
initial approximation is required and the closer this is
to the true solution, the better. We sometimes use
ρi = exp(β(µ − Vi)), which is the exact result in the
low density (ideal-gas) limit or we may simply guess a
likely profile. We can also use values from previous state
points as an initial approximation when calculating at
several state points successively, incrementing one pa-
rameter each time. With a suitable initial approximation
for {ρi}, Eq. (44) can then be iterated until convergence
is achieved.
It is often necessary during each iterative step to mix
the result from evaluating the right hand side of Eq. (44),
ρrhsi , in a linear combination with the result from the
previous iteration ρoldi , i.e.
ρnewi = αρ
rhs
i + (1− α)ρoldi , (45)
where α may be small, typically in the range
0.01 < α < 0.1. This has the effect that only small steps
are taken towards the minimum with each iteration.
Omitting this mixing (i.e. α = 1) can give a ρnewi that
falls outside of the range (0,1) and once this happens the
iterative routine breaks down.
A. Normalising the Density Profile
To describe an enclosed (canonical) system with fixed
N , rather than being coupled to a reservoir which fixes µ,
we can think of Eq. (33) as a constrained minimisation,
i.e. as minimising the Helmholtz free energy
F = kBT
M∑
i=1
[ρi ln ρi + (1− ρi) ln(1− ρi)]
−
∑
i,j
ijρiρj +
M∑
i=1
Viρi, (46)
subject to the constraint that
N =
M∑
i=1
ρi. (47)
The chemical potential µ is then the Lagrange multi-
plier. To achieve this when iteratively calculating the
density profile {ρi}, we modify the method described
above and at each iteration following (45) the profile is
renormalised: ρnormi = Aρ
new
i , with
A = N
(
M∑
i=1
ρnewi
)−1
,
8so that the constraint (47) is satisfied.
B. Boundary Conditions
At the wall, the boundary conditions (BC) for the den-
sity profile are straight forward: we simply set ρi = 0
for all lattice sites i ‘inside’ the wall – i.e. for k < 1 in
Eq. (35). On the boundaries perpendicular to the wall,
we normally use periodic BC, where it is assumed that
the nearest neighbour of a lattice site on the boundary
is the lattice site on the opposite boundary. For the
boundary opposite the wall, periodic BC in this situa-
tion creates an artificial substrate (i.e. so that the fluid
is confined in a capillary, between two walls). This does
not cause a problem in sufficiently large systems. How-
ever, a more efficient solution is to assume that the fluid
is uniform beyond the boundary opposite the wall, with
specified density, e.g. that of the bulk gas.
VII. TYPICAL SOLUTIONS
We now present results using the lattice gas model
which are typical of many DFT models for a fluid ex-
hibiting gas-liquid phase separation. After determining
the equilibrium density profile using the iterative method
described above we may then calculate thermodynamic
quantities such as the interfacial tension or the adsorp-
tion at the wall, which is defined as
Γ =
M∑
i=1
(ρi − ρb), (48)
where ρb is the bulk density which is obtained by solving
Eq. (40) for ρ. Note that Γ is an excess number per area;
the formula in Eq. (48) is only true when σ = 1. By
calculating results in the grand canonical ensemble we
can track how the adsorption changes with µ (§VII B).
Working in the canonical ensemble we can find drop pro-
files and calculate the contact angle that the liquid drop
makes with a substrate (§VII C). From these results we
can also determine if the liquid wets the substrate. We
characterise a liquid as wetting a substrate when, at
liquid-gas coexistence, a macroscopically thick layer of
the liquid forms between the gas and the substrate.21–28
Grand canonically, where particles are free to enter and
leave the system, wetting is characterised by Γ → ∞
as coexistence is approached µ → µ−coex. Treating it
canonically, the number of particles in the system is
fixed N =
∑M
i=1 ρi (using the normalisation discussed
in §VI A) so Γ is fixed and we characterise wetting by
the contact angle that a liquid drop makes with the sub-
strate. In both cases, wetting only occurs when it is en-
ergetically beneficial, i.e. the liquid wetting the substrate
is the state of least energy.
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FIG. 4: Illustration of the mapping of the full 2D
particle pair interactions (a) onto an effective 1D system
(b). The numbers represent the contribution towards
the potential (in units of ) from that particular lattice
site with reference to the shaded particle in the centre.
The 2D case on the left is that discussed above in §IV A
and on the right we display the resulting effective
potential after mapping this system to 1D.
A. One Dimensional Model
So far, we have assumed for simplicity that the fluid
is in 2D. However, since the density profile is defined as
an average over all possible configurations [c.f. Eq. (15)],
then if the external potential only varies in one direction
[such as the potential in Eq. (35)], then so must the den-
sity profile. This is, of course, also the case for the 3D
fluid. The equilibrium density profile must have the same
symmetry as the external potential and so we may reduce
the DFT equations to be solved (44) to a one-dimensional
(1D) system, consisting of a line of lattice sites extending
perpendicularly away from the wall. We do this by sum-
ming over the interactions in the (transverse) direction
in which the density does not vary, as illustrated in Fig.
4. This maps the 2D system onto an effective 1D system
with renormalised interactions between lattice sites and
also introduces an effective on-site interaction. A similar
mapping can also be done for the 3D fluid.
Exercise:
(i) Implement the procedure described in §VI on a com-
puter for calculating the density profiles for this effective
1D model. (ii) Modify your computer code to solve for
the density profile in 2D. (iii) Compare results from the
two. Are they the same?
B. Adsorption at the wall
In Fig. 5(a) we illustrate how Γ, the adsorption at the
wall, changes as the chemical potential is increased µ→
µ−coex, to approach the coexistence value in (41), from
below. When µ < µcoex the bulk phase (away from the
wall) is the gas phase, but for a wall to which the particles
are attracted, the density at the substrate can be higher.
As µ → µ−coex, the adsorption increases, either diverging
9Γ → ∞, when the liquid wets the wall, or remaining
finite, when the liquid does not wet the wall. As T or w
are changed, there is often a phase transition from one
regime to the other, termed the ‘wetting transition’.21–28
The adsorption results in Fig. 5(a) are calculated for
fixed β = 1.2. When the strength of the attraction due
to the wall is weak, βw < 1.2, the liquid does not wet
the wall and the adsorption remains finite at coexistence,
µ = µcoex. However, for stronger attraction, βw > 1.2,
the wetting film thickness diverges as µ→ µ−coex. To com-
pute these results a value of µ is set and the equilibrium
profile {ρi} is found. The value of µ is then incremented
and the previous equilibrium solution used as the initial
approximation for the next solution. At each state point
the adsorption is calculated via Eq. (48).
An interesting thing to note is that for some values
of w, the adsorption diverges continuously (see e.g. the
case for βw = 2), but for other values there is a dis-
continuous jump in Γ. This jump is a result of crossing
the ‘pre-wetting line’.21–28 We see the beginings of this
jump as a continuous ‘shoulder’ for βw = 1.7. As βw
decreases the jump becomes larger and occurs closer to
µ = µcoex. The adsorption for βw = 1.2 remains very
small until almost exactly at µ = µcoex where it jumps
to a large value. We also observe some smaller discontin-
uous changes in Γ occurring after the main pre-wetting
jump. These smaller jumps are ‘layering transitions’ and
are due to an additional layer of particles being discontin-
uously added to the adsorbed liquid film. Whilst layering
transitions are observed in more sophisticated DFT the-
ories, the underlying lattice in the present model leads to
an unrealistic amplification of this effect. Figs. 5b and 5c
illustrate how the density profile changes as µ → µ−coex,
for values of w that lead to wetting of the wall. We see
a layer of the liquid phase appearing against the wall,
increasing in thickness as coexistence is approached. In
Fig. 5b we also see how the density profiles change dis-
continuously as the pre-wetting line is crossed.
Tracking the adsorption is useful for understanding
how the fluid behaves as coexistence is approached. How-
ever, it ought not be used as the sole indicator of the
wetting behaviour. One should also calculate the grand
potential Ω. It can often arise that a given density pro-
file actually corresponds only to a local minimum of Ω,
but in fact the global minimum corresponds to a different
density profile (e.g. with higher adsorption).
Exercise:
Set βw = 1.3 and calculate the density profile at coex-
istence µ = µcoex, for a range of different ‘temperatures’,
β. What do you find?
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FIG. 5: (a) The adsorption at the wall as the chemical
potential µ→ µ−coex for various different values of the
wall attraction strength parameter w, as given in the
key, for β = 1.2. In (b) we display some of the
corresponding density profiles for βw = 1.6, at
β(µ− µcoex) = −0.2, -0.108, -0.104, -0.1, -0.04, -0.004
and 0 and in (c) we display density profiles for βw = 2,
at β(µ− µcoex) = −0.2, -0.108, -0.1, -0.04, -0.004 and 0.
The points in (a) denote state corresponding to the
profiles in (b) and (c), with matching styles and colors
(color online).
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FIG. 6: Drop density profiles for fixed β = 1.2 with
varying values of βw. The drops spread out with
increasing βw until a flat film forms beyond the
wetting transition.
C. Drop Profiles and Surface Tensions
We now return to the full 2D model and show typical
density profiles corresponding to drops of liquid on a sur-
face acting with the potential in Eq. (35). We treat the
system canonically, i.e. we normalise the system as dis-
cussed in §VI A. We also break translational symmetry,
placing the centre of mass at the horizontal midpoint.29,30
The initial approximation for initiating our iterative
procedure consists of setting the density ρi = ρg every-
where, apart from in a region in the middle of the sys-
tem next to the wall, where we set ρi = ρl. The size
of this portion defines the size of the final liquid drop.
The boundary conditions are as described in §VI B, with
the wall at the bottom boundary, the left and right hand
sides of the lattice having periodic boundary conditions
and we fix ρi = ρg along the top boundary.
In Fig. 6 we display some typical density profiles for
various values of βw, calculated on a 100 × 40 lattice,
for the fluid with temperature β = 1.2. The adsorption
(i.e. particle number) is the same in each. The liquid
drop spreads out more on the substrate with the larger
value of w. The contact angle θ that the drop makes
with the substrate, decreases as w is increased, so that
the drop becomes broader, until complete wetting occurs
at βw ≈ 1.2, when the drop becomes a flat film.
The interfacial tension (or ‘surface tension’ in 3D) is
the excess free energy due to the presence of an inter-
face between two phase. In the present system there are
three phases: the solid (wall), liquid and gas. Thus, there
are three different interfacial tensions, for the wall-liquid,
wall-gas and liquid-gas interfaces, γwl, γwg and γlg, re-
spectively. For just the liquid and gas together, the inter-
facial tension γlg leads to a liquid drop surrounded by the
gas to form a circle (in 2D, or a sphere in 3D), because
this shape minimises the interfacial area and therefore its
contribution to the free energy. When the wall is present,
which can not change, the gas and liquid must arrange
themselves so as to minimise the free energy. The result-
ing configuration depends on the values of the interfacial
tensions. The equilibrium value of the contact angle is
given by Young’s Equation,21–26
γlg cos θ = γwg − γwl, (49)
which can be understood by considering the balance of
the forces due to the interfacial tensions, at the point
where the three phases meet.
Within the present microscopic theory, we can calcu-
late the interfacial tensions, enabling a comparison with
the macroscopic arguments that lead to to Eq. (49). To
determine γlg, calculate the density profile through the
interface between a semi-infinite slab of the liquid that
is adjacent to a semi-infinite slab of the gas. This is ob-
tained in the same manner as the density profiles at the
wall in §VII B, but in this case we remove the wall (set-
ting Vi = 0 for all i) and set the boundary condition that
ρi = ρl. At the other end, ρi = ρg, as before. The initial
guess for the density profile consists of setting ρi = ρl
in one half of the system and ρi = ρg in the other half
and, of course, we must set µ = µcoex. From the re-
sulting profile {ρi} we then calculate the free energy Ω
from Eq. (33). The free energy without the interface (i.e.
either full of gas or full of just the liquid) is
Ω0 = −pV, (50)
where p is the pressure and V is the volume (system size).
The interfacial tension is then
γlg =
Ω− Ω0
A
(51)
where A is the length of the 2D interface. The wall-
gas and wall-liquid interfacial tensions are calculated in
a similar manner except we retain the wall potential and
we initialise the system entirely with either the gas or
the liquid density, respectively. Note that above we have
solely discussed the interfacial tensions for a straight in-
terfaces. For curved interfaces, the tensions depend on
the curvature and the calculations become more involved.
A discussion on some of the key issues can be found in
Ref. 31 and references therein.
When β = 1.2, the gas-liquid interfacial tension
γlg = 0.38kBT/σ, corresponding to the case for the pro-
files displayed in Fig. 6. The other interfacial tensions are
11
βw σβγwl σβγwg θ
0.5 0.12 -0.05 115◦
0.8 -0.16 -0.09 79◦
1.0 -0.36 -0.13 52◦
1.3 -0.68 -0.23 0◦
TABLE I: Interfacial tensions and contact angle θ from
Eq. (49), for different values of the wall attraction
strength w.
given in Table I, together with the resulting contact an-
gle, from Eq. (49). These are in good agreement with the
contact angle one can observe from the density profiles
in Fig. 6. However, these profiles have a diffuse interface,
so there is always some uncertainty in the location of the
contact line. As w is increased the drop spreads because
it is energetically beneficial to do so. Complete spreading
(wetting) only occurs when the sum γlg + γwl < γwg.
Exercise:
Calculate one of the density profiles from Fig. 6 imple-
menting the normalisation procedure introduced in §VI A
and then plot the density contour ρ = (ρg + ρl)/2, that
corresponds to the mid point of the liquid-gas interface.
Where on this curve does the contact angle agrees with
the macroscopic result in Eq. (49)? Is it where you would
expect?
VIII. CONCLUSIONS
We have presented a derivation of a simple lattice gas
model DFT and discussed typical applications. Work-
ing with this model gives a good hands-on introduction
to many of the important ideas behind DFT and gives
a platform to learn about different aspects of inhomoge-
neous fluids such as phase diagrams, adsorption, wetting
and surface tensions. Studying this ‘toy-model’ gives stu-
dents good insight and a feeling for the physics of inho-
mogeneous liquids, leaving them in a good position to go
on and study the ‘real thing’.2–6,8–12
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