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The lacunar spinel GaV4S8 was recently suggested to be a prototype multiferroic material hosting
skyrmion lattice states with a sizeable polarization P coupled to magnetic order. We explain this
phenomenon on the microscopic level. On the basis of density functional theory, we construct an
effective model describing the behavior of magnetically active electrons in a weakly coupled lattice
formed by molecular orbitals of the (V4S4)
5+ clusters. By applying superexchange theory combined
with the Berry-phase theory for P , we derive a compass model relating the energy and polarization
change with the directions of spins ei in magnetic bonds. We argue that, although each skyrmion
layer is mainly formed by superexchange interactions in the same plane, the spin-dependence of
P arises from the stacking misalignment of such planes in the perpendicular direction, which is
inherent to the lacunar spinel structure. We predict a strong competition of isotropic, ∼ eiej , and
antisymmetric, ∼ ei × ej , contributions to P that explains the experimentally observed effect.
Introduction. In recent years, magnetic skyrmions [1,
2], topologically protected spin textures, have attracted
high levels of interest due to their various potentials
in the emerging field of spintronics [3]. In most cases,
they are stabilized by Dzyloshinskii-Moriya (DM) inter-
actions in compounds with macroscopically broken in-
version symmetry [4, 5]. Owing to their topology and
nanometer size, skyrmions behave as particle objects that
can be moved over macroscopic distances by applying
low-density electric currents [6, 7] making them suitable
candidates for applications in low-power nanoelectronics
and data storage [8].
Skyrmionic states have been theoretically predicted to
occur in crystals belonging to certain crystallographic
classes, which can be either polar or non-polar [1]. Being
mostly observed in non-polar chiral structures, skyrmions
in polar crystals are also of great interest due to their
interplay with electric polarization, giving rise to fasci-
nating multiferroic properties. Until recently, Cu2OSeO3
was the only known multiferroic material hosting a
skyrmionic state [9, 10]. Shortly after its first obser-
vation, an electric-field control of the skyrmion lattice
in Cu2OSeO3 has been reported, indicating that many
emergent properties of the skyrmion state can be tailored
to the properties of a host material [11, 12]. Overall,
multiferroicity may give rise to many new prospects in a
non-dissipative electric-field control of magnetic objects,
and the existence of skyrmionic states in insulating mag-
netoelectric materials holds many potential applications
for new-generation electronic devices.
Recently, a novel host material has been reported to
exhibit these properties [13]. GaV4S8 is a member of
the lacunar spinel family with a non-centrosymmetric
non-polar cubic F 4¯3m structure, which at 38 K under-
goes a structural transition to the polar rhombohedral
R3m phase [14], giving rise to the ferroelectric polar-
ization ∼ 6000 µC/m2 along the rhombohedral direction
z ‖ [111] [15]. A complex phase diagram comprising para-
magnetic, ferromagnetic (FM), skyrmion, and cycloidal
states has been demonstrated, where the spin-driven ex-
cess polarization was assigned in each magnetic phase
with a total value of ∼ 100 µC/m2, almost two orders of
magnitude larger than that of Cu2OSeO3 [15].
The existence of multiple ferroelectric phases in
GaV4S8 indicates a complex interplay of charge, spin,
and lattice degrees of freedom, making their theoretical
description extremely important. Nevertheless, a rigor-
ous theory of magnetoelectric coupling in skyrmion ma-
terials is lacking. It remains largely unknown what mech-
anisms are responsible for this coupling, what aspects of
the crystal structure play an essential role, and how a
spin texture contributes to electric polarization in each
ferroelectric phase. Thus, the purpose of this work is
to fill this gap and explain the multiferroic properties
of GaV4S8 on a microscopic level, through the rigorous
Berry-phase theory of electric polarization combined with
a realistic modeling approach.
Electronic model. According to electronic struc-
ture calculations within local-density approximation
(LDA) [16], as implemented in the VASP [17] and
Quantum-ESPRESSO [18] packages, the group of bands
near the Fermi level is dominated by the V 3d states
[Fig. 1(a)], which strongly hybridize within each of the
(V4S4)
5+ clusters, thus forming molecular-type orbitals.
The hybridization between these molecular orbitals is
considerably weak and leads to the weakly dispersive
bands. In the F 4¯3m phase, the molecular states belong
to the a′1, e
′ and t2 representations and are filled with
seven electrons. Thus, the low-lying a′1 and e
′ states are
double occupied and do not contribute to magnetism,
while the highest 3-fold degenerate t2 level accommo-
dates one unpaired electron. The rhombohedral distor-
tion in the R3m phase lifts the degeneracy of the t2 level,
splitting it into a single a1 and 2-fold degenerate e states.
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2FIG. 1. (a) Bands located near the Fermi level as calcu-
lated within LDA including spin-orbit coupling for the low-
temperature GaV4S8. (b) Wannier functions representing the
high-lying a1 and e states. (c) Density of states as obtained
from LDA and Hartree-Fock calculations. (d) Schematic view
of the V4 clusters with nearest neighbors.
Carrying a local S = 12 moment, the (V4S4)
5+ clus-
ters can be regarded as magnetic building blocks, and
the corresponding molecular a1 ⊕ e orbitals associated
with the lattice of the V4 tetrahedra can be chosen as a
proper basis for the low-energy electronic model. In this
regard, conventional band-structure methods may fail to
properly include the electronic correlations between these
composite molecular orbitals. Moreover, the complex-
ity of skyrmion lattices, including hundreds of magnetic
sites, is beyond the current abilities of ab-initio tech-
niques, and a model Hamiltonian approach turns out to
be an essential tool to study the magnetic properties of
GaV4S8. Thus, our first goal is to construct an effective
Hubbard-type model while taking full advantage of the
ab-initio calculations in the Wannier basis,
Hˆel = Hˆkin + HˆCF + HˆSO + HˆU . (1)
The kinetic energy, Hˆkin =
∑
i 6=j
∑
abσ t
ab
ij cˆ
σ†
ia cˆ
σ
jb , crystal-
field splitting, HˆCF =
∑
i,a∈e,σ ∆ cˆ
σ†
ia cˆ
σ
ia , and spin-orbit
coupling (SOC) terms are identified through the ma-
trix elements of the LDA Hamiltonian in the basis of
molecular-type Wannier orbitals [19, 20]; cˆσ†ia (cˆ
σ
ia ) are
the corresponding creation (annihilation) operators of an
electron with spin σ at site i and orbital a [a = 1 stands
for the a1 = dz2 orbital, and a = 2 and 3 stand for,
respectively, e = dxy and dx2−y2 orbitals, carrying also
some weight of the yz and zx symmetry [21], as shown
in Fig. 1(b)].
The full set of model parameters is presented in Sup-
plemental Material [22]. The polar rhombohedral dis-
tortion gives rise to the crystal-field splitting, ∆ = 98.1
meV. The site-diagonal part of HˆSO includes a conven-
tional “spherical” term and the Rashba-type (R) contri-
bution arising from the distortion [23], HˆSO = ζSO
∑
i Lˆi·
Sˆi−ζRSO
∑
i
(
Lˆxi Sˆ
x
i + Lˆ
y
i Sˆ
y
i
)
, where the angular momen-
tum operator is given in a compact form in terms of the
antisymmetric Levi-Civita symbol as (Lˆxi )
ab = −iε2ab,
(Lˆyi )
ab = −iε3ab, and (Lˆzi )ab = iε1ab, and the calcu-
lated SOC constants are ζSO = 23.0 meV and ζ
R
SO = 1.3
meV. The theory of superexchange (SE) used below uti-
lizes only those hopping parameters that involve the oc-
cupied a1 orbital, ~tij = (t
11
ij , t
12
ij , t
13
ij ). For the in-plane
bonds [j=1-6 in Fig. 1(d)] these parameters are given by
~t0j = (−1)jtS‖ (0, sin pij3 , cos pij3 ) + tA‖ (θ‖, cos pij3 ,−sin pij3 ),
where tS‖ = −25 meV and tA‖ = −16 meV stand for
symmetric and antisymmetric parts, respectively, and
θ‖ = 0.25. For the out-of-plane bonds [j=1′-6′ in
Fig. 1(d)] we have ~t0j = (−1)jtS⊥(0,−sin pij3 , cos pij3 ) +
tA⊥(θ⊥,−sin pij3 , cos pij3 ), where tS⊥ = −23 meV, tA⊥ = −22
meV, and θ⊥ = 0.15. Finally, the screened on-site
Coulomb interactions
HˆU = 1
2
∑
i
∑
σσ′
∑
abcd
Uabcdcˆσ†ia cˆ
σ′†
ic cˆ
σ
ib cˆ
σ′
id , (2)
were evaluated by using the constrained random-phase
approximation (cRPA) [24]. The calculated values are
U ≡ Unnnn = 0.68 eV and J ≡ Unmmn = 0.08 eV for
the intraorbital Coulomb and Hund’s rule exchange in-
teractions, respectively. These values are not particu-
larly strong because the molecular t2 orbitals are rather
extended in space, considerably reducing the bare inter-
actions compared to their regular atomic values. Fur-
thermore, the bare interactions are efficiently screened
in cRPA due to the proximity of the target t2 bands to
the occupied a′1 and e
′ bands of the same V 3d charac-
ter [25]. Nevertheless, U remains the largest parameter
of the model that justifies the use of SE theory for con-
structing the spin model in the limit tˆij  U [26].
The electronic model (1) can be solved in the mean-
field Hartree-Fock approximation [25], and the FM state
with the indirect band gap of 0.15 eV is found to be the
ground state for the low-temperature phase of GaV4S8
[Fig. 1(c)]. Given the large hopping parameters between
occupied a1 and empty e states, the FM ground state is
also favoured by the Goodenough-Kanamori rule [27, 28].
Spin model. In the atomic limit, a single t2 electron
resides at the lowest Kramers doublet of HˆCF + HˆSO,
|αi〉, and the corresponding Wannier function at site
i, |wi〉 = |αi〉, specifies the direction of spin as ei =
〈αi|σ|αi〉/|〈αi|σ|αi〉|. The inclusion of tˆij will induce the
tails |αi→j〉 of |wi〉 spreading to neighboring sites j,
|wi〉 ≈ |αi〉+ |αi→j〉, (3)
which can be evaluated within perturbation theory to
1st order in tˆij by considering virtual hoppings into the
subspace of unoccupied states at neighbouring sites (and
3vice versa) as |αi→j〉 = Mˆj tˆji|αi〉, where
Mˆj =
∑
M
Pˆj |jM〉〈jM |Pˆj
EjM
,
EjM and |jM〉 are, respectively, eigenvalues and eigen-
functions of the excited two-electron states at site j, con-
structed from HˆCF + HˆSO + HˆU in the basis of Slater
determinants by using Slater-Condon rules, and Pˆj is
the projector operator in the form of two-electron Slater
determinants, constructed from the occupied orbital |αj〉
and basis orbitals at site j (thus enforcing the Pauli prin-
ciple) [29–31]. Then, the kinetic energy gain can be
expressed as Ekin =
∑
〈ij〉
(〈αi|tˆji|αi→j〉+ i↔ j). By
considering all possible combinations of |αi〉 and |αj〉,
corresponding to the x, y, and z directions of spins at
sites i and j, Ekin can be mapped onto the spin model
HS = ∑〈ij〉 ei ↔J ijej , which is further rearranged as [22]
HS =
∑
〈ij〉
(
−Jijeiej +Dijei × ej + eiΓ
↔
ijej
)
, (4)
in terms of the isotropic exchange constants Jij , anti-
symmetric DM vectors Dij , and the traceless symmet-
ric anisotropic tensors Γ
↔
ij . Using parameters of the
electronic model (1), we obtain: J‖ = 0.180 meV and
J⊥ = 0.217 meV for the nearest-neighbor in-plane and
out-of-plane interactions, respectively [j=1-6 and 1′-6′ in
Fig. 1(d)]. The corresponding Curie temperature TC ∼
10 K estimated in random phase approximation [32] is
close to the experimental value of 13 K. The resulting
DM interactions can be written in a compact form as
D0j = d‖
(
sin pij3 , cos
pij
3 , (−1)jδ
)
for j=1-6, where d‖ =
0.073 meV and δ = 0.137, andD0j = d⊥(cos pij3 , sin
pij
3 , 0)
for j=1′-6′, where d⊥ = 0.057 meV. The parameters of
Γ
↔
ij can be neglected on account of their smallness [22].
Electric polarization. The theory of SE interactions is
well established and constitutes the basis of the so-called
anisotropic compass model, which is widely used for the
analysis of magnetic properties of 5d iridium oxides [33].
In the following, we formulate a similar anisotropic com-
pass model for electric polarization. The rigorous Berry-
phase theory relates the polarization change with expec-
tation values of the position operator, calculated in the
Wannier functions basis for the occupied states [34]
P = − e
V
occ∑
i
〈wi|r|wi〉, (5)
where −e and V is the electron charge and the unit
cell volume, respectively. By this definition, all spin
dependencies of P are incorporated in |wi〉, so one
needs to evaluate the change in the distribution of |wi〉
caused by the change of magnetic order. In the lattice
model, this change can be described by the tails of Wan-
nier functions, |αi→j〉, spreading to neighboring sites.
Then, substituting Eq. (3) in Eq. (5), electric polariza-
tion can be expressed as a sum of bond contributions
P =
∑
〈ij〉Pij [35], where
Pij =
e
V
τji (〈αj→i|αj→i〉 − 〈αi→j |αi→j〉) , (6)
and τji = Rj −Ri is the bond vector connecting neigh-
bouring sites [36–38]. The quantity 〈αi→j |αi→j〉, which
is nothing else but the Wannier weight transfer from site
i to site j, can be obtained in the framework of SE
theory as 〈αi→j |αi→j〉 = 〈αi|tˆijMˆ2j tˆji|αi〉. By consid-
ering different directions of spins for |αi〉 and |αj〉, the
spin-driven part of electric polarization can be written as
P =
∑
〈ij〉 ji
(
ei
↔
Pijej
)
or
P =
∑
〈ij〉
ji
(
Pijeiej +Pijei × ej + eiΠ
↔
ijej
)
, (7)
where ji = τji/|τji|. This is an analogue of Eq. (4),
where jiPij , jiPij , and jiΠ
↔
ij stand for isotropic, anti-
symmetric, and anisotropic symmetric contributions, re-
spectively [39]. Importantly, since Pij ‖ ji, only the out-
of-plane bonds can contribute to the polarization change
along z.
In order to clarify the microscopic origin of electric
polarization in GaV4S8, it is useful to consider an ana-
lytical expression for Pij , which can be easily obtained
in the absence of SOC. To 1st order in J/(U + ∆),
it yields [22]: Pij ≈ (e|τji|/V )TijJ/(U + ∆)3, where
Tij = (t12ji )2 +(t13ji )2− (t12ij )2− (t13ij )2 is the antisymmetric
tensor (Tij = −Tji). Thus, in order to have finite Pij , it is
essential that (i) the Hund’s rule coupling J should be fi-
nite; and (ii) inversion symmetry of the bond connecting
neighbouring sites i and j should be crystallographically
broken (otherwise, Tij = Tji and, therefore, Tij = 0, as
indeed happens in the high-temperature F 4¯3m phase).
These two properties hold even in the presence of SOC.
Particularly, if J = 0, the entire tensor
↔
Pij is identically
equal to zero, as confirmed by our calculations. Fur-
thermore, for equivalent bonds in the positive (+) and
negative (−) directions of z, we have T − = −T +, which
is the direct consequence of translational invariance and
the antisymmetry of Tij . In combination with ji = −ij ,
it results in a finite contribution to P .
The calculated parameters for j=1′-6′ are P0j =
(−1)jP⊥ and P0j = (−1)jp⊥(cos pij3 , sin pij3 , 0), where
P⊥ = −362 µC/m2 and p⊥ = 41 µC/m2. As we will
see below, they are mainly responsible for the mag-
netic state dependence of P z. The corresponding po-
larization in the FM phase is calculated from Eq. (7) as
P z = 3z01′P⊥ = 889 µC/m
2
(where z01′ = 0.819 [14]),
while its thermal average in the paramagnetic state yields
P z = 0. As a result, we expect a large spin-driven ex-
cess polarization in the FM phase. The effect is very
generic and can readily take place in other polar mag-
nets [40, 41]. For the in-plane bonds j=1-6, we have
4P‖ ≡ 0 and P0j = (−1)jp‖(cos pij3 ,− sin pij3 , 0), where
p‖ = 30 µC/m
2
. Since z0j = 0, these bonds do not con-
tribute to P z. Nevertheless, P0j can give rise to small
P x,y, provided that the symmetry is lowered by mag-
netic order, as in the proper-screw spin spiral [36, 42].
Finally, in the multidomain samples [13] the value of P z
will be deteriorated: in the domains [11¯1¯], [1¯11¯], and
[1¯1¯1], P is parallel to the corresponding rhombohedral
axes, whose z component is opposite to the one of the
main domain [111]. Moreover, since P‖ = 0, there are
no other contributions to P z coming from the domains
[11¯1¯], [1¯11¯], and [1¯1¯1]. This can explain a relatively small
value of spin-driven polarization (∼100 µC/m2) observed
experimentally [15], in comparison with the results of our
theoretical calculations.
Phase diagram. We perform classical Monte Carlo cal-
culations for the spin model (4) with an applied magnetic
field h ‖ z by using a heat-bath algorithm combined with
overrelaxation [22, 43]. In these calculations, we assume
that DM interactions are mainly responsible for the in-
plane non-collinear alignment of spins and neglect possi-
ble spatial modulations of the magnetic textures along z.
This is consistent with experimental neutron scattering
data [13] that report no magnetic superstructures along
the direction of the magnetic field. The results calcu-
lated for supercells with the minimal periodicity along
z are shown in Fig. 2(a) and nicely reproduce the main
sequence of cycloidal → skyrmionic → FM states in the
phase diagram of GaV4S8 with the increase of h [15]. As
seen, the two-dimensional spin patterns tend to stack fer-
romagnetically along z, that is naturally explained by J⊥.
In the GaV4S8 structure, this stacking of monolayers is
misaligned by the rhombohedral translations, so that the
adjacent skyrmionic layers experience an additional shift
in the xy plane. Therefore, there will always be some
noncollinearity of spins between the adjacent layers [44]
that, according to Eq. (7), will contribute to the excess
spin-driven polarization.
In order to describe this effect quantitatively, we eval-
uate the total and partial contributions to P z by using
Eq. (7) and the distribution of spins {ei} obtained in
Monte Carlo calculations. The results are summarized
in Fig. 2(c), where we use the FM state as the reference
point. Particularly, we note a strong competition of the
isotropic (∼eiej) and antisymmetric (∼ei×ej) contribu-
tions, while the anisotropic symmetric part (∼eiΠ
↔
ijej) is
negligibly small. As expected, the antisymmetric contri-
bution decreases with the increase of h and vanishes in
the collinear FM state. On the contrary, the isotropic
contribution takes its maximal value in the FM state
and is further reduced by a noncollinear alignment of
spins. Since the change of ei × ej and eiej is propor-
tional to φij and φ
2
ij , respectively (with φij being the
angle between ei and ej , which is induced by DM in-
teractions and proportional to ζSO), both the isotropic
FIG. 2. (a) Spin patterns as obtained in Monte Carlo cal-
culations for the model (4) with an applied magnetic field
h ‖ z at temperature T = 0.1J‖ for the supercell of 72×72×3
spins with periodic boundary conditions. In these notations,
a “skyrmion lattice” means the lattice of well distinguished
skyrmionic tubes of the same size, while a “cycloidal phase”
includes large interconnected regions with the same direction
of spins. The corresponding h-dependence of (b) the magne-
tization and (c) electric polarization: total and partial contri-
butions, calculated from Eq. (7) relative to the FM state.
and antisymmetric mechanisms are of 2nd order in ζSO,
while the change of eiΠ
↔
ijej is only of 3rd order. This
naturally explains the hierarchy of partial contributions
to ∆P z in Fig. 2(c). Furthermore, the antisymmetric
mechanism dominates when the skyrmions are large and
the spin texture slowly varies in space. In this region,
electric polarization decreases with h, in agreement with
the experimental observation [15]. The corresponding
polarization change of about 4 µC/m
2
is also consis-
tent with experimental data [15]. Finally, our conclu-
sion clearly differs from the phenomenological analysis
presented in [15], arguing that the antisymmetric DM
interactions are solely needed to stabilize the cycloidal
and skyrmion phases, while the corresponding polariza-
tion change is driven by the isotropic and anisotropic
symmetric terms. In fact, we also expect a small region
in the phase diagram, where the magnetization is nearly
saturated [Fig. 2(b)] and the skyrmion size is small, so the
polarization change is mainly governed by the isotropic
mechanism and is expected to increase with h. Over-
all, the h dependence of spin-driven polarization in the
skyrmion phase depends on the skyrmion size and the
way a skyrmion lattice is packed, leading to different
competing scenarios. Finally, it is worth noting that spin
structure modulations driven by the out-of-plane DM in-
teractions may also take place and increase the antisym-
5metric contribution to spin-driven polarization.
Conclusion. We have presented the microscopic the-
ory of spin-driven electric polarization in GaV4S8. Based
on the realistic model derived from first-principles elec-
tronic structure calculations, we have shown that the
spin-excess polarization along the rhombohedral z axis
associated with the ferromagnetic, skyrmionic, and cy-
cloidal states, is given by the interlayer electron trans-
fer and originates from the strongly competing isotropic
and antisymmetric contributions. The proposed theory
is very general and can be applied to other multiferroic
materials, including those hosting skyrmionic states.
∗ saishi@inbox.ru
† SOLOVYEV.Igor@nims.go.jp
[1] A. N. Bogdanov and D. A. Yablonskii, Sov. Phys. JETP
68, 101 (1989).
[2] U. K. Ro¨ßler, A. N. Bogdanov, and C. Pfleiderer, Nature
(London) 442, 797 (2006).
[3] N. Nagaosa and Y. Tokura, Nature Nanotechnology 8,
899 (2013).
[4] S. Mu¨hlbauer, B. Binz, F. Jonietz, C. Pfleiderer,
A. Rosch, A. Neubauer, R. Georgii, and P. Bo¨ni, Science
323, 915-919 (2009).
[5] X. Z. Yu, Y. Onose, N. Kanazawa, J. H. Park, J. H. Han,
Y. Matsui, N. Nagaosa, and Y. Tokura, Nature (London)
465, 901-904 (2010).
[6] T. Schulz, R. Ritz, A. Bauer, M. Halder, M. Wagner,
C. Franz, C. Pfleiderer, K. Everschor, M. Garst, and
A. Rosch, Nature Physics 8, 301-304 (2012).
[7] X. Z. Yu, N. Kanazawa, W. Z. Zhang, T. Nagai, T. Hara,
K. Kimoto, Y. Matsui, Y. Onose, and Y. Tokura, Nature
Communications 3, 988 (2012).
[8] Albert Fert, Vincent Cros, and Joa˜o Sampaio, Nature
Nanotechnology 8, 152-156 (2013).
[9] S. Seki, X. Z. Yu, S. Ishiwata, and Y. Tokura, Science
336, 198-201 (2012).
[10] T. Adams, A. Chacon, M. Wagner, A. Bauer, G. Brandl,
B. Pedersen, H. Berger, P. Lemmens, and C. Pfleiderer,
Phys. Rev. Lett. 108, 237204 (2012).
[11] J. S. White, I. Levatic´, A. A. Omrani, N. Egetenmeyer,
K. Prsˇa, I. Zˇivkovic´, J. L. Gavilano, J. Kohlbrecher,
M. Bartkowiak, H. Berger, and H. M. Rønnow, J. Phys.:
Condens. Matter 24, 432201 (2012).
[12] J. S. White, K. Prsˇa, P. Huang, A. A. Omrani,
I. Zˇivkovic´, M. Bartkowiak, H. Berger, A. Magrez,
J. L. Gavilano, G. Nagy, J. Zang, and H. M. Rønnow,
Phys. Rev. Lett. 113, 107203 (2014).
[13] I. Ke´zsma´rki, S. Borda´cs, P. Milde, E. Neuber,
L. M. Eng, J. S. White, H. M. Rønnow, C. D. Dewhurst,
M. Mochizuki, K. Yanai, H. Nakamura, D. Ehlers,
V. Tsurkan, and A. Loidl, Nature Materials 14, 1116
(2015).
[14] R. Pocha, D. Johrendt, and R. Pottgen, Chem. Matter
12, 2882 (2000).
[15] E. Ruff, S. Widmann, P. Lunkenheimer, V. Tsurkan, S.
Borda´cs, I. Ke´zsma´rki, and A. Loidl, Science Advances
10, e1500916 (2015).
[16] W. Kohn and L. J. Sham, Phys. Rev. A 140, 1133 (1965).
[17] G. Kresse, J. Hafner, Phys. Rev. B 47, 558 (1993).
[18] P. Giannozzi, S. Baroni, N. Bonini et. al, J.Phys.: Con-
dens. Matter 21, 395502 (2009).
[19] N. Marzari, A. A. Mostofi, J. R. Yates, I. Souza, and
D. Vanderbilt, Rev. Mod. Phys. 84, 1419 (2012).
[20] A. A. Mostofi, J. R. Yates, G. Pizzi, Y. S. Lee, I. Souza,
D. Vanderbilt, and N. Marzari, Comput. Phys. Commun.
185, 2309 (2014).
[21] K. Terakura, T. Oguchi, A. R. Williams, and J. Ku¨bler,
Phys. Rev. B 30, 4734 (1984).
[22] See Supplemental Material for the full set of model pa-
rameters and calculation details, which includes Refs [45–
55].
[23] E. I. Rashba and V. I. Sheka, Fiz. Tverd. Tela - Collected
Papers (Leningrad), v. II, 162-176 (1959) (in Russian),
English translation: Supplemental Material to the paper
by G. Bihlmayer, O. Rader, and R. Winkler, Focus on
the Rashba effect, New J. Phys. 17, 050202 (2015).
[24] F. Aryasetiawan, M. Imada, A. Georges, G. Kotliar,
S. Biermann, and A. I. Lichtenstein, Phys. Rev. B 70,
195104 (2004).
[25] I. V. Solovyev, J. Phys.: Condens. Matter 20, 293201
(2008).
[26] P. W. Anderson, Phys. Rev. 115, 2 (1959).
[27] J. Kanamori, Prog. Theor. Phys. 17, 177 (1957).
[28] J. B. Goodenough, J. Phys. Chem. Solids 6, 287 (1958).
[29] I. V. Solovyev, Phys. Rev. B 74, 054412 (2006).
[30] I. V. Solovyev, New J. Phys. 11, 093003 (2009).
[31] Natalia B. Perkins, Yuriy Sizyuk, and Peter Wo¨lfle, Phys.
Rev. B 89, 035143 (2014).
[32] S. V. Tyablikov, Methods of Quantum Theory of Mag-
netism, Nauka, Moscow, (1975).
[33] G. Jackeli and G. Khaliullin, Phys. Rev. Lett. 102,
017205 (2009).
[34] Raffaele Resta, Rev. Mod. Phys. 66, 899 (1994).
[35] The on-site contribution 〈αi|r|αi〉 to the polarization
change was found to be small [22].
[36] I. V. Solovyev, Phys. Rev. B 95, 214406 (2017).
[37] I. V. Solovyev and S. A. Nikolaev, Phys. Rev. B 87,
144424 (2013).
[38] I. V. Solovyev and S. A. Nikolaev, Phys. Rev. B 90,
184425 (2014).
[39] Note, however, because of the additional prefactor ji,
Pij and Π
↔
ij are antisymmetric with respect to the inter-
change of i and j, while Pij is symmetric.
[40] T. Kurumaji, S. Ishiwata, and Y. Tokura, Phys. Rev. X
5, 031034 (2015).
[41] Y. Wang, G. L. Pascut, B. Gao, T. A. Tyson, K. Haule,
V. Kiryukhin, and S.-W. Cheong, Sci. Rep. 5, 12268
(2015).
[42] T. Kurumaji, S. Seki, S. Ishiwata, H. Murakawa,
Y. Tokunaga, Y. Kaneko, and Y. Tokura, Phys. Rev.
Lett. 106, 167206 (2011).
[43] D. P. Landau and K. Binder, A Guide to Monte Carlo
Simulations in Statistical Physics (Cambridge University
Press, Cambridge, U.K., 2005).
[44] For example, if the skyrmion center is translated along
the bond 0-1′ [Fig. 1(d)], the neighbouring out-of-plane
spins will stay non-collinear in two other bonds 0-3′ and
0-5′. These interlayer translations may take place ran-
domly.
[45] K. Momma and F. Izumi, J. Appl. Crystallogr. 44, 1272
(2011).
6[46] P. E. Blochl, Phys. Rev. B 50, 17953 (1994)
[47] H. J. Monkhorst, J. D. Pack, Phys. Rev. B 13, 5188
(1976).
[48] M. Springer and F. Aryasetiawan, Phys. Rev. B 57, 4364
(1998).
[49] J. Kanamori, Prog. Theor. Phys. 30, 275 (1963).
[50] B. Drittler, M. Weinert, R. Zeller, and P. H. Dederichs,
Phys. Rev. B 39, 930 (1989).
[51] I. V. Solovyev, Phys. Rev. B 90, 024417 (2014).
[52] K. I. Kugel and D. I. Khomskii, Sov. Phys. Usp. 25, 231
(1982).
[53] A. M. Ole´s, G. Khaliullin, P. Horsch, and L. F. Feiner,
Phys. Rev. B 72, 214431 (2005).
[54] D. Vanderbilt and R. D. King-Smith, Phys. Rev. B 48,
4442 (1993).
[55] I. V. Solovyev, Phys. Rev. B 91, 224423 (2015).
Supplemental Materials:
Microscopic theory of electric polarization induced by skyrmionic order in GaV4S8
S. A. Nikolaev1, ∗ and I. V. Solovyev1, 2, †
1International Center for Materials Nanoarchitectonics,
National Institute for Materials Science, 1-1 Namiki, Tsukuba, Ibaraki 305-0044, Japan
2Department of Theoretical Physics and Applied Mathematics,
Ural Federal University, Mira St. 19, 620002 Yekaterinburg, Russia
ar
X
iv
:1
80
8.
08
00
8v
2 
 [c
on
d-
ma
t.s
tr-
el]
  7
 M
ar 
20
19
2FIG. 1. Crystal structure of GaV4S8 visualised by VESTA software [1]: a) unit cell, and b, c) planes along the [111] direction.
FIRST-PRINCIPLES CALCULATIONS
In our studies, we adopt the experimental crystallographic data of GaV4S8 shown in Table I and Fig. 1. Electronic
structure calculations were performed within the conventional local-density approximation (LDA) [2] and projected
augmented wave [3] formalisms, as implemented in the Vienna ab-initio simulation package (VASP) [4]. Band structure
calculations including spin-orbit coupling (LDA+SO) were carried out by using norm-conserving pseudopotentials as
implemented in the Quantum- ESPRESSO package (QE) [5]. The plane wave cutoff was set to 1360 eV, the Brillouin
zone was sampled by a 16×16×16 Monkhorst-Pack k-point mesh [6], and the convergence criteria for the total energy
calculations was 10−9 eV. To calculate hopping parameters, we employed the maximally localized Wannier functions
as implemented in the Wannier90 package [7, 8]. The resulting electronic structures and model parameters calculated
in VASP and QE without spin-orbit coupling are in good agreement.
The on-site Coulomb parameters were calculated within the constrained random-phase approximation defined in
the Wannier functions basis [9, 10]:
Uαβγδi =
∫∫
drdr′w†αi (r)w
β
i (r)U(r, r
′)w†γi (r
′)wδi (r
′) = 〈wαi wγi |U |wβi wδi 〉, (1)
where the Greek superscript takes on the number of orbitals. Here, U(r, r′) is the partially screened Coulomb
interaction for the target bands comprising the low-energy model:
U = W (1 + PdW )
−1 (2)
and
W = (1− vP )−1v, (3)
where v and W are the bare and fully screened Coulomb interactions, respectively; P is the total polarization including
transitions between all states {ψi, εi}:
P (r, r′) = 2
occ∑
n
unocc∑
n′
ψ∗n(r)ψn′(r)ψ
∗
n′(r
′)ψn(r
′)
{
1
εn − εn′ + iδ +
1
εn − εn′ − iδ
}
(4)
3TABLE I. Crystal structure parameters and Wyckoff positions of GaV4S8, as obtained from X-ray powder data [11].
High-temperature phase F 4¯3m, a = 9.661 A˚
Ga 4a (0,0,0) -
V 16e (x,x,x) x = 0.6060
S1 16e (x,x,x) x = 0.3707
S2 16e (x,x,x) x = 0.8642
Low-temperature phase R3m, a = 6.799 A˚, c = 16.782 A˚
(arh = 6.834 A˚, αrh = 59.66
◦)
Ga 3a (0,0,z) - z = 0.0
V1 3a (0,0,z) - z = 0.3903
V2 9b (x,2x,z) x = 0.1943 z = 0.2001
S1 3a (0,0,z) - z = 0.6285
S2 9b (x,2x,z) x = 0.1686 z = 0.4559
S3 9b (x,2x,z) x = 0.1827 z = 0.9517
S4 3a (0,0,z) - z = 0.1384
that can be further divided into P = Pr + Pd, so that Pd includes all possible transitions between the target bands,
and Pr is the rest of the polarization. This method was implemented in VASP.
EFFECTIVE ELECTRONIC MODEL
The nonmagnetic electronic band structures calculated for the high- and low-temperature phases of GaV4S8 are
presented in Fig. 2a. The group of bands located near the Fermi level is dominated by metal-metal bonding states
of the V4 cluster generated by the V 3d orbitals. In the high-temperature cubic phase (point group Td), these states
are split into the a1, e and t2 levels filled with seven electrons in such a way that the highest 3-fold degenerate t2
level contains one unpaired electron. At 38 K GaV4S8 undergoes a cubic-to-rhombohedral structural phase transition
driven by the cooperative Jahn-Teller distortion [11] which lifts the degeneracy of the t2 level and splits it into the
low-lying single a1 and double degenerate e states (point group C3v), as shown in Fig. 2b. Since each V4 cluster
carries a local moment S = 1/2 formed by three bands located near the Fermi level, these states can be chosen as
a basis for the effective low-energy model to describe magnetic properties of GaV4S8. The corresponding Wannier
functions obtained by projecting these states onto atomic-like orbitals are shown in Fig. 2c. As seen, the resulting
Wannier functions are well defined and localized, but have a complex structure representing metal-metal bonding in
the V4 cluster.
For the high-temperature phase, the effective Hubbard-type model can be constructed in the following way:
HˆHT = Hˆkin + HˆSO + HˆU , (5)
the hopping parameters and spin-orbit coupling are given by:
Hˆkin =
∑
〈ij〉
mm′σ
tmm
′
ij cˆ
†σ
imcˆ
σ
jm′ (6)
and
HˆSO = ζSO
2
∑
i,mm′σσ′
cˆ†σim
 0 −iσz iσxiσz 0 −iσy
−iσx iσy 0

σσ′
mm′
cˆσ
′
im′ , (7)
respectively. Here, cˆ†σim(cˆ
σ
im) is the creation (annihilation) operator of an electron with spin σ at site i, m is the
orbital index in the following order {dxy, dyz, dxz}; tmm′ij is the hopping parameter, and ζSO is the spin-orbit coupling
4FIG. 2. a) Bands located near the Fermi level as obtained from LDA and LDA+SO calculations for the high-temperature F 4¯3m
(left) and low-temperature R3m (right) phases of GaV4S8; b) Crystal-field splitting of molecular orbitals in the V4 cluster;
c) Wannier functions as obtained from LDA calculations for the high-temperature F 4¯3m (up) and low-temperature R3m (down)
phases of GaV4S8. Coordinates of the high-symmetry k-points are W = (1/4, 3/4, 1/2), L = (1/2, 1/2, 1/2), X = (0, 1/2, 1/2),
and K = (3/8, 3/4, 3/8) for the F 4¯3m space group, and Z = (1/2, 1/2, 1/2), F = (1/2, 1/2, 0), and L = (1/2, 0, 0) for the R3m
space group.
constant. For the cubic symmetry, the on-site Coulomb interactions can be parametrized in the Hubbard-Kanamori
form [12]:
HˆU =
∑
i,m
Unˆ↑imnˆ
↓
im +
∑
i,〈mm′〉σ
(U − 2J) nˆσimnˆσ¯im′ + (U − 3J) nˆσimnˆσim′ , (8)
where nˆσim = cˆ
†σ
imcˆ
σ
im is the density operator, U and U
′ are the intraorbital and interorbital Coulomb interactions,
respectively, and J is the interorbital exchange interaction:
U =
1
N
N=3∑
m=1
Ummmm,
U ′ =
1
N(N − 1)
N=3∑
m6=m′
Ummm
′m′ ,
5TABLE II. Nearest neighbour hopping parameters (in meV) calculated for the t2 model of the high-temperature F 4¯3m GaV4S8.
The corresponding lattice translations are a1 = a(1, 1, 0), a2 = a(1, 0,−1), and a3 = a(0, 1,−1), where a = 4.8305 A˚.
tˆ01¯1 =
 18.06 7.42 −13.967.42 18.06 13.96
13.96 −13.96 −36.37
 tˆ011¯ =
 18.06 7.42 13.967.42 18.06 −13.96
−13.96 13.96 −36.37
 tˆ1¯10 =
 18.06 −13.96 −7.4213.96 −36.37 13.96
−7.42 −13.96 18.06

tˆ11¯0 =
 18.06 13.96 −7.42−13.96 −36.37 −13.96
−7.42 13.96 18.06
 tˆ1¯01 =
 −36.37 13.96 13.96−13.96 18.06 −7.42
−13.96 −7.42 18.06
 tˆ101¯ =
 −36.37 −13.96 −13.9613.96 18.06 −7.42
13.96 −7.42 18.06

tˆ01¯0 =
 −36.37 −13.96 13.9613.96 18.06 7.42
−13.96 7.42 18.06
 tˆ010 =
 −36.37 13.96 −13.96−13.96 18.06 7.42
13.96 7.42 18.06
 tˆ001¯ =
 18.06 13.96 7.42−13.96 −36.37 13.96
7.42 −13.96 18.06

tˆ001 =
 18.06 −13.96 7.4213.96 −36.37 −13.96
7.42 13.96 18.06
 tˆ1¯00 =
 18.06 −7.42 −13.96−7.42 18.06 −13.96
13.96 13.96 −36.37
 tˆ100 =
 18.06 −7.42 13.96−7.42 18.06 13.96
−13.96 −13.96 −36.37

TABLE III. Coulomb interaction parameters (in eV) calculated for the t2 model of the high-temperature F 4¯3m GaV4S8.
Bare Coulomb Fully screened Coulomb Partially screened Coulomb
vmmm
′m′ =
 6.905 6.680 6.6806.680 6.905 6.680
6.680 6.680 6.905
 Wmmm′m′ =
 0.176 0.046 0.0460.046 0.176 0.046
0.046 0.046 0.176
 Ummm′m′ =
 0.684 0.509 0.5090.509 0.684 0.509
0.509 0.509 0.684

vmm
′m′m =
 6.905 0.235 0.2350.235 6.905 0.235
0.235 0.235 6.905
 Wmm′m′m =
 0.176 0.065 0.0650.065 0.176 0.065
0.065 0.065 0.176
 Umm′m′m =
 0.684 0.087 0.0870.087 0.684 0.087
0.087 0.087 0.684

vmm
′mm′ =
 6.905 0.235 0.2350.235 6.905 0.235
0.235 0.235 6.905
 Wmm′mm′ =
 0.176 0.065 0.0650.065 0.176 0.065
0.065 0.065 0.176
 Umm′mm′ =
 0.684 0.087 0.0870.087 0.684 0.087
0.087 0.087 0.684

Hubbard-Kanamori parameters: U = 0.684, U ′ = 0.509, J = 0.087
J =
1
N(N − 1)
N=3∑
m 6=m′
Umm
′mm′ ,
and U ′ = U − 2J . Here, we neglect the spin-flip and pair-hopping interactions on account of their smallness. The
calculated hopping parameters and Coulomb interactions for the high-temperature phase are given in Tables II and
IV, respectively. The calculated value for the spin-orbit coupling parameter is ζSO = 22.6 meV.
The corresponding Hubbard-type model for the a1 ⊕ e states of the low-temperature phase has the following form:
HˆLT = Hˆkin + HˆCF + HˆSO + HˆU, (9)
6TABLE IV. Nearest neighbour hopping parameters (in meV) calculated for the a1 ⊕ e model of the low-temperature
R3m GaV4S8. The corresponding lattice translations are a1 = a(
√
3/2,−1/2, 1.4251), a2 = a(0, 1, 1.4251), and a3 =
a(−√3/2,−1/2, 1.4251), where a = 3.9255 A˚.
Intraplane
tˆ1¯01 =
 4.05 16.17 −25.49−16.17 10.13 −18.69
−25.49 18.69 −10.91
 tˆ101¯ =
 4.05 −16.17 −25.4916.17 10.13 18.69
−25.49 −18.69 −10.91
 tˆ1¯10 =
 4.76 29.68 −1.1714.05 −6.0 9.40
26.52 −28.44 4.51

tˆ011¯ =
 4.76 −29.68 −1.17−14.05 −6.0 −9.40
26.52 28.44 4.51
 tˆ11¯0 =
 4.76 14.05 26.5229.68 −6.0 −28.44
−1.17 9.40 4.51
 tˆ01¯1 =
 4.76 −14.05 26.52−29.68 −6.0 28.44
−1.17 −9.40 4.51

Interplane
tˆ001¯ =
 −2.70 38.02 22.180.69 −8.90 −18.99
0.65 −19.33 12.81
 tˆ1¯00 =
 −2.70 −38.02 22.18−0.69 −8.90 18.99
0.65 19.33 12.81
 tˆ001 =
 −2.70 0.69 0.6538.02 −8.90 −19.33
22.18 −18.99 12.81

tˆ100 =
 −2.70 −0.69 0.65−38.02 −8.90 19.33
22.18 18.99 12.81
 tˆ010 =
 −3.32 0.0 −1.140.0 23.97 0.0
−44.28 0.0 −19.45
 tˆ01¯0 =
 −3.32 0.0 −44.280.0 23.97 0.0
−1.14 0.0 −19.45

TABLE V. Coulomb interaction parameters (in eV) calculated for the a1 ⊕ e model of the low-temperature R3m GaV4S8.
Bare Coulomb Fully screened Coulomb Partially screened Coulomb
vmmm
′m′ =
 7.177 6.556 6.5536.556 6.992 6.630
6.553 6.630 6.995
 Wmmm′m′ =
 0.159 0.048 0.0480.048 0.216 0.073
0.048 0.073 0.216
 Ummm′m′ =
 0.707 0.509 0.5090.509 0.676 0.505
0.509 0.505 0.676

vmm
′m′m =
 7.177 0.139 0.1360.139 6.992 0.179
0.136 0.179 6.995
 Wmm′m′m =
 0.152 0.062 0.0620.062 0.216 0.071
0.062 0.071 0.216
 Umm′m′m =
 0.707 0.086 0.0860.086 0.676 0.086
0.086 0.086 0.676

vmm
′mm′ =
 7.177 0.139 0.1360.139 6.992 0.179
0.136 0.179 6.995
 Wmm′mm′ =
 0.152 0.062 0.0620.062 0.216 0.071
0.062 0.071 0.216
 Umm′mm′ =
 0.707 0.086 0.0860.086 0.676 0.086
0.086 0.086 0.676

the hopping parameters and crystal-field splitting are given by:
Hˆkin =
∑
〈ij〉
mm′σ
tmm
′
ij cˆ
†σ
imcˆ
σ
jm′ (10)
7and
HˆCF =
∑
i,m∈e,σ
∆ cˆ†σimcˆ
σ
im, (11)
where m runs over the orbitals in the following order {dz2 , dxy, dx2−y2}; ∆ is the crystal-field splitting between the a1
and e orbitals. The spin-orbit coupling term is expressed as:
HˆSO = ζSO
2
∑
i,mm′σσ′
cˆ†σim
 0 −iσy iσxiσy 0 iσz
−iσx −iσz 0

σσ′
mm′
cˆσ
′
m′ −
ζRSO
2
∑
i,mm′σσ′
cˆ†σim
 0 −iσy iσxiσy 0 0
−iσx 0 0

σσ′
mm′
cˆσ
′
im′ , (12)
where the second term comes from the Jahn-Teller distortion of the V4 cluster along the z axis and has a Rashba-
type form. The first (spherical) term can be presented in the form ζSOLˆ · Sˆ, which can be used to derive matrix
elements of the angular momentum operator Lˆ in the Wannier basis. The matrix elements of the angular momentum
operators can be written in a compact form in terms of the Levi-Civita symbol, (Lˆxi )
ab = −iε2ab, (Lˆyi )ab = −iε3ab,
and (Lˆzi )
ab = iε1ab. Finally, the Hubbard term is written as:
HˆU =
∑
i,mm′σ
Umm
′
nˆσimnˆ
σ¯
im +
∑
i,〈mm′〉σ
(Umm
′ − Jmm′)nˆσimnˆσim′ (13)
where Umm
′
= Ummm
′m′ and Jmm
′
= Umm
′m′m are the on-site Coulomb and exchange interactions. The calculated
hopping parameters and Coulomb interactions for the low-temperature phase are presented in Tables III and V,
respectively. The calculated value of the crystal-field splitting is ∆ = 98.1 meV. The spin-orbit coupling parameters
are ζSO = 23.1 meV and ζ
R
SO = 1.2 meV. Finally, on-site matrix elements of the position operator in the constructed
basis are (rˆz)11 = 7.5329 A˚, (rˆz)22 = (rˆz)33 = 7.3772 A˚, and (rˆx)ij = (rˆy)ij ≈ 0.
According to our results, the on-site Coulomb interactions are not particularly strong but still remain the largest
parameters in the model. This can be understood as follows. First, the resulting Wannier orbitals are rather extended
(the calculated spread is ∼ 8.5 A˚2). Therefore, the bare Coulomb and exchange interactions in the Wannier basis,
U = 6.91 eV and J = 0.24 eV, are already considerably reduced compared to their atomic values for real d orbitals, UA
and JA. Since the interatomic exchange integrals are small, the main contribution to J is due to the bare intraatomic
interaction, JA ∼ 1 eV. Assuming that the Wannier orbitals are equally distributed over the four atomic sites in the
V4 cluster, J can be evaluated as J ∼ 14JA, which is consistent with the calculated value. Second, the bare interactions
are efficiently screened due to the proximity of the target t2 bands to the low-lying a1 and e states of the V4 cluster.
HARTREE-FOCK APPROXIMATION
The effective low-energy models allow us to go beyond conventional first-principles calculations that often fail to
describe system with electronic correlations. In particular, they come in handy when dealing with “exotic” systems,
like GaV4S8, where the properties of interest are featured by complex molecular orbitals, so that the use of ordinary
methods implemented for atomic-like orbitals (for example, LDA+U) may be questionable.
There is a large variety of different techniques used to deal with the Hubbard model:
Hˆ =
∑
ijσσ′
∑
αβ
tαβij cˆ
†σ
iα cˆ
σ′
jβ +
1
2
∑
iσσ′
∑
αβγδ
Uαβγδi cˆ
†σ
iα cˆ
†σ′
iγ cˆ
σ
iβ cˆ
σ′
iδ . (14)
In the simplest way, this model can be solved by expressing the correlation term as:
cˆ†σiα cˆ
†σ′
iγ cˆ
σ
iβ cˆ
σ′
iδ ≈ cˆ†σiα cˆσiβ〈cˆ†σ
′
iγ aˆ
σ′
iδ 〉+ cˆ†σ
′
iγ cˆ
σ′
iδ 〈cˆ†σiα cˆσiβ〉
− cˆ†σiα cˆσ
′
iδ 〈cˆ†σ
′
iγ cˆ
σ
iβ〉 − cˆ†σ
′
iγ cˆ
σ
iβ〈cˆ†σiα cˆσ
′
iδ 〉,
(15)
where all higher-order quantum fluctuations are neglected. Here, 〈...〉 stands for an average over the ground state.
By using symmetry properties of the Coulomb matrix, we obtain the following one-electron Hamiltonian [13]:
HˆHF =
∑
ijσσ′
∑
αβ
(
tαβij δσσ′ + Vαβσσ
′
i δij
)
cˆ†σiα cˆ
σ′
jβ , (16)
8FIG. 3. a) Density of states and b) the on-site level splitting of the ferromagnetic state in the low-temperature phase as obtained
in the Hartree-Fock approximation with and without spin-orbit coupling (HF+SO and HF, respectively).
where
Vαβσσ′i =
∑
γδ
Uαβγδi (n
↑↑
iγδ + n
↓↓
iγδ)δσσ′ − Uαδγβi nσ
′σ
iγδ (17)
or
Vˆi = Uˆinˆi

Vαβ↑↑i
Vαβ↓↑i
Vαβ↑↓i
Vαβ↓↓i
 = ∑
γδ

Uαβγδi − Uαδγβi 0 0 Uαβγδi
0 0 −Uαδγβi 0
0 −Uαδγβi 0 0
Uαβγδi 0 0 U
αβγδ
i − Uαδγβi


n↑↑iγδ
n↓↑iγδ
n↑↓iγδ
n↓↓iγδ
 , (18)
and
nσ
′σ
iγδ = 〈cˆ†σ
′
iγ cˆ
σ
iδ〉. (19)
In the reciprocal space, it is equivalent to solving the Hartree-Fock equations:(
tˆk − Vˆ
)|ϕnk〉 = εnk|ϕnk〉, (20)
where tˆk is the Fourier image of tˆij , |ϕnk〉 = [ϕiασnk ] is an eigenvector containing site i, orbital α, and spin σ indices.
An iterative solution of the Hartree-Fock equations is obtained self-consistently with respect to the total energy:
EHF =
∑
k
occ∑
n
εnk − 1
2
∑
i
Tr
{
nˆTi Vˆi
}
. (21)
The results of Hartree-Fock calculations are shown in Fig. 3.
SPIN MODEL
For the low-temperature phase of GaV4S8, the electronic model, Eq. (9), can be mapped onto the classical spin
model:
HS = −
∑
〈ij〉
Jijei · ej +
∑
〈ij〉
Dij · ei × ej , (22)
where the first and second terms stand for the isotropic Heisenberg and anisotropic Dzyaloshinskii-Moriya exchange
interactions, respectively, and ei is the unit magnetic moment at site i. Below, we consider two approaches for
calculating exchange parameters.
9FIG. 4. a) Spin model for the low-temperature GaV4S8 shown along the z ‖ [111] direction; b) Sketch view of the mirror planes
of the C3v point group. The Dzyaloshinskii-Moriya exchange interactions are schematically shown with black arrows.
The Green’s functions approach
The exchange parameters can be derived from a collinear configuration obtained in Hartree-Fock calculations
without spin-orbit coupling by considering a perturbation δvˆpi caused by applying the spin-orbit coupling potential
at one site while rotating the magnetic moment at another site. The corresponding rotation is given by another
perturbation, δvˆrj = bˆjδej · σˆ, where bˆj = 12 (Vˆ↑j −Vˆ↓j ) is the exchange splitting field at site j. Having employed Lloyd’s
formula [14] to express the change in the single-particle energy to second order with respect to the applied potentials,
the exchange parameters are obtained from the force f i = −∂E/∂ei rotating the magnetic moment at site i, which
for the spin model given above is written as [15]:
f i =
∑
j
f ji =
1
2
∑
j
(
Jijej +Dij × ej
)
, (23)
where f ji is the contribution to the force from site j, and the exchange interactions are derived from:
Jij =
2
pi
εF∫
∞
dE TrL{Gˆ↑ij(E)bˆjGˆ↓ji(E)bˆi}, (24)
f ji − f ij =
1
pi
εF∫
∞
dE TrL
{
σˆ
(
bˆi
ˆ˜Gij(E)δvˆ
p
j
ˆ˜Gji(E)− bˆj ˆ˜Gji(E)δvˆpi ˆ˜Gij(E)
)}
, (25)
where the unperturbed Green’s function is defined as:
ˆ˜Gij =
(
Gˆ↑ij 0
0 Gˆ↓ij
)
Gˆσij(E) =
∑
nk
|ϕσnk〉〈ϕσnk|
E − εnk + iδ e
ik·(Ri−Rj). (26)
By considering a small deviation of the magnetic moment at each site, ei = e0 +δei, the corresponding Dzyaloshinskii-
Moriya interactions can be derived from:
f ji − f ij = D × e0 +
1
2
Jij(δej − δei). (27)
The effect of spin-orbit coupling is included perturbatively within the self-consistent linear response theory [15],
where the change of the density matrix with respect to an external perturbation δvˆexti = HˆSO is given by:
δnˆi = Rˆijδvˆextj (28)
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TABLE VI. Exchange parameters (in meV) for the spin model, Eq. (22), as obtained from the mean-field Hartree-Fock
calculations (HF) and superexchange theory (SE). See Fig. 4a for details.
HF SE
Intraplane
J‖ = 0.202 J‖ = 0.180
D01 = (0.138, 0.080, 0.010)
D02 = (0.138,−0.080,−0.010)
D03 = (0.0,−0.159, 0.010)
D04 = (−0.138,−0.080,−0.010)
D05 = (−0.138, 0.080, 0.010)
D06 = (0.0, 0.159,−0.010)
D01 = (0.063, 0.036,−0.010)
D02 = (0.063,−0.036, 0.010)
D03 = (0.0,−0.073,−0.010)
D04 = (−0.063,−0.036, 0.010)
D05 = (−0.063, 0.036,−0.010)
D06 = (0.0, 0.073, 0.010)
Interplane
J⊥ = 0.363 J⊥ = 0.217
D01′ = (−0.021,−0.036, 0.0)
D02′ = (0.021,−0.036, 0.0)
D03′ = (0.041, 0.0, 0.0)
D04′ = (0.021, 0.036, 0.0)
D05′ = (−0.021, 0.036, 0.0)
D06′ = (−0.041, 0.0, 0.0)
D01′ = (0.029, 0.049, 0.0)
D02′ = (−0.029, 0.049, 0.0)
D03′ = (−0.057, 0.0, 0.0)
D04′′ = (−0.029,−0.049, 0.0)
D05′ = (0.029,−0.049, 0.0)
D06′ = (0.057, 0.0, 0.0)
with the corresponding change of the Hartree-Fock potential:
δvˆi = Uˆiδnˆi, (29)
where the response matrix Rˆij = [Rσσ′ij,αβγδ] is defined as:
Rσσ′ij,αβγδ =
occ∑
n
unocc∑
n′
∑
k
(
(ϕiασnk )
∗ϕiβσ
′
n′k (ϕ
jγσ′
n′k )
∗ϕjδσ
′
nk
εσnk − εσ′n′k
+
(ϕiασn′k)
∗ϕiβσ
′
nk (ϕ
jγσ′
nk )
∗ϕjδσ
′
n′k
εσ
′
nk − εσn′k
)
. (30)
Combining δvˆi with δvˆ
ext
i , the problem is solved iteratively to give the total perturbation δvˆ
p
i = δvˆ
ext
i + δvˆi [15]:
δvˆpi =
(
1− UˆiRˆij
)−1
δvˆextj δnˆi = Rˆijδvˆ
p
j (31)
with
Rˆij =

Rˆ↑↑ij 0 0 0
0 0 Rˆ↓↑ij 0
0 Rˆ↑↓ij 0 0
0 0 0 Rˆ↓↓ij
 . (32)
The calculated exchange parameters are given in Table VI. As can be seen from Fig. 4b, these parameters obey the
C3v point group and are in agreement with Moriya rules. Clearly, because the mirror planes pass along the bonds
connecting nearest neighbours in the adjacent [111] planes, the anisotropic exchange parameters should be perpendic-
ular to the corresponding bonds and lie in the xy plane. At the same time, the mirror planes are perpendicular to the
in-plane bonds connecting nearest neighbours, and the corresponding Dzyaloshinskii-Moriya interactions lie within
the plane with an alternating z component.
Superexchange theory
When t/U  1, we can start from the atomic limit:
Hˆ0 = HˆCF + HˆSO + HˆU HˆU = 1
2
Uαβγδ cˆ†αcˆ
†
γ cˆβ cˆδ, (33)
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FIG. 5. Energies of the excited two-electron states for the low-temperature R3m GaV4S8 obtained in the atomic limit by
taking into account crystal-field splitting (CF), spin-orbit coupling (SO), and on-site Coulomb interactions (U).
and consider hopping parameters as a small perturbation. Superexchange interaction is regarded as the kinetic energy
gain acquired by an occupied electron centering at one site in the process of virtual hoppings into the subspace of
unoccupied states at neighboring sites (and vice versa) [16, 17]. In the atomic limit, this energy gain can be obtained
to second order in hopping parameters as [18, 19]:
↔T ij = −
〈
Gij
∣∣∣∣∣tˆij
(∑
M
Pˆj |jM〉〈jM |Pˆj
EjM
)
tˆji + (i↔ j)
∣∣∣∣∣Gij
〉
. (34)
This version of superexchange theory combines the one-electron approximation and many-body effects and in this
sense goes beyond the conventional mean-field approximation. Here, Gij is the ground-state wavefunction for the
bond ij. Since each atomic site accommodates one electron, one can start from the one-electron approximation and
express Gij in the form of a Slater determinant constructed from the occupied orbitals φi at sites i and j:
Gij(1, 2) = 1√
2
[
φi(1)φj(2)− φi(2)φj(1)
]
. (35)
The orbitals φi correspond to the lowest Kramers doublet obtained by diagonalising HˆCF +HˆSO and are taken as their
linear combinations to diagonalise the Pauli matrices (satisfying the maximal projection of the pseudospin moment
in a given direction ei).
Next, we consider virtual hoppings of the occupied electron φi at site i to the unoccupied two-electron states at
neighbouring sites j. Here, EjM and |jM〉 stand for the true eigenvalues and eigenvectors of the excited two-electron
configurations, which are obtained in the basis of all possible Slater determinants at site j (for the t2 model, each
|jM〉 is expressed in the basis of 6×5/2 = 15 Slater determinants). The corresponding two-electron Hamiltonian Hˆ2e
in the basis of Slater determinants is constructed from Hˆ0 by using Slater-Condon rules:
Hnm2e = U i1,i2,i3,i4 − U i1,i4,i3,i2 +Hi3,i4CF+SOδi1,i2 +Hi1,i2CF+SOδi3,i4 −Hi3,i2CF+SOδi1,i4 −Hi1,i4CF+SOδi2,i3 (36)
for any two Slater determinants n = (i1, i3) and m = (i2, i4):
Gnjj(1, 2) =
1√
2
[
ψi1(1)ψi3(2)− ψi1(2)ψi3(1)
] Gmjj(1, 2) = 1√
2
[
ψi2(1)ψi4(2)− ψi2(2)ψi4(1)
]
, (37)
where i1, i2, i3, and i4 run over all orbitals in the order {d↑z2 , d↓z2 , d↑xy, d↓xy, d↑x2−y2 , d↓x2−y2}, and δ is the Kronecker
symbol. The calculated two-electron levels EjM are shown in Fig. 5. In the case of a perfect cubic environment (when
HˆCF + HˆSO is neglected), the two-electron states are split into three groups: 3T1, degenerate 1T2 and 1E, and 1A1
with the energy levels (U − 5J), (U − 3J), and U , respectively [20]. This property can be used to derive the averaged
12
FIG. 6. Skyrmion lattices as obtained from Monte Carlo simulations at temperature T = 0.1J1 with an applied magnetic field
h ‖ [111] by using two sets of exchange parameters derived from Hartree-Fock calculations (HF) and superexchange theory
(SE).
Kanamori parameters [12] for the low-temperature GaV4S8, U = 0.858 eV and J = 0.087 eV, in agreement with the
constrained random phase approximation.
Finally, Pˆj is a projector operator that enforces the Pauli principle and suppresses any hoppings into the sub-
space of occupied orbitals at neighbouring sites. In practice, Pˆj projects |jM〉 onto the subspace spanned by Slater
determinants in the form:
Pˆj |jM(1, 2)〉 = 1√
2
[
ψj(1)φj(2)− ψj(2)φj(1)
]
, (38)
where φj is the occupied orbital at site j, and ψj is an unoccupied orbital at site j reached by the occupied electron
φi through tˆij .
To construct
↔T ij , we consider all possible spin projections along ±x, ±y, and ±z for the occupied states at sites i
and j, and the spin model is derived as [18, 19]:
HS =
∑
〈ij〉
ei
↔
J ijej , J
ab
ij =
1
2
(T abij − T a¯bij ), (39)
where ei = 〈φi|σˆ|φi〉/|〈φi|σˆ|φi〉|, a and b run over {x, y, z}, and a¯ stands for the opposite direction of a. The
anisotropic and symmetric parts can be rewritten as ei
↔J Aijej = Dij · (ei × ej) and ei
↔J Sijej = −Jijei · ej + eiΓ
↔
ijej ≈
Jij(e
x
i e
x
j +e
y
i e
y
j )+(Jij+δJij)e
z
i e
z
j , respectively. The resulting parameters are summarized in Table VII. The calculated
values of δJ are 0.021 meV and 0.032 meV for the intraplane and interplane bonds, respectively, and can be neglected
on account of their smallness.
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Monte Carlo calculations
Based on the calculated model parameters, we performed Monte Carlo simulations with an external magnetic field:
H = HS − h
∑
i
ez (40)
by using a heat-bath algorithm combined with overrelaxation [21]. In these calculations, supercells of N = 72×72×3
spins with periodic boundary conditions were used, and a single run contained (1.0−5.0)×106 Monte Carlo steps. For
initial relaxation, the system was gradually cooled down from higher temperatures. As shown in Fig. 6, the resulting
skyrmions are in agreement for two sets of the exchange parameters.
ELECTRIC POLARIZATION
Berry-phase formalism
Starting from the Hartree-Fock approximation, electric polarization can be calculated by using the Berry-phase
formalism [22, 23]:
Pa = − 1
V
Na
N1N2N3|Ga|γa, (41)
where V is the unit cell volume, and the Berry phase γa is computed on a discrete mesh of N1 ×N2 ×N3 k-points in
the first Brillouin zone with the reciprocal lattice vectors {Ga}:
ks1,s2,s3 =
s1
N1
G1 +
s2
N2
G2 +
s3
N3
G3, (42)
and
γ1 = −
N2−1∑
s2=0
N3−1∑
s3=0
Im ln
N1−1∏
s1=0
det Sˆ(ks1,s2,s3,ks1+1,s2,s3), (43)
where Snn′(k,k
′) = 〈ϕnk|ϕn′k′〉 is an overlap matrix between occupied states at two neighbouring k-points; γ2 and γ3
are obtained by cyclic permutation of {s1, s2, s3}. The on-site contribution to electric polarization can be calculated
as:
P on−site = − e
V
Tr[nˆrˆ], (44)
where rˆ is the position operator defined in the Wannier function basis, and the trace is over site, orbital, and spin
indices [24].
The calculated values of electric polarization P z along z ‖ [111] are 0.0107 and 0.0111 C/m2 for the ferromagnetic
solution with and without spin-orbit coupling, respectively.
In the presence of spin-orbit coupling, we reveal a small change of electric polarization when the ferromagnetic
moment is rotated away from the easy axis z ‖ [111]. Moreover, there is a strong anisotropy of orbital angular
momentum in the direction perpendicular to the easy axis. It is worth noting that this fact is properly included in
the following consideration of electric polarization in the framework of superexchange theory, where projections of
the pseudospin state are constructed from the Kramers doublet |φi〉 by diagonalising 〈φi|σˆ|φi〉. As seen from the
band structure shown in Fig. 7a for two ferromagnetic solutions with different directions of the magnetization, the
occupied band changes on the F–L path, which goes along the boundary of the Brillouin zone, that corresponds to the
change of electron transfer between interplane nearest neighbours. Nevertheless, this change of electric polarization
alongside with the on-site contribution is found to be small (Fig. 7b) and can be neglected from further considerations
for magnetic textures with a slowly varying magnetization profile.
Finally, we have performed Hartree-Fock calculations for the ferromagnetic and spin spiral states to calculate the
change of electric polarization. The resulting magnetic textures are shown in Fig. 7c, and the corresponding change of
electric polarization between the ferromagnetic and spin spiral states is 10.4 and 12.1 µC/m2 for supercells 1× 9× 3
and 1× 12× 3.
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FIG. 7. a) Band structures of the ferromagnetic configuration with θ = 0◦ and θ = 90◦ (φ = 0◦) as obtained in the Hartree-Fock
approximation. b) Angle dependence of the total energy, orbital angular momentum, electric polarization for the ferromagnetic
configuration obtained in the Hartree-Fock approximation. c) Spin and orbital (scaled for clarity) angular momenta of a spin
spiral state obtained in the Hartree-Fock approximation with the propagation vector q = q(0, 1, 0) and a supercell 1× 20× 3.
Analytical expression without spin-orbit coupling
The spin-dependent part of electric polarization can be described within perturbation theory [25, 26]. To this end,
let us consider the ferromagnetic state in the low-temperature phase, where a single d↑z2 state is occupied, and neglect
spin-orbit coupling. Since all the calculated parameters of the corresponding low-energy model are close to those of
the high-temperature phase, we can discard their orbital dependence, so that the on-site Hamiltonian is written as:
Hˆ0 = HˆCF + HˆU , (45)
where the crystal-field splitting between the a1 and e states and the Hubbard term are given by:
HˆCF =
∑
i,m∈e,σ
∆ cˆ†σimcˆ
σ
im (46)
and
HˆU =
∑
i,m
Unˆ↑imnˆ
↓
im +
∑
i,〈mm′〉σ
(U − 2J) nˆσimnˆσ¯im′ + (U − 3J) nˆσimnˆσim′ , (47)
respectively. The corresponding level splitting at each site is readily obtained: εαi = {0;U ;U−3J+∆;U−2J+∆;U−
3J + ∆;U − 2J + ∆} for the states {d↑z2 , d↓z2 , d↑xy, d↓xy, d↑x2−y2 , d↓x2−y2}, respectively. As seen from Fig. 3b, where the
level splitting obtained from Hartree-Fock calculations is shown, the atomic limit is a good starting approximation
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since t  U . Next, we make use of a general definition of electric polarization expressed in terms of the Wannier
functions [23]:
P = − e
V
occ∑
iα
∫
V
r|wαi (r)|2dr, (48)
Here, we assume that all wαi (r) are well localized at sites i, and their tales at neighbouring sites j are proportional to
the corresponding transfer integrals from the occupied to unoccupied orbitals and can be obtained within perturbation
theory to second order in tˆij :
|wαi (r)|2 = wαiiδ(r −Ri) +
∑
j
wαijδ(r −Rj), (49)
where wαii is the on-site Wannier density, and w
α
ij is the corresponding Wannier weight transfer from site i to site j:
wαij =
unocc∑
β
∣∣∣∣∣ t
αβ
ij
εαi − εβj
∣∣∣∣∣
2
. (50)
Consequently, electric polarization P can be represented as the sum of bond contributions:
P =
∑
〈ij〉
P ij , (51)
where
P ij = − e
V
τ ji
∑
α
(wαij − wαji), (52)
and τ ji = Rj −Ri. In the case of the low-temperature GaV4S8 with one occupied orbital d↑z2 , wαij can be expressed
as:
wij = |ξ↑↑ij |2
(t12ij )
2 + (t13ij )
2
(U − 3J + ∆)2 + |ξ
↑↓
ij |2
(t12ij )
2 + (t13ij )
2
(U − 2J + ∆)2 + |ξ
↑↓
ij |2
(t11ij )
2
U2
(53)
with
|ξ↑↑ij |2 = |ξ↓↓ij |2 =
1
2
(1 + ei · ej),
|ξ↓↑ij |2 = |ξ↑↓ij |2 =
1
2
(1− ei · ej),
(54)
and the spin-dependent part of electric polarization is written as:
P ij = −eτ ji
2V
(
1
(U − 3J + ∆)2 −
1
(U − 2J + ∆)2
)(
(t12ij )
2 + (t13ij )
2 − (t12ji )2 − (t13ji )2
)
ei · ej . (55)
As follows, without spin-orbit coupling P ij is entirely isotropic. This analysis leads to some important conclusions
on the microscopic origin of electric polarization in GaV4S8. On the one hand, P ij is given by the asymmetric
electron transfer between nearest neighbors as a result of inversion symmetry breaking. On the other hand, P ij
requires a nonzero value of J . The corresponding values of P ij are obtained by using the model parameters given in
Tables IV and V: for the intraplane bonds j = 1 – 6 (Fig. 4a) P01 = P02 =-4.4 µC/m
2, P04 = P05 =4.4 µC/m
2, and
P03 = P06 =0, for the interplane bonds j = 1
′ – 6′ (Fig. 4a) we have P0j = (−1)jP⊥, where P⊥ = 463.5 µC/m2. Thus,
when summing over all nearest neighbors, the intraplane contributions cancel out, while the interplane contributions
enter with opposite signs for the lower and upper planes and give the resulting spin-dependent polarization.
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TABLE VII. Electric polarization tensors (in µC/m2) calculated within superexchange theory for the a1 ⊕ e model of the
low-temperature GaV4S8. The corresponding lattice translations are a1 = a(
√
3/2,−1/2, 1.4251), a2 = a(0, 1, 1.4251), and
a3 = a(−
√
3/2,−1/2, 1.4251), where a = 3.9255 A˚.
Intraplane
↔
P 1¯01 =
 0.0 9.22 −0.609.22 0.0 30.13
−0.60 −30.13 0.0
 ↔P101¯ =
 0.0 −9.22 0.60−9.22 0.0 30.13
0.60 −30.13 0.0
 ↔P 1¯10 =
 −7.63 4.36 −26.204.83 8.31 −14.68
25.58 15.41 0.35

↔
P011¯ =
 −7.63 −4.36 26.20−4.83 8.31 −14.68
−25.58 15.41 0.35
 ↔P11¯0 =
 7.63 −4.83 −25.58−4.36 −8.31 −15.41
26.20 14.68 −0.35
 ↔P01¯1 =
 7.63 4.83 25.584.36 −8.31 −15.41
−26.20 14.68 −0.35

Interplane
↔
P001¯ =
 −364.48 −6.91 −36.94−6.22 −356.96 −21.27
34.86 20.19 −360.89
 ↔P 1¯00 =
 −364.48 6.91 36.946.22 −356.96 −21.27
−34.86 20.19 −360.89
 ↔P001 =
 364.48 6.22 −34.866.91 356.96 −20.19
36.94 21.27 360.89

↔
P100 =
 364.48 −6.21 34.86−6.91 356.96 −20.19
−36.94 21.27 360.89
 ↔P010 =
 353.99 0.0 0.00.0 369.16 39.88
0.0 −42.87 361.84
 ↔P01¯0 =
 −353.99 0.0 0.00.0 −369.16 42.87
0.0 −39.88 −361.84

Superexchange theory
Following the idea of superexchange theory for magnetic interactions discussed above, we can consider hopping
processes of a single occupied electron to the excited two-electron levels at neighbouring sites to construct the Wannier
weight transfer in Eq. (50):
w↔ij =
〈
Gij
∣∣∣∣∣tˆij
(∑
M
Pˆj |jM〉〈jM |Pˆj
E2jM
)
tˆji
∣∣∣∣∣Gij
〉
, (56)
and the spin-dependent part of electric polarization in Eq. (51) can be written as:
P ij =
τ ji
|τ ji|ei
↔
Pijej , (57)
where
↔
Pij = ||Pabij ||:
Pabij = −
e|τ ji|
2V
(
wabij − wa¯bij − wbaji + wba¯ji
)
, (58)
contains the isotropic Pij , antisymmetric Pij , and anisotropic Π
↔
ij components. The resulting tensors
↔
Pij calculated
from the multiplet structure with HˆCF + HˆSO + HˆU (Fig. 5) are given in Table VII. When taking into account the
effects of crystal field and Coulomb interactions while neglecting spin-orbit coupling (the multiplet structure with
HˆCF + HˆU in Fig. 5),
↔
Pij is diagonal and is in good agreement with the analytical one-electron approach: for the
intraplane bonds j = 1 – 6 (Fig. 4a) P0j ≈ 0, and for the interplane bonds j = 1′ – 6′ (Fig. 4a) P0j = (−1)jP⊥, where
P⊥ = 381.1 µC/m2.
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FIG. 8. a) Spiral and skyrmionic textures in the continuum limit. b) Change of electric polarization as a function of the
skyrmionic radius calculated for the supercell 30× 30× 3 with respect to the ferromagnetic state. c) Spatial profile of electric
polarization in the skyrmionic phase.
To supplement the results of Monte Carlo calculations presented in the main text, we use the continuum limit for
magnetic textures, which is valid owing to their large spatial modulation. A skyrmionic texture can be defined as:
SR =
1
2
(
c0S0 + c1
3∑
n=1
Re
{
Sne
iqn·R}) , (59)
where Sn = S0 + iqn/q with S0 = (0, 0, 1), the propagation vectors of a skyrmionic texture are q1 = q(0, 1, 0),
q2 = q(
√
3/2,−1/2, 0), and q3 = q(−
√
3/2,−1/2, 0) with q = 2pi/RSK, RSK is the skyrmion radius. For the spin
spiral state, we have:
SR =
c1
2
Re
{
Sne
iqn·R} . (60)
Generally, the coefficients c0 and c1 depend on temperature and applied magnetic fields. In accordance with Monte
Carlo calculations, we consider supercells with a minimal periodicity along z ‖ [111], as shown in Fig. 8a. The resulting
change of spin-driven polarization as a function of c1/c0 is shown in Fig. 8b and demonstrates a strong competition
of the isotropic and antisymmetric contributions. The corresponding spatial profile of electric polarization in the
skyrmionic phase is shown in Fig. 8c and indicates a strong modulation of spin-driven polarization in the vicinity to
the skyrmionic core, in agreement with Ref. 27.
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