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Abstract
A graph G = (V,E) is called equidominating if there exists a value t ∈ N and a weight
function ω : V → N such that the total weight of a subset D ⊆ V is equal to t if and
only if D is a minimal dominating set. Further, ω is called an equidominating function,
t a target value and the pair (ω, t) an equidominating structure. To decide whether a
given graph is equidominating is referred to as the Equidomination problem.
First, we examine several results on standard graph classes and operations with respect
to equidomination. Furthermore, we characterize hereditarily equidominating graphs.
These are the graphs whose every induced subgraph is equidominating. For those graphs,
we give a finite forbidden induced subgraph characterization and a structural decompo-
sition. Using this decomposition, we state a polynomial time algorithm that recognizes
hereditarily equidominating graphs.
We introduce two parameterized versions of the Equidomination problem: the k-Equi-
domination problem and the Target-t Equidomination problem. For k ∈ N, a graph
is called k-equidominating if we can identify the minimal dominating sets using only
weights from 1 to k. In other words, if an equidominating function with co-domain
{1, . . . , k} exists. For t ∈ N, a graph is said to be target-t equidominating if there is an
equidominating structure with target value t.
For both parameterized problems we prove fixed-parameter tractability. The first step
for this is to achieve the so-called pseudo class partition, which coarsens the twin parti-
tion. It is founded on the requirement that vertices from different blocks of the partition
cannot have equal weights in any equidominating structure. Based on the pseudo class
partition, we state an XP algorithm for the parameterized versions of the Equidomi-
nation problem.
The second step is the examination of three reduction rules – each of them concerning a
specific type of block of the pseudo class partition – which we use to construct problem
kernels. The sizes of the kernels are bounded by a function depending only on the
respective parameter. By applying the XP algorithm to the kernels, we achieve FPT
algorithms.
Finally, we generalize the property k-equidominating by allowing k different weights
not larger than a positive integer W ∈ N and show analogous results for the so-called
k-W -Equidomination problem based on this generalization.
iii
The concept of equidomination was introduced nearly 40 years ago, but hardly any
investigations exist. With this thesis, we want to fill that gap. We may lay the foundation
for further research on equidomination.
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Kurzzusammenfassung
Ein Graph G = (V,E) heißt a¨quidominierend, wenn es eine Zahl t ∈ N und eine
Gewichtsfunktion ω : V → N gibt, so dass das Gesamtgewicht einer Teilmenge D ⊆ V
genau dann gleich t ist, wenn D eine minimal dominierende Menge ist. In diesem Fall
wird ω als eine a¨quidominierende Funktion bezeichnet, t als ein Zielwert und das Paar
(ω, t) als eine a¨quidominierende Struktur. Das A¨quidominanz Problem bezeichnet das
Problem zu entscheiden, ob ein gegebener Graph a¨quidominierend ist oder nicht.
Zuna¨chst arbeiten wir einige Ergebnisse bezu¨glich Standardgraphen und verschiede-
ner Operationen im Kontext von A¨quidominierung aus. Weiterhin charakterisieren
wir vererbende a¨quidominierende Graphen. Das sind die Graphen, deren induzierte
Teilgraphen auch a¨quidominierend sind. Fu¨r diese Graphen geben wir eine Charak-
terisierung anhand von endlich vielen verbotenen induzierten Subgraphen an und eine
strukturelle Zerlegung. Auf dieser Zerlegung basiert ein schneller Algorithmus fu¨r die
Identifizierung von vererbenden a¨quidominierenden Graphen.
Wir fu¨hren zwei parametrisierte Versionen des A¨quidominanz Problems ein: das k-
A¨quidominanz Problem und das Zielwert-t A¨quidominanz Problem. Fu¨r k ∈ N
wird ein Graph k-a¨quidominierend genannt, wenn wir die minimal dominierenden Men-
gen mit Gewichten von 1 bis k identifizieren ko¨nnen. Mit anderen Worten, wenn eine
a¨quidominierende Funktion mit Zielmenge {1, . . . , k} existiert. Fu¨r t ∈ N heißt ein
Graph Zielwert-t a¨quidominierend, wenn es eine a¨quidominierende Struktur mit Zielw-
ert t gibt.
Wir zeigen, dass beide parametrisierte Probleme in der Komplexita¨tsklasse FPT liegen.
Der erste Schritt hierfu¨r ist die Erforschung der sogenannten Pseudo-Klassen-Partition.
Diese Partition ist eine Vergro¨berung der Partition in Zwillinge. Die Pseudo-Klassen-
Partition begru¨ndet sich auf der Forderung, dass Knoten aus verschiedenen Blo¨cken der
Partition in keiner a¨quidominierenden Struktur die gleichen Gewichte haben ko¨nnen.
Basierend auf der Pseudo-Klassen-Partition leiten wir einen XP -Algorithmus fu¨r die
parametrisierten Versionen des A¨quidominanz Problems her.
Der zweite Schritt besteht in der Ausarbeitung dreier Reduktionsregeln, mit denen wir
Problemkerne konstruieren. Die Reduktionsregeln behandeln jeweils einen bestimmten
Blocktyp der Pseudo-Klassen-Partition. Die Gro¨ßen der Kerne sind durch eine Funk-
tion begrenzt, die nur vom jeweiligen Parameter abha¨ngt. Durch Anwendung des XP -
Algorithmus auf die Problemkerne erhalten wir FPT -Algorithmen.
v
Des Weiteren verallgemeinern wir k-A¨quidominierung, indem wir k verschiedene Gewich-
te zulassen, die nicht gro¨ßer als eine natu¨rliche Zahl W ∈ N sein du¨rfen. Wir erzielen
analoge Ergebnisse fu¨r das daraus resultierende k-W -A¨quidominanz Problem.
Obwohl A¨quidominierung vor fast 40 Jahren eingefu¨hrt wurde, gibt es bisher kaum
Ergebnisse dazu. Mit dieser Arbeit wollen wir diese Lu¨cke fu¨llen. Mo¨glicherweise legen
wir damit den Grundstein fu¨r weitere Untersuchungen zu A¨quidominierung.
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Chapter 1
Introduction
The first appearance of domination in graphs goes back to the 1850’s, even though it
was not considered as domination in these days. Chess players posed the question of
how many queens are needed such that every square of the 8×8 chess field is occupied
by a queen or reachable by a queen within one move. On a chessboard, a queen can
move to every square in horizontal, vertical or diagonal direction.
The embedding of this question into the framework of graph theory leads to the concept
of domination. Firstly, this embedding and the mathematical formalization of domina-
tion was done by Berge [4] and Ore [54] in 1962. While Ore used the term domination
right from the beginning, Berge spoke of external stability at that time (following inter-
nal stability, which he used for so-called stable sets). However, it was domination that
prevailed.
Let us follow the ideas of Berge and Ore and formulate the question in graph-theoretic
language. For that, let every square of the chessboard be a vertex. We connect two
vertices by an edge if it is possible to get from one square to the other within a queen
move. The obtained graph is called the queen-graph (and can be defined analogously
for every chess piece).
With this graph-theoretical framework, the question of the chess players can be refor-
mulated as follows:
What is the minimum size of a subset of vertices such that every vertex of
the queen-graph is an element of the subset or is connected to a vertex of
the subset?
By this question, we have just stated the definition of a dominating set. A subset D is
a dominating set if every vertex not in D is connected – or adjacent, as graph-theorists
call it – to a vertex of D.
A dominating set of minimum size is called a minimum dominating set, while a domi-
nating set that does not contain another dominating set is called a minimal dominating
set. This means that we cannot delete a vertex of a minimal dominating set without
losing the property of being dominating. However, a minimal dominating set can be of
significantly larger size than a minimum dominating set.
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Besides chess, lots of other applications for domination exist (see [35]). For example, let
the vertices of a graph represent persons such that an edge between two persons exists
if they know each other. Such a graph is often called social graph [7]. We want to
determine a committee such that every person not in the committee knows a person in
it. Again, such a committee corresponds to a dominating set. Further, we could also
want the committee to have as little members as possible. Then we are looking for a
minimum dominating set in the graph.
Another example is the distribution of facilities (such as police or fire departments,
schools, supermarkets, radio stations and so on) to demand locations (such as dis-
tricts, villages, . . .). For every location, there must be a facility nearby. In this context,
”nearby” means at the location itself or at a neighboring location. In general, computing
the minimum number of needed facilities can get quite hard. Given that circumstance,
it is a reasonable goal to at least avoid unnecessary facilities, which means we are indeed
looking for an (inclusion-wise) minimal dominating set.
While the main stream of the research on dominating sets in graphs focuses on the
optimization aspects of the problem, there are several interesting graph classes defined
around this concept. For example, the classes of efficient dominating graphs [11], of well-
dominated graphs [27], of domination perfect graphs [61], of upper domination perfect
graphs [32] and of strong domination perfect graphs [58].
Another example is the class of domishold graphs, introduced 1978 by Benzaken and
Hammer in [3]. These are the graphs for which there are positive weights associated to
the vertices of the graph such that a subset D of vertices is dominating if and only if the
sum of the weights of the vertices ofD (also called the total weight ofD) exceeds a certain
threshold t. In other words, the characteristic vectors of the dominating sets are exactly
the zero-one solutions of a linear inequality, where the coefficients of the inequality
correspond to the weights of the vertices and the right-hand side to the threshold (see [13],
[15], [44] and [46] for more details).
Motivated by this concept, Payan asked in 1980 whether there are graphs for which
the characteristic vectors of the minimal dominating sets are the zero-one solutions of
a linear equality [56]. Equivalently, we are looking for a weight function such that not
only every minimal dominating set has a specific total weight. We further require that
every subset of vertices with that specific total weight is a minimal dominating set. Such
graphs Payan named equidominating.
Equidominating graphs are the principal topic of this thesis. As mentioned before, the
concept was introduced nearly forty years ago. However, to our knowledge, there are
only a few results on equidomination. Payan stated in the introducing paper [56] a
characterization of the class of graphs that are domishold and equidominating. Further,
he showed that threshold graphs are equidominating. There is no direct relation between
domishold and equidominating. There are equidominating graphs that are not domishold
and vice versa [44]. Moreover, the complexity of deciding whether a given graph is
equidominating is (so far) unknown.
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1.1 Relation to Equistability
One advantage of having an equidominating structure – that is a weight function and a
specific total weight of exactly the minimal dominating sets – of a graph at hand is that
one can check whether a given vertex subset is a minimal dominating set in linear time.
One simply has to consider the sum of the weights of the vertices of the subset. It can
be worthwhile to examine an equidominating structure of a graph if one has to check
subsets for being minimal dominating over and over again, for example as a subroutine
in some algorithm.
In the course of this thesis, we explore several issues regarding equidominating. On the
one hand, these issues concern general results with respect to standard graph classes and
operations, and the characterization of hereditarily equidominating graphs. On the other
hand, as the main topic of this thesis, we embed equidomination into (parameterized)
complexity theory.
1.1 Relation to Equistability
A stable set is a set of pairwise non-adjacent vertices and a maximal stable set is not
contained in another stable set. In [56], Payan also brought up the term equistable. This
graph property is defined analogously to equidominating with respect to maximal stable
sets. That is, a graph is equistable if there is a weight function such that maximal stable
sets are identified by their total weights. Since every maximal stable set is dominating,
maximal stable sets are also called independent dominating sets (in the field of graph
theory independent is used synonym to stable). This already indicates the correlation
between domination and stability in general and hence also between equidomination and
equistability.
In contrast to equidomination, there are quite a few investigations on equistability. The
first paper on equistability, that followed the introducing paper, appeared in 1994 by
Mahadev, Peled and Sun [45]. There, the authors gave necessary and sufficient conditions
for equistability, characterized the equistability of various graph classes and introduced
the stronger property strongly equistable. They conjectured that the class of equistable
graphs not only contains the class of strongly equistable graphs but that both classes
are identical.
In 2009, Orlin extended this conjecture (see [48]). He proved that every so-called general
partition graph is equistable and conjectured that the converse is also true. However,
both conjectures were recently disproved by Milanicˇ and Trotignon [51]. Various other
papers were published in this context, see for example [8] and [42].
Another scope of the research on equistability treats complexity issues (see [36], [43] and
[49]). We only want to mention here that (so far) the complexity of the recognition of
equistable is unknown. The interested reader is referred to Chapter 4, where we also
consider this topic.
3
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Several other papers deal with the characterization of equistability of different graph
classes, such as chordal graphs [57], distance-hereditary graphs [38], EPT graphs [1] or
series-parallel graphs [37].
Even though there are many analogies between equistability and equidomination, on the
other hand there are significant differences in the case of equidomination. It turns out
that the concept of equidomination case bears its own substantial difficulties which we
overcome with new methods.
1.2 Outline
This thesis is organized as follows. After this introducing chapter, we state basic graph-
theoretic definitions and notations as well as the needed essentials of complexity theory
in Chapter 2.
Chapter 3 begins with an introduction to the concept equidomination, starting by its
first appearance in 1980 and stating the few, yet existing results. Furthermore, we show
that no induced subgraph is forbidden for equidominating graphs. Then, we achieve
several results with respect to equidomination: on the one hand, these results regard
standard graph classes and the question whether they are equidominating or not. On
the other hand, we examine numerous operations on graphs – like adding vertices and
joining graphs – and to what extent they are compatible with equidomination.
Next, we turn our attention to the class of hereditarily equidominating graphs. In these
graphs every induced subgraph is equidominating. We obtain a characterization of this
class in terms of forbidden induced subgraphs as well as a structural decomposition. Us-
ing this decomposition, we state a polynomial time recognition algorithm for hereditarily
equidominating graphs. Chapter 3 ends with a proof of the existence of a linear time
recognition algorithm.
In Chapter 4, we embed equidomination into the framework of complexity theory. We
define the Equidomination problem – decide whether a given graph is equidominating
or not – and discuss some related topics. Unfortunately, the computational complexity
of this problem is unknown. This is why we specify the property equidominating in two
ways: on the one hand, we allow only weights that are not larger than a specific value.
And on the other hand, we prescribe the specific total weight every minimal dominating
set must have. These two specifications naturally lead to two parameterized versions
of the Equidomination problem: the k-Equidomination problem and the Target-t
Equidomination problem.
In order to achieve complexity results for the parameterized problems, we want to find a
partition of the vertices of a graph such that vertices of different blocks of the partition
cannot have the same weight with respect to any equidominating function. We obtain
the so-called pseudo class partition. The pseudo class partition is a coarsening of the
twin partition. Its examination is one of the primary outcomes of our research and one
4
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of the centerpieces to prove fixed-parameter tractability of the parameterized problems.
At the end of Chapter 4, we use the pseudo class partition to state an XP algorithm
which solves the k-Equidomination problem. The XP algorithm can also be applied
to the Target-t Equidomination problem.
In Chapter 5, we examine three reduction rules, the second centerpiece to show fixed-
parameter tractability. With these rules, we can reduce the size of a given graph without
changing its property of being k-equidominating and target-t equidominating. Each rule
deals with a specific type of block of the pseudo class partition.
As the main results of this thesis, we deduce complexity results for the two parame-
terized problems k-Equidomination and Target-t Equidomination. We show that
both problems are fixed-parameter tractable. By applying the three reduction rules,
we construct problem kernels for both parameterized versions of the Equidomination
problem. Moreover, using the XP algorithm presented in Chapter 4, we obtain FPT
algorithms.
Chapter 5 ends with a generalization of k-equidomination. We allow k different weights
that do not necessarily need to be the numbers 1, . . . , k but are bounded by some in-
teger W > k. We show fixed-parameter tractability for the resulting problem k-W -
Equidomination, too.
The thesis closes with a summary of our results and a detailed as well as a wider outlook
to possible future research in Chapter 6.
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Chapter 2
Preliminaries
In Section 2.1, we give the basic graph-theoretic definitions and notations that we use
in this thesis. Section 2.2 is devoted to complexity theory, where we first give a brief
introduction to the fundamentals and afterward to fixed-parameter tractability. An
index is provided at the end of the thesis such that the reader is able to find every
definition again.
2.1 Basic Definitions and Notations
Even though most of the following notations are standard, we want to state in this section
everything which is needed to understand this thesis. If a (rather specific) definition is
just needed once in this thesis, we only mention it at the passage where we use it.
We begin by stating general mathematical notations that do not necessarily depend on
graphs. The cardinality of a set M is denoted by |M |. If we want to emphasize that a
subset M ′ of M is a proper subset, we write M ′ ⊂M and that we unite two disjoint
sets M1 and M2, we write M1 ∪˙M2 (instead of M
′ ⊆ M and M1 ∪M2). We use the
abbreviation [k] := {1, . . . , k} for a natural number k ∈ N.
A partition of a setM is a family P = {P1, . . . , Ps} of subsets ofM such that
⋃s
i=1 Pi =
M and Pi ∩ Pj = ∅ for i, j ∈ [s] with i 6= j. The elements of P are called blocks. The
equivalence classes of an equivalence relation onM form a partition. In this case, we call
the blocks also classes of the partition. Let P and P ′ be two partitions of a set M such
that two elements x, y ∈M lie in the same block of P if x and y lie in the same block of
P ′. Then, we call P a coarsening of P ′ and P ′ a refinement of P. Furthermore, let
(m1, . . . ,mn) be an ordering of the setM . We call a vector χ ∈ {0, 1}
n a characteristic
vector of M . Each characteristic vector determines a subset M ′ of M and vice versa:
mi ∈M
′ if and only if the i-th component χi of χ equals 1.
A weight function on a set M is a function ω : M → N. For m ∈M we call ω(m) the
weight of m. For a subset M ′ ⊆ M we define ω(M ′) :=
∑
m∈M ′ ω(m). For a better
distinction, we call ω(M ′) the total weight of M ′ if M ′ is a subset.
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Now, we come to graph-theoretic definitions and notations. For a complete and more
detailed introduction to graph theory, the interested reader is referred to the books of
Brandsta¨dt et al. [10], Diestel [23] and Korty and Vygen [39].
A graph is a tupel G = (V,E) with V being a non-empty set and E ⊆ V × V (with
× denoting the Cartesian product). The elements of V are called vertices and the
elements of E edges. Further, we call V the vertex set and E the edge set. As we
only work with undirected graphs, we consider an edge as an unordered pair and write
e = vw for an edge e ∈ E and two vertices v, w ∈ V . We also refer to the set of vertices
of G as V (G) and to the set of edges of G as E(G). All graphs considered in this thesis
are finite, and without any loops or parallel edges. This means that V is finite, vv /∈ E
for all v ∈ V and e 6= f for all e, f ∈ E, respectively. For two vertices v, w ∈ V we say
that v and w are adjacent if vw ∈ E and that v and w are incident to the edge vw.
In the remainder of this section, let G = (V,E) be a graph. The complement of G is
the graph with vertex set V and edge set (V × V ) \ E and is denoted by G = (V,E).
A graph H is said to be isomorphic to G if there is a bijection φ : V (G) → V (H)
with vw ∈ E(G) if and only if φ(v)φ(w) ∈ E(H). If G and H are isomorphic we write
G ∼= H. In general, we do not distinguish between isomorphic graphs.
For a subset V ′ ⊆ V , the (vertex) induced subgraph of G is denoted by G[V ′] and
defined as the graph with vertex set V and edge set {vw ∈ E | v, w ∈ V ′}. A graph
G′ = (V ′, E′) with V ′ ⊆ V and E′ ⊂ E(G[V ′]) is simply called subgraph of G. A
graph induced by a subset of edges is the graph induced by the set of vertices that are
incident to an edge of the subset.
Next, we will define several abbreviations. For that, let v ∈ V , e ∈ E, V ′ ⊆ V and
E′ ⊆ E. By G− v and G− V ′ we denote the induced subgraphs G[V \ {v}] and
G[V \ V ′], respectively. By G− e and G− E we denote the subgraphs (V,E \ {e})
and (V,E \E), respectively. Furthermore, for E′′ ⊆ V × V , G+ E′′ denotes the graph
(V,E ∪ E′′). If x ∈ V ′ and y /∈ V ′, then we write V ′ − x+ y for (V ′ \ {x}) ∪ {y}.
A complete graph is a graph where every possible edge exists (that is E = V ×V ). We
denote the complete graph on n ∈ N vertices byKn. The complementKn of a complete
graph is called edgeless graph. A graph is called bipartite if there is a partition of
the vertices into two blocks such that each block induces an edgeless graph. We call the
two blocks color classes. If every edge between the vertices of the color classes exists,
then the graph is said to be complete bipartite. A complete bipartite graph with
color classes of size m and n (m,n ∈ N) is denoted by Km,n. The graphs K1,n are also
called star graphs. Let Vn = (v1, . . . , vn). The graph with vertex set Vn and edge set
{vivi+1 | i = 1, . . . , n − 1} is the path Pn. The cycle Cn is the graph Pn + v1vn. Let
V2n = (v1, v
′
1, . . . , vn, v
′
n). By T (2n, n) we denote the graph with vertex set V2n and
edge set (V2n × V2n) \ {viv
′
i | i = 1, . . . , n}. This is a particular Tura`n graph (see [23]
for a complete definition of Tura`n graphs). The graph T (2n, n) is also called the cocktail
party graph: every vertex is a guest of a party with n couples and the edges symbolize
the handshakes between all guests, where partners do not shake hands.
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For a vertex v ∈ V , we call N(v) := {w ∈ V | vw ∈ E} the open neighborhood of
v. Every vertex of N(v) is said to be a neighbor of v. The closed neighborhood
of v is defined as N [v] := N(v) ∪ {v}. We also use these terms for subsets S ⊆ V
of vertices, then N(S) :=
⋃
v∈S N(v) and N [S] := N(S) ∪ S. Further, we define the
private neighbor set of v ∈ S as pn[v, S] := N [v] \N [S \ {v}] and every element of
pn[v, S] is called a private neighbor of v.
A subset S of the vertices of a graph is called a dominating set or simply dominating,
if every vertex of the graph is an element of S or adjacent to a vertex of S. Since
dominating sets are essential, we give some equivalent definitions. A subset S ⊆ V is a
dominating set if and only if:
(i) N [S] = V ,
(ii) |N(v) ∩ S| ≥ 1 for every vertex v ∈ V \ S,
(iii) |N [v] ∩ S| ≥ 1 for every vertex v ∈ V .
If a dominating set D does not properly contain another dominating set, it is called a
minimal dominating set. That is, each D′ ⊂ D is not a dominating set. Further, D is
a minimal dominating set if and only if N [S] = V and pn[v,D] 6= ∅ holds for all v ∈ D.
We want to emphasize that is the rest of the thesis we work with minimal dominating
sets and not with minimum dominating sets (which is a dominating set of minimal
cardinality). We say that a vertex v ∈ V dominates itselft and all its neighbors. Also,
every subset of vertices S ⊆ V dominates each vertex of N [S].
A stable set is a subset of pairwise non-adjacent vertices and a clique is a subset of
pairwise adjacent vertices. In other words, a stable set induces an edgeless graph and a
clique induces a complete graph. Analogously to a minimal dominating set, a stable set
is said to be a maximal stable set if it is not properly contained in another stable set.
It is easy to see that every maximal stable set is a minimal dominating set.
Let v, w ∈ V be two vertices. The degree of v is defined as deg(v) := |N(v)|. The
length of a shortest path between v and w is denoted by dist(v, w) and called the
distance of v and w. We set dist(v, w) := ∞ if no such path exists. The diameter of
a graph is the longest shortest path, that is maxv,w∈V (dist(v, w)). If deg(v) = |V | − 1
or deg(v) = 0, then v is said to be a universal or isolated vertex, respectively. We
call v a pendant vertex (of w), if deg(v) = 1 (and vw ∈ E). If dist(x, y) < ∞ for all
x, y ∈ V , then G is called connected. We also call a subset S ⊆ V of vertices connected
if dist(x, y) < ∞ for all x, y ∈ S. Further, a maximal induced subgraph of G that is
connected is called a component of G.
Now, let G1 = (V1, E1) and G2 = (V2, E2) be two graphs. The disjoint union G1 ∪G2
of G1 and G2 is the graph (V1 ∪ V2, E1 ∪ E2). The complete union G1 +G2 of G1
and G2 is the graph (V1 ∪ V2, E1 ∪ E2 ∪ E1,2) with E1,2 = {v1v2 | v1 ∈ V1, v2 ∈ V2}.
A chain graph is a bipartite graph where the neighborhoods of the vertices of either
color class are comparable with respect to inclusion. This means that orderings of the
vertices of the color classes {v1, . . . , vn} and {w1, . . . , wm} of a chain graph exist such
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that N(v1) ⊆ . . . ⊆ N(vn) and N(w1) ⊆ . . . ⊆ N(vm). Let Ui be the (possibly empty)
set of universal vertices of Gi, for i ∈ {1, 2}. Let B be any chain graph with color classes
U1 and U2. We call the graph (G1 ∪G2) +E(B) a chain-join of G1 and G2. Note that
the disjoint union of any two graphs is a particular chain-join of these two graphs. Let
G be a chain-join of G1 and G2. We remark that even though we use a chain graph to
join G1 and G2 to obtain G, the induced subgraph G[U1 ∪U2] is not a chain graph since
the former color classes of B are cliques in G. A co-chain graph is the complement of
a chain graph.
A subset of vertices V ′ ⊆ V is said to be a module if N(v) \ V ′ = N(w) \ V ′ for all
v, w ∈ V ′. Clearly ∅, V and the sets {v} for all v ∈ V are modules. Those are the
trivial modules. A graph is called prime if each of its modules is trivial. Themodular
decomposition of a graph is a decomposition of the vertex set into modules. This de-
composition can be done recursively, leading to the so-called decomposition tree, which
represents all modules of a graph. We only need a special kind of modules and a deeper
examination of this topic goes beyond the scope of this thesis. Actually, modular decom-
position is not restricted to graphs but applicable to numerous discrete structures. The
interested reader is referred to the book of Brandtsta¨dt et al. [10] for a brief introduction
and to the survey papers of Habib and Paul [33] and Mo¨hring and Radermacher [52] for
a deeper insight.
If necessary, we add a subscript to any term to clarify in which graph we consider term
(for example, we write NG(v) to point out that we consider the neighborhood of v
in G).
2.2 Complexity Theory
In this section, we give a brief introduction to the wide field of complexity theory. We
state formal definitions as well as rather informal interpretations, and how we make use
of the described objects for our purposes. Furthermore, we introduce the concept of
fixed-parameter tractability by citing the elemental definitions and a basic result that
we use to prove our main results.
2.2.1 Fundamentals
Let Σ be a finite set. We call Σ an alphabet. By Σ∗ we denote the set of strings of
every possible length whose symbols are elements of Σ, that is Σ∗ =
⋃
n≥0Σ
n. Now, a
language X over Σ is a subset of Σ∗. Here, we are not interested in technical issues
how Σ exactly looks like or which language underlies the considered decision problems.
For our purposes it is enough to think of Σ as {0, 1}. Then, Σ∗ is the set of all binary
strings. With the set of all binary strings we can represent and encode everything we
work with.
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Definition 2.2.1 ([39], Definition 15.7). A decision problem is a pair P = (X,Y ),
where X is a language decidable in polynomial time and Y ⊆ X. The elements of X
are called instances of P; the elements of Y are yes-instances, those of X \ Y are
no-instances.
An algorithm for a decision problem (X,Y ) is an algorithm computing the function
f : X → {0, 1}, defined by f(x) = 1 for x ∈ Y and f(x) = 0 for x ∈ X \ Y .
Here, decidable in polynomial time means that for all x ∈ Σ∗ it can be decided in
polynomial time (see below) if x ∈ X.
For a better understanding, we define the following decision problem and relate it to
Definition 2.2.1.
Dominating Set:
Instance: A graph G and k ∈ N.
Problem: Decide whether G has a dominating set of cardinality k.
As mentioned above we are not interested in how the underlying language X of Dom-
inating Set exactly looks like. For us it is only important that X contains all pairs
(G, k), where G is a graph and k ∈ N, and that Y is the set of all graphs with a dominat-
ing set of cardinality k. One algorithm for Dominating Set is the brute force approach:
compute all subsets of vertices of cardinality k of a graph and check if one of them is a
dominating set. If so, return 1 (or YES), otherwise, return 0 (or NO).
The central aspect of complexity theory is to determine how well a decision problem can
be solved and which decision problems can be solved efficiently. But what does efficiently
mean? For that we need the size of an instance of a decision problem. Formally, the size
of an element x ∈ X is the length of the string x. For us, if the instance is a graph, then
its size is the number of vertices and edges. We remark again that we are not concerned
how to encode a graph (for an interesting comment on this topic see Example 8.5 of
[55]).
Now, a decision problem is said to be polynomial time solvable if there is an algorithm
whose running time is bounded by a polynomial in the instance/input size. Efficiently
is used synonymously with polynomial time solvable. The class of decision problems
that are polynomial time solvable is denoted by P .
To measure the running time of an algorithm precisely we use the so-called Big-Oh
notation. For that we define for a function f : N0 → N0 the set
O(f) := {g : N0 → N0 | ∃c, n0 ∈ N ∀n ≥ n0 : g(n) ≤ cf(n)} .
This means that O(f) contains all functions that are asymptotically bounded by (a
multiple of) f . Note that we do not measure the actual time an algorithm is running since
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this is highly depending on the used hardware. Instead we are counting the number of so-
called elementary steps (arithmetic operations like addition/multiplication, comparison,
branching instructions, . . . ). Slightly abusing notation, it is common to write f = O(g)
and f ≤ O(g) instead of f ∈ O(g). We also say that f is of order g.
For the sake of completeness we at least want to mention that the extensive field of
machine models underlies the analysis of running times of algorithms and thus the clas-
sification of decision problems. However, as we do not need the technical details, it is
omitted here. The reader interested in this topic is referred to the survey by Boas [5].
Is it possible to find a polynomial time algorithm for every decision problem? To quote
Papadimitriou and Steiglitz [55]:
”The time has now come to meet the most prominent failures of this ap-
proach; problems, that is, for which no efficient algorithm is known. In doing
so, we shall develop a beautiful theory that unifies these failures into deep
mathematical conjecture.”
If we take a look at the above-given algorithm for Dominating Set, it is easy to see that
this algorithm does not have a polynomial running time. For a graph on n vertices, we
have to analyze every subset of vertices of size k, of which
(
n
k
)
= O(nk) many exists (note
that k is part of the instance). Dominating Set is contained in another complexity
class, which is defined as follows. The class of decision problems for which we can verify
in polynomial time that a yes-instance is indeed a yes-instance is denoted by NP . The
verification is done with a so-called certificate.
For Dominating Set such a certificate is simply a dominating set of size k of the
considered graph. Given such a set, we have to check if it is of size k and if it is a
dominating set. If so, the graph is a yes-instance. Since checking both conditions can
be done in polynomial time, Dominating Set is in NP.
If we can transform a decision problem P1 to a decision problem P2 in polynomial time
such that yes-instances of P1 are transformed to yes-instances of P2, and no-instances of
P1 are transformed to no-instances of P2, then we said that P1 reduces/is reducible
to P2. In this case, if there is a polynomial time algorithm for P2, then there is also one
for P1: we transform a given instance of P1 to an instance of P2 and solve it with the
algorithm for P2, both in polynomial time.
A decision problem P is called NP-hard, if every problem of NP is reducible to P. If
in addition P ∈ NP, then P is said to be NP-complete.
Following the definitions, we get P ⊆ NP. The question whether there are problems in
NP that are not in P or whether P = NP is the most important issue in complexity
theory. The question is open for decades and most people believe that P 6= NP. This
belief is the ”deep mathematical conjecture” Papadimitriou and Steiglitz speak about.
The Domination Set problem is NP -complete (see Theorem 1.7 in [35]), so it is most
likely that there exists no polynomial time algorithm.
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P
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NP ∩ coNP
coNP-hardNP-hard
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Figure 2.1: Relation (most likely) between the complexity classes P, NP, NP -complete,
NP -hard, coNP, coNP -complete and coNP -hard
We close this subsection with the introduction of another complexity class. The class
of decision problem for which we can verify no-instances in polynomial time is denoted
by coNP . Analogously, a decision problem is called coNP-hard, if every problem of
coNP is reducible to it and coNP-complete if it is additionally in coNP.
For an overview over the introduced complexity classes see Figure 2.1 [39]. The reader
interested in the topic of complexity theory is referred to the book [31] for a deeper
insight.
2.2.2 Parameterized Complexity
The concept of parameterized complexity is used to refine the analysis of problems that
are coNP -hard. It was formally introduced by Downey and Fellows in the 1990s [24].
Parameterized complexity is motivated by the fact that often a large part of the running
time of an algorithm depends on a problem-specific parameter and that those parameters
often appear small in practical applications.
We follow the notation of Flum and Grohe [28]. First, we need the definition of a
parameterized problem. Note that Flum and Grohe use a slightly different notation of
decision problems as Vygen and Korte, who we cited in the previous subsection (in the
following, (X,Y ) of Definintion 2.2.1 corresponds to (Σ∗, Q)).
Definition 2.2.2 ([28], Definition 1.1). Let Σ be a finite alphabet.
12
2.2 Complexity Theory
(i) A parameterization of Σ∗ is a mapping κ : Σ∗ → N that is polynomial time
computable.
(ii) A parameterized problem (over Σ) is a pair (Q, κ) consisting of a set Q ⊆ Σ∗
of strings over Σ and a parameterization κ of Σ∗.
Several parameterizations are possible for a decision problem. For example, let (G, k) be
an instance of Dominating Set. Then one possible parameterization is κ((G, k)) = k,
which leads to the following parameterized problem (compare [28]):
p-Dominating Set:
Instance: A graph G and k ∈ N.
Parameter: k.
Problem: Decide whether G has a dominating set of cardinality k.
The next two definitions introduce two complexity classes for parameterized problems.
The crucial thing here is to separate the size of the parameter in the running time from
the size of the rest of the problem instance.
Definition 2.2.3 ([28], Definition 2.22). Let (Q, κ) be a parameterized problem over
the alphabet Σ. Then (Q, κ) belongs to the class XP if there is a computable function
f : N0 → N0 and an algorithm that, given x ∈ X∗, decides if x ∈ Q in at most
|x|f(κ(x)) + f(κ(x))
steps.
We call an such an algorithm an XP algorithm.
Definition 2.2.4 ([28], Definition 1.4). Let Σ be a finite alphabet and κ : Σ∗ → N a
parameterization.
(i) An algorithm A with input alphabet Σ is an FPT algorithm with respect to κ
if there is a computable function f : N→ N and a polynomial p ∈ N0[X] such that
for every x ∈ Σ∗, the running time of A on input x is at most
f (κ(x)) · p (|x|) .
(ii) A parameterized problem (Q, κ) is fixed-parameter tractable if there is an FPT
algorithm with respect to κ that decides Q.
FPT denotes the class of all fixed-parameter tractable problems.
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The function f is typically super-polynomial and even functions like f(k) = 22
22k
are
legitimate.
The difference between Definition 2.2.3 and Definition 2.2.4 is that for an FPT algorithm
we can separate the size of the input completely from the parameter into two factors.
In contrast, for an XP algorithm it is only demanded that the size of the input does
not appear as an exponent in the running time. For example, if n is the input size and
k the parameter, then an algorithm with running time nk is an XP algorithm and one
of runnig time 2k · n an FPT algorithm. It holds that FPT ⊆ XP (see Proposition 3.2
in [28]).
It follows that p-Dominating Set is in XP. But it is most likely, that p-Dominating
Set is not in FPT (unless P = NP). However, if we choose another parameterization
(one that includes the maximum degree of a graph) then we obtain a parameterized
problem lying in FPT (see Corollary 1.20 in [28]):
p-deg-Dominating Set:
Instance: A graph G and k ∈ N.
Parameter: k + deg(G).
Problem: Decide whether G has a dominating set of cardinality k.
We end this brief introduction to fixed-parameter tractability with a standard tech-
nique to prove that a parameterized problem is fixed-parameter tractable. We use this
technique to prove our FPT results.
Definition 2.2.5 ([28], Definition 1.38). Let (Q, κ) be a parameterized problem over Σ.
A polynomial time computable function K : Σ∗ → Σ∗ is a kernelization of (Q, κ) if
there is a computable function h : N→ N such that for all x ∈ Σ∗ we have
(x ∈ Q ⇐⇒ K(x) ∈ Q) and |K(x)| ≤ h(κ(x)) .
If K is a kernelization of (Q, κ), then for every instance x of Q the image K(x) is called
the kernel of x (under K).
This means that a kernel is an equivalent instance of a parameterized problem the size
of which is bounded by a function that only depends on the parameter. One can weaken
Definition 2.2.5 by not requiring to obtain an instance of the same problem, but a, loosely
speaking, related problem.
Definition 2.2.6 ([6], Definition 2). A generalized kernelization algorithm from a
parameterized problem L ⊆ Σ∗ ×N to another parameterized problem L′ ⊆ Σ∗ ×N is an
algorithm that given (x, k) ∈ Σ∗ × N, outputs in p(|x|+ k) time a pair (x′, k′) ∈ Σ∗ × N
such that
(i) (x, k) ∈ L ⇐⇒ (x′, k′) ∈ L′ ,
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(ii) |x′|, k′ ≤ f(k) ,
where f is an arbitrary computable function, and p a polynomial.
Analogously to Definition 2.2.5, we call the image of a generalized kernelization algo-
rithm a generalized kernel. The concept of generalized kernelization is also known as
bikernelization [2].
If we apply a brute force algorithm to a (generalized) kernel, then its running time
depends only on the parameter. This fact is the idea to prove the sufficiency-part of
the following theorem. Furthermore, this is also the reason why it is demanded that
the construction of the kernel must be computable in polynomial time since this part is
usually depending on the original instance size.
Theorem 2.2.7 ([28], Theorem 1.39). For every parameterized problem (Q, κ), the fol-
lowing are equivalent:
(i) (Q, κ) ∈ FPT.
(ii) Q is decidable, and (Q, κ) has a kernelization.
Theorem 2.2.7 also holds for generalized kernelization, which can be proved in the same
way. We apply this result in Chapter 5. First, we reduce the size of a given graph in two
ways. Then, we transform the relevant properties to another mathematical object the
size of which is – after another reduction – depending only on the considered parameters.
The exact procedure is given by so-called reduction rules.
For an extensive study of parameterized complexity we recommend the books of Downey
and Fellows [25] and Flum and Grohe [28].
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Chapter 3
Equidomination
In Section 3.1, we introduce the topic of equidomination. We obtain several general
results regarding standard graph classes and operations in Section 3.2. In Section 3.3,
we characterize the class of hereditarily equidominating graphs and give a recognition
algorithm that uses a decomposition result.
3.1 An Introduction
The concept of equidomination was introduced by Payan in 1980 [56]. Three years before,
Benzaken and Hammer [3] defined a graph to be domishold if there are positive weights
associated to the vertices of the graph such that a subset D of vertices is dominating
if and only if the sum of the weights of the vertices of D exceeds a certain threshold.
In other words, the characteristic vectors of dominating sets are exactly the zero-one
solutions of a linear inequality, where the coefficients of the inequality correspond to
the weights of the vertices and the right-hand side to the threshold. The definition of
domishold graphs led Payan to pose the following questions [56]:
”Which are among domishold graphs those for which minimal dominating
sets are characterized by the 0,1-solutions of a linear equation.”
This question motivated Payan to define equidominating graphs:
Definition 3.1.1. A graph G = (V,E) is called equidominating if there exists t ∈ N
and a weight function ω : V → N such that for all D ⊆ V the following equivalence holds:
D is a minimal dominating set ⇐⇒ ω(D) = t .
Further, we call the pair (ω, t) an equidominating structure, ω an equidominating
function and t a target value.
We point out again that a minimal dominating set is meant to be inclusion-wise minimal
dominating. That is the removal of any vertex of a minimal dominating set results in a
non-dominating set. Equivalently, every vertex of a minimal dominating set has at least
one private neighbor.
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Figure 3.1: An equidominating graph on 8 vertices; the weights are drawn next to the
vertices and the target value is t = 26.
Even though the term equidominatable might be more suitable, we will use equidomi-
nating for historical reasons. Note that 0 /∈ N. Thus, every vertex has weight at least
one. As we will see, the sufficiency-part in the definition of equidominating – ensuring
that no other subset except minimal dominating sets has a total weight t – is what often
makes things complicated.
Equivalently, we can define a graph to be equidominating if there is a weight function
with real-valued weights ω : V → R such that D ⊆ V is a minimal dominating set if and
only if ω(D) = 1. However, for convenience we will work with integer weights. Figure 3.1
shows an equidominating graph. Every minimal dominating set has total weight 26 and
further, every subset of total weight 26 is a minimal dominating set: take for example a
look at the minimal dominating sets {a, d, e} and {b, s1, s2}, the non-minimal dominating
set {a, b, d} or the non-dominating set {c1, e}.
We can also interpret the concepts geometrically. As initially motivated by Payan, the
weights of an equidominating function can be understoodd as coefficients of a linear
equality with the target value as the right-hand side. This means that the characteristic
vectors of minimal dominating sets of an equidominating graph lie in one hyperplane.
Furthermore, for domishold graphs there is a hyperplane that separates the characteristic
vectors of dominating sets from those of non-dominating sets.
In his paper, Payan could answer the above stated question by the following characteri-
zation.
Theorem 3.1.2 ([56], Theorem 2). The following statements are equivalent:
(i) G is a domishold and an equidominating graph.
(ii) G is a domishold and an equidominating graph and moreover the same threshold tG
and the same mapping ωG can be used to characterize dominating sets by inequality
and minimal dominating sets by equality.
(iii) G can be built from the graph with one vertex or from the complement of a match-
ing, by repeated addition of isolated and dominating vertices.
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(iv) G has no induced subgraph isomorphic to 2K2, P3, K3,2 or P2 ∪ P3.
We will see that the complement of a (perfect) matching, as mentioned by Payan in (iii),
appears several times in the course of this thesis. For convenience, we will refer to it as
T (2n, n) and to a perfect matching on 2n vertices as T (2n, n) (n ∈ N). As an induced
subgraph, T (2n, n) will play a crucial role in Chapter 4 and Chapter 5.
The analogue of domishold graphs for stable sets are called threshold graphs: a subset of
vertices is a stable set if and only if the total weight is less than or equal to a threshold
(see for example [44]). As threshold graphs satisfy (iii) and (iv) of Therorem 3.1.2
(see [17]), Payan concluded that threshold graphs are equidominating. However, besides
Theorem 3.1.2 there exist no other results regarding characterizations of the class of
equidominating graphs. In particular, there is no direct relation between domishold
and equidominating graphs. There are equidominating graphs that are not domishold
(for example 2K2) and vice versa (for example K2,3, [44]). The next theorem shows
that there is no characterization of equidominating graphs in terms of forbidden induced
subgraphs.
Theorem 3.1.3. Every graph can appear as an induced subgraph of an equidominating
graph.
Proof. Let G = (V,E) be an arbitrary graph with vertex set V = {v1, . . . , vn}. We
create a graph G′ by adding an pendant vertex to every vertex of G, that is
G′ =
(
V ′, E′
)
:=
(
V ∪ {v′1, . . . , v
′
n}, E ∪ {(vi, v
′
i) | i = 1, . . . , n}
)
.
The graph G′ is the so-called corona of G and K1. Since we did not add edges between
the vertices {v1, . . . , vn}, G clearly is an induced subgraph of G
′.
To see that G′ is equidominating we define the function ω : V ′ → N by ω(vi) = ω(v′i) =
2i−1 for i = 1, . . . , n. Now, since every minimal dominating set contains, for each i ∈ [n],
either vi or v
′
i, every minimal dominating set has a total weight 2
n − 1. Moreover, by
considering the binary numeral system one can see that the weights of a subset X only
sum up to 2n− 1 if |X ∩{vi, v
′
i}| = 1 for all i ∈ [n]. Thus, G
′ is equidominating with the
equidominating structure (ω, 2n − 1).
On the one hand, this means that the class of equidominating graphs is not hereditary
(compare Section 3.3). On the other hand, the question of determining the minimal
hereditary class containing the class of equidominating graphs is void since this is the
class of all graphs.
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3.2 General Results
The following observation follows immediately from the definition of equidominating
graphs.
Observation 3.2.1. Let G be an equidominating graph with equidominating structure
(ω, t). Then (cω, ct) is an equidominating structure of G for all c ∈ N.
Of course, we can also use a factor c ∈ Q if we can ensure that we only obtain positive,
integer values.
The next theorem deals with some basic graph classes and the question whether they
are equidominating or not. Even though some of the statements might appear trivial,
they are listed here for the sake of completeness. Moreover, they help to get a feeling
for equidomination.
Theorem 3.2.2. Let m, n ∈ N.
(i) The graphs Kn, Kn, K1,n, T (2n, n) and T (2n, n) are equidominating.
(ii) The graph Km,n is equidominating if and only if m = 1 or n = 1 or m = n = 2.
(iii) The path Pn is equidominating if and only if n ≤ 4.
(iv) The cycle Cn is equidominating if and only if n ≤ 4.
Proof. Let m, n ∈ N.
(i) Let ω∗ be the weight function that is constant equal to 1. Then (ω∗, 1), (ω∗, n)
and (ω∗, 2) are equidominating structures of Kn, Kn and T (2n, n), respectively.
For v ∈ K1,n we define ω(v) := deg(v), then (ω, n) is an equidominating structure
of K1,n. The graph T (2n, n) is equidominating since it is the corona of Kn and K1
(compare the proof of Theorem 3.1.3).
(ii) Following (i) and due to symmetry it remains to show that Km,n is not equidomi-
nating if m ≥ 2 and n ≥ 3 (note that K2,2 = T (4, 2)). Let V and W be the color
classes of size m and n, respectively. Since for all v ∈ V and w ∈W the set {v, w}
is a minimal dominating set, every equidominating function must be constant on V
and on W . Further, V and W both are minimal dominating sets. Taken together,
for any target value t ∈ N every vertex of V and W must have weight t/m and
t/n, respectively. But now we have ω({v, w}) = t
m
+ t
n
< t, a contradiction.
(iii) It follows from (i) and Theorem 3.1.3 that Pn is equidominating for n = 1, . . . , 4
(note that P4 is K2 with a pendant vertex added to each vertex). So let n ≥ 5,
V (Pn) = {v1, . . . , vn}, E(Pn) = {(vi, vi+1) | i = 1, . . . , n − 1} and suppose that
{ω, t} is an equidominating structure. For k = 1, 2 the sets {vk} ∪ {v2i | 2 ≤
i ≤ ⌊n2 ⌋} both are minimal dominating sets, so we get ω(v1) = ω(v2). Moreover,
{v2} ∪ {v1+2i | 2 ≤ i ≤ ⌊
n
2 ⌋} is a minimal dominating set and thus has a total
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weight t. Now, {v1} ∪ {v1+2i | 2 ≤ i ≤ ⌊
n
2 ⌋} also has a total weight t, but v3 is not
dominated, a contradiction.
(iv) By (i), Cn is equidominating for n = 3, 4 (note that C4 = T (4, 2)). So, let n ≥
5 and suppose that Cn is equidominating with equidominating structure {ω, t}.
Analogously to the proof of (iii), we can show that two vertices have the same
weight and hence, due to the symmetry of Cn, all vertices. So, ω is constant on
Cn. Since every minimal dominating set of Cn has ⌊
n
2 ⌋ vertices, ω ≡
t
⌊n
2
⌋
. But if
we take ⌊n2 ⌋ consecutive vertices of Cn, we obtain a subset of total weight t, which
is clearly not a minimal dominating set, a contradiction.
We will now take a look at some graph operations and their relation to equidomination.
Theorem 3.2.3. Let G be a graph and G′ the graph obtained from G by adding a
universal vertex. Then G is equidominating if and only if G′ is equidominating.
Proof. Let the graphs G and G′ be as described above and let x ∈ V (G′) be the added,
universal vertex. Let D and D′ be the set of minimal dominating sets of G and G′,
respectively. Clearly, D′ = D ∪ {x}. Assume that G is equidominating and let (ω, t) be
an equidominating structure of G. We define ω′
∣∣
V (G)
:≡ ω and ω′(x) := t. Then (ω′, t)
is an equidominating structure of G′.
Now assume that G′ is equidominating and let (ω′, t′) be an equidominating structure
of G. Let ω :≡ ω′
∣∣
V (G)
. Then (ω, t′) is an equidominating structure of G.
The same holds for an isolated vertex, which can be proved similarly.
Theorem 3.2.4. Let G be a graph and G′ the graph obtained from G by adding an
isolated vertex. Then G is equidominating if and only if G′ is equidominating.
Proof. Let the graphs G and G′ be as described above and let x ∈ V (G′) be the added,
isolated vertex. Let D and D′ be the set of minimal dominating sets of G and G′,
respectively. The vertex x is contained in every minimal dominating set of G′ and thus
D′ = {D ∪ {x} | D ∈ D}.
Let (ω, t) an equidominating structure of G. We define a weight function ω′ on V (G′)
by ω′
∣∣
V (G)
:≡ ω and ω′(x) := ω(V (G)). Further, let t′ := t + ω(V (G)). Then (ω′, t′) is
an equidominating structure of G′.
Conversely, if (ω′, t′) is an equidominating structure of G′, then (ω, t) defined by ω :≡
ω′
∣∣
V (G)
and t := t′ − ω′(x) is an equidominating structure of G.
20
3.2 General Results
In the following remark, we summarize some operations that are not compatible with
equidomination.
Remark 3.2.5. (i) The complete union of two equidominating graphs is not equi-
dominating in general. By 3.2.2(i), the graphs K2 and K3 are equidominating.
However, the complete union of those graphs is K2,3 which is not equidominating,
by Theorem 3.2.2(ii).
(ii) Two non-adjacent vertices that have the same open neighborhood are called false
twins, while two vertices with identical closed neighborhood are called true twins
(see Definition 4.3.1 on page 39 for a more detailed definition). Adding a false or a
true twin does not preserve equidomination. If we add a false twin to the universal
vertex of K1,3, we obtain the non-equidominating graph K2,3. Further, adding a
true twin to any vertex of C4 yields the non-equidominating graph house (compare
Lemma 3.3.3 below on page 26). It follows that substituting an equidominating
graph for a vertex of another equidominating graph (see [16] for a definition) also
does not preserve equidomination.
(iii) The following graph products are standard graph-theoretic notation, for a defini-
tion see for example [40]. The Tensor product of two equidominating graphs is
not necessarily equidominating. For example, C6, which is not equidominating by
Theorem 3.2.2(iv), is the tensor product of the equidominating graphs K2 and C3.
Furthermore, the Cartesian and the Strong product do not preserve equidomina-
tion, since both P2P3 and P2 ⊠ P4 are not equidominating, which can be shown
similarly to the proof of Theorem 3.2.2(iii).
(iv) Adding a pendant vertex to an equidominating graph does not preserve equidomi-
nating. This follows from Theorem 3.2.2(iii) since P5 can be obtained by adding a
pendant vertex to either of the two vertices of degree 1 of the equidominating graph
P4.
The next theorem seems to deal with an unusual operation. However, this operation
is a generalization of the disjoint union and the chain-join of two graphs. Therefore,
Theorem 3.2.6 can be used to deduce Corollary 3.2.7 and Corollary 3.2.8.
Theorem 3.2.6. For i ∈ {1, 2}, let Gi = (Vi, Ei) be two disjoint, equidominating graphs
and let Ui ⊆ Vi be the (possibly empty) set of universal vertices of Gi. Further, let
Vi \ Ui 6= ∅, for i ∈ {1, 2} (this means that Gi is not a complete graph).
Let G be the graph obtained by connecting the vertices of U1 with the vertices of U2 in
an arbitrary way, that is
G =
(
V1 ∪ V2, (E1 ∪ E2) ∪ E
′) ,
with E′ ⊆ U1 × U2. Then G is equidominating.
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Proof. Let (ωi, ti) be an equidominating structure of Gi, for i ∈ {1, 2}, and let k =
1 +
∑
v∈V1 ω1(v). We define a weight function ω on G by ω
∣∣
V1
:≡ ω1 and ω
∣∣
V2
:≡ k · ω2
and t := t1 + kt2. We claim that (ω, t) is an equidominating structure of G.
To see this, pick any set X ⊆ V (G) with ω(X) = t. By the definition of ω and t, we get
ω1(X ∩ V1) = t1 and ω2(X ∩ V2) = t2. Hence, Xi := X ∩ Vi is a minimal dominating set
of Gi, for i ∈ {1, 2}. It follows that X is a dominating set of G. We have to show that
X is minimal.
Suppose that X is not minimal, so there is some x ∈ X with N [X \ {x}] = V (G).
Without loss of generality let x ∈ X1. As X1 is a minimal dominating set of G1, there
is some y ∈ V1 not dominated by X1 \ {x}. It follows that y ∈ NG[X2] and hence
y ∈ U1. Since y is universal in G1 and not dominated by X1 \ {x}, we get X1 = {x}.
Consequently, NG[X2] = V (G), a contradiction to V1 \ U1 6= ∅. This shows that X is a
minimal dominating set of G.
Conversely, let D be a minimal dominating set of G. We have to prove that ω(D) = t.
It suffices to show that Di := D ∩ Vi is a minimal dominating set of Gi, for i ∈ {1, 2}.
Then, ωi(Di) = ti, for i ∈ {1, 2}, and so ω(D) = t1 + kt2 = t.
By symmetry, it suffices to show that D1 is a minimal dominating set of G1. Since
V1 \ U1 6= ∅, we get V1 6⊆ NG[V2] and hence D1 6= ∅. If U1 ∩ D1 6= ∅, together with
V2 \U2 6= ∅ it follows that |D1| = 1. Thus, D1 is a minimal dominating set of G1. So we
may assume that U1 ∩D1 = ∅.
Since NG[V2]∩ (V1 \U1) = ∅, D1 is a dominating set of G1−U1 and thus of G1. Suppose
that D1 is not minimal. Then there is some x ∈ D1 such that D
′
1 := D1 \ {x} is still
a dominating set of G1. As U1 ∩ D1 = ∅, we have NG[D1] ∩ V2 = ∅. Hence, D2 is a
dominating set of G2, and so D
′
1∪D2 is a dominating set of G. However, this contradicts
the minimality of D. This completes the proof.
Indeed, in the preceding proof the factor k = ω(V1) would be sufficient for most graphs
G1. However, if G1 is an edgeless graph and thus t1 = ω1(V1), and if there is a vertex
v ∈ G2 with ω2(v) = 1, then the argumentation fails. Therefore, we add 1 in the
definition of k.
Furthermore, to prove Theorem 3.2.6 we need that every minimal dominating set of G
is a disjoint union of two minimal dominating set of the graphs G1 and G2. Since this
is not necessarily the case if one of the graphs only has universal vertices, we have to
except complete graphs.
As we do not require to add any edge in Theorem 3.2.6, we obtain the following corol-
lary.
Corollary 3.2.7. The disjoint union of two equidominating graphs is equidominating.
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Proof. The only missing case is one of the graphs being a complete graph. However, this
can be shown straightforwardly using the weight function ω and target value t defined
in the proof of Theorem 3.2.6.
Recall that a chain-join of two disjoint graphs connects the universal vertices of both
graphs in such a manner, that afterward there is an inclusion chain between the neigh-
borhoods of the (former) universal vertices of each graph. This operation is essential in
the context of hereditarily equidominating graphs which we deal with in Section 3.3.
Corollary 3.2.8. The chain-join of two equidominating graphs is equidominating.
Proof. Again, it remains to show that the chain-join G of two equidominating graphs
G1 and G2 is equidominating in the case that one of the graphs G1 and G2 is a complete
graph. By Theorem 3.2.3, we may assume that G has no universal vertex. Then,
by the definition of a chain graph, it follows that there are vertices v1 ∈ V (G1) with
v1 /∈ NG(V (G2)) and v2 ∈ V (G2) with v2 /∈ NG(V (G1)). With this fact, the rest can be
done analogously to the proof of Theorem 3.2.6.
The next theorem is related to previous results. It is the generalization of Theorem 3.2.6
for several equidominating graphs.
Theorem 3.2.9. The graph obtained by connecting the universal vertices of n ∈ N
disjoint, non-complete, equidominating graphs in an arbitrary manner is equidominating.
Proof. Let n ∈ N. For i ∈ [n], let Gi be an equidominating graph with equidominating
structure (ωi, ti) and Ui ⊆ V (Gi) the set of universal vertices of Gi. Further, let G be
the graph obtained by connecting the vertices of the sets Ui in an arbitrary way.
If we define a weight function ω on V (G) by ω
∣∣
V (Gi)
:≡ ωi, then every minimal domi-
nating set of G has a total weight
∑n
i=1 ti. However, we also must ensure that no other
subset of vertices has this total weight. The main idea to do this is to multiply the
given equidominating structures by relatively large values such that subsets of differ-
ent graphs cannot have the same total weight (compare the proofs of Theorem 3.1.3 and
Theorem 3.2.6). This yields further equidominating structures of the graphs G1, . . . , Gn,
by Observation 3.2.1.
To obtain the needed multipliers we define k1 := 1 and ki := 1+
∑i
j=1 kj
(
ωj
(
V (Gj)
))
for
i = 2, . . . , n. Now, let ω : V (G) → N be the weight function defined by ω
∣∣
V (Gi)
:≡ kiωi
(i ∈ [n]) and t :=
∑n
i=1 kiti. Following the discussion above, (ω, t) is an equidominating
structure of G.
Roughly speaking, the following theorem is about attaching an equidominating graph to
every vertex of a graph.
23
3.2 General Results
Theorem 3.2.10. For n ∈ N, let G be a graph on the vertices v1, . . . , vn and G1, . . . , Gn
equidominating graphs. Further, let H be the graph obtained by connecting vi to all
vertices of Gi, for all i = 1, . . . n, that is
V (H) = V (G) ∪ V (G1) ∪ . . . ∪ V (Gn)
E(H) = E(G) ∪ E(G1) ∪ . . . ∪ E(Gn) ∪ {viw | w ∈ V (Gi), i = 1, . . . n}
Then H is equidominating.
Proof. We want to apply Theorem 3.2.9. For that we add a universal vertex ui to every
graph Gi, and then connect two vertices ui and uj if and only if vivj ∈ E(G) (i, j ∈ [n]).
By this, we obtain a graph which is isomorphic to H and which is equidominating by
Theorem 3.2.3 and Theorem 3.2.9.
As in Theorem 3.1.3, it is important for Theorem 3.2.10 that we attach an equidomina-
ting graph to every vertex of G. Only then every minimal dominating set of H contains
either vi or a minimal dominating set of Gi, for every i ∈ [n].
With the results of this section we get several operations that preserve equidomination:
- adding/deleting a universal vertex (Theorem 3.2.3),
- adding/deleting an isolated vertex (Theorem 3.2.4),
- connecting the universal vertices of non-complete graphs (Theorem 3.2.9),
- disjoint union (Corollary 3.2.7),
- chain-join (Corollary 3.2.8),
- attaching equidominating graphs (Theorem 3.2.10).
With these operations, we can construct more complicated equidominating graphs than
those mentioned in Theorem 3.2.2. The graph of Figure 3.1 can also be obtained with
these operations. Further research could be concerned with finding more operations
preserving equidominating. An interesting question in this direction is if we can find an
alternative definition of equidominating graphs as the graphs that can be constructed
using such operations. Such definitions exist for other graph classes (for example thresh-
old graphs, series-parallel graphs or cographs, see [10]). We will give such a character-
ization for so-called hereditarily equidominating graphs in Subsection 3.3.1 (see Theo-
rem 3.3.2(c)).
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3.3 Hereditarily Equidominating Graphs
This section deals with the class of hereditarily equidominating graphs. A graph G is
called hereditarily equidominating if every induced subgraph of G is equidomina-
ting, that is if G[X] is equidominating for all X ⊆ V . In Subsection 3.3.1 we give a
characterization of the class of hereditarily equidominating graphs in terms of the list of
forbidden induced subgraphs and a structural decomposition. This decomposition yields
an O(n(n+m)) time recognition algorithm which we present in Subsection 3.3.2.
3.3.1 Forbidden Induced Subgraph Characterization and Structural
Decomposition
Regarding our decomposition theorem below, we define the class of basic graphs as
{K1}∪{T (2n, n) | n ∈ N}. Remember that the Tura´n graph T (2n, n) is the complement
of a perfect matching on 2n vertices. By Theorem 3.2.2(i), we already know that every
basic graph is equidominating. By the following lemma, we see that basic graphs are in
fact hereditarily equidominating.
Lemma 3.3.1. Every basic graph is hereditarily equidominating.
Proof. For K1 there is nothing to do. Let n ≥ 2, then T (2n, n) is equidominating,
by Theorem 3.2.2(i). Further, every induced subgraph of T (2n, n) is either T (2n′, n′)
or T (2n′, n′) with a additional universal vertices (n′ ≤ n). Following Theorem 3.2.2(i)
and 3.2.3, the induced subgraph is equidominating in both cases.
Let H be a graph. A graph G is calledH-free if no induced subgraph of G is isomorphic
to H. For a set of graphs H we say that a graph G is H-free if G is H-free for all
H ∈ H.
Let C be a graph class and G a graph. If there exists a set of graphs H such that G ∈ C if
and only if G is H-free, then H is said to be the set of forbidden induced subgraphs
of C.
We define F := {P5, C5, bull, banner, house,K2,3, P2 ∪ P3} (see Figure 3.2 for an illustra-
tion). As the next theorem shows, the set F is exactly the set of forbidden induced
subgraphs of the class of hereditarily equidominating graphs.
Theorem 3.3.2. For any graph G, the following assertions are equivalent.
(a) G is hereditarily equidominating.
(b) G is F-free.
(c) One of the following assertions holds.
(i) G is a basic graph.
25
3.3 Hereditarily Equidominating Graphs
Figure 3.2: The set F of forbidden induced subgraphs of hereditarily equidominating
graphs; top row: P5, C5, bull ; bottom row: banner , house, K2,3, P2 ∪ P3.
(ii) G is obtained from a hereditarily equidominating graph by adding a universal
vertex.
(iii) G is the chain-join of two hereditarily equidominating graphs.
The proof of the above theorem builds upon the following five lemmas.
Lemma 3.3.3. No graph in F is equidominating.
Proof. By Theorem 3.2.2, we already know that P5, C5 and K2,3 are not equidominating.
With an appropriate labeling of the vertices, we can prove that the remaining graphs
are not equidominating with an identical argumentation.
For that let us denote the five vertices of each graph by a, b, c, d and e from left to right
and top to bottom. For example, in the bull graph the vertex of degree 2 is denoted
by a, the upper (lower) vertex of degree 3 by b (by c) and the upper (lower) vertex of
degree 2 by d (by e).
Now, let us suppose any graph of bull, banner, house or P2 ∪ P3 is equidominating.
Since {a, e} and {b, e} both are minimal dominating sets, a and b have the same weight.
Furthermore, {b, c} is a minimal dominating set. But now, {a, c} has the same total
weight as {b, c} without being a minimal dominating set, a contradiction.
We need a variant of Theorem 3.2.3 for hereditarily equidominating graphs.
Lemma 3.3.4. Let G be a graph and G′ the graph obtained from G by adding a uni-
versal vertex. Then G is hereditarily equidominating if and only if G′ is hereditarily
equidominating.
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Proof. Sufficiency is trivial. So, let G be hereditarily equidominating. Every induced
subgraph H ′ of G′ is either an induced subgraph of G or an induced subgraph of G with
an additional universal vertex. In both cases is H ′ equidominating. In the first case
since G is hereditarily equidominating and in the latter case due to Theorem 3.2.3.
The next lemma shows that the chain-join operation preserves not only equidominating
but also hereditarily equidominating graphs.
Lemma 3.3.5. Let G1 and G2 be two hereditarily equidominating graphs, and let G be
a chain-join of G1 and G2. Then G is hereditarily equidominating.
Proof. By Corollary 3.2.8, G is equidominating. Let H be any induced subgraph of
G. Then H is a chain-join of the two graphs H1 := G1[V (H) ∩ V (G1)] and H2 :=
G2[V (H) ∩ V (G2)]. This is for two reasons. First, the universal vertices of G1 and G2
are (if existent) also universal in H1 and H2, respectively. Secondly, the neighborhood
relation of two universal vertices does not change in any induced subgraph.
As G1 and G2 are hereditarily equidominating, H1 and H2 are equidominating. By
applying Corollary 3.2.8, we see that H is equidominating, too. As H is arbitrary, G is
hereditarily equidominating.
We now come to the decomposition of F-free graphs. A connected dominating set
is a dominating set that induces a connected subgraph. A minimal connected dom-
inating set is a connected dominated set that does not properly contain a connected
dominating set.
Lemma 3.3.6. Let G be a connected F-free graph without a universal vertex. Assume
that G has a minimal connected dominating set D of size two, say D = {x, y}, such that
there are private neighbors x′ ∈ pn(x,D) and y′ ∈ pn(y,D) with x′y′ ∈ E(G). Then
G ∼= T (2n, n) for some n ≥ 2.
Proof. Since G[{x, y, x′, y′}] ∼= C4 and G is F-free, the set D′ := {x, y, x′, y′} is a module
(recall that this means every vertex of V (G) \D′ is either adjacent to every vertex of D′
or to none). However, D = {x, y} is a dominating set, and thus D′ is a dominating set,
too. So, D′ is a module and a dominating set. Hence, G is the complete union of G[D′]
and G[V (G)−D′].
Let us pick any vertex z ∈ V (G)−D′. Since G does not have a universal vertex, there
must be some non-neighbor z′ of z. Suppose that there is a second non-neighbor of z,
say z′′. Consider the graph G′ := G[{x, y′, z, z′, z′′}]. If z′z′′ ∈ E(G), then G′ ∼= P2 ∪ P3,
a contradiction. Hence, z′z′′ /∈ E(G), and so G′ ∼= K2,3, again a contradiction.
Thus, every vertex of G has exactly one non-neighbor in G. This means that G ∼=
T (2n, n), for some n ≥ 2.
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The next lemma is crucial for the decomposition theorem. It also serves as a basis for
the recognition algorithm presented in Section 3.3.2.
Lemma 3.3.7. Let G be a connected F-free graph without universal vertex that has a
connected dominating set of size two. Assume that for every minimal connected domi-
nating set D of size two, say D = {x, y}, it holds that x′y′ /∈ E(G) for any two private
neighbors x′ ∈ pn(x,D) and y′ ∈ pn(y,D). Then G is a chain-join of two disjoint
connected F-free graphs G1 and G2.
Proof. Let {x, y} be a connected dominating set such that |N(u)| + |N(v)| ≤ |N(x)| +
|N(y)|, for all connected dominating sets {u, v} of G of size two. Let X := N [x] \N [y],
Y := N [y] \N [x] and S := N [x]∩N [y]. It is clear that X, Y and S are pairwise disjoint
and X ∪ Y ∪ S = V (G). Note that, as {x, y} is a minimal connected dominating set,
X 6= ∅ and Y 6= ∅.
Let z ∈ S \ {x, y} be arbitrary. Since G does not have a universal vertex, there is a
non-neighbor of z. Suppose first that X ∪ Y ⊆ N(z). Then there is some z′ ∈ S with
zz′ /∈ E(G). Since G is bull -free, z′ has some neighbor in X ∪ Y , say x′ ∈ X ∩ N(z).
Choose any y′ ∈ Y . If y′z′ ∈ E(G), then G[{x′, y, y′, z, z′}] ∼= P2 ∪ P3, and if otherwise
y′z′ /∈ E(G), then G[{x′, y, y′, z, z′}] ∼= house. Since both are contradictory, we know
that z has some non-neighbor among X ∪ Y , say in Y . As G is bull -free, z is adjacent
to all elements of X. In particular, {z, y} is a connected dominating set.
Suppose that there is some y′ ∈ N(z)∩Y . We claim that |N(z)| > |N(x)|, in contradic-
tion to our assumption that, among all dominating sets of G of size two, |N(x)|+ |N(y)|
is maximum. To prove this claim, suppose |N(z)| ≤ |N(x)|. Since X ∪ {y′} ⊆ N(z) and
y′ /∈ N(x), there must be some z′ ∈ S \ N(z). Pick any x′ ∈ X. Since G is bull -free,
x′z′ ∈ E(G) or y′z′ ∈ E(G). Without loss of generality let x′z′ ∈ E(G). Like above,
this leads to G[{x′, y, y′, z, z′}] ∼= P2 ∪ P3 or G[{x′, y, y′, z, z′}] ∼= house, depending on
whether y′z′ ∈ E(G) or not. Since both is contradictory, we obtain N(z) ∩ Y = ∅.
Summing up, X ⊆ N(z) and N(z) ∩ Y = ∅. As z is arbitrary, for every vertex z′ ∈ S it
either holds that X ⊆ N(z′) and N(z′)∩ Y = ∅, or Y ⊆ N(z′) and N(z′)∩X = ∅. This
partitions the set S into two disjoint sets X ′ and Y ′ where every element of X ′ is adjacent
to X and every element of Y ′ is adjacent to Y . Consider the bipartite graph B with color
classes X ′ and Y ′ induced by the edge set EG(X ′, Y ′) := {xy ∈ E(G) | x ∈ X ′, y ∈ Y ′}.
Let G1 and G2 be the connected components of G − EG(X
′, Y ′) containing X and Y ,
respectively. Note that both G1 and G2 are induced subgraphs of G and hence, also
F-free. Since the elements of X ′ are universal vertices of G1 and the elements of Y ′
are universal vertices of G2, it remains to prove that B is a chain graph. Then G is a
chain-join of G1 and G2 and we are done.
Suppose the opposite holds. That means there are vertices x′, x′′ ∈ X ′ ∪ {x} and
y′, y′′ ∈ Y ′ ∪ {y} such that x′y′, x′′y′′ ∈ E(B) and x′y′′, x′′y′ /∈ E(B). Let x′′′ ∈ X.
Then G[{x′, x′′, x′′′, y′, y′′}] ∼= house, a contradiction. This completes the proof.
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Now, everything is prepared to prove the decomposition theorem. We prove that (a)
follows from (c) secondly, as we use it to show that (c) follows from (b).
Proof of Theorem 3.3.2. (a)=⇒(b): Follows from Lemma 3.3.3.
(c)=⇒(a): Now, let G be such that one of the following conditions holds.
(i) G is a basic graph.
(ii) G is obtained from a hereditarily equidominating graph by adding a universal
vertex.
(iii) G is the chain-join of two hereditarily equidominating graphs.
If G is basic, it is hereditarily equidominating by Theorem 3.2.2. By Lemma 3.3.4 and
Lemma 3.3.5, it follows that any graph obtained from a hereditarily equidominating
graph by attaching a universal vertex or from two hereditarily equidominating graphs
by a chain-join is hereditarily equidominating, too.
(b)=⇒(c): Finally, let G be an F-free graph. We may assume that G is not basic.
Suppose that G has a universal vertex x and let G′ := G− x. Clearly, G′ is F-free, too.
If we can show that (b) implies (c) for G′, then – since we already know that (c) implies
(a) – we get that G′ is hereditarily equidominating and hence, that G satisfies (c).
Moreover, since the disjoint union is a particular chain join, the same argumentation
holds if G′ is a connected component of G. This means that we have to prove that (b)
implies (c) for every connected component of G without any universal vertex (regarding
the connected component).
So, let H be a connected component of G without a universal vertex. Let D be any
minimal connected dominating set of H. Since H is {P5, C5}-free and connected,
D is a clique [12]. Suppose that |D| ≥ 3, and let x, y, z ∈ D be distinct verti-
ces. Let x′ be a private neighbor of x, and y′ be a private neighbor of y. If x′y′ /∈
E(H), then H[{x, x′, y, y′, z}] ∼= bull, a contradiction. Thus x′y′ ∈ E(H). But then
H[{x, x′, y, y′, z}] ∼= house, another contradiction. This shows that |D| ≤ 2.
As we assumed that H does not have a universal vertex, we get |D| = 2, say D = {x, y}.
If x and y have private neighbors, say x′ ∈ pn(x,D) and y′ ∈ pn(y,D), such that
x′y′ ∈ E(H), then H is basic by Lemma 3.3.6.
So we may assume that for every minimal connected dominating set D = {x, y} of H,
every private neighbor of x is non-adjacent to every private neighbor of y. Hence, H is
the chain-join of two F-free graphs H1 and H2, by Lemma 3.3.7.
It remains to show that H1 and H2 are hereditarily equidominating. Though, for that
we can use the same argumentation as above. This completes the proof.
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The proof of Theorem 3.3.2 indicates our recognition algorithm and its recursive char-
acter. We consider connected components without any universal vertex. Either these
are basic or a chain-join of two graphs. In the latter case, we continue with those two
graphs.
3.3.2 Recognition of Hereditarily Equidominating Graphs
Given the fact that hereditarily equidominating graphs admit a finite forbidden induced
subgraph characterization, it is clear that this class can be recognized in polynomial
time by a simple brute force approach. However, a faster recognition is possible using
the decomposition provided by Theorem 3.3.2.
At the end of this subsection, we will also prove the existence of a linear time recogni-
tion algorithm. However, due to the applied meta-theorem using a variation of so-called
monadic second-order logic, we only prove the existence here, without stating it explic-
itly.
Our (explicit) algorithm mimics the decomposition of Theorem 3.3.2 (in particular
see the part of the proof where we show that (b) implies (c)). In order to detect
whether a considered graph is a chain join, the algorithm basically follows the proof
of Lemma 3.3.7.
Recall that a co-chain graph is the complement of a chain graph. Equivalently, a co-
chain graph is a graph obtained from some chain graph by turning the two color classes
into cliques. These cliques are called the co-classes of the co-chain graph. Note that
the partition of a co-chain graph into its two co-classes might not be unique.
Theorem 3.3.8. Let G be a graph on n vertices and m edges. It can be decided in time
O(n(n+m)) whether G is a hereditarily equidominating graph.
Proof. Let G be a graph on n vertices and m edges. To decide whether G is hereditarily
equidominating, we apply the steps presented below to every connected component of
G.
For a connected graph H we proceed as follows. Here, H is either a connected compo-
nent of G or a graph that occurs during the decomposition and to that we reapply the
algorithm (compare Step 11). The input graph G is hereditarily equidominating if and
only if the algorithm terminates without returning at any point that G is not hereditarily
equidominating. For the sake of clarity, we omit the recursive frame of the algorithm.
1. Compute the degrees of all vertices of H.
2. If H is basic, return that H is hereditarily equidominating.
3. If H has a universal vertex, say v, reapply Step 1–11 to each connected component
of H − v.
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4. Let x be a vertex of maximum degree, and let v be any non-neighbor of x.
5. Let y be the vertex of maximum degree among NH(v).
6. Compute the sets X := NH(x) \ NH [y], Y := NH(y) \ NH [x], and S := NH [x] ∩
NH [y].
7. Compute the sets X ′ := {x′ ∈ S : NH(x′) ∩X 6= ∅} and Y ′ := S \X ′.
8. Compute the graph H ′ := H[S].
9. Check whether H ′ is a co-chain graph with co-classes X ′ and Y ′. If not, return
that G is not hereditarily equidominating.
10. Check whether the following conditions are satisfied:
- for every x′ ∈ X ′ it holds that X ⊆ NH(x′) and Y ∩NH(x′) = ∅;
- for every y′ ∈ Y ′ it holds that Y ⊆ NH(y′) and X ∩NH(y′) = ∅.
If one of these conditions fails to hold, return that G is not hereditarily equidomi-
nating.
11. Reapply the algorithm to each connected component of H − S.
Let us first show how the algorithm can be implemented such that each iteration runs
in O(|V (H)|+ |E(H)|) time. Since at least one vertex is removed in each iteration, the
overall running time of the algorithm is of order O(n(n+m)).
Note that H ∼= T (2k, k), for some k ≥ 2, if and only if |V (H)| ≥ 4 and every vertex of
H has degree |V (H)| − 2. Hence, it can be checked in linear time whether H is basic.
Since all other steps are standard, it remains to discuss how to perform Step 9. In this
particular step, we have to decide whether H ′ is a co-chain graph with the prescribed
co-classes X ′ and Y ′. As shown by Heggernes and Kratsch [34], co-chain graphs can
be recognized in time O(|V (H)| + |E(H)|). It is straightforward that the algorithm
of Heggernes and Kratsch can be modified such that it includes prescribed co-classes.
Hence, Step 9 can be performed in time O(|V (H)|+ |E(H)|).
We now come to the correctness of the algorithm. Our aim is to show that the algorithm
performs a decomposition according to Theorem 3.3.2 (if possible). For this, it suffices to
show that in each iteration, the algorithm performs a single step of such a decomposition,
or correctly decides that a decomposition is no longer possible.
Let us first show that ifH is a hereditarily equidominating graph, the algorithm correctly
decomposes H. By Theorem 3.3.2, H is either basic, has a dominating vertex or is a
chain-join.
In the case that H is basic, which is checked in Step 2, the algorithm can safely return
that H is hereditarily equidominating. If H has a universal vertex, say v, this is detected
in Step 3. By Lemma 3.3.4, H is hereditarily equidominating if and only if H − v is
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hereditarily equidominating. Hence, the algorithm is correctly reapplied to the connected
components of H − v.
So let us assume that H is neither basic nor has a universal vertex. Then, according
to Theorem 3.3.2, H is the chain-join of two graphs H1 and H2. Let Ui be the set of
universal vertices of Hi, for i ∈ {1, 2}. Let x be a vertex of maximum degree in H. As
H is a chain-join of H1 and H2, it holds that x ∈ U1 ∪ U2, say x ∈ U1. Moreover, x has
the maximal closed neighborhood in H among all vertices of U1.
Let v ∈ V (H) \NH [x], and let y be the vertex of maximum degree among NH(v). Then
v ∈ V (H2)\NH(x) = V (H2)\NH(V (H1)). Hence, y ∈ U2 and y has the maximal closed
neighborhood in H among all vertices of U2.
Now we define X := NH(x) \ NH [y], Y := NH(y) \ NH [x], S := NH [x] ∩ NH [y], X
′ :=
{x′ ∈ S : NH(x′) ∩ X 6= ∅}, and Y ′ := S \ X ′. Since X ′ ⊆ U1, Y ′ ⊆ U2, and H is a
chain-join, it holds that H[S] is a co-chain graph with co-classes X ′ and Y ′. Thus, both
X ′ and Y ′ satisfy the conditions checked in Step 10. Note that the graph H − S equals
the disjoint union of H1 −X
′ and H2 − Y ′, both being hereditarily equidominating by
assumption. Hence, the algorithm is correctly reapplied to the connected components
of H − S.
Let us now assume that the algorithm performs one iteration on H and does not return
that G is not hereditarily equidominating. We have to show that H is hereditarily
equidominating if and only if all graphs are hereditarily equidominating to which the
algorithm is reapplied. Clearly, this holds if H has a universal vertex. So, we proceed
to analyze the case that the reapplication is called in Step 11.
In this case the sets S, X ′, Y ′ and the graph H ′ are computed, and both Step 9 and
Step 10 are performed successfully. In particular, H ′ is a co-chain graph with co-classes
X ′ and Y ′. This means that X ′ and Y ′ are cliques in H ′ and thus in H, and that the
graph induced by the edge set EH(X
′, Y ′) := {xy ∈ E(H) | x ∈ X ′, y ∈ Y ′} is a chain
graph. After Step 10, we know that for every x′ ∈ X ′ it holds that X ⊆ NH(x′) and
Y ∩NH(x
′) = ∅, and that for every y′ ∈ Y ′ it holds that Y ⊆ NH(y′) and X∩NH(y′) = ∅.
Hence, H is a chain-join of the two connected components of the graph H−EH(X
′, Y ′).
Let us denote these two components by H1 and H2. Moreover, let H
′
1 := H1 −X
′ and
H ′2 := H2 − Y
′. Note that H − S = H ′1 ∪H
′
2.
By Theorem 3.3.2, H is hereditarily equidominating if and only if both H1 and H2
are hereditarily equidominating. Since X ′ is a set of universal vertices of H1, H1 is
hereditarily equidominating if and only if H ′1 is hereditarily equidominating, again by
Theorem 3.3.2. The analogous statement holds for H2 and H
′
2. Summing up, H is
hereditarily equidominating if and only if H − S = H ′1 ∪H
′
2 is hereditarily equidomina-
ting. This completes the proof.
Thanks to an anonymous reviewer of the publication process of the article version we can
prove the existence of a linear time recognition algorithm for hereditarily equidominating
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graphs. For that, we need some notations which we introduce only briefly here. We give
further references for all involved topics.
The following argumentation intersects with the wide field of propositional logic, in par-
ticular with the so-calledMonadic Second-Order Logic (MSOL). A detailed consid-
eration of this topic goes beyond the scope of this argumentation. For an introduction
as well as a deeper insight the interested reader is referred to the book [19].
To catch a glimpse of the different variations of MSOL in the context of graph theory
we state the following quotation from Courcelle et al. from the introduction of [20].
”Roughly speaking, MSOL(τ1) is Monadic Second-Order Logic with quantifi-
cation over subsets of vertices, but not of edges; MSOL(τ1,p) is the extension
ofMSOL(τ1) by unary predicates representing labels attached to the vertices.
LinEMSOL(τ1,p) is the extension of MSOL(τ1,p) which allows one to search
for sets of vertices which are optimal with respect to some linear evaluation
function.”
By Theorem 3.3.2, we have a characterization of hereditarily equidominating graphs
in terms of finitely many forbidden induced subgraphs. This property is expressible
in LinEMSOL(τ1,p) [18]. Hence, to prove the existence of a linear time recognition
algorithm, we can use the following result by Courcelle et al.
Theorem 3.3.9 ([20], Theorem 4). Let C be a class of graphs of clique-width at most
k such there is a O
(
f(|E|, |V |)
)
algorithm, which, for each graph G = (V,E) in C,
constructs a k-expression defining it. Then every LinEMSOL(τ1,p) problem on C can be
solved in time O
(
f(|E|, |V |)
)
.
Before we can fully understand this theorem we need to define the terms clique-width
and k-expression. The clique-width cwd(G) of a graph G is defined by the minimum
labels needed to construct G with the following four operations (compare [9]):
(i) creation of a vertex labeled by integer i,
(ii) disjoint union of two labeled graphs,
(iii) join between all vertices with label i and all vertices with label j for i 6= j,
(iv) relabeling all vertices of label i be label j.
Furthermore, let G be a graph of clique-width k. A k-expression of G is an expression
to construct G with the above mentioned operations using not more than k different
labels. For complete and more precise definitions of clique-width and k-expression see
for example [21].
We need the next lemma to show that we can obtain a k-expression in linear time for
a given graph we want to check for being hereditarily equidominating. Then it follows
– together with Theorem 3.3.2 and Theorem 3.3.9 – that hereditarily equidominating
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graphs are recognizable in linear time. Recall that a graph G = (V,E) is prime if all its
modules are trivial, that is if |M | ∈ {0, 1, |V |} for all modules M ⊆ V of G.
Lemma 3.3.10. If G is a prime (P5, P5, bull, banner)-free graph with V (G) ≥ 6, then G
is a co-chain graph.
Proof. Theorem 1.2. of [29] implies that G or G is bipartite. Further, every prime P5-free
bipartite graph is a chain graph [53]. It follows – since every prime banner -free chain
graph has at most four vertices – that G cannot be bipartite. Thus, G is bipartite. Since
G is P5-free, G is P5-free and hence a chain graph. This finishes the proof.
Now, to decide if a given graph G is hereditarily equidominating we first apply modular
decomposition to obtain all prime induced subgraphs. Then we check if every prime
induced subgraph with more than five vertices is a co-chain graph. This can be done
in linear time [34]. If we find a prime induced subgraph with more than five vertices
that is not a co-chain graph, then it is not (P5, P5, bull, banner)-free by Lemma 3.3.10.
Hence, G is not (P5, P5, bull, banner)-free and thus not hereditarily equidominating by
Theorem 3.3.2.
If a prime induced subgraph of G is a chain-join, then it has clique-width four and a
4-expressions can be obtained in linear time (see Proposition 2 of [9]). If a prime induced
subgraph of G has at most five vertices, then its clique-width is at most five and we can
get a k-expression (k ≤ 5) in constant time.
Finally, we can combine the k-expressions of all prime induced subgraphs of G to obtain
a k-expression of G, again with the help of the modular decomposition [21]. Taken
together we get the following theorem.
Theorem 3.3.11. There exists a linear time algorithm that decides whether a given
graph is hereditarily equidominating.
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Chapter 4
Complexity Issues and the Pseudo Class
Partition
In this chapter, we will embed equidomination into the framework of complexity theory.
First, we define and discuss the Equidomination problem in Section 4.1. Then, we
introduce two parameterized versions of the Equidomination problem in Section 4.2.
In Section 4.3, we elaborate a decomposition of a graph that we use to prove the fixed-
parameter results in the next chapter. Using this decomposition, we state an algorithm
to solve the parameterized versions of the Equidomination problem in Section 4.4
4.1 The Equidomination Problem
We start with defining the following decision problem:
Equidomination:
Instance: A graph G.
Problem: Decide whether G is equidominating.
The Equidomination problem deals with the question whether a given graph is equido-
minating or not. Although the complexity of this problem is unknown, we firmly believe
it is at least NP -hard. Apparently, it is not even known whether the Equidomination
problem is in NP. For a given function it is not easy to verify that it is an equidomina-
ting function. To do so, one has to calculate the total weight of every possible subset of
vertices and check if exactly the minimal dominating sets obtain a specific total weight.
Yet, we can give a complexity result regarding the problem defined by this question. We
call this problem Equidominating Function.
Equidominating Function:
Instance: A graph G = (V,E) and a function ω : V → N.
Problem: Is ω an equidominating function?
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Note that there is no target value predetermined. The next theorem and its proof are
analogous to its equistable version discussed by Milanicˇ et al. [49], where it is asked if a
given function is an equistable function. Therefore, we will only sketch the proof here.
To show their result, the authors work with a graph that is the disjoint union of several
K2. This graph is isomorphic to T (2n, n). For the graphs T (2n, n) (n ∈ N), the family
of minimal dominating sets equals the family of maximal stable sets. Every minimal
dominating or maximal stable set of T (2n, n) contains exactly one vertex of each pair of
adjacent vertices.
Theorem 4.1.1. The Equidomination Function problem is coNP-complete.
Proof sketch. A certificate that a function is not an equidominating function consists of
two subsets of vertices. Either both subsets are minimal dominating sets but the total
weights are distinct. Or they have the same total weight but only one of them is a
minimal dominating set. Since all of that can be calculated and checked in polynomial
time, the Equidomination Function problem is in coNP.
To show hardness one can reduce the so-called Weak Partition problem, which is
NP -complete (see [60]), to Equidominating Function. For the Weak Partition
problem a finite set is given and a positive integer is assigned to each element. It is asked
whether there are two disjoint subsets such that the sums of the corresponding integer
values of both subsets are equal. If so, the answer is yes. TheWeak Partition problem
is a special case of the Partition and the Subset Sum problem (see for example [39]).
For a given instance of Weak Partition with n elements, we assign the integer value
of each element of Weak Partition as weights to two adjacent vertices of T (2n, n).
Then the answer to the instance of Weak Partition is yes if and only if the prior
defined function is not an equidominating function.
Furthermore, we can adapt another result of [49]. The proof of Theorem 3.1.3 already
indicates that an exponentially large target value can be necessary.
Theorem 4.1.2. There exist equidominating graphs on 2n (n ∈ N) vertices such that
the target value t of every equidominating structure is of order O
(
2n√
n
)
.
Proof sketch. Again, Milanicˇ et al. worked with T (2n, n). First, the authors proved that
every equistable function on T (2n, n) must assign the same weights to adjacent vertices
and that the (non-multi) set of weights must have the so-called distinct-subset-sums
property. The distinct-subset-sums property requires that the sums of distinct subsets
of a set of integers must not be equal. Both holds also for equidominating functions on
T (2n, n). Lastly, the theorem follows from a result from Erdo¨s [26] that states that the
maximum number of a set of n positive integers with the distinct-subset-sum property
is of order O
(
2n√
n
)
.
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The previous two results suggest that any (polynomial time) algorithm for the Equido-
mination problem would have to use structural properties of equidominating graphs.
However, Theorem 3.1.3 shows that this cannot be done with the use of forbidden induced
subgraphs. Together, this motivates our belief that the Equidomination problem is at
least NP -hard and encouraged us to study the Equidomination problem with respect
to its parameterized complexity.
4.2 Parameterization
In this section we introduce two parameterized versions of the Equidomination prob-
lem. We might call these parameterizations natural parameterizations. A third param-
eterization, which is a generalization of one of them, will be discussed in Section 5.4.
First of all, we give two definitions that are essential for the parameterized problems and
the upcoming investigations.
Definition 4.2.1. For a given t ∈ N, a graph G is called target-t equidominating if
there exists an equidominating structure of the form (ω, t) of G.
With target-t equidomination we specify equidominating graphs by the additional ques-
tion which target values can occur. We have already seen, for example, that there is
no polynomial p : N→ N such that T (2n, n) is target-p(n) equidominating for all n ∈ N
(compare Theorem 4.1.2). If a graph is target-t equidominating for some t ∈ N, there
is no direct implication to values less or greater than t. For example, the circle on four
vertices C4 is target-4 equidominating. An equidominating structure is given by (ω, t)
with ω ≡ 2 and t = 4. But C4 is neither target-3 nor target-5 equidominating since every
minimal dominating set consists of two arbitrary vertices. Thus, t must be even.
By the next definition only weights up to a certain value are allowed.
Definition 4.2.2. For a given k ∈ N, a graph G is called k-equidominating if there
exists an equidominating structure (ω, t) with ω : V → [k] for some t ∈ N. In this
case, (ω, t) is said to be a k-equidominating structure and ω a k-equidominating
function.
The significant difference to the definition of equidominating is that the codomain now is
[k] instead of N. If a graph is k-equidominating, then it is clearly also k′-equidominating
for every k′ ≥ k.
It is easy to see that every target-t equidominating graph is also t-equidominating: every
vertex is contained in some minimal dominating set (possibly without any other vertex).
Thus, its weight, with respect to any equidominating function, cannot exceed t. The
opposite, however, is not true. Consider, for example, for a given t ∈ N the edgeless
graph Kt+1 on t + 1 vertices. This graph is not target-t equidominating. But it is
1-equidominating and hence k-equidominating for every k ∈ N.
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Yet, there is an implication from k-equidomination to target-t equidomination. For k ∈
N, let G = (V,E) be a k-equidominating graph with |V | = n and ω a k-equidominating
function. The weight (with respect to ω) of every vertex is at most k. Further, V is
trivially a dominating set and thus contains a minimal dominating set. It follows that
G has a minimal dominating set of total weight at most kn. This means G is target-t
equidominating for some t ≤ k|V |. We can also consider the total weight of V , which
yields t ≤ ω(V ) and may sharpen the bound. In reverse, if a graph on n vertices is not
target-t equidominating for all t ≤ kn (k ∈ N), then it is also not k-equidominating.
We want to emphasize that most of the results of Section 3.2 do not hold for target-t
equidominating and k-equidominating graphs. In their proofs, we often multiply the
weight functions and the target values by natural numbers as needed (compare Obser-
vation 3.2.1). Thus, we obtain higher values than possibly allowed.
The discussion of Section 4.1 persuades us to study parameterized complexity of the
Equidomination problem. To this end, we introduce the following two parameterized
versions of the Equidomination problem corresponding to previously stated defini-
tions:
Target-t Equidomination:
Instance: A graph G and t ∈ N.
Parameter: t.
Problem: Decide whether G is target-t equidominating.
k-Equidomination:
Instance: A graph G and k ∈ N.
Parameter: k.
Problem: Decide whether G is k-equidominating.
In the next chapter we prove that both the k-equidomination and the Target-t Equi-
domination problem are fixed-parameter tractable. We do this using the kernelization
technique, which we explain in Subsection 2.2.2. For that, we want to find a partition of
the vertices of a graph such that two vertices of different blocks of the partition cannot
have the same weight with respect to any equidominating function.
If we can find a way to partition the vertices in such a manner, then in some cases one
can easily decide that a graph is not target-t equidominating or k-equidominating. We
know for both problems how many distinct weights can be allocated. Thus, a graph
is not target-t equidominating or k-equidominating if it has more than t or k blocks,
respectively.
If we further – in the case of fewer blocks – can somehow bound the size of each block of
the partition (in terms of the parameter), we directly get an instance kernel of bounded
size: the maximal number of blocks multiplied by the maximal size of each block. More
precisely, we cannot find general bounds for the size of each block. However, we can
38
4.3 Decomposition
reduce them in such a way that the reduced graph is target-t equidominating or k-
equidominating if and only if the original graph is.
The first step is examined in the following Section 4.3 and the second one in Section 5.1.
In Section 4.4 we use the obtained partition to develop an XP algorithm which can be
used for both parameterized problems. In contrast to the FPT algorithm, we do not
need blocks of bounded size for the XP algorithm.
4.3 Decomposition
In this section we derive a partition of the vertices of a graph that meets the condition
that different blocks must have different weights regarding an equidominating structure
(see Corollary 4.3.18). We start with examining the twin partition with respect to
equidomination, which we then coarsen to obtain the so-called pseudo class partition.
4.3.1 Twin Partition
The first step to obtain the desired partition is the introduction of twins. As we will
see, it provides a helpful frame when dealing with equidomination. It is also used in the
context of equistability (see for example [38]).
Definition 4.3.1. Let G = (V,E) be a graph. Two vertices v, w ∈ V are called twins
if they have the same neighborhood except themselves, that is if
N(v) \ {w} = N(w) \ {v} .
If further vw ∈ E, we say v and w are true twins and otherwise false twins.
We define a relation using the twin property:
v ∼t w :⇐⇒ N(v) \ {w} = N(w) \ {v} .
This relation will be referred to as the twin relation.
Since ∼t-related vertices dominate the same set of vertices (besides themselves in the
case of false twins), it seems reasonable to work with the twin relation in the context of
(minimal) dominating sets.
Lemma 4.3.2. The twin relation is an equivalence relation.
Proof. Let G be a graph with vertex set V and edge set E. Symmetry and reflexivity
follow immediately from the definition. For transitivity, let v, w and x ∈ V with v ∼t w
and w ∼t x. Then N(v) \ {w, x} = N(w) \ {v, x} = N(x) \ {v, w} and for symmetry
reasons it remains to show that vw ∈ E if wx ∈ E. So let wx ∈ E. Since v and w are
related, we get vw ∈ E and the proof is finished.
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a
b
c1
c2
d
e
s1
s2
16
7
3
3
3
4
8
8
Figure 4.1: An equidominating graph on 8 vertices; the target value is t = 23; its twin
partition is
{
{a}, {b}, {c1, c2}, {d}, {e}, {s1, s2}
}
and its pseudo class partition{
{a}, {b}, {c1, c2, d}, {e}, {s1, s2}
}
.
Since the considered partition is based on an equivalence relation – more precisely on
equivalence classes – we will use the term class instead of blocks in the following. The
equivalence classes of ∼t are called twin classes and the partition of the vertices into
twin classes is called twin partition. Similar to the proof of Lemma 4.3.2 one can show
that all vertices of a twin class are either pairwise adjacent or pairwise non-adjacent.
Therefore, twin classes are specified to be clique classes in the first and stable set
classes in the latter case.
A twin class can also be a single vertex. Even though a single vertex is strictly speaking
a stable set as well as a clique, we use the terms clique class and stable set class only for
twin classes with at least two elements. We call a twin class with one vertex a singleton
class.
In the following, we refer several times to the graph considered in Chapter 3. To the
reader’s convenience, we state it here again in Figure 4.1. Note that we slightly varied
the equidominating structure. The vertices c1 and c2 form a clique class, the vertices s1
and s2 form a stable set class, and all other vertices are singleton classes.
Now, let T1 and T2 be two twin classes. It is easy to see that either every vertex of T1 is
adjacent to every vertex of T2 or every vertex of T1 is non-adjacent to every vertex of T2.
In the first case we say that T1 and T2 see each other and that T1 sees T2 and vice versa.
We also say that a vertex and a twin class see each other, and likewise two vertices.
Furthermore, if appropriate, we use expressions for twin classes which are usually used
for vertices (for example, a twin class is adjacent to, dominates, is dominated by, et
cetera).
For the sake of completeness, we also define the quotient graph Q(G) of a graph G:
every twin class of G is a vertex of Q(G) and two vertices are adjacent if and only if the
corresponding twin classes see each other. A twin class is a special case of a module and
hence the decomposition into twin classes is a special form of a modular decomposition.
Therefore, the twin partition can be computed in linear time using one of the modular
decomposition algorithms of [22], [47] and [59].
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As the following observations show, the twin relation is a helpful instrument with regard
to minimal dominating sets and thus also with regard to equidomination.
Observation 4.3.3. For every minimal dominating set D and every stable set class S,
we have |D ∩ S| ∈ {0, 1, |S|}.
This observation indicates that we have to look carefully at stable set classes with two
elements. If a stable set class S contains only two vertices, then Observation 4.3.3
includes all possible cases. In particular, it can not occur that more than one but not
all vertices of S are elements of a minimal dominating set. It turns out that stable set
classes of size two indeed play a special role (see Lemma 4.3.13 and Definition 4.3.14).
Since, in contrast to stable set classes, the vertices of a clique class do dominate each
other, the situation is less complicated here.
Observation 4.3.4. For every minimal dominating set D and every clique class C, we
have |D ∩ C| ∈ {0, 1}.
The next observation holds not only for stable set classes but also for stable sets in
general. It is based on the fact that every maximal stable set is also a minimal dominating
set. Therefore, every stable set is contained in at least one minimal dominating set.
Observation 4.3.5. For every stable set S and for every equidominating structure (ω, t)
it holds that ω(S) ≤ t and hence |S| ≤ t.
Unfortunately, vertices of different twin classes of an equidominating graph can have the
same weight in an equidominating structure. This means that the twin partition does
not meet the desired condition discussed at the end of the previous section. For example,
let us take a look again at the equidominating structure of the graph of Figure 4.1. The
vertices c1 and d do not lie in the same twin class since only c1 is adjacent to a. However,
they both have the same weight. Therefore, we have to find another way to partition
the vertices which needed a careful and intense analysis.
We want to mention that this is one of the significant differences between equidomination
and equistability. With respect to an equistable function, two vertices of different twin
classes always have different weights [43].
4.3.2 Pseudo Class Partition
Motivated by the previous discussion, we now examine in which cases vertices of different
twin classes of an equidominating graph can have equal weights. It turns out that two
vertices can only have the same weight if they lie in the same twin class or are adjacent.
That means on the one hand that when trying to construct an equidominating structure
one has to consider fewer combinatorial possibilities. And on the other hand, that for a
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given number of weights to be allocated one can bound the diameter of an equidominating
graph.
Eventually, this examination leads us to a partition that coarsens the twin partition. To
start with, we introduce the following term.
Definition 4.3.6. Let G = (V,E) be a graph. Two vertices x, y ∈ V are called mds-
exchangeable if and only if
(i) there exists a minimal dominating set D ⊆ V with |{x, y} ∩D| = 1, and
(ii) for all minimal dominating sets D ⊆ V with |{x, y} ∩ D| = 1 the symmetric
difference (D \ {x, y}) ∪ ({x, y} \D) is a minimal dominating set.
Loosely speaking, two vertices are mds-exchangeable if they can be exchanged for each
other in any minimal dominating set containing exactly one of them. Clearly, if two
vertices of an equidominating graph are mds-exchangeable, then they must have the same
weight in every equidominating function. To ensure this implication, we require in the
definition that there is a minimal dominating set that contains only one of the vertices.
Indeed, this implication initially motivated the introduction of mds-exchangeability.
Actually, for nearly all pairs of vertices there exists a minimal dominating set that
contains exactly one of the two vertices. The only exceptional case are false twins of a
stable set class. For such two vertices it can occur that either none or both vertices are
in a minimal dominating set. For example, for this reason the vertices s1 and s2 of the
graph in Figure 4.1 are not mds-exchangeable. Furthermore, c1, c2 and d of this graph
are pairwise mds-exchangeable.
We remark that it can occur that two mds-exchangeable vertices both are elements of one
minimal dominating set. For example, all vertices of C4 are pairwise mds-exchangeable
while every minimal dominating set of C4 contains exactly two arbitrary vertices.
It is easy to see that two vertices of a clique class are mds-exchangeable. Thus, we get
the following observation.
Observation 4.3.7. Every equidominating function is constant on each clique class.
Analogously, if the first part of Definition 4.3.6 is fulfilled, then the same holds for stable
set classes.
Observation 4.3.8. If there exists a minimal dominating set containing exactly one
vertex of a stable set class, then every equidominating function is constant on that stable
set class.
As already mentioned, every (non-maximal) stable set can be extended to a minimal
dominating set. Such an extension of a stable set to a minimal dominating set can be
done in different ways. One way is the following: for a given stable set S ⊆ V of a graph
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G = (V,E) we determine a minimal dominating set D′ of G[V \N [S]]. We claim that the
disjoint union D := S ∪˙D′ is a minimal dominating set of G. The domination property
of D is obvious. Every vertex of S is its own private neighbor (possible among others).
Furthermore, ∅ 6= pn(v,D′) = pn(v,D) holds for every vertex v ∈ D′. That means it is
not possible to delete any vertex from D and remain dominating in G. Hence, we obtain
the following observation, which we often use in the proofs of the upcoming lemmas.
Observation 4.3.9. For every stable set S there exists a minimal dominating set D
with S ⊆ D and D ∩N(S) = ∅.
After these preliminaries, we show in which cases vertices of different twin classes cannot
have the same weight. We remark that whenever we speak about weights, we (implicitly)
require the considered graph to be equidominating.
Lemma 4.3.10. Let G = (V,E) be an equidominating graph with equidominating struc-
ture (ω, t) and let x, y ∈ V be two vertices of different twin classes with dist(x, y) ≥ 2.
Then ω(x) 6= ω(y) holds.
Proof. Suppose there are two such vertices x, y ∈ V with ω(x) = ω(y). First, let one of
the vertices be in a clique class C, say x ∈ C. Extend {x, y} to a minimal dominating
set and then exchange another vertex of C for y. We get a subset of total weight t,
by Observation 4.3.7, which is not a minimal dominating set, by Observation 4.3.4, a
contradiction.
So, let both x and y be either elements of singleton classes or stable set classes. As they
are in different classes, without loss of generality let v be a vertex seen by x and not
seen by y. By Observation 4.3.9, we can extend {y, v} to a minimal dominating set D
such that D ∩ N({y, v}) = ∅. If we exchange y for x, again we get a subset (namely
D − y + x) of total weight t, that is not a minimal dominating set since y is no longer
dominated, a contradiction.
Note that in the previous lemma the two mentioned vertices must be of two different
twin classes. Two elements of a stable set class, of course, can have the same weight
while always having distance at least two.
In the following, we take a closer look at adjacent vertices, where we find a slightly more
complicated situation. We begin by showing that vertices of adjacent stable set classes
and clique classes cannot have the same weight.
Lemma 4.3.11. Let G = (V,E) be an equidominating graph with equidominating struc-
ture (ω, t) and let S ⊆ V be a stable set class and C ⊆ V a clique class that see each
other. Then ω(x) 6= ω(y) holds for all x ∈ S and for all y ∈ C.
Proof. Suppose there are vertices x ∈ S and y ∈ C with ω(x) = ω(y). The other
vertices of S must have a different weight than x and y. Otherwise, one could extend
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S to a minimal dominating set D such that D ∩N(S) = ∅ (see Observation 4.3.9) and
exchange two vertices of S for two vertices of C while maintaining the total weight t.
This contradicts Observation 4.3.4.
So, extend S to a minimal dominating set D such that D ∩ N(S) = ∅. The set D′ :=
D − x + y has weight t and thus is also a minimal dominating set. Now D′ − x′ + x
(x′ ∈ S, x′ 6= x) has a weight different than t, but since the swapped vertices lie in the
same twin class, it still must be a minimal dominating set, again a contradiction.
Further, with respect to any equidominating function adjacent vertices of a stable set
class and a singleton class cannot have the same weight.
Lemma 4.3.12. Let G = (V,E) be an equidominating graph with equidominating struc-
ture (ω, t). Let S ⊆ V be a stable set class and let {y} be a singleton class with y ∈ N(S).
Then ω(x) 6= ω(y) holds for all x ∈ S.
Proof. Let x, x′ ∈ S and y ∈ N(S) be an adjacent singleton class. Suppose that ω(x) =
ω(y). The set N(S) \N [y] cannot be empty, since otherwise one could extend {y} to a
minimal dominating set D such that D ∩ N(y) = ∅ (see Observation 4.3.9). But now
D − y + x does not dominate x′, which contradicts ω(x) = ω(y). Furthermore, there
must be a vertex v ∈ N(S) \ N [y] with N [v] ⊆ N [S] (otherwise {y} ∪ (V \ N [S]) is a
dominating set, which contains a minimal dominating set D with y ∈ D and x /∈ D, but
D − y + x does not dominate x′).
So, extend {v, y} to a minimal dominating set D such that D ∩ N({v, y}) = ∅. Since
D′ := D − y + x has total weight t and thus is a minimal dominating set, pn(v,D′) =
S \ {x}. It follows that D′ − v + y is also a minimal dominating set, which implies
ω(v) = ω(y), a contradiction to Lemma 4.3.10.
The proof of Lemma 4.3.12 suggests that if v and y lay in one twin class, x and y could
have the same weight. As the next lemma shows, this is indeed possible, but only in a
specific situation.
Lemma 4.3.13. Let G = (V,E) be an equidominating graph with equidominating struc-
ture (ω, t) and let S1, S2 ⊆ V be two adjacent stable set classes. Further, let x ∈ S1, y ∈
S2 be two vertices with ω(x) = ω(y). Then the following assertions hold:
(i) |S1| = |S2| = 2 ,
(ii) ω is constant on S1 ∪ S2 ,
(iii) every twin class seen by S1 is also seen by S2 and vice versa.
Furthermore, if two adjacent stable set classes of size two have the same closed neigh-
borhood, then all vertices of those stable set classes have the same weight in any equido-
minating structure.
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Proof. Suppose one of the stable set classes has more than two elements, say S1. We
extend S1 to a minimal dominating set D with D ∩ S2 = ∅. Then, D − x + y has
total weight t, but following Observation 4.3.3 it is not a minimal dominating set. So,
assertion (i) is shown and thus let S1 = {x, x
′} and S2 = {y, y′}.
LetD∗ be a minimal dominating set of G[V \N [S1∪S2]]. Then, D := D∗∪{x, y} is a min-
imal dominating set of G (note that y′ ∈ pn(x,D) and x′ ∈ pn(y,D)). Observation 4.3.8
yields assertion (ii).
Now, suppose S2 sees a vertex v which is not seen by S1. Extend S1 ∪ {v} to a minimal
dominating setD∗ such thatD∗∩S2 = ∅. ThenD := (D∗\S1)∪S2 has total weight t, but
D is not a minimal dominating set, as N [D] = N [D \ {y}]. That proves assertion (iii).
The last statement of the lemma follows if we can show that the vertices of such stable
set classes are pairwise mds-exchangeable. For that, let S1 and S2 be two adjacent stable
set classes of size two with N [S1] = N [S2] and let x, y ∈ S1∪S2. If x and y are adjacent,
it is clear that there are minimal dominating sets containing either x or y. Further, we
have already seen above that there exists a minimal dominating set containing only one
vertex if x and y are in the same stable set class.
Now, let D be a minimal dominating set with x ∈ D and y /∈ D. It holds that 1 ≤
|D∩ (S1 ∪S2)| ≤ 2. In both cases we get pn(y,D−x+ y) = pn(x,D). Since x and y see
the same vertices in V \ S1 ∪ S2, pn(v,D) = pn(v,D − x+ y) for all v ∈ D − x. Hence,
D − x+ y is a minimal dominating set and the proof is finished.
As a consequence of Lemma 4.3.13, there can be an arbitrarily large number of stable
set classes of size two with vertices of the same weight in an equidominating graph.
Such an occurrence could be a problem when trying to achieve bounded kernels for the
parameterized problems. But the good thing is that all of those stable set classes both
see each other and see the same twin classes in the remainder of the graph. Therefore,
as we will see in Subsection 5.1, it is possible to reduce them to a manageable number.
For a better handling, we introduce the following new term.
Definition 4.3.14. Let G = (V,E) be a graph and S ⊆ V be a maximal subset such
that:
(i) G[S] ∼= T (2n, n) for some n ≥ 2,
(ii) S is a module.
Then S is called a stable set bundle.
Here, maximal means that no other subset fulfills the two conditions and properly con-
tains S. Every stable set bundle contains several stable set classes of size two with the
same neighborhood outside the stable set bundle. Stable set bundles behave similar to
clique classes. In fact, a stable set bundle forms a clique class in the quotient graph.
Considered the other way around, adding a false twin to every vertex of a clique class
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Figure 4.2: An equidominating graph on 10 vertices; the target value is t = 23; its
twin partition is
{
{a}, {b}, {c1, c2}, {d}, {e}, {s1, s2}
}
, {t1, t2}
}
and its pseudo
class partition
{
{a}, {b}, {c1, c2, d}, {e}, {s1, s2, t1, t2}
}
.
yields a stable set bundle. Following Lemma 4.3.13, the vertices of a stable set bundle
are pairwise mds-exchangeable and, therefore, every equidominating function is constant
on a stable set bundle. In the graph of Figure 4.2 the four vertices s1, s2, t1 and t2 form
a stable set bundle.
Now, regarding whether two vertices can have the same weight in an equidominating
structure, the last open question is: can vertices of a clique class or a singleton class
have the same weight as its neighboring clique class or singleton class? The answer to
this question is yes: there can be a clique, that is not a clique class, whose vertices are
pairwise mds-exchangeable.
Definition 4.3.15. Let G be a graph and C an inclusion-wise maximal clique of pairwise
mds-exchangeable vertices that contains at least two twin classes. Then C is called a
clique bundle.
Upon first reading it seems a little bit odd to define clique bundles exactly as what we
are looking for: pairwise mds-exchangeable vertices of possibly different twin classes.
However, the crucial thing here is that we can identify clique bundles efficiently (see
Algorithm 1 below).
In a clique bundle there can be both clique classes and singleton classes but clearly no
stable set classes. If it is not relevant whether we talk about a clique class or a singleton
class, then we simply refer to a twin class of a clique bundle. We require at least two twin
classes to be in a clique-bundle in order that a (single) twin class is not a clique bundle
and a twin class at the same time. This is needed later on (compare Corollary 4.3.17).
In the graph shown in Figure 4.2 the clique class {c1, c2} and the singleton class {e}
together form a clique bundle. Further, one can see an equidominating graph which
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C1 C2
Figure 4.3: An equidominating graph consisting of the two clique bundles C1 and
C2 each containing three clique classes with two to four vertices; clique classes
are indicated by circles and an edge between the circles of two clique classes
represents all edges between the vertices of the corresponding clique classes.
consists of two clique bundles in Figure 4.3. In this graph, every minimal dominating
set contains exactly one vertex of each clique bundle.
We use the term bundle to refer to either a stable set bundle or a clique bundle. As
a bundle consists of several twin classes, we use calligraphic style variables for bundles.
Slightly abusing notation, we will also refer to the twin classes of a bundle and write
T ∈ B, for a twin class T and a bundle B.
Recall that a twin class is either a stable set class, a clique class or a singleton class.
Due to the existence of bundles we introduce a coarsening of twin classes:
Definition 4.3.16. A pseudo class is either a twin class not contained in a bundle or
a stable set bundle or a clique bundle.
That is, a pseudo class is exactly one of following: a) a singleton class, b) a stable set
class, c) a clique class, d) a stable set bundle or e) a clique bundle. For example, the
stable set classes {s1, s2} and {t1, t2} of the graph shown in Figure 4.2 are no pseudo
classes. However, taken together they form a pseudo class which is a stable set bundle.
By this definition and the previous discussion, we get the following result.
Corollary 4.3.17. There is a unique partition of the vertices of a graph into pseudo
classes.
We will refer to this unique partition as the pseudo class partition. The pseudo class
partition of the graph of Figure 4.1 is
{
{a}, {b}, {c1, c2, d}, {e}, {s1, s2}
}
and the one of
Figure 4.2 is
{
{a}, {b}, {c1, c2, d}, {e}, {s1, s2, t1, t2}
}
.
The following corollary is a summary of the previous lemmas. It states that the pseudo
class partition fulfills the condition that the vertices of different blocks of the partition
cannot have the same weight with respect to any equidominating structure.
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Corollary 4.3.18. Let G be an equidominating graph with equidominating structure
(ω, t) and P1, P2 be two different pseudo classes. Then ω(x) 6= ω(y) holds for all x ∈ P1
and y ∈ P2.
Furthermore, using the pseudo class partition, we get the following lemma about the
relation of two subsets of vertices regarding domination. It also holds for the twin
partition which can be proved analogously.
Lemma 4.3.19. Let G = (V,E) be a graph with pseudo class partition {P1, . . . , Ps}.
Let D1, D2 ⊆ V be two subset of vertices with |D1 ∩ Pi| = |D2 ∩ Pi| for all i = 1, . . . , s.
Then D1 is a minimal dominating set if and only if D2 is a minimal dominating set.
Proof. Due to symmetry reasons, it is sufficient to show that D2 is a minimal dominating
set if D1 is a minimal dominating set. Let D1 be a minimal dominating set. On singleton
classes D1 and D2 clearly are identical. Since the vertices of a clique class, a clique
bundle and a stable set bundle are pairwise mds-exchangeable, we may assume that
D1 ∩ Pi = D2 ∩ Pi for all pseudo classes Pi that are not stable set classes, i = 1, . . . , s.
For any stable set class S ∈ {P1, . . . , Ps}, we have |D1 ∩ S| ∈ {0, 1, |S|}, by Observa-
tion 4.3.3. So D1 ∩S 6= D2 ∩S only if |D1 ∩S| = 1. However, in this case the vertices of
the stable set class S are pairwise mds-exchangeable. That means we can exchange the
vertices of D1∩S with vertices of D2∩S without losing the property of being a minimal
dominating set.
This means, regarding the question whether a subset of vertices is a minimal dominating
set, it does not matter which vertices of a pseudo class are in the subset. Only the number
of vertices counts. A fact we use to construct an XP algorithm for the k-equidominating
problem in Section 4.4.
What is missing is a possibility to determine the pseudo class partition. For that, we
first compute the twin partition. As already mentioned, there are several linear time
algorithms for this computation (see [22], [47] and [59]). In some cases twin classes are
certainly also pseudo classes, for example, stable set classes with more than two vertices.
However, for singleton classes, clique classes and stable set classes of size two we need
a way to decide whether they form a pseudo class on their own or whether they lie in
a bundle. This means concretely that we have to decide whether two adjacent vertices
are mds-exchangeable.
For that we developed Algorithm 1. For two vertices v1 and v2, it checks if there is
a private neighbor v′ of v1 in any dominating set not containing v2, that is not seen
by v2. If so, the two vertices are not mds-exchangeable. See Figure 4.4 for a better
understanding of Algorithm 1.
Theorem 4.3.20. Let G = (V,E) be a graph with |V | = n and |E| = M and let
x, y ∈ V . Algorithm 1 correctly decides whether x and y are mds-exchangeable and runs
in O(nm) time.
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Algorithm 1 Checking adjacent vertices for mds-exchangeability
Input: Two adjacent vertices x, y ∈ V of a graph G = (V,E)
Output: YES, if x and y are mds-exchangeable, otherwise NO
1: for all (v1, v2) ∈ {(x, y), (y, x)} do ⊲ Check both combinations
2: for all v′ ∈ N(v1) \N [v2] do
3: if {v1} ∪
(
V (G) \
(
N [v′] ∪ {v2}
))
is a dominating set then
4: return NO ⊲ v′ is private neighbor of x
5: end if
6: end for
7: end for
8: return YES ⊲ x and y are mds-exchangeable
Proof. First we prove the correctness. Since the algorithm checks both combinations (see
line 1), the following argumentation holds for v1 = x, v2 = y as well as for v1 = y, v2 = x.
If the output is NO, the stated set in line 3 contains a minimal dominating set D with
v′ ∈ pn(v1, D) and v′ /∈ N [v2]. So, v′ is not dominated by D − v1 + v2 and thus x and
y cannot be mds-exchangeable. If the output is YES and the algorithm reaches line 8,
there is no vertex v′ in N(v1), which is not adjacent (or equal) to v2 and which is a
private neighbor of v1 in any minimal dominating set that does not contain v2. So, we
cannot find a minimal dominating set D with v1 ∈ D, v2 /∈ D and pn(v1, D)∩N [v2] 6= ∅.
Further, since v1 and v2 are adjacent, there are minimal dominating sets that contain
only v1 and that contain only v2. Taken together, x and y are mds-exchangeable.
It is clear that the algorithm terminates for a finite graph. There are O(n) vertices in
N(v1) \N [v2]. For each vertex v
′ ∈ N(v1) \N [v2] it is sufficient to check if the vertices
of N(v′) \ {v1} are dominated since every other vertex is an element of the set stated
in line 3. With the use of two flags for each vertex and a global counter we can do this
considering every edge two times. So, line 3 needs O(m) time which leads to a total
running time of O(nm).
After computing the twin partition, one can apply Algorithm 1 to adjacent clique classes
and singleton classes, and adjacent stable set classes of size two to find all clique bundles
and stable set bundles, respectively. Of course, one could also check the neighborhoods
of adjacent stable set classes of size two to discover stable set bundles.
To discover all bundles one has to apply Algorithm 1 for every edge, which gives us a
total running time of O(nm2). Hence, we get the following corollary.
Corollary 4.3.21. The pseudo class partition of a graph with n vertices and m edges
can be computed in time O(nm2).
We want to close this section with a brief discussion about different ways to partition
the vertices of a graph in the context of the results of this section. One might ask why
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}) N(v′) \ {v1}
Figure 4.4: A visualization of the idea of Algorithm 1; the dashed edge is not existent
and the dotted edges symbolize edges that may exist. If the set {v1}∪
(
V \
(
N [v′]∪
{v2}
))
is a dominating set (compare line 3), then v′ is a private neighbor of v1
in some minimal dominating set and since v2v
′ /∈ E, v1 and v2 are not mds-
exchangeable.
we do not simply use the property of being mds-exchangeable to partition the vertices.
Indeed, mds-exchangeability is an equivalence relation and thus the equivalence classes
yield a partition.
Let us call the equivalence classes of the mds-exchangeable relation mds-ex classes
and the corresponding partition the mds-ex partition. The good thing about using
the mds-ex partition is that vertices of the same mds-ex class clearly must have the
same weight in every equidominating structure – this is what motivated us to introduce
mds-exchangeability.
However, the mds-ex partition fails the desired condition that vertices of different classes
must have different weights with respect to any equidominating function. As already
discussed, two vertices of a stable set class may not be mds-exchangeable because there
exists no minimal dominating set containing only one of them. But such two vertices
could have the same weight (see for example s1 and s2 in Figure 4.1).
Moreover, it would be nice to gain independence from equidomination for the results of
this section (in the previous lemmas we always require the graphs to be equidominating).
This is indeed possible for Lemma 4.3.10, Lemma 4.3.11 and Lemma 4.3.13. In their
proofs, we exchange a vertex of a minimal dominating set with another vertex and show
that the resulting set is not a minimal dominating set. Consequently, the two vertices
are not mds-exchangeable. Therefore, we get the following corollaries, which are non-
equidominating variants of the three lemmas.
Corollary 4.3.22. Let G = (V,E) be a graph and x, y ∈ V be two vertices of different
twin classes with dist(x, y) ≥ 2. Then x and y are not mds-exchangeable.
Corollary 4.3.23. Let G = (V,E) be a graph and let S ⊆ V be a stable set class and
C ⊆ V a clique class that see each other. Then x and y are not mds-exchangeable for
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all x ∈ S and for all y ∈ C.
Corollary 4.3.24. Let G = (V,E) be a graph and let S1, S2 ⊆ V be two adjacent stable
set classes. Further let x ∈ S1, y ∈ S2 be two mds-exchangeable vertices. Then the
following assertions hold:
(i) |S1| = |S2| = 2 ,
(ii) the vertices of S1 ∪ S2 are pairwise mds-exchangeable ,
(iii) every twin class seen by S1 is also seen by S2 and vice versa .
Furthermore, if two adjacent stable set classes of size two have the same closed neigh-
borhood, then all vertices of those stable set classes are pairwise mds-exchangeable.
However, Lemma 4.3.12 is a slightly different. In its proof, we use that if two vertices of
an equidominating graph can be exchanged in one minimal dominating set (such that
the resulting set is a minimal dominating set), then this is also the case in every other
minimal dominating set. Thus, the two vertices are mds-exchangeable and have the
same weight in every equidominating structure.
However, this holds not in general. For example, let us take a look at the path P6 on
the vertices v1, . . . , v6 with vivj ∈ E(P6) if and only if |i − j| = 1 (1 ≤ i < j ≤ 6).
We can exchange v1 for v2 in the minimal dominating set {v2, v4, v6} and the resulting
set {v1, v4, v6} is a minimal dominating set, too. This is not the case for the minimal
dominating set {v2, v5}.
This means that there is no non-equidominating version of Lemma 4.3.12. Indeed,
the vertices c (singleton class) and d1 (element of a stable set class) of the graph in
Figure 4.5(a) are mds-exchangeable. Furthermore, one can see in Figure 4.5 a comparison
between the twin partition, the pseudo class partition and the mds-ex partition: on the
left side for a non-equidominating graph and on the right side for the yet considered,
once more extended equidominating graph.
Regarding the relation of the different partitions, the following holds:
- For any graph, the pseudo class partition is a coarsening of the twin partition.
- For an equidominating graph, the mds-ex partition is a refinement of the pseudo
class partition.
It seems that the mds-ex partition is not very helpful with respect to our investigations.
However, there are at least two reasons for considering the mds-ex partition. First, we
can use it to decide that a graph is not equidominating. This is the case if the mds-ex
partition does not refine the pseudo class partition. Secondly, the mds-ex partition tells
us which vertices definitely must have the same weight in any potential equidominating
structure. Both can be used for an implementation of the XP algorithm for the k-
Equidomination problem presented in the next section.
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Figure 4.5: A comparison of the twin partition, the pseudo class partition and the
mds-ex partition; the lines under the vertices show which vertices lie in the same
class of the respective partition.
We can compute the mds-ex partition similar to the pseudo class partition. However,
we need a possibility to decide whether the vertices of a stable set class S are mds-
exchangeable or not. More precisely, we have to check if there exists a minimal domi-
nating set that contains exactly one vertex of S.
For that, we can proceed as follows. Let G = (V,E) be a graph, S ⊆ V a stable set
class and s ∈ S. For each x ∈ N(S), we check if {s} ∪ (V \ N [x]) is a dominating
set (we remark that S ⊆ N [x]). If this is the case for one x ∈ N(S), then there is a
minimal dominating set D ⊆ {s} ∪ (V \N [x]) with x ∈ pn(s,D) and S ∩D = 1. Hence,
the vertices of S are pairwise mds-exchangeable. Otherwise, the vertices of S are not
mds-exchangeable.
4.4 XP Algorithm
In this section we describe an XP algorithm which decides whether a given graph is
k-equidominating for some fixed k ∈ N. In the running time of this algorithm only k
appears in the exponents but not the size of the graph (compare Subsection 2.2.2). The
aim is to apply this algorithm to the constructed kernels of the parameterized problems
to achieve FPT algorithms. The algorithm mainly follows the ideas and the algorithm
for the k-Equistability problem of Levit et al. [36], [43].
The basic idea of the algorithm is that by considering the pseudo class partition one
does not have to examine every possible weight function nor every possible subset of
vertices. Since different vertices of the same pseudo class, roughly said, play the same
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role regarding minimal dominating sets (compare Lemma 4.3.19), two weight functions
that differ only by switched weights for vertices of the same pseudo class can be handled
as the same. This leads to (equivalence) classes of weight functions.
Further, we reduce the running time from a brute force algorithm by classifying subsets
of vertices, again using Lemma 4.3.19. As a result, we have to check only one subset per
class for being a minimal dominating set.
Algorithm 2 An XP algorithm for the k -Equidomination problem
Input: A graph G = (V,E), k ∈ N
Output: a k-equidominating structure if G is k-equidominating, otherwise NO
1: determine pseudo classes P1, . . . Ps by computing the twin partition and identifying
clique bundles and stable set bundles via Algorithm 1
2: if s > k then
3: return NO ⊲ G cannot be k-equidominating
4: end if
5: compute an arbitrary minimal dominating set D
6: compute the set Ω of weight functions to check
7: for all ω ∈ Ω do
8: compute tω =
∑
v∈D ω(v)
9: for all x ∈ Xω do
10: compute an arbitrary S ∈ Sω(x)
11: if S is a minimal dominating set then
12: if
∑k
i=1 ixi 6= tω then ⊲ there is a minimal dominating
13: next ω set of weight unequal to tω
14: end if
15: else if
∑k
i=1 ixi = tω then ⊲ there is a set of weight tω which
16: next ω is not a minimal dominating set
17: end if
18: return (ω, tω) ⊲ ω is a k-equidominating function
19: end for
20: end for
21: return NO ⊲ no k-equidominating function was found
Theorem 4.4.1. For a given k ∈ N, it is decidable whether a graph G = (V,E) is
k-equidominating or not in time O
(
nm2 + nkkk + n2k+2k−k−1 + k3k+3
)
(with |V | = n
and |E| = m). Furthermore, a k-equidominating structure is computed in this time if G
is k-equidominating.
Proof. We first discuss how the algorithm works and compute its running time afterward.
There are kn different weight functions from V to [k] we would have to test and 2n
potential minimal dominating sets. As we will see, we can reduce both numbers using
the pseudo class partition.
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Let (P1, . . . , Ps) be the partition of V into pseudo classes. If s > k, G is not k-
equidominating and we are done. Otherwise, we define an equivalence relation on the
set of weight functions as follows:
ω1 ∼ ω2 :⇐⇒ ∀i ∈ [r] ∀j ∈ [k] :
∣∣ω−11 (j) ∩ Pi∣∣ = ∣∣ω−12 (j) ∩ Pi∣∣ .
In simple terms two weight functions are equivalent if they assign each weight to the
same number of vertices within every pseudo class.
We claim that either every function of an equivalence class is a k-equidominating function
or none. Basically, this is a direct consequence of Lemma 4.3.19. To prove the claim, let
ω1, ω2 : V → [k] be two weight functions with ω1 ∼ ω2 and let ω1 be a k-equidominating
function. Further, let D be a minimal dominating set. Since ω1 ∼ ω2, there is a subset
D′ ⊆ V with ω1(D′) = ω2(D) and |D′ ∩ Pi| = |D ∩ Pi| for all i = 1, . . . , s. Following
Lemma 4.3.19, D′ is a minimal dominating set, too, and hence t = ω1(D′) = ω2(D).
Now, let X ⊆ V with ω2(X) = t. We construct X
′ ⊆ V by exchanging each vertex
v ∈ X with a vertex v′ of the same pseudo class as v with ω1(v′) = ω2(v). This is
possible since ω1 ∼ ω2. We get ω1(X
′) = t and |X ′ ∩ Pi| = |X ∩ Pi| for all i = 1, . . . , s.
Since ω1 is a k-equidominating function, X
′ is a minimal dominating set and again, by
Lemma 4.3.19, X is a minimal dominating set, too.
Consequently, instead of checking every possible weight function, it is sufficient to check
just one representative of each equivalence class. Further, by Corollary 4.3.18 we even
only have to check one representative of each equivalence class containing weight func-
tions that do not allocate the same weight to several vertices of different pseudo classes.
Let (v1, . . . , vn) be a fixed ordering of V in which vertices of the same pseudo class appear
sequentially. We define Ω to be the set of all weight functions ω : V → [k] for which
the weights also appear sequentially in the weight vector
(
ω(v1), . . . , ω(vn)
)
∈ [k]n and
which do not allocate same weights to different pseudo classes. Now it is sufficient to
check every function of Ω to decide whether G is k-equidominating. This holds since
every k-equidominating function not in Ω has an equivalent weight function in Ω: we
simply have to re-sort the weights within each pseudo class to obtain an equivalent
weight function that lies in Ω.
In a second step, we check for each ω ∈ Ω if it is a k-equidominating function. For
that, let ω ∈ Ω, D ⊆ V be an arbitrary minimal dominating set. We define tω := ω(D)
and Xω := {x ∈ Zk | 0 ≤ xi ≤ |ω−1(i)|, i = 1, . . . , n}. Every vector x ∈ Xω encodes
a family of subsets of vertices Sω(x) ⊆ P(V ) (with P(V ) being the power set of V )
in the following sense: The value xi of the i-th coordinate of x is equal to the vertices
of weight i being in a subset, that is Sω(x) = {S ⊆ V | |S ∩ ω
−1(i)| = xi}. By
Lemma 4.3.19, either every element of Sω(x) is a minimal dominating set or none. In
fact, implicitly we have defined an equivalent relation on P(V ) with Sω(x) being the
equivalence classes (x ∈ Xω). Furthermore, by definition every element of Sω(x) has
the same total weight
∑k
i=1 ixi = tω. The last thing to do is to check for each x ∈ Xw
whether x encodes minimal dominating sets if and only if
∑k
i=1 ixi = tω. If so, (ω, tω)
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is a k-equidominating structure and hence G is k-equidominating. In conclusion, we
achieve Algorithm 2.
Let us analyze the running time of the above-described algorithm. The determination of
the pseudo classes partition in line 1 needs O(n+m+nm2) time (compare Section 4.3).
An arbitrary minimal dominating set D can be calculated straightforwardly in time
O(n +m). We can describe a weight function by its weight vector regarding the fixed
ordering. A basic, combinatorial result states that there are at most
(
n+k−1
n
)
possibilities
to divide the fixed ordered vertices (v1, . . . , vn) into k (possibly empty) intervals, where
an interval only contains consequently in the ordering appearing vertices. There are k!
ways to distribute k weights one-to-one to the intervals, which leads to |Ω| ≤ k!
(
n+k−1
n
)
.
With nˆ := max{n, k2} we can further estimate the number of potential k-equidominating
functions to be |Ω| = O(nˆk/k) and Ω can be computed in time O((knˆ)k) (for more details
see [36]). The lines 8 and 10 can be executed in time O(n). The number of vectors in
Xω is Π
k
i=1(|ω
−1(i)| + 1), which is bounded by (n/k + 1)k = O((nˆ/k)k) (see Lemma 4
in [36]). The sums in line 12 and 15 are calculated in time O(k). Finally, it takes time
O(n2) to check if a subset of V is a minimal dominating set.
Taken together, we obtain a total running time of Algorithm 2 of
O
(
n+m+ nm2 + (nˆk)k +
nˆk
k
(
n+
(
nˆ
k
)k (
n+ n2 + k
)))
= O
(
nm2 + (nˆk)k +
nˆ2kn2
kk+1
+
nˆ2k
kk
)
= O
(
nm2 + nkkk +
n2k+2
kk+1
+
n2kk
kk+1
+ k3k +
k4kn2
kk+1
+
k4k
kk
)
= O
(
nm2 + nkkk + n2k+2k−k−1 + k3k+3
)
.
The vertices of clique classes, clique bundles and stable set bundles must have the same
weight with respect to any equidominating function (compare Section 4.3). Even though
we know this in advance, it does not help us to speed up the (theoretical) running time
of Algorithm 2, as there do not need to exist any twin class of cardinality at least two
at all. This is why we do not make use of it in Theorem 4.4.1. However, one should
definitely use this information for any implementation (as well as the stop criterion), as
already mentioned at the end of the previous section.
The domination number of a graph is defined as the minimum cardinality of all
dominating sets while the upper domination number equals the maximum cardinality
of all dominating sets. Basically, the algorithm considers all subsets of vertices. Therefore
it can be easily modified to provide the domination number and the upper domination
number as well as minimal dominating sets of minimum and maximum cardinality.
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If we modify Algorithm 2 slightly, then we can also use it to solve the Target-t Equi-
domination problem.
Corollary 4.4.2. For t ∈ N, it is decidable whether a graph G = (V,E) is target-t
equidominating in time O
(
nm2 + nttt + n2t+2t−t−1 + t3t+3
)
, with |V | = n and |E| = m.
Furthermore, a target-t equidominating structure is computed in this time if G is target-t
equidominating.
Proof. We simply set k := t and instead of defining tω := ω(D) in line 8 we proceed only
with those weight functions ω ∈ Ω for which ω(D) = t holds.
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Fixed-parameter Tractability Results
In this chapter, we deduce complexity results for the two parameterized versions of the
Equidomination problem. We show that the Target-t Equidomination and the k-
Equidomination problem are fixed-parameter tractable in Section 5.2 and Section 5.3,
respectively. For that, we use three reduction rules, which we examine in Section 5.1. In
Section 5.4, we introduce a generalization of the k-Equidomination problem and prove
that this problem also lies in FPT.
5.1 Reduction Rules
In this section, we examine three reduction rules. We use them to construct (generalized)
kernels of the Target-t Equidomination problem as well as the k-Equidomination
problem. The three reduction rules are related to each other. They are all based on
the fact that there are vertices which – roughly speaking – play the same role regarding
minimal dominating sets. For example, it does not matter which vertex of a clique class
is in a minimal dominating set. We show that above a certain number it is not relevant
how many of such vertices exist for being target-t equidominating or k-equidominating.
Therefore, we can reduce the number of vertices to that certain number. However, to
prove the third reduction rule, which concerns clique bundles, we have to use more
elaborated tools and work with a sort of abstraction of graphs.
We call a graph target-t k-equidominating if there is a k-equidominating structure
with target value t. Note that this is stronger than being both k-equidominating and
target-t equidominating. For example, consider the star graph K1,n for some n ∈ N. It
is k-equidominating for every k ≥ n and target-t equidominating for every t ≥ n. But it
is not target-(n′ + 1) n′-equidominating for any n′ ≥ n.
The first two reduction rules concern clique classes and stable set bundles. As clique
classes and stable set bundles behave similarly, so do the reduction rules and their
proofs to show that we can use them for a kernelization of the parameterized problems.
Therefore, with the next lemma we first prove the general case.
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Lemma 5.1.1. Let G be a graph, r, k ∈ N and M ⊆ V (G) a subset of pairwise mds-
exchangeable vertices with |M | > r. Furthermore, let G′ be the graph obtained from G
by deleting all but r vertices of M . If
(i) |D ∩M | ≤ r for every minimal dominating set D ⊆ V (G) of G,
(ii) the vertices of M ∩ V (G′) are pairwise mds-exchangeable, and
(iii) every dominating set D ⊆ V (G′) of G′ is a dominating set of G,
then the following equivalence holds for all t ≤ r:
G is target-t k-equidominating⇐⇒ G′ is target-t k-equidominating .
Proof. To start, we claim that a subset D ⊆ V (G′) is a minimal dominating set of G′ if
and only if D is a minimal dominating set of G. For that, let D ⊆ V (G′).
First, let D be a minimal dominating set of G′. By assumption (iii), D is a dominating
set of G. Suppose that D is not minimal in G. Then there is a proper subset D˜ ( D
that is a dominating set of G. Since G′ is an induced subgraph of G, D˜ is a dominating
set of G′, a contradiction.
Secondly, letD be a minimal dominating set ofG. Again it follows thatD is a dominating
set of G′. Suppose D is not minimal in G′. Then there is a proper subset D˜ ( D that
is a minimal dominating set of G′. It follows from the preceding paragraph that D˜ is
also a minimal dominating set of G. This contradicts the minimality of D in G and the
claim is proved.
Now, we prove the equivalence stated in the lemma. Let t ≤ r and M ′ :=M ∩ V (G′).
=⇒: Let G be target-t k-equidominating and (ω, t) be a k-equidominating structure of
G. Any subset of V (G′) is a minimal dominating set of G′ if and only if it is a minimal
dominating set of G, which in turn is the case if and only if it has total weight t. It
follows that (ω′, t) with ω′ := ω
∣∣
V (G′)
is a k-equidominating structure of G′ with target
value t.
⇐=: Let G′ be target-t k-equidominating and (ω′, t) be a k-equidominating structure of
G′. We define
ω(v) :=
{
ω′(v), if v ∈ V (G′),
ω′(w), otherwise,
for any w ∈ M ∩ V (G′). Since every equidominating function is constant on a set of
pairwise mds-exchangeable vertices, the choice of w is irrelevant for the definition of ω.
We show that (ω, t) is a k-equidominating structure of G. It is clear that ω(v) ≤ k for
every v ∈ V (G).
Let X ⊆ V (G) be a subset of vertices of G with ω(X) = t. As ω(X ∩M) ≤ ω(X) = t,
we get |X ∩M | ≤ t. Therefore, we can exchange vertices of X \ V (G′), if any, with
vertices of M ′ \X (one to one) to obtain a subset X˜ ⊆ V (G′) with ω′(X˜) = ω(X˜) = t.
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It follows that X˜ is a minimal dominating set of G′ and thus of G, too. To construct X˜,
we only exchanged vertices with each other that are mds-exchangeable. It follows that
X is a minimal dominating set of G.
Now, let D ⊆ V (G) be a minimal dominating set of G. By assumption (i), we have
|D ∩M | ≤ r. As before, we can exchange vertices of D \ V (G′) with vertices of M ′ \D
to get a subset D˜ ⊆ V (G′) that is a minimal dominating set of G and thus of G′. This
means ω(D˜) = t and since ω is constant on M , we get ω(D) = t.
The formulation of Lemma 5.1.1 seems a bit complicated: why are we working with
some r ∈ N and t ≤ r instead of taking a (fixed) t ∈ N from the beginning? Indeed,
for the Target-t Equidominating problem we could do so. However, in the proof
of Theorem 5.3.1, in which we show that the k-Equidominating problem is fixed-
parameter tractable, we can only determine an upper bound for the potential target
value. Therefore, we need Lemma 5.1.1 with a range of possible target values.
The first reduction rule is about reducing the vertices of a clique class to a certain
number r ∈ N.
r-Clique Class Reduction: If a clique class C contains more than r vertices,
delete all but r vertices of C.
The next lemma shows that this rule can be used to construct kernels for the parame-
terized problems.
Lemma 5.1.2. Let G be a graph, r, k ∈ N and C ⊆ V (G) a clique class with |C| > r.
Furthermore, let G′ be the graph obtained from G by applying the r-Clique Class Reduc-
tion rule with respect to C. Then for all t ≤ r, the graph G is target-t k-equidominating
if and only if G′ is target-t k-equidominating.
Proof. The vertices of a clique class are pairwise mds-exchangeable, both in G and G′.
Further, we know that |D ∩ C| ≤ 1 for every minimal dominating set D ⊆ V (G) of G,
by Observation 4.3.4. We define C ′ := C ∩ V (G′). Let D ⊆ V (G′) be a dominating
set of G′. The vertex (or vertices) of D that dominates C ′ also dominates the vertices
of C \ C ′ in G. So, D is a dominating set of G and we can apply Lemma 5.1.1. This
finishes the proof.
One might ask why we cannot reduce the number of vertices of a clique class simply to
one. Analogously to the notion of Lemma 5.1.2, let G′ be the graph obtained from G by
deleting all but one vertex v ∈ C of the clique class. Indeed, G′ is equidominating if G
is. Also, if G′ is equidominating, then we can show that every minimal dominating set
of G has the same total weight. However, we cannot ensure in this situation that every
subset of that total weight is a minimal dominating set. This is because the weight of
v exists several times in G but only once in G′. As a consequence, at least t vertices
(having a total weight of at least t) of a large clique class must remain to obtain the
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equivalence of being target-t k-equidominating. The same applies for the upcoming two
reduction rules for stable set bundles and clique bundles. Actually, we have already seen
in Remark 3.2.5 that we cannot reduce a clique class to one vertex since adding a true
twin does not preserve equidomination in general.
The next rule is about stable set bundles. As seen before, there can be arbitrarily large
stable set bundles in an equidominating graph. In fact, every stable set bundle itself is
an equidominating graph (see Lemma 3.3.1). Again, a positive integer r ∈ N specifies
the reduction rule.
r-Stable Set Bundle Reduction: If a stable set bundle S contains more
than r stable set classes, delete all but r stable set classes of S.
The upcoming lemma shows that the r-Stable Set Bundle Reduction rule can be used
to obtain kernels for the parameterized problems.
Lemma 5.1.3. Let G be a graph, r, k ∈ N and S ⊆ V (G) a stable set bundle containing
more than r stable set classes. Further, let G′ be the graph obtained from G by applying
the r-Stable Set Bundle Reduction rule with respect to S. Then for all t ≤ 2r, the graph
G is target-t k-equidominating if and only if G′ is target-t k-equidominating.
Proof. Note that there are 2r vertices in S ∩ V (G′). First, we consider the case r =
1. In this case, S becomes a stable set class in G′. Nevertheless, the lemma holds.
There are only the two possible values for t: t = 1 or t = 2. Neither G nor G′ are
target-1 k-equidominating as the complete graphs Kn (n ∈ N) are the only target-1
k-equidominating graphs (with equidominating structure (ω ≡ 1, 1)).
For t = 2, there can exist only one more pseudo class besides S, otherwise G and G′
are not target-2 k-equidominating, by Corollary 4.3.18. If this second pseudo class is
an adjacent singleton class or an adjacent clique class, then both G and G′ are target-2
k-equidominating. In the other cases neither G nor G′ are target-2 k-equidominating
since then a minimal dominating set exists with more than two vertices.
Secondly, let r ≥ 2. Again, we show that all conditions of Lemma 5.1.1 are met.
Following Lemma 4.3.13, the vertices of S are pairwise mds-exchangeable. The same
holds for the vertices of S ∩ V (G′) since at least two stable set classes of S remain in
G′. It is easy to see that |D ∩ S| ≤ 2 for every minimal dominating set D ⊆ V (G) of
G. Finally, we can show, analogously to the proof of Lemma 5.1.2, that every minimal
dominating set of G′ is a dominating set of G.
Note that the condition of Lemma 5.1.1(ii) is only fulfilled if we delete the stable set
classes of S completely, and not only one of the two vertices of a stable set class. However,
we ensure this by the formulation of the r-Stable Set Bundle Reduction rule. Thus,
Lemma 5.1.1 can be applied.
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a b
c1
c2
c3
c′1
c′2
c′3
d e
C C ′
Figure 5.1: A (non-equidominating) graph on 10 vertices; C and C′ are clique
bundles consisting of three singleton classes and the minimal dominating set
{a, c1, c2, c3, e} contains every vertex of C.
The last reduction rules considers clique bundles. As we already know, the vertices of
a clique bundle can have different neighborhoods. Thus, even though we can bound
the number of pseudo classes of a graph, there can be a large number of twin classes
(more precisely, singleton classes and clique classes) in a clique bundle. In the case of
more than one clique bundle being in a graph, there can be arbitrarily many distinct
neighborhoods, and consequently, arbitrarily many twin classes in a clique bundle. For
example, the graph in Figure 5.1 can be extended to any number of singleton classes in
both clique bundles: we just add adjacent vertices ci and c
′
i (i ≥ 4) to the clique bundles
C and C′, respectively, analogously to the existing vertices. The same holds for the graph
shown in Figure 4.3 on page 47. Therefore, it is not enough to bound the clique classes
of a clique bundle using the Clique Class Reduction rule.
Furthermore, a special case can occur: if a clique bundle only contains singleton classes,
then more than one vertex of such a clique bundle can be in a minimal dominating set.
Figure 5.1 shows a graph, where even every vertex of a clique bundle is contained in the
same minimal dominating set. However, if there is at least one clique class in a clique
bundle, then at most one vertex of the clique bundle is in a minimal dominating set.
Otherwise, we could exchange vertices such that two vertices of the same clique class are
in a minimal dominating set, a contradiction.
These two facts make it harder to bound the number of vertices in a clique bundle in
terms of the parameters k and t as in the case of clique classes or stable set bundles.
The keynote to overcome this is gathering the vertices of a clique bundle into certain
subsets. In such a subset, the vertices have the same neighborhood regarding all pseudo
classes except clique bundles. With respect to clique bundles, however, the vertices of a
subset have the same number of neighbors in each clique bundle.
To formalize the above-mentioned idea, we introduce the following notion.
Definition 5.1.4. Let G be a graph with pseudo class partition {P1, . . . , Ps}. For every
vertex v ∈ V (G) we define the vector µv = (µv1, . . . , µ
v
s) ∈ N
s
0 as follows:
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if v ∈ Pi, then we set
µvi :=

1, if Pi is a singleton class, clique class or clique bundle, (5.1a)
2, if Pi is a stable set bundle, (5.1b)
|Pi|, if Pi is a stable set class. (5.1c)
If v /∈ Pi and Pi is not a clique bundle, then we set
µvi :=
{
1, if v is adjacent to Pi, (5.2a)
0, if v is not adjacent to Pi. (5.2b)
If v /∈ Pi and Pi is a clique bundle, then we set
µvi :=
 |Pi \N [v]|+ 1,
if there exists a minimal dominating set
D ⊆ V with N [v] ∩D ⊆ Pi,
(5.3a)
0, otherwise. (5.3b)
We call µv the mds-vector of v.
We remark that µv rather contains information about how v can be dominated by the
pseudo classes of a graph, than how v dominates the pseudo classes (in particular in the
cases (5.3a) and (5.3b)).
Let Pi be a clique bundle and D a minimal dominating set such that N [v] ∩ D ⊆ Pi.
Then, v is dominated only by vertices of Pi. Furthermore, the vertices of Pi are pairwise
mds-exchangeable. This means that there are more vertices in D ∩Pi than in Pi \N [v].
So, the number µvi tells us how many vertices of Pi must be at least in a minimal
dominating set to dominate v, such that v is dominated only by vertices of Pi.
To decide whether a minimal dominating set D with N [v]∩D ⊆ Pi exists, it is sufficient
to check if (V (G) \N [v]) ∪ Pi is a dominating set. If so, this dominating set contains a
minimal dominating set D ⊆ (V (G) \N [v]) ∪ Pi with N [v] ∩D ⊆ Pi.
The values of µv are bounded by t in every target-t equidominating graph.
Lemma 5.1.5. Let G = (V,E) be a graph with pseudo class partition {P1, . . . , Ps} and
let r ∈ N. If there is a vertex v ∈ V with µvi > r for some i ∈ [s], then G is not target-t
equidominating for all t ≤ r.
Proof. Let t ≤ r and µvi > r. If v ∈ Pi and Pi is a stable set bundle, then µ
v
i = 2 and
hence r = 1. Since we can extend two non-adjacent vertices of Pi to a minimal domi-
nating set (with at least two elements), G is not target-1 equidominating. Analogously,
if v ∈ Pi and Pi is a stable set class, there exists a minimal dominating set containing
more than t vertices.
The last possible case for µvi > 1 is v /∈ Pi and Pi is a clique bundle. Then, there exists
a minimal dominating set D with N [v] ∩D ⊆ Pi and |D| ≥ |D ∩ Pi| ≥ µ
v
i > t. Again,
G is not target-t equidominating.
62
5.1 Reduction Rules
As mentioned before, we want to gather – or rather partition – the vertices of clique
bundles into subsets. We do this in a way such that the vertices of each subset have
identical mds-vectors. However, a problem arises if we then reduce such a subset of
a graph. Likewise for the other reduction rules, the main condition to prove that the
reduction is safe for the parameterized problems is: a subset of vertices of the reduced
graph is a minimal dominating set if and only if it is a minimal dominating set of the
original graph (compare Lemma 5.1.1(iii)).
Now the problem is the following: it can occur that the pseudo class partition changes
if we delete some vertices of a clique bundle. For example, if we delete c3 of the graph
shown in Figure 5.1, then c′3 is not part of the clique bundle C
′ anymore and becomes a
singleton class instead. Clearly, if the pseudo class partition changes, then we also obtain
different mds-vectors. With possibly different pseudo class partitions and mds-vectors
we cannot prove the above-mentioned main condition.
Since the clique bundles are determined by the graph, we need a more general structure.
Therefore, we introduce a new mathematical object and transfer all relevant information
and properties to it. However, we do this in a way such that neither the pseudo class
partition nor the mds-vectors change when we delete some elements from it. Roughly
speaking, the graph does not determine the partition, but the partition determines the
graph.
Definition 5.1.6. A pseudo graph is a triple P = (V,P, µ), consisting of a non-
empty set V , a partition P = {P1, . . . , Ps} of V and a function µ : V → Ns0, such that
µ(v) 6= (0, . . . , 0) for all v ∈ V .
Next, we need an equivalent for (minimal) dominating sets in pseudo graphs. By (µ(v))i
we denote the i-th component of µ(v).
Definition 5.1.7. Let P = (V,P = {P1, . . . , Ps}, µ) be a pseudo graph and X ⊆ V . We
call X a dense set of P if for every v ∈ V a block Pi ∈ P exists with 0 < (µ(v))i ≤
|X ∩ Pi|. If every proper subset X
′ ( X is not dense, then X is said to be a minimal
dense set of P.
If it is not required for each v ∈ V that at least one component of µ(v) is greater than
zero (see Definition 5.1.6), then it is possible that no (minimal) dense set exists at all.
The next definition motivates the two previous definitions.
Definition 5.1.8. Let G = (V,E) be a graph with pseudo class partition {P1, . . . , Ps}
and mds-vectors µv ∈ Ns0 for v ∈ V . By P(G) = (V, {P1, . . . , Ps}, µ) we denote the
pseudo graph of G, where µ(v) := µv for each v ∈ V . We say that a pseudo graph P
is induced by a graph G if P(G) = P.
Note that the pseudo graph of a graph is unique (up to the order of the pseudo class
partition), while two different graphs can have the same pseudo graph. For example, two
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graphs have identical pseudo graphs if they differ only with respect to edges between
a clique bundle C and a vertex v where there is no minimal dominating set D with
N [v] ∩D ⊆ C. Further, there are pseudo graphs that are not induced by a graph.
The pseudo graph of a graph with n vertices and m edges can be calculated in time
O(nm2 + n2). By Corollary 4.3.21, we can compute the pseudo class partition in time
O(nm2). Furthermore, we can determine all mds-vectors in time O(n2 + nm).
The next lemma and the subsequent corollary show that induced pseudo graphs and
minimal dense sets indeed correspond to minimal dominating sets as desired.
Lemma 5.1.9. Let G = (V,E) be a graph with mds-vectors µv, v ∈ V , pseudo class
partition P = {P1, . . . , Ps} and pseudo graph P(G). Further, let D ⊆ V . Then D is a
dominating set of G if and only if D is a dense set of P(G).
Proof. =⇒: Let D ⊆ V be a dominating set of G and v ∈ V with v ∈ Pl (l ∈ [s]). If Pl
is a stable set class, then every vertex of Pl or a neighbor x ∈ Pi ∩ N(v) lies in D. In
the first case we have 0 < µvl = |Pl| = |D ∩ Pl| (see (5.1c) in Definition 5.1.4). In the
latter case, if there is a vertex w ∈ N [v]∩D that lies in a singleton class, a clique class,
a stable set class or a stable set bundle Pi (i ∈ [s]), then we have 0 < µ
v
i = 1 ≤ |D ∩Pi|,
by (5.2b). If each vertex of N [v] ∩D lies in a clique bundle, then we cannot exchange
(within each clique bundle) all neighbors of v lying in D with non-neighbor of v not
lying in D, (this would contradict the mds-exchangeability). This means that there is a
clique bundle Pi with 0 < µ
v
i ≤ |D ∩ Pi| (compare (5.3a)).
If Pl is a singleton class, a stable set class, a clique class or a clique bundle, we can show
analogously that 0 < µvi = |D ∩ Pi| holds for some i ∈ [s], by considering (5.1a) and
(5.1b). Hence, D is a dense set of P(G).
⇐=: Let D be a dense set of P and v ∈ V with v ∈ Pl (l ∈ [s]). Then, there exists
Pi ∈ P with 0 < (µ(v))i ≤ |D ∩ Pi|. If i = l, then v or a vertex of N(v) ∩ Pl lies in
D, by (5.1). Thus, v is dominated. If i 6= l and Pi is a singleton class, stable set class,
clique class or a stable set bundle (in G), then v is dominated by the vertices of D ∩ Pi,
by (5.2b). If Pi is a clique bundle, then v has less non-neighbors in Pi than there are
vertices in D ∩ Pi (since |Pi \N [v]|+ 1 ≤ |D ∩ Pi|, by (5.3a)). This means, at least one
vertex of N(v) ∩ Pi lies in D. Hence, v is dominated. It follows that D is a dominating
set of G and the proof is finished.
Using Lemma 5.1.9, it is straightforward to prove the following corollary by contradic-
tion.
Corollary 5.1.10. Let G = (V,E) be a graph with pseudo graph P(G) and let D ⊆ V .
Then D is a minimal dominating set of G if and only if D is a minimal dense set of
P(G).
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Next, we introduce analogous terms to identify the minimal dense sets of a pseudo
graph.
Definition 5.1.11. A pseudo graph P = (V,P, µ) is called equidense if there exists
t ∈ N and a weight function ω : V → N such that for all D ⊆ V the following equivalence
holds:
D is a minimal dense set ⇐⇒ ω(D) = t .
Further, we call the pair (ω, t) an equidense structure, ω an equidense function
and t a target value.
Definition 5.1.12. For a given t ∈ N, a pseudo graph P = (V,P, µ) is called target-t
equidense if there exists an equidense structure of the form (ω, t) of G.
Definition 5.1.13. For a given k ∈ N, a pseudo graph P = (V,P, µ) is said to be k-
equidense if there exists an equidense structure (ω, t) with ω : V → [k] for some t ∈ N.
In this case, (ω, t) is called a k-equidense structure and ω a k-equidense function.
Finally, we call a pseudo graph target-t k-equidense if a k-equidense structure with
target value t exists. By Corollary 5.1.10, we immediately get the following result.
Corollary 5.1.14. Let G be a graph with pseudo graph P(G) and let k, t ∈ N. Then
G is target-t k-equidominating if and only if P(G) is target-t k-equidense. Moreover, in
the affirmative case, we can use the same structure to identify minimal dominating and
minimal dense sets in G and P(G), respectively.
Now, we gathered together everything to define the reduction rule and to prove that we
can use it (in combination with Corollary 5.1.14) for the Target-t Equidomination
problem and the k-Equidomination problem. Again, the rule is specified by a positive
integer r ∈ N.
r-Pseudo Graph Reduction: If a subsetM ⊆ P of a block P of the partition
of a pseudo graph with µ(v) = µ(w) for all v, w ∈ M contains more than r
vertices, delete all but r vertices of M .
Lemma 5.1.15. Let r, k ∈ N and P = (V,P = {P1, . . . , Ps}, µ) be a pseudo graph
induced by a graph G = (V,E), with (µ(v))i ≤ r for all v ∈ V and i ∈ [s]. Let Pl
(l ∈ [s]) be a block of P such that Pl is a clique bundle of G. Further, let M ⊆ Pl be a
subset of Pl with µ(v) = µ(w) for all v, w ∈M and |M | > r.
Let P′ = (V ′,P ′, µ′) be the pseudo graph obtained from P by applying the r-Pseudo
Graph Reduction rule with respect to M . Then for all t ≤ r, P is target-t k-equidense if
and only if P′ is target-t k-equidense.
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Proof. Note that µ′ = µ
∣∣
V ′
and that besides Pl the partitions P and P
′ of V and V ′,
respectively, have identical blocks.
In the first place, we claim that a subset D ⊆ V ′ is a minimal dense set of P′ if and
only if D is a minimal dense set of P. To prove this, it is sufficient to show that the
equivalence holds for dense sets (not necessarily minimal). So, let D ⊆ V ′. First, let D
be a dense set of P′. Since µ(v) = µ(w) for all v ∈ Pl \ P ′l and w ∈ P
′
l , we directly get
that D is a dense set of P. Secondly, let D be a dense set of P. By considering the
definition of dense, D is clearly a dense set of P′ and the claim is proved.
Now, we prove the equivalence stated in the lemma. Let t ≤ r and M ′ =M ∩ V ′.
=⇒: Let P be target-t k-equidense and (ω, t) be a k-equidense structure of P. Any
subset of V ′ is a minimal dense set of P′ if and only if it is a minimal dense set of P,
which in turn is the case if and only if it has total weight t. It follows that (ω′, t) with
ω′ := ω
∣∣
V ′
is a k-equidense structure of P′ with target value t.
⇐=: Let P′ be target-t k-equidense and (ω′, t) be a k-equidense structure of P′. Since
P is induced by a graph and Pl is a clique bundle of G, there exists a minimal dense set
D with |D ∩ Pl| = 1. It follows that ω
′ is constant on Pl ∩ V ′. We define
ω(v) :=
{
ω′(v), if v ∈ V ′,
ω′(w), otherwise,
with any w ∈ Pl ∩ V
′ and claim that (ω, t) is a k-equidense structure of P. It is clear
that ω(v) ≤ k for every v ∈ V .
First, let X ⊆ V be a subset with ω(X) = t. As ω(X ∩ M) ≤ ω(X) = t, we get
|X ∩M | ≤ t ≤ r. Since |M ′| = r, we can assume |X ∩M | ⊆ M ′ and hence X ⊆ V ′. It
follows that X is a minimal dense set of P′ and thus also of P.
Secondly, let D ⊆ V (G) be a minimal dense set of P. Since (µ(v))i ≤ r for all v ∈ V
and i ∈ [s], we have |D ∩M | ≤ |D ∩ Pl| ≤ r. Again, we can assume that D ⊆ V
′. This
means that D is a minimal dense set of P′. It follows that ω′(D) = t and consequently
ω(D) = t. This finishes the proof.
We remark that the vertices of a clique class (that is contained in a clique bundle) have
identical mds-vectors. This means that every block of P that is a clique class of G is
entirely contained in one of such subsets M . Using Lemma 5.1.5, we can bound the
number of distinct mds-vectors in a clique bundle of a graph for which we have a bound
of possible target values. Together with Lemma 5.1.15, we can bound the number of
elements of a block induced by a clique bundle.
In Appendix A we state two reduction rules that can be applied to clique bundles C
for which |D ∩ C| ≤ 1 holds for every minimal dominating set D. This is the case, for
example, if a clique bundle contains at least one clique class (and not only singleton
classes). Even though these reductions are not useful for our (theoretical) results, they
might speed up implementations of the discussed algorithms.
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5.2 Target-t Equidomination
We will now prove that the Target-t Equidomination problem is fixed-parameter
tractable. For that, we construct a generalized kernel the size of which can be bounded
by a function of t. We apply the XP algorithm described in Section 4.4 to the kernel. In
this way, we do not only obtain a complexity result but also an explicit FPT algorithm.
We begin with the Target-t Equidomination problem since its FPT result is easier
to obtain. The main reason for that lies in the fact that we can bound the size of a stable
set class in a target-t equidominating graph by t (compare Observation 4.3.5). This is
not the case in a k-equidominating graph. For example, the edgeless graph Kn is even
1-equidominating for all n ∈ N.
Theorem 5.2.1. The Target-t Equidomination problem admits a generalized ker-
nel of size O
(
tt+1
)
which is computable in polynomial time. Furthermore, there exists
an O
(
nm2 + n2 + t2t
2+3t+1
)
time algorithm to solve the Target-t Equidomination
problem for a graph on n vertices and m edges.
Proof. Let G be a graph with |V (G)| = n, |E(G)| = m and t ∈ N. First, we use
an algorithm for modular decomposition to compute the twin partition. If there is a
stable set class with more than t vertices, then G is not target-t equidominating, by
Observation 4.3.5. If no such stable set class exists, then we apply Algorithm 1 to
obtain the pseudo class partition {P1, . . . , Ps} and we determine the mds-vectors µ
v for
all v ∈ V (G).
If s > t or µvi > t for some v ∈ V (G) and i ∈ [s], then we conclude that G is not
target-t equidominating, by Corollary 4.3.18 and Lemma 5.1.5. Otherwise, we apply the
r-Clique Class Reduction rule with r = t and the r-Stable Set Bundle Reduction rule
with r = ⌈t/2⌉ to all clique classes and stable set bundles, respectively, to obtain an
induced subgraph G′ of G. Then, we determine the pseudo graph P(G′) and apply the
r-Pseudo Graph Reduction rule (simultaneously) to all blocks of P(G′) that are clique
bundles of G′, again with r = t. This yields a pseudo graph P′′ = (V ′′,P ′′, µ′′).
Now, P ′′ has at most t blocks. Every block that is a clique class or stable set class in G
contains at most t elements. Blocks of stable set bundles may have up to t+1 elements.
In blocks of clique bundles there can be at most (t + 1)(t−1) distinct mds-vectors (note
that µv(i) = 1 for all vertices v within a clique bundle Pi). Thus, after the reductions
every block of P ′′ contains at most t(t+ 1)(t−1) elements.
Taken together, we get n′′ := |V ′′| = O
(
tt+1
)
. Finally, by Lemma 5.1.2, Lemma 5.1.3
and Lemma 5.1.15, the obtained pseudo graph P′′ is target-t equidense if and only if G
is target-t equidominating.
We can compute the pseudo class partition of G in time O(nm2). The computation
of the mds-vectors µv for all v ∈ V (G) and the partitioning of the clique bundles in
preparation for the Pseudo Class Reduction can be done in O(n2 + nm). Applying the
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three reduction rules needs linear time. This finishes the proof of the first statement of
this theorem.
By the proof of Lemma 5.1.1, we know that we can easily extend any target-t equido-
minating structure of G′ to a target-t equidominating structure of G. The same holds
for a target-t equidense structure of P′ and P. Moreover, we can use the same function
and target value for G′ and P′(G′), by Corollary 5.1.14. It follows that an equidense
structure of P′ induces an equidominating structure of G.
Furthermore, by the proofs of the lemmas of Section 5.1, we know that a subset D ⊆ V ′′
is a minimal dense set of P′′ if and only if D is a minimal dominating set of G. Due to
this equivalence, we can analogously apply Algorithm 2 to obtain a target-t equidense
structure of P′′, if existent.
Since we do not have to compute the pseudo class partition, the first two summands of
the running time Algorithm 2 vanish. So, for applying Algorithm 2 to P′′ we need time
O
(
n′′ttt + n′′2t+2t−t−1 + t3t+3
)
= O
(
tt
2+2t + t2t
2+4t+2t−t−1 + t3t+3
)
= O
(
t2t
2+3t+1
)
.
Together with the computation of the pseudo class partition and the mds-vectors of G,
we achieve a total running time of
O
(
nm2 + n2 + nm+ t2t
2+3t+1
)
= O
(
nm2 + n2 + t2t
2+3t+1
)
.
We point out that – in contrast to an induced pseudo graph – Algorithm 2 cannot be
used to find an equidense structure of an arbitrary pseudo graph. If a pseudo graph
P = (V,P, µ) is not induced by a graph, then it is possible, for example, that an element
of v ∈ V is not contained in any minimal dense set. Therefore, its weight could be
greater than t. Furthermore, elements of different blocks of P can have equal weights.
This means the central requirement of Algorithm 2 is not necessarily fulfilled.
5.3 k-Equidomination
In this section, we show that the k-Equidomination problem admits a generalized
kernel the size of which is bounded by a function of k and, therefore, is fixed-parameter
tractable. The proof of Theorem 5.3.1 is along the lines of the argumentation used in
[36] to prove that the k-Equistable problem is fixed-parameter tractable.
In the following, we assume that k > 1. In a 1-equidominating graph there can only
be one pseudo class. Thus, the only graphs that are 1-equidominating are the graphs
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Kn, Kn and T (2n, n) (n ∈ N) with equidominating structure (ω ≡ 1, 1), (ω ≡ 1, n) and
(ω ≡ 1, 2), respectively.
Theorem 5.3.1. The k-Equidomination problem admits a generalized kernel of size
O(k3k+1) which is computable in polynomial time. Furthermore, there is an algorithm
to solve the k-Equidomination problem which runs for a given graph on n vertices and
m edges in time O
(
nm2 + n2 + k6k
2+7k+1
)
.
The proof of this theorem builds upon two more lemmas. The first one deals with the
problem that stable set classes are not of bounded size in a k-equidominating graph,
which is the case for target-t equidominating graphs. We show, that if a large stable set
class exists, then every other pseudo class is relatively small.
Lemma 5.3.2. A graph G = (V,E) is not k-equidominating (k ∈ N) if G has two
pseudo classes of size at least k2, where one of those pseudo classes is a stable set class.
Proof. For k ∈ N, let G = (V,E) be a graph with a stable set class S ⊆ V and a
different pseudo class P ⊆ V such that min{|S|, |P |} ≥ k2. Suppose that G is k-
equidominating and let ω : V → [k] be a k-equidominating function. It is straightforward
that – regardless of what kind of pseudo class P is – there is a minimal dominating set
D with S ⊆ D and |P ∩D| ≤ 2.
Let i, j ∈ [k] be weights such that |{s ∈ S | ω(s) = i}| ≥ k and |{p ∈ P | ω(p) = j}| ≥ k.
Such weights exist due to the size of S and P . Further, at least k vertices of P of weight
j are not in D. Now, let S′ ⊆ S be a subset of j vertices of weight i and P ′ ⊆ P be a
subset of i vertices of weight j with P ′ ∩D = ∅. Consequently, we get ω(S′) = ω(P ′).
This leads to a contradiction as the set (D \ S′) ∪ P ′ is not a minimal dominating set
(see Observation 4.3.3) while being of the same total weight as the minimal dominating
set D.
The second lemma concerns relatively large, isolated stable set classes.
Lemma 5.3.3. Let G = (V,E) be a graph and k ∈ N. Furthermore, let S be an isolated
stable set class of size at least k5 and |S \ V | ≤ k3. Then G is k-equidominating if and
only if there exists a k-equidominating function that is constant on S.
Proof. First note that the stable set class S is contained in every minimal dominating
set of G. The sufficiency-part is trivial.
So, let G be k-equidominating with k-equidominating structure (ω, t). As there are
only k different weights and |S| ≥ k5, a weight i ∈ [k] exists such that |Si| ≥ k
4, with
Si := {s ∈ S | ω(s) = i}. We show that (ω
′, t′) with
ω′(v) :=
{
ω(v), if v ∈ V \ S,
i, if v ∈ S,
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and t′ := t− ω(S) + ω′(S) = t− ω(S) + i|S| is a k-equidominating structure. It is easy
to see that ω′ is bounded by k and that ω′(D) = t′ holds for every minimal dominating
set D.
As before, the only tricky part is to show that any subset X ⊆ V with ω′(X) = t′ is a
minimal dominating set. So, let X ⊆ V be a subset of vertices with ω′(X) = t′.
We define r := |S \X| and suppose that r > k4. Since |X \ S| ≤ |V \ S| ≤ k3, we get
ω′(X \ S) ≤ k4. It follows that
ω′(X) = ω′(S)− ω′(S \X) + ω′(X \ S)
≤ i(|S| − r) + k4
< i(|S| − r) + ir
= i|S|
≤ t′ ,
a contradiction.
So, r = |S \X| ≤ k4 and hence, together with k4 ≤ |Si| and ω
′∣∣
S
≡ i, we may assume
that S \ X ⊆ Si. Otherwise we can exchange vertices of (S \ X) \ Si with vertices of
X ∩ Si until S \ X ⊆ Si. In doing so, we maintain the total weight t
′ as well as the
property whether being a minimal dominating set, by Lemma 4.3.19. This yields
ω(X) = ω′(X)− ω′(X ∩ S) + ω(X ∩ S)
= t′ − i(|S| − r) + ω(X ∩ S)
= t′ − i|S|+ (ω(X ∩ S) + ir)
= t′ − ω′(S) + (ω(X ∩ S) + ω(S \X))
= t′ − ω′(S) + ω(S)
= t .
Hence, X is a minimal dominating set of G and the proof is finished.
It follows that if we want to check a graph like the one given in Lemma 5.3.3 for k-
equidomination, it is sufficient to work with k-equidominating functions that are constant
on the isolated stable set class.
Now, we gathered together everything to prove Theorem 5.3.1.
Proof of Theorem 5.3.1. Let G be a graph with |V (G)| = n, |E(G)| = m and k ∈ N.
First, we decompose G into pseudo classes. If there are more than k pseudo classes, then
G is not k-equidominating, by Corollary 4.3.18. Otherwise, following Lemma 5.3.2, two
cases may occur. If none of the cases are fulfilled, then G is also not k-equidominating.
Case 1. Every pseudo class of size at least k2, if any, is either a clique class, a clique
bundle or a stable set bundle.
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As far as existent, we take one vertex of every singleton class, clique class and clique
bundle, two vertices of an isolated stable set bundle, all vertices of an isolated stable set
class and one neighbor of every other stable set class and stable set bundle. By this,
we get a dominating set of size at most k2 + k, which contains a minimal dominating
set. This means t ≤ k3 + k2 must hold for every k-equidominating structure (ω, t) of G.
Then, we compute all mds-vectors and check if one of them has a component greater
than k3 + k2. If so, G is not k-equidominating, by Lemma 5.1.5.
Otherwise, we perform the r-Clique Class Reduction rule and the r-Stable Set Bundle
Reduction rule with r = k3 + k2 and r = ⌈(k3 + k2)/2⌉, respectively. Next, we compute
the pseudo graph of the reduced graph and apply the r-Pseudo Graph Reduction rule
with r = k3 + k2. We obtain a pseudo graph P′′ = (V ′′,P ′′, µ′′) with |V ′′| = O(k3k+1)
(compare the proof of Theorem 5.2.1). Again, by Lemma 5.1.2, Lemma 5.1.3 and
Lemma 5.1.15, the obtained pseudo graph P′′ is k-equidense if and only if G is k-
equidominating.
Case 2. There is a unique stable set class S with |S| ≥ k2 and every other pseudo class
has fewer than k2 vertices.
In this case |V (G) \ S| ≤ k3, since there are at most k − 1 pseudo classes besides S and
each of them has fewer than k2 vertices. Further, we can assume that |S| ≥ k5 since
otherwise |V (G)| ≤ k5 + k3 = O(k3k+1) and the proof is finished. We distinguish two
subcases.
Case 2.1. The stable set class S does not see any other twin class.
We now construct a graph G′ by deleting all but k5 many vertices of S and claim that
G′ is k-equidominating if and only if G is k-equidominating. Let S′ := S ∩ V (G′) be the
set of the remaining vertices of S. Note that S′ and S are contained in every minimal
dominating set of G′ and G, respectively.
⇐=: Let G be k-equidominating and (ω, t) a k-equidominating structure. We show that
(ω′, t′) with ω′ := ω
∣∣
V (G′)
and t′ := t− ω(S \ S′) is a k-equidominating structure of G′.
Let D′ be a minimal dominating set of G′. Then, D′ ∪˙ (S \ S′) is a minimal dominating
set of G and consequently ω′(D′) = ω(D′) = t− ω(S \ S′) = t′.
Now, let X ′ ⊆ V (G′) be a subset of vertices with ω′(X ′) = t′. Then, ω(X ′ ∪˙ (S \S′)) = t
and hence X ′ ∪˙ (S \S′) is a minimal dominating set of G. It follows that X ′ is a minimal
dominating set of G′.
=⇒: Let G′ be k-equidominating with k-equidominating structure (ω′, t′). Since all
conditions of Lemma 5.3.3 are met, we may assume that ω′
∣∣
S′
≡ i for some i ∈ [k]. We
prove that (ω, t) with
ω(v) :=
{
ω′(v), if v ∈ V (G′),
i, if v ∈ S \ S′,
and t := t′ + i|S \ S′| is a k-equidominating structure of G.
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Let D ⊆ V (G) be a minimal dominating set of G. Then there is a minimal dominating
set D′ ⊆ V (G′) of G′ such that D = (S \ S′) ∪˙D′. Thus ω(D) = ω(S \ S′) + ω(D′) =
i|S \ S′|+ ω′(D′) = t.
Now let X ⊆ V (G) be a subset ω(X) = t. By |V (G)\S| ≤ k3, we get that ω(V (G)\S) ≤
k4. Suppose |S \X| > k4. Then
ω(X) = ω(X ∩ S) + ω(X ∩ (V (G) \ S))
≤ ω(S)− ω(S \X) + ω(V (G) \ S)
≤ i|S| − i|S \X|+ k4
< i|S| − ik4 + k4
≤ i|S|
= ω′(S′) + i|S \ S′|
≤ t′ + i|S \ S′|
= t ,
a contradiction. Thus, |S \ X| ≤ k4 and together with k4 ≤ |S′| we may assume that
S\X ⊆ S′ (compare proof of Lemma 5.3.3). WithX ′ := X∩V (G′) we get S\S′ = X\X ′.
It follows that ω′(X ′) = ω(X) − i|X \X ′| = ω(X) − i|S \ S′| = t′. So, X ′ is a minimal
dominating set of G′ and consequently X is a minimal dominating set of G. Hence, G
is k-equidominating and the claim is proved.
Taken together, we have proved that it is sufficient to check whether G′ is k-equidomi-
nating with |V (G′)| ≤ k5 + k3 = O(k3k+1).
Case 2.2. The stable set class S sees another twin class T .
The idea to show that this subcase can not occur is the following: on the one hand, you
can extend S to a minimal dominating set, which is of relatively large size. However,
on the other hand – due to the non-empty neighborhood of S – there is also a minimal
dominating set that does not intersect with S at all and therefore is relatively small.
So, suppose G is k-equidominating with k-equidominating structure (ω, t) and let D be
a minimal dominating set with D ∩ S = ∅ (compare Observation 4.3.9). It follows that
|D| ≤ |V (G) \ S| ≤ k3 and therefore t ≤ k4. But at the same time t ≥ ω(S) ≥ k5, a
contradiction. Hence, G is not k-equidominating.
The determination of the pseudo class partition, the mds-vectors and the pseudo graph
as well as the application of the reduction rules can be done in polynomial time (compare
the proof of Theorem 5.2.1). This finishes the proof of the first assertion of this theorem.
Having the pseudo class partition and the mds-vectors at hand, we conclude that G is
not k-equidominating if there are more than k pseudo classes, two stable set classes of
size at least k2 or a non-isolated stable set class of size at least k5. If no stable set class
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of size at least k2 exists, we first apply the three reduction rules in linear time and then
Algorithm 2 to the obtained pseudo graph P′′ of size n′′ = O(k3k+1) in time
O
(
n′′kkk + n′′2k+2k−k−1 + k3k+3
)
= O
(
k3k
2+2k + k6k
2+7k+1 + k3k+3
)
= O
(
k6k
2+7k+1
)
.
If an isolated stable set class exists, then we apply Algorithm 2 to the graph G′ on
at most k5 + k3 vertices, obtained by reducing the stable set class to k5 vertices (if
necessary).
This yields a total running time (compare proof of Theorem 5.2.1) of
O
(
nm2 + n2 + k6k
2+7k+1
)
.
In the proof of Theorem 5.3.1, more precisely in Case 1 of the proof, we obtain an upper
bound of the target value of an equidominating structure by constructing a dominating
set. By this, we make use of one of the few advantages of equidomination in comparison
with equistability.
5.4 k-W-Equidomination
We refine the graph property k-equidominating by allowing k different weights that do
not need to be of the set [k]. However, the weights have to be less than or equal to a
given natural number, which will be a second parameter.
Definition 5.4.1. For given k, W ∈ N, a graph G = (V,E) is said to be k-W -
equidominating if there is an equidominating structure (ω, t) with ω : V → {w1, . . . , wk}
such that 1 ≤ wi ≤ W (i = 1, . . . , k) for some t ∈ N. The pair (ω, t) is called a k-W -
equidominating structure and ω a k-W -equidominating function.
For a better understanding, let us take a look again at the star graphs K1,n (n ∈ N) with
one universal vertex v of degree n and n vertices w1, . . . , wn of degree 1. Every K1,n has
exactly two minimal dominating sets, namely {v} and {w1, . . . , wn}. That means, in any
k-W -equidominating function v has weight at least n and the sum of the weights of the
wi must equal the weight of v. However, one does not necessarily need many different
weights. Indeed, two weights are sufficient, for example ω(v) = n and ω(wi) = 1,
for i ∈ [n], with target value t = n. Taken together, K1,n is 2-n-equidominating and
n-equidominating. However, it is not n′-equidominating for any n′ < n.
It is easy to see that every k-W -equidominating graph is W -equidominating, every k-
equidominating graph is k-k-equidominating and every k-W -equidominating graph is k′-
W ′-equidominating for k′ ≥ k, W ′ ≥W . So, k-W -equidomination is a generalization of
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k-equidomination. We started with k-equidomination, though, since we believe that this
provides a better access to the topic. In the following we will always assume thatW > k,
since otherwise a graph G is k-W -equidominating if and only if G is W -equidominating
and so the question whether a graph is k-W -equidominating would reduce to the already
known case.
Analogously to the parameterized problems Target-t Equidomination and k-Equi-
domination, we define the following decision problem.
k-W -Equidomination
Instance: A graph G and k, W ∈ N.
Parameter: k +W .
Problem: Decide whether G is k-W -equidominating.
The results for k-equidomination as well as their proofs can be adapted to k-W -equi-
domination. The crucial element in doing so is considering for every k, that appears in
the theorems, proofs and algorithms of Section 5.3, whether it appears due to the fact
that k different weights are available or because of its actual value.
A good example for that is Lemma 5.3.2 on page 69. In this lemma, we show that there
is at most one stable set class of size at least k2 in a k-equidominating graph. In its
proof, we exchange two subsets of identical total weight of two different stable set classes
to obtain a contradiction. For this, it is necessary that a weight occurs in each stable set
class at least as many times as the maximal possible weight. To ensure this, the stable
set classes must contain more vertices than the number of different weights times the
maximal weight value. Thus, in the k-W -equidominating case one of the appearing k
in Lemma 5.3.2 remains and the other one is replaced by W . Hence, a graph G is not
k-W -equidominating if G has two pseudo classes of size at least kW such that one of
those pseudo classes is a stable set class.
For Algorithm 2 it is regardless which magnitude the weights have. The algorithm checks
different possibilities of allocating the weights to the vertices. For this only the number of
different possible weights is important. However, by Definition 5.4.1 the actual weights
are not prescribed. Thus, we have to apply Algorithm 2 for every possible choice of k
weights from the set [W ]. Hence, we achieve the following result.
Corollary 5.4.2. For given k, W ∈ N, it is decidable whether a graph G = (V,E)
is k-W -equidominating or not in time O
(
nm2 +
(
W
k
) (
nkkk + n2k+2k−k−1 + k3k+3
))
(n = |V | and m = |E|) and a k-W -equidominating structure is computed in this time.
For the construction of a generalized kernel to obtain an FPT result, the situation is
somewhat more complicated. However, the reduction rules can be used exactly in the
same way as in the k-equidominating case. Proving that the Clique Class Reduction,
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the Stable Set Bundle Reduction and the Pseudo Graph Reduction rules are safe for k-
W -equidomination can be done analogously to the proofs of Lemma 5.1.2, Lemma 5.1.3
and Lemma 5.1.15, respectively.
For proving the actual FPT result there is slightly more to do. As already discussed,
the k2 in Lemma 5.3.2 changes to kW . In Lemma 5.3.3, the isolated stable set class
must be of size at least k3W 2 and the rest of the graph of size at most k2W . With that,
we can prove the following corollary in the same way as Theorem 5.3.1.
Corollary 5.4.3. The k-W -Equidomination problem admits a generalized kernel of
size O
(
kk+1W 2k
)
which is computable in polynomial time. Furthermore, there is an
algorithm to solve the k-W -Equidomination problem for a given graph on n vertices
and m edges which runs in time O
(
nm2 + n2 +
((
W
k
)(
k2k
2+3k+1W 4k
2+4k
)))
.
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Chapter 6
Conclusion and Outlook
In Section 6.1, we give a summary of our research results. Then, we state several detailed
conjectures and assertions that might be promising and helpful for further investigations
on equidomination in Section 6.2. We end the chapter by pointing out possible directions
of future research in Section 6.3.
6.1 Our Contribution
In this thesis we dedicated ourselves to the research on equidomination. The initial
motivation was to obtain fixed-parameter tractability results for two parameterized ver-
sions of the Equidomination problem. This turned out to be significantly harder than
we expected. However, on the way we achieved some fruitful results using interesting
techniques.
Since hardly any results regarding equidomination existed, we started by collecting var-
ious general results: we proved that one cannot characterize the class of equidominating
graphs in terms of forbidden induced subgraphs. For several standard graphs – Kn,
Kn, Kn,m, T (2n, n), Pn and Cn (n, m ∈ N) – we examined whether or not they are
equidominating.
Furthermore, we investigated to what extent certain operations are compatible with
equidomination. Adding and deleting isolated and universal vertices preserve the prop-
erty of being equidominating or not. We showed that arbitrarily connecting the universal
vertices of two (non-complete) equidominating graphs yields an equidominating graph.
Consequently, the disjoint union and the chain-join preserve equidomination.
Next, we focused on the class of hereditarily equidominating graphs. We showed that
a graph is hereditarily equidominating if and only if none of its induced subgraphs is
isomorphic to the graphs P5, C5, bull, banner, house, K2,3 or P2 ∪ P3 (see Figure 3.2
on page 26). Further, we gave a structural decomposition: every hereditarily equidomi-
nating graph is either K1 or T (2n, n), for n ∈ N. Or it can be obtained by adding a
universal vertex to a hereditarily equidominating graph or by a chain-join of two hered-
itarily equidominating graphs. We gave an explicit recognition algorithm based on this
decomposition, with a running time of O(n(n + m)) for a graph on n vertices and m
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edges. Using that the prime induced subgraphs of hereditarily equidominating graphs are
of bounded clique-width, we proved the existence of a linear time recognition algorithm
applying a meta-theorem of Courcelle.
Then, we turned our attention to complexity issues. We introduced two parameterized
versions of the Equidomination problem: the k-Equidomination problem (allow only
vertex weights up to a certain value k ∈ N) and the Target-t Equidomination prob-
lem (predetermine the target value t ∈ N). In order to prove that these problems lie
in the complexity class FPT, we needed a partition of the vertices of a graph such that
vertices of different blocks must have different weights with respect to any equidomina-
ting function. As the twin partition seemed to be promising but not completely suffices
the desired condition, we examined in which cases the vertices of different twin classes
can have the same weight. It turned out that this can happen only if such vertices are
adjacent.
Our examination led us to a coarsening of the twin partition: the so-called pseudo
class partition. Each pseudo class is either a twin class, a maximal collection of adja-
cent, mds-exchangeable clique classes or a maximal collection of adjacent stable set
classes of size two with identical neighborhoods. Conveniently, every graph has a
unique pseudo class partition. Using the pseudo class partition, we stated an XP al-
gorithm that decides if a graph on n vertices and m edges is k-equidominating in time
O
(
nm2 + nkkk + n2k+2k−k−1 + k3k+3
)
. The algorithm can easily be modified to also
solve the Target-t Equidomination problem. In this case, for t ∈ N, we achieve a
running time of O
(
nm2 + nttt + n2t+2t−t−1 + t3t+3
)
.
The pseudo class partition is one of the centerpieces to obtain the fixed-parameter
tractability results. The other centerpiece is the examination of three reduction rules,
each of them dealing with a particular pseudo class. The first one is the r-Clique Class
Reduction and the second one the r-Stable Set Bundle Reduction. Having an upper
bound r on the potential target value, we proved that one can safely reduce the num-
ber of vertices of any clique class and stable set bundle to r. This means that the
original graphs is target-t k-equidominating if and only if the reduced graph is target-t
k-equidominating.
The third reduction rule, the r-Pseudo Graph Reduction, concerns clique bundles. Prov-
ing that we can use it for our purposes required a little more work. We introduced pseudo
graphs, a mathematical object to which we transformed all relevant information (with
respect to equidomination) of a graph. With this somewhat technical workaround we
were able to reduce the size of clique bundles, the last piece of the puzzle.
We proved that the Target-t Equidomination problem is fixed-parameter tractable.
Using the three above-mentioned reduction rules, we obtained a generalized kernel of
size O
(
tt+1
)
in polynomial time. Furthermore, by applying the XP algorithm to the
kernel, we achieved an FPT algorithm which runs for a graph on n vertices and m edges
in time O(nm2 + n2 + t2t
2+3t+1).
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For the k-Equidomination problem there was slightly more to do. This is because – in
contrast to a target-t equidominating graph – stable set classes can have arbitrary many
vertices in a k-equidominating graphs. Nevertheless, we overcame this difficulty and
showed that the k-Equidomination problem lies in FPT, too. Again, we constructed
a generalized kernel in polynomial time. The kernel of the k-Equidomination problem
is of size O(k3k+1) and the FPT algorithm needs time O(nm2 + n2 + k6k
2+7k+1).
Moreover, we generalized the k-Equidomination problem by allowing k different weights
that do not need to be of the set [k], but less than or equal to a second parameter
W > k. For the resulting k-W -Equidomination problem we proved analogous results.
It admits a kernel of size O
(
kk+1W 2k
)
, to which we can also apply the XP algorithm.
Since we do not prescribe the weights, we achieve an FPT algorithm with running time
O
(
nm2 + n2 +
((
W
k
)
(k2k
2+3k+1W 4k
2+4k)
))
for the k-W -Equidomination problem.
6.2 Discussion
In this section, we state several rather detailed and technical conjectures and assertions
that came up during our studies. A wider outlook to future research is given in Sec-
tion 6.3. For the reader’s convenience and a better overview, we present the questions
and assertions in a list. Afterwards, we discuss and explain some points more detailed.
Since in the end clique bundles – more precisely, clique bundles that contain only sin-
gleton classes – gave us the most headaches and since the sizes of the kernels are mostly
depending on them, a lot of the following concerns clique bundles. Most of the ques-
tions should be also asked explicitly for equidominating graphs if they do not hold in
general.
In the following, let Pi and Pj be clique bundles of a graph. For the sake of clarity,
we omit a complete declaration of the used variables here. The reader is referred to
Chapter 4 and Chapter 5 for full definitions, which may lead to a better understanding
of the upcoming list:
(1) Let D be a minimal dominating set with |D∩Pi| = 1. Then, each private neighbor
of a vertex of D ∩ Pi either lies in Pi or is adjacent to every vertex of Pi.
(2) If two vertices v, w ∈ Pi exists with N [v] ⊆ N [w], then |D∩Pi| ≤ 1 holds for every
minimal dominating set D.
(3) If |D ∩ Pi| ≤ 1 for all minimal dominating sets D, then we can apply a reduction
rule that deletes particular edges incident to the vertices of Pi (see Lemma A.1 in
Appendix A).
(4) If |D ∩ Pi| ≤ 1 and |D ∩ Pj | ≤ 1 for all minimal dominating sets D, then we can
apply a reduction rule that deletes particular edges incident to vertices of both Pi
and Pj (see Lemma A.2 in Appendix A).
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(5) What are necessary and sufficient conditions for |D ∩ Pi| ≤ 1 for all minimal
dominating sets D?
(6) Even though there might be a minimal dominating set containing numerous verti-
ces of a clique bundle, there is always also a minimal dominating set that contains
exactly one vertex of this clique bundle.
(7) Let D be a minimal dominating set with l := |D ∩ Pi| > 1. Further, let P
′ ⊆ Pi
be an arbitrary subset of Pi with |P
′| = m. Then, (D \ Pi) ∪ P ′ is a minimal
dominating, a dominating but not minimal or a non-dominating set if m = l,
m > l or m < l, respectively.
(8) Let v, w ∈ Pi and let x be a vertex with µ
x
i > 0 that is adjacent to v and non-
adjacent to w. Then, x has a neighbor y that is non-adjacent to v and adjacent to
w with N(y) \ {w} ⊆ N [x].
(9) Let v /∈ Pi. Is there always a minimal dominating set D with |D ∩ Pi| = µ
v
i ?
(10) Is it possible that µvi /∈ {0, 1, 2, |Pi|} for a vertex v /∈ Pi?
(11) Is there always an equidominating function that is constant on a stable set class?
If so, it there also one that is constant on all stable set classes?
(12) Is it possible that a minimal dominating set of an equidominating graph contains
exactly one vertex of a stable set class or a stable set bundle?
The assertions (1)-(4) concern clique bundles that intersects with minimal dominating
sets in at most one vertex. For a clique bundle Pi, this is the case if and only if µ
v
i ≤ 1
holds for every vertex v, which we can check in polynomial time. If this holds for
every clique bundle of a graph, then we can use the reduction rules of (3) and (4) to
obtain smaller problem kernels. In particular, one should use the reduction rules for an
implementation of one of the discussed algorithms.
The assertions (6) and (7) might be usefull to answer (5). Assertion (8) results from
the opposing effects of mds-exchangeability and the definition of the mds-vectors with
respect to a clique bundle: since v and w are mds-exchangeable, x has a neighbor y
that only sees neighbors of x, and possibly w (compare Figure 4.4 and Algorithm 1 on
page 50). But at the same time there exists a minimal dominating set such that x is
only dominated by vertices of Pi (since µ
x
i > 0). This means y must be adjacent to w.
Regarding (10), the interesting cases are µvi > 1. However, (besides 0 and 1) we only
obtained 2 and |Pi| as values for µ
v
i during our studies (see for example the graph shown
in Figure 5.1 on page 61). More specific, in every example we worked with, the following
situation occurred: every vertex of the clique bundle has some kind of partner outside
and is the only one that either does or does not see his partner. For such a partner
v /∈ Pi. we obtain µ
v
i = |Pi| in the first case and µ
v
i = 1 in the latter case.
The graph of Figure 4.5(a) on page 52 shows that (12) can be answered with yes in
general. But it might be impossible in an equidominating graph.
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6.3 Future Directions
During the studies on equidomination, several questions and ideas arose that provide a
base for future research.
Most importantly, we would like to determine the complexity class the Equidomination
problem lies in. We believe that it is at least NP -hard. It also seems interesting to look
out for complexity results for the Equidomination problem when the input is restricted
to a certain graph class. Moreover, can one deduce complexity results for well-studied
decision problems on the class of equidominating graphs?
One could take further parameterizations into account, for example, using the tree-width
or the clique-width of a graph as parameter. Another frequently used parameter in the
field of parameterized complexity is the vertex cover number. There are direct relations
between the vertex cover number and the clique-width on the one hand and the number
of twin classes and hence of pseudo classes on the other hand (compare [41]). It seems
that the so-called twin-cover [30] is also related to the topic equidomination. Is it possible
to deduce FPT results when the Equidomination problem is parameterized by one of
those graph parameters?
Regarding our parameterizations, it is unanswered if we can further reduce the size of the
kernels, if it is possible to achieve kernels of polynomial size (in terms of the parameter)
or if no of such sized kernels exist at all. Since the sizes of the obtained kernels are
determined by clique bundles, one should begin by trying to achieve a stronger reduction
rule for clique bundles.
For all of the previously mentioned questions, however, it might be necessary to get a
better grip on the combinatorial properties of equidominating graphs. A first step in this
direction could be a characterization of target-t equidominating and k-equidominating
graphs for small t and k. We already know that complete graphs are the only target-
1 equidominating graphs and that a 1-equidominating graph is either a complete, an
edgeless or a particular Tura´n graph (namely T (2n, n) for n ∈ N). Using Corollary 4.3.18
on page 48, it is possible to describe the corresponding classes for small t, k > 1.
We believe that the most promising access to a better understanding for equidominating
graphs and to achieve further results is to intensify analyzing clique bundles, the rela-
tionship between them and to other pseudo classes. In the previous section, we already
stated several ideas how to approach this issue.
Furthermore, it seems reasonable to search for more operations on graphs that preserve
equidomination (compare Chapter 3). Can we characterize equidominating graphs by
such operations like we did for hereditarily equidominating graphs in Theorem 3.3.2?
There exists an inclusion chain for several super- and subclasses of the class of equistable
graphs (see [48]). Which graph classes are contained in the class of equidominating
graphs and which graph classes contain this class? It is already known that no inclusion
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relation exists between the class of equidominating graphs on the one hand and domish-
old or equistable graphs on the other hand (see [44] and [56]). On the affirmative side,
the class of threshold graphs is contained the class of equidominating graphs.
In general, equistability and related topics provide an excellent pattern for new research
directions. For example, one could define and investigate domination related properties
analogous to interstable (taking a target interval instead of a target value) or d-equistable
(using vectorial weights and target values), both defined in [50]. Moreover, one could
adapt the idea of characterizing minimal dominating sets by a weight function and a
target or threshold value to other forms of domination like total, multiple, global and
efficient domination (see [35] for definitions). This concept can also be extended to
any property on subsets of vertices or even on subsets of edges, for example, being a
(maximal) matching. Thoughts in this direction could concern a characterization of
the resulting graph classes as well as the (parameterized) complexity of the according
decision problems.
Furthermore, Chiarelli and Milanicˇ discovered an interesting relation between so-called
total domishold graphs and Boolean functions [14]. Are Boolean functions also useful
with respect to equidomination?
Finally, one could consider exploring further applications of the pseudo class partition
and pseudo graphs (in particular when induced by a graph).
We hope that one day equidomination will gain as many attention as equistability such
that more results will appear. This thesis could be the first step in this direction.
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Further Reduction Rules
The following two rules can be applied to clique bundles C for which |D ∩ C| ≤ 1 holds
for every minimal dominating set D. Let us call this Condition A. This is the case,
for example, if a clique bundle contains at least one clique class (and not only singleton
classes). More general, if there are two vertices v, w ∈ C with N [v] ⊆ N [w]. However,
Condition A might also be fulfilled in other situations.
The first reduction rule concerns clique bundles that contain two twin classes where the
neighborhood of one twin class is contained in the neighborhood of the other one. Note
that we talk about twin classes here since it could be either a clique class or a singleton
class. Since two such twin classes exist, Condition A is met.
Clique Bundle Neighborhood Reduction: If there are two twin classes T1
and T2 in a clique bundle with N [T1] ⊆ N [T2], delete all edges between the
vertices of T2 and N [T2] \N [T1].
Lemma A.1. Let G = (V,E) be a graph with a clique bundle C and let T1, T2 ⊆ C be
two twin classes with N [T1] ⊆ N [T2]. Let G
′ be the graph obtained from G by using the
Clique Bundle Neighborhood Reduction rule with respect to T1 and T2, that is
G′ =
(
V,E \
{
vw ∈ E | v ∈ T2, w ∈ N [T2] \N [T1]
})
.
Let D ⊆ V . Then D is a minimal dominating set of G if and only if D is a minimal
dominating set of G′.
Proof. =⇒: Let D ⊆ V be a minimal dominating set of G and suppose that D is
not dominating in G′. Then either a vertex v ∈ T2 or a vertex w ∈ N [T2] \ N [T1] is
not dominated. In the first case, T1 is also not dominated, neither in G
′ nor in G, a
contradiction. In the latter case, w is a private neighbor of T2 not seeing T1. If we
now exchange the (unique) vertex of T2 ∩ D with a vertex of T1, then w is not longer
dominated, again a contradiction. Thus, D is a dominating set of G′ and since we only
deleted edges of G to obtain G′, D is a minimal dominating set of G′.
⇐=: Let D ⊆ V be a minimal dominating set of G′. Since V (G′) = V (G) and E(G′) ⊆
E(G), we get NG[D] ⊇ NG′ [D] = V . Thus, D is also a dominating set of G. Suppose
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that D is not minimal in G. Then there exists a minimal dominating set D˜ ( D of G.
However, according to the first part of the proof, D˜ is a minimal dominating set of G′,
a contradiction.
So, when applying the Clique Bundle Neighborhood Reduction rule, we join two clique
classes to only one. This implies the following: if there is a twin class in a clique bundle
which only sees the other twin classes of that clique bundle (see for example Figure 4.3),
then, by applying the Clique Bundle Neighborhood Reduction several times, the clique
bundle becomes a single, isolated clique class.
With the second reduction rule we reduce the edges between two clique bundles.
Clique Bundles Correlation Reduction: If there are two adjacent twin
classes T1 ∈ C1 and T2 ∈ C2 of two clique bundles C1 and C2 such that T1 does
not see every twin class of C2 and T2 does not see every twin class of C1, then
delete all edges between the vertices of T1 and T2.
Lemma A.2. Let G = (V,E) be a graph with two clique bundles C1 and C2 fulfilling
Condition A. Let T1 ∈ C1 and T2 ∈ C2 be two adjacent twin classes with C2 * N(T1)
and C1 * N(T2). Further, let G′ be the graph obtained from G by applying the Clique
Bundles Correlation Reduction rule with respect to T1 and T2, that is
G′ =
(
V,E \
{
vw ∈ E | v ∈ T1, w ∈ T2
})
.
Let D ⊆ V . Then D is a minimal dominating set of G if and only if D is a minimal
dominating set of G′.
Proof. Analogously to the proof of Lemma A.1, it is sufficient to show that every minimal
dominating set of G is also a dominating set of G′. So, let D be a minimal dominating
set of G which is not dominating in G′. Then either T1 or T2 is not dominated. Without
loss of generality let T1 not be dominated in G
′. That means there is a vertex x ∈ D∩T2
with T1 as private neighbors, formally T1 ⊆ pnG(x,D). However, if we now exchange x
with a vertex of a twin class of C2 that is not seen by T1 (in G), then T1 is not dominated
(in G). This contradicts the mds-exchangeable property of C2.
It can be shown straightforwardly that the following observation holds. Together with
Lemma A.1 and Lemma A.2, we obtain Corollary A.4.
Observation A.3. Let k, t ∈ N. If two graphs G and G′ on the same vertex set (that
is V (G) = V (G′)) have exactly the same family of minimal dominating sets, then G is
target-t k-equidominating if and only if G′ is target-t k-equidominating.
Corollary A.4. In the context of Lemma A.1 or Lemma A.2, G is target-t k-equidomi-
nating if and only if G′ is target-t k-equidominating.
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a variable at the beginning are included in the alphabetical order, where symbols appear
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basic graph, 25, 31
bikernelization, 15
bipartite graph, 7
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bull, 26
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clique, 46, 61
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C5, 26
certificate, 11
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-join, 9, 23, 26, 27
graph, 8
characteristic vector, 6
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clique, 40, 59
mds-ex, 50
pseudo, 47
singleton, 40, 61
stable set, 40, 69
twin, 40
clique, 8
bundle, 46, 61
class, 40, 59
clique-width, 33
closed neighborhood, 8
Cn, 7, 19
co-chain graph, 9, 30, 34
co-class, 30
coarsening, 6, 51
color class, 7
complement graph, 7
complete
bipartite graph, 7
graph, 7
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connected dominating, 27
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equidominating, 16
function, 16
hereditarily, 25
structure, 16
Equidominating Function, 35
Equidomination, 35
equistable, 3, 36, 41, 73
equivalence
class, 6, 40
relation, 6, 39, 50
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fixed-parameter tractable, 13
FPT, 13
algorithm, 13
free, 25
G+ E′′, 7
G− E, 7
G− e, 7
G− v, 7
G− V ′, 7
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