Inspired by a question of Lie, we study boundedness in subspaces of L 1 (R) of oscillatory maximal functions. In particular, we construct functions in L 1 (R) which are never integrable under action of our class of maximal functions. On the other hand, we prove that these maximal functions map certain classes of spaces resembling Sobolev spaces into L 1 (R) continuously under mild curvature assumptions on the phase γ.
Therefore, it is natural to ask whether maximal functions with more regular convolution kernels can map any nontrivial subspace of L 1 into L 1 , in any suitable way. In this framework, Lie asked [5, 4] whether the oscillatory maximal function M γ given by for suitable measurable functions γ : R × R → R can have any better endpoint behaviour than the classical Hardy-Littlewood one. This is aligned with the main results in [5] , where the author analyzes several questions in harmonic analysis related to maximal functions and Hilbert transform in the presence of curvature.
In particular, as oscillation generally induces cancellation and, therefore, regularity, it is natural to conjecture that M γ has better behaviour in L 1 than the usual maximal function. The main scope of this work is to explore to which extent this better behaviour happens.
1.1. Negative results. We start by investigating boundedness in the main classical endpoint spaces L 1 and H 1 . Our first main result proves that, unlike the smooth maximal function M ϕ , the oscillatory counterpart M γ is ill-behaved in those spaces, mapping a function in H 1 into a function with infinite integral. Theorem 1.1. Let γ be a measurable function, and define M γ as before. Then it holds that there is f ∈ H 1 such that
whenever one of the conditions holds (1) either γ(x, t) = α(x)β(t), where α, β are two measurable real functions,α ∈ L ∞ (R), and β a continuous function; (2) γ(x, t) = d j=−d c j (x)t j , for real functions c j ∈ L ∞ (R).
In particular, even under the presence of curvature, there is, in general, no hope for the maximal functions M γ to map into L 1 even in the case when γ oscillates.
The idea for constructing such a counterexample consists mainly of two steps: first, we study how M γ acts on atoms a ∈ H 1 . In doing so, we must identify the set where M γ a is large. This yields already a simple proof that M γ cannot be bounded from H 1 to L 1 in both of the cases of Theorem 1.1. In order to construct an explicit function that is not mapped into L 1 under the action of M γ , the strategy is to add translated versions of the atoms we used. This forces the action of M γ on each of them to be 'disjoint', and adjust the rate of growth of the support of the atoms to a convergent sum which is transformed into non-convergent under the action of M γ ; k(log k) 2 works as such a growth for our purposes.
Positive results.
In contrast to the negative results of Theorem 1.1, we prove that there are non-trivial subspaces X ⊂ L 1 which are mapped back into L 1 . These spaces are defined as C p,l = {f ∈ S ′ (R) : (1 + |x| l )f 1 + f ′ p < +∞}. Just like in Lie's case, the existence of 'non-trivial curvature' of the phase γ plays a crucial role in this result. Theorem 1.2. Let γ be a measurable function, and define M γ and C p,l as above. Then it holds that
, whenever one of the following conditions holds:
(2) γ(x, t) = γ(t) = a(x)t 2 for some measurable function a so that a, 1/a ∈ L ∞ (R), 1 < l < 2 and 1 ≤ p < +∞.
In order to prove Theorem 1.2, we must split the real line into sets where there is almost no oscillation, so that M γ might resemble M 'too much', and where the oscillatation is stronger, which produces decay. The key in this decomposition is that the oscillatory nature of our phase γ inside the maximal function forbids the former set to be large, and the same oscillation produces decay in the complement.
The main feature in order to obtain better decay in the case of the set where we capture oscillation is an analysis of the radius function, i.e., a measurable choice r :
for all x ∈ R. This is not a surprise, given that recent work in the theory of regularity of maximal functions carries out similar considerations. See, for instance, [3, 10, 6, 7, 8, 1] and the references therein.
Unfortunately, we do not seem to be able to get rid of the demand on first-order regularity in the subspace X with the present proof. In order to do so, a more sophisticated argument than our crude integration by parts must be employed. We comment more on that in the last section of this manuscript.
This article is organized into four sections, the first two devoted to proving Theorems 1.1 and 1.2, respectively. In the last section, we discuss some generalizations, natural open questions that arise from our main theorems and connections to other related topics.
1.3. Notation. We will use the modified Vinogradov notation; i.e., we will write A B to denote the existence of an absolute constant C > 0 such that A ≤ C ·B, and analogously for A B. Additionally, C, C ′ ,C will in general denote an absolute constant whose exact value is not important to us, and may change from line to line.
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Proof of the unboundedness results
2.1. Proof of Theorem 1.1, Part 1. We show first that the maximal operator M γ is not bounded from H 1 to L 1 when γ(x, t) = α(x)β(t) as in the hypotheses of the theorem.
We observe that f n 1 = 1 and f n H 1 at ≤ 1, as f n is an atom.
Let M = α ∞ , and choose δ > 0 so that β differs by at most 1 10M from β(0) in (−δ, δ). In order to prove that there is
and consider the function
where we define the translating points c k = k 2 . We start by noticing that
for all x so that δ > x − c k ≥ 1 k(log(k+1)) 2 . The first inequality above holds as the difference between consecutive terms of the sequence {k 2 } k≥1 diverges with k, which implies that computing the maximal function of g is, locally, the same as calculating that of h k (· − c k ). The second inequality, on the other hand, follows by direct comparison of the oscillatory factor being integrated with the constant e iα(x)·β(0) .
In order to conclude, notice that
On the other hand, the considerations above imply directly that
Now, negative powers of t can induce oscillation around the origin, and the previous argument fails to work. We will see, however, that we can still find a good range to integrate M γ f β , which increases as β decreases, to show that we cannot have boundedness in H 1 .
For all x > 1 + β, we have
In order to estimate the second integral in (2.1), we notice that
and returning to what we had in inequality (2.1), we get
So we conclude that, assuming β small enough, for all 1
as β → 0. This already proves unboundedness for this case of γ.
In order to construct f ∈ H 1 such that M γ f / ∈ L 1 , we let again β n = 1 n(log(n+1)) 2 , and consider the function
where we choose b n = 2 2 n and f n = f 1
By the choice of b n and an argument entirely analogous to (2.2), we have that
operator. An application of triangle's inequality then yields
for m, n sufficiently large. This computation allows us to estimate
which provides us with the desired counterexample.
Remark 2.1. Let γ(t) be a function in C 2 (R\{0}) that satisfies the following conditions:
is integrable at infinity, that is, there exists a R > 0, such
Then, every characteristic function of bounded interval is mapped in L 1 (R) by M γ . By sublinearity, every step function is mapped in L 1 . In particular, this is satisfied for γ(t) = t k with k ≥ 2 natural number or γ(t) = |t| k , k > 1 real number.
Indeed, observe that since γ ′ is a continuous function that is never zero in (0, ∞) and |γ ′ | is non-decreasing for t > 0, then 1 γ ′ is monotonic in this interval and d dt 1 γ ′ does not change sign in (0, ∞). The same holds for (−∞, 0). Second, M γ commutes with translations, as γ does not depend on x. So, we can restrict ourselves to the case f β (t) = χ [−β,β] (t), some β > 0. In this case, for every x > β, we have:
by integration by parts, as
By the previous conclusions and by the fact that for all x ∈ R, M γ (f β )(x) ≤ ||f β || ∞ = 1, we have that, for all M > max{2β, 2R}:
If one looks carefully at the proof above, one notices that the first and second conditions can be replaced by (1) ∃T > 0 such that |γ ′ | > 0 and it is non-decreasing in (T, ∞).
(2) ∃T < 0 such that |γ ′ | > 0 and it is non-increasing in (−∞,T ), and the same conclusion still holds. We can therefore prove that oscillatory maximal functions associated to curves like γ(t) := m j=1 c j |t| d j where d 1 < d 2 < ... < d m are real numbers, d m > 1 and c m = 0, do map characteristic functions, and thus also step functions, into L 1 (R). Since step functions are dense in L 1 and M γ f ∈ L 1 for any step function f , one is tempted to conclude that M γ f ∈ L 1 for all f ∈ L 1 , although this is not true, as we cannot control the quantities { Mγ f 1 f 1
: f non-zero step function} uniformly by some constant, and otherwise it would contradict Theorem 1.1.
Proof of the boundedness results
3.1. Preliminaries. Here and henceforth, we work with the class of functions
This is a hybrid between a weighted L 1 and a usual Sobolev space on the real line. As such, it inherits many of the good properties of those spaces. The following two propositions illustrate this fact. Proof. In order to avoid confusion with the notation, let us temporarily denote by Df the weak derivative of f and f ′ the derivative in the classical sense.
If f ∈ C p,l , then Df ∈ L p (R), in particular, Df ∈ L 1 loc (R) and we can define:
Let a < b, ε > 0 and {[a j , b j ]} j a finite or countably infinite collection of nonoverlapping subintervals of [a, b]. Since g := Df · χ [a,b] ∈ L 1 (R) there exists a δ > 0 such that for E measurable set with |E| < δ we have E |g| < ε, from this follows that if j (b j − a j ) < δ, then
So,f ∈ AC loc (R). It holds then thatf is weakly differentiable with weak derivative equal to Df , and this implies thatf − f has identically zero weak derivative. Therefore, there exists a constant c such that f = c +f a.e. with c +f ∈ AC loc (R), and Df = Df =f ′ almost everywhere.
Proof. Take f ∈ C p,0 with 2f 1 + f ′ p = f C p,0 = 1 and f ∈ AC loc (R). We must show that f q ≤ 2.
By the continuity of f ,
If q = ∞, we are done. If not,
Before proving our main positive result, we start by stating some elementary Lemmas, which will help us throughout the proof. 
By the weak-type 1-1 inequality for the Hardy-Littlewood maximal operator, we get
An application of Fubini's theorem gives us then that 
For any j, and
Since we have |f | ≤ M + 2 for any x ∈ {|f | > M } we conclude that Taking M = 1, we see that A = log(e + 1) + log(e + 3) works.
Finally, we state a technical Lemma that will be key for the proof in the case of phases with polynomial factors.
Proof. Notice that for any l ≥ ⌊k⌋ + 2, the product k(k − 1)(k − 2)...(k − l + 1) starts with some positive factors k, k − 1, ..., k − ⌊k⌋ and eventually its factors become negative, since
Define δ = k − ⌊k⌋, then δ ∈ [0, 1) and exploring the previous observation: 
Proof of the main theorem.
Proof of Theorem 1.2. First note that if x = 0 and |t| < |x|,
For example, if x > 0, using Taylor expansions:
/ Then, for all x = 0, defining
where we pick the sign − if x > 0 and + if x < 0, we have
if |x| ≥ M , for some suitable M > 1, as c j ∈ L ∞ (R), i = 1, . . . , m − 1.
Now, let us see how to prove the result. Take f ∈ C p,l with f C p,l = 1. Modifying f in a set of measure zero, we can assume f ∈ AC loc (R).
Pick r measurable such that,
We can take for example r(x) := inf r > 0 :
. We will split the real line as the union of the following sets, for every 0 < ε > 1 
In this case, we bound directly
Case 3:
In this case, we get immediately that
As r(x) ≤ |x| 2 , it holds that for all t ∈ (x − r(x), x + r(x)), |x| ≤ 2|t|. This implies that
Then
By the weak-type 1-1 bound for the Hardy-Littlewood maximal operator, we obtain again that
where we used that f C p,1+ε = 1. By Lemma 3.3 again, we infer that
Case 4: A 4 . For the last case, we need to split further into two other sets: . Therefore, as f |s| ε 1 ≤ (1 + |s| 1+ε )f 1 ≤ 1 both of the outermost integrals are bounded by 1 |x| ε . This will be good enough since |x|≥M
The inner integral has to be estimated a bit more carefully. We have that, for all |x| > M for |x| ≥ M. Notice that since we are assuming that f is locally absolutely continuous,
The analysis of x x−r(x) |∂ s g(x; s)|ds follows essentially the same ideas as in (3.4) , and we therefore skip it. This implies, as in the previous subcase, that
Putting the analysis of the four cases together, we conclude the proof of Theorem 1.2.
Further comments and remarks
4.1. Different Weights and Theorem 1.2. For all the boundedness results that we saw in the previous section, we looked at subspaces of L 1 (R) in that we had the existence of weak derivative belonging to some L p (R) and some weighted integrability for the function, that is, f times a certain weight ϕ ε (x) = 1 + |x| 1+ε in L 1 . One might ask whether we can consider different weights and ask for less integrability of the function and still obtain the same result.
More precisely, for ϕ ε (x) = 1 + |x| 1+ε , we defined
with the norm
Since ϕ ε ≥ 1, f 1 ≤ f · ϕ ε 1 and C p,1+ε is a subspace of L 1 (R). More generally, for any ϕ ≥ 1 we can consider the subspace of L 1 (R) given by:
with the norm f C ϕ p = ϕ(·)f 1 + f ′ p . By Theorem 1.2 we have that
, whenever γ is a polynomial expression as before. It is natural, therefore, to ask the following question The implicit constant that we get in the proof of the Theorem 1.2 for the inequality above blows up if one sends ε → 0, so it seems that a more careful analysis is needed. The proof of Theorem 1.2 can, however, be adapted to get improvements in the weight, in the sense of replacing ϕ ε with a smaller function. Minor changes in the argument give us the following result. 
In particular, the weights ψ m (x) = 1 + |x|(log |x|) m χ |x|≥1 (x) are admissible for this Theorem whenever m > 1.
In fact, Case 1 in the proof of Theorem 1.2 remain exactly the same. The set A 2 is replaced by the set where M γ (x) ≤ 1/ϕ(x), and similarly for A 3 . In analogy, the integrability at infinity is used for Case 2, and the doubling condition on ϕ for Case 3. Finally, we use that ϕ(t) 1 + |t| in Case 4, as then we might replace any weighted integral R |f (t)| · |t| α dt by f · ϕ 1 . We leave the details for the interested reader. 4.2. Regularity of M γ and related endpoint questions. In comparison to the results by Tanaka [10] , Aldaz and Pérez-Lázaro [1] and Kurka [3] , where it is proved that
for f ∈ BV (R), where M stands for either the centered on uncentered Hardy-Littlewood maximal functions. As we have proven the exitence of non-trivial spaces that are mapped into L 1 by our oscillatory maximal functions M γ , it is interesting to ask whether the same holds for the Sobolev space W 1,1 . As partial reason in order to expect a positive answer to this question, we notice that, as M γ is a sublinear operator, then, by the Haj lasz-Onninen maximal principle [2, Theorem 1], it holds that M γ : W 1,p (R) → W 1,p (R) boundedly, for p > 1. The proof of Theorem 1 in [2] also proves that M γ maps C p,1+ε into C p,0 , for any ε > 0 and p > 1.
If true, we speculate that a positive answer to Question 4.3 should incorporate the main ideas of Kurka's proof with additional decompositions of the real line, in order to get rid of the weights ϕ ε (x) = 1 + |x| 1+ε in the statement of Theorem 1.2.
4.3.
The L log L class and Theorem 1.2. If one looks carefully into the proof of Theorem 1.2, it is noticeable that there are only a couple of spots where any regularity on f was demanded, additionally to that f log(e + |f |) ∈ L 1 .
Indeed, Case 3 in the proof of Theorem 1.2 is the first time we need to employ the weighted condition f ∈ L 1 ((1 + |x| 1+ε ) dx), and the only occasion where we need to use that the derivative of f belongs to a certain L p space is in Case 4 of the same proof, in order to translate oscillatory behaviour into decay. It is natural, therefore, to conjecture that these conditions are, in fact, superfluous. Although natural, this question might be hard to answer, as it would confirm that the infinity of the maximal functions M γ near infinity improves drastically with respect to the usual Hardy-Littlewood maximal function, which is only bounded from L log L to L 1 loc . On the other hand, we believe that, with some additional effort, it should be possible to remove the regularity assumption on the function f. In particular, we have not exploited completely the oscillatory nature of the phase, and a more careful decomposition and analysis, such as in [5, 4, 11] , should allow us to substitute the integration by parts in Case 4 by some additional decay assumption on f .
