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Abstract: A schedule is said robust if it is able to absorb some degree of
uncertainty in tasks duration while maintaining a stable solution. This intuitive
notion of robustness has led to a lot of different metrics and almost no heuristics.
In this paper, we perform an experimental study of these different metrics and
show how they are correlated to each other. Additionally, we proposed different
strategies for minimizing the makespan while maximizing the robustness: from
an evolutionary metaheuristic (best solutions but longer computation time) to
more simple heuristics making approximations (bad quality solutions but fast
computation time). We compare these different approaches experimentally and
show that we are able to find different approximations of the Pareto front for
this bicriteria problem.
Key-words: DAG, stochastic scheduling, robustness, makespan
Évaluation et optimisation de la robustesse
d’ordonnancements de graphe de tâches sur
plateforme hétérogène
Résumé : Un ordonnancement est dit robuste s’il est capable d’absorber des
variations dans les durées des tâches tout en maintenant une solution stable.
Cette notion intuitive de la robustesse a induit beaucoup d’interprétations et
de métriques différentes, mais pratiquement aucune heuristiques. Nous présen-
tons dans cet article une étude statistique montrant comment ces métriques
sont corrélées. Nous proposons ensuite différentes stratégies d’ordonnancement
minimisant le temps d’éxecution et maximisant la robustesse : d’une méta-
heuristique évolutionaire (bonnes solutions mais temps de calcul longs) à des
heuristiques plus simple (moins bonnes solutions mais génération plus rapide).
Nous comparons ces différentes approches expérimentallement et montrons que
nous sommes capable de générer des approximations du front de Pareto pour ce
problème bicritère.
Mots-clés : graphe de tâches, ordonnancement stochastique, robustesse,
makespan
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1 Introduction
The problem of scheduling an application modeled by a task graph with the
objective to minimize its execution time (makespan) is a well studied prob-
lem [13, 26]. For instance, in the context of heterogeneous computing, different
heuristics have been proposed in the literature to minimize the makespan such
as HEFT [40], CPOP [40], hybrid remapper [30], BIL [31], hybrid method [34] or
GDL [38]. However, there are a lot of other possible objectives than minimizing
the makespan. Among these objectives the robustness has recently received a
lot of attention [1, 3, 9, 14, 36, 37]. A schedule is said to be robust if it is able
to absorb some degree of uncertainty in the task duration while maintaining a
stable solution. The reason why robustness is becoming an important objective
is the recent focus on large systems that can be dynamic and where uncertainty
in terms of workload or resource usage can be very important. For instance, the
duration of the tasks that compose the application and the communications be-
tween these tasks are subject to some uncertainties (due to the unpredictability
of the behavior of the application and its sensitiveness of the input data). It is
important to note that the robustness alone is not a metric but it gives an idea
of the stability of the solution with regards to another performance metric such
as schedule length, load balance of an application, queue waiting time of batch
scheduler, etc. Moreover, a brief look at the literature shows that despite the
fact that robustness is a very intuitive notion there is no consensus on a single
metric. Conversely, almost each paper uses its own metric depending on the
studied problem and the general context of the work. Furthermore, there does
not exist a comparison between these different metrics, hence it is not possible
to decide which metric to use when designing a heuristic.
The contribution of this paper is to provide scheduling heuristics that opti-
mize both robustness and makespan. To achieve this goal, we have proceeded in
two parts. In a first part, we focus on comparing different metrics of robustness
in the context of scheduling task graph on heterogeneous systems: we model
an application as a set of tasks having precedence constraints and a task as a
set of statements. The performance metric we use is the makespan (the com-
pletion time of the application) and therefore, we look at the robustness of the
makespan when tasks and communication may have variations (stochastically
modeled by random variables) in their duration. Moreover, we try to see to
which extend optimizing the makespan can help in optimizing the robustness.
In other words, we try to answer the following question: are short schedules
more robust that long ones? Therefore, the contribution of this first part is the
following: we provide a comprehensive study of different robustness metrics in
the case of task graph scheduling. We study how they are correlated to each
other and whether robustness and makespan are conflicting objectives or not.
In a second part, based on the study of the first part and our understanding
of robustness, we address our main problem: scheduling an application with
the objective of minimizing the makespan and maximizing the robustness. The
context of this second study is the same as the previous one: a heterogeneous
environment where machines have different speeds and capabilities for which the
robustness of a schedule is even harder to achieve. However designing a schedul-
ing heuristic is a complex task. One reason is that evaluating the makespan and
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the robustness in presence of stochastic variation is a #P-Complete problem1.
Moreover, minimizing the makespan is an NP-hard problem [26]. An other
reason is that in this problem the robustness and the execution time are not
equivalent objectives and therefore it requires a bicriteria approach to find all
the Pareto-optimal solutions (solutions that are non-dominated) while these
number of solutions can be very large and NP-hard to find. Based on that
remark, we propose a suit of heuristics with two goals in mind. First, help
the user to choose the trade-off between the computation time and the quality
of the solution. Second, help the user to choose the trade-off between robust-
ness and makespan. For the first trade-off (quality vs. computation time) we
propose heuristics going from a genetic algorithm to very fast heuristics. For
the second trade-off (robustness vs. makespan) each of the proposed heuristic
is multi-objective and targets the approximation of the Pareto-front (the set
of Pareto-optimal solutions). Moreover, we present theoretical facts in order
to prove that our multi-objective evolutionary algorithm (MOEA), directly in-
spired from NSGA-II [10] converges to set of Pareto-optimal solutions. Hence,
it gives us a good approximation of the set of Pareto-optimal solutions.
The remaining of the paper is organized as follows. In Section 2 we present
the problem and the notations used in this paper. The first part of this paper
is devoted to the analysis of the robustness. Several works dealing with robust-
ness are detailed in Section 3. The robustness metrics we use are described in
Section 4. In Section 5 we present the experimental setup we used for testing
and comparing the different metrics and heuristics. Comparison of the metrics
are shown and discussed in Section 6. The second part of this paper is devoted
to the design of bicriteria (makespan and robustness) scheduling strategies. We
propose a MOEA and introduce theoretical elements for its convergence in Sec-
tion 7. Our heuristics are presented in Section 8. In Section 9 we provide
the experimental evaluation of the proposed heuristics. Finally, conclusion and
future works are given in Section 10.
2 Problem description
2.1 Models of Application, Platform and Execution
We consider an application modeled by a stochastic task graph. A stochastic
task graph is a directed acyclic graph (DAG) where nodes represent tasks and
edges dependencies between these tasks. Each node and edge is valuated to
represent respectively the execution cost (number of instructions) and the com-
munication cost (number of bytes to be transmitted). To model the uncertainty
i.e. the fact that these costs are not deterministic, we use random variables
(RV) to draw these costs. Each RV gives the probability that an execution or
communication cost is in a given interval.
The target platform is composed of a set of heterogeneous resources, with
a complete topology, each having different capacities in terms of network and
communication speed.
A schedule consists in allocating tasks to the processors respecting the prece-
dence constraints (given by the edges of the DAG), and the resource constraints
1intuitively a #P problem consists in counting the number of solutions of an NP-complete
problem.
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(no processor can execute two tasks at the same time). In this work we consider
only eager schedule this means that each task, once allocated to a processor
starts as soon as possible in the same order that given by the schedule. This
means that there is no arbitrary delay (or slack specifically added) in the sched-
ule. Note that most of the scheduling heuristics (list, clustering, etc.) produce
eager schedule.
We use the related model [28] to simulate the tasks execution on the resources:
each CPU i is given a value τi, the time to execute one instruction. This means
that if the cost of a task Tx drawn from its random variable is cx the execution
time of this task on processor i is cxτi. To compute the communication time
between two tasks we proceed similarly (drawing the communication cost –
number of bytes to be transmitted – from the corresponding RV and computing
the transfer time using the bandwidth and latency of the link used). For instance
if we assume that task x is allocated on processor i and task z is allocated on
processor j then the communication cost is given by: li,j + dx,y × Si,j , where
dx,y is the communication volume (drawn by the random variable) between Tx
and Ty, li,j is the latency between processors i and j and Si,j is the time to
send one data element between these two processors.
Since we use random variable to compute communication time and task ex-
ecution time, the makespan (completion time of the schedule) of each execution
of the tasks on the resources can be different: given a schedule, it is possible
to have a very large number of realizations2 and hence a very large number of
makespans. This poses two problems.
First, a schedule usually tells when a task must start. Due to the stochastic
model we use, it is not possible to ensure the start time of each task. This is
why we use only eager schedules to address this problem: tasks are dynamically
executed using an eager strategy where they start as soon as possible on their
allocated processor while respecting the order given by the schedule.
The second problem is that we need to compute the distribution of the
makespan in order to optimize our criteria. However, computing the distribution
of the makespan is extremely difficult. Hagstrom [19] has shown it is a #P-
complete problem. Therefore, having an accurate evaluation of this distribution
is extremely costly.
We detail how to compute the makespan distribution in the next section
2.2 Evaluating the Makespan Distribution
Given a schedule S we call fS the makespan probability density function (PDF).
With fS , one can compute the probability that the makespan M is within two
bounds [x1, x2] (noted (Pr[x1 ≤M ≤ x2]) and is given by
∫ x2
x1
fS(x)dx. We will
also use the cumulative distribution function (CDF) of the makespan FS . FS
is the integral of the probability density function fS . Therefore FS(x) gives the
probability that the makespan of schedule S is lower than x (noted Pr[M ≤ x]).
The probability density of the makespan comes directly from the distribution
of the task duration and communication time.
Computing analytically the PDF or the CDF of the makespan is not possible
in the general case.
2a realization is computed by instantiating every computation and communication dura-
tions according to the random variables
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Computing numerically the probability density or the CDF of the makespan
is sometimes tractable, though computationally intensive. This is the case for
task graphs with independent tasks or DAG in which the distributions are inde-
pendents (an in-tree for instance). In this case (independent distributions), only
two operations need to be considered (see [27, 29], for the details). The first
case is when a distribution is the ancestor of another distribution. The resulting
distribution is computed by adding the two distributions together. The sum of
two distributions is computed by doing the convolution of the two probabil-
ity density distributions and can be calculated numerically using Fast Fourier
Transform (FFT) as shown in Fig. 1. The other case is when two distributions
are independent and join to another one. In this case we need to compute the
maximum of the two distributions. The maximum of two independent distribu-
tions is done by multiplying their CDF (see Fig. 2). Here again, it can efficiently
be calculated by finding the derivative of the probability density and integrating
the result.
f3
f1
f2
Figure 1: When two RVs follow each
other the combined RV is the sum of
the two RV and its PDF is computed by
the convolution of the two PDFs: f3 =
f1 ∗ f2
F
F1 Fn
Figure 2: When n tasks merge the com-
bined RV is the maximum of the n RV
and its CDF is obtained by multiplying
the n CDF together F = F1× . . .×Fn
In the general case, however, a DAG can have a structure such that distribu-
tions are not independent. In this case, computing the probability distribution
of the makespan becomes intractable: in the general case it is #P-complete.
Several authors have proposed solutions to approximate the distribution of the
makespan for this case. Among these methods four are of interest for our prob-
lem.
Dodin [11] describes a method where a succession of reductions is applied to a
given series-parallel graph. This results in a sole node whose random variable is
equivalent to the makespan distribution of the complete graph. A mechanism is
used to transform any graph into a series-parallel one with some approximation.
This is one of the oldest methods and it gives acceptable accuracy.
The second method, from Spelde [29], is based on the central limit theorem
which states that the sum of random variables tends to be normally distributed.
Every random variable is then simplified to its unique mean and standard de-
viation (the only parameters needed to characterize any normal distribution)
and the durations of the most critical paths in the graph are calculated. The
makespan is then obtained without doing any convolution (only with maxi-
RR n° 6476
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mums). Thus, this is a fast approximation method although it assumes com-
plete independence between path durations. Refer to [29] for a description and
a comparison of these methods. The above methods where designed for an
unbounded number of processors. However, since the number of processors is
bounded in our case, we have to modify the graph to obtain a distribution of the
makespan that corresponds to a given schedule. This is done by adding edges
between independent tasks when they are scheduled consecutively on the same
processor (such a graph is called the disjunctive graph, see [37] for the details).
The third method is an improvement of the second and every random vari-
able (from the task durations to the end time of each scheduled task) is consid-
ered as normal. The final maximum is approximated as a Gaussian distribution
using Clark’s moment matching approach [5]. The end time of each task is
computed by firstly obtaining an approximation of the correlation between ev-
ery parent of a given task, and then by applying Clark’s approach. To calculate
the correlation between the end times of 2 nodes, we only consider their nearest
common ancestor which constitutes the main cause of the correlation. Also, to
look for the nearest common ancestor, we reduce the graph to a tree by consid-
ering only the closest parent in term of Bhattacharyya distance for each task
(this tree representation is only used to determine the correlation coefficient).
This provides a method dealing with dependence similarly as the Dodin method
(with the same order of accuracy) and having comparable computation speed
as the Spelde method.
The last method is the Monte-Carlo one (see [23, 41]). This method consists
in computing a great number of realizations, in order to simulate the makespan
a sufficient number of times to obtain a good approximation of the distribution.
Moreover, it is possible to bound the accuracy of the obtained distribution in
function of the number of realizations.
2.3 The problem
Our goal is to provide scheduling heuristics that optimize both schedule length
and robustness.
Once we have a distribution of the makespan we have to define which metrics
have to be optimized.
Concerning the schedule length, we use the average makespan of the distri-
bution. Indeed, minimizing this metrics means that on the average we minimize
the overall execution time.
The problem of defining robustness has been widely studied in the literature.
There exists several metrics for describing the robustness of the schedule with
regards to the makespan. The next two sections are devoted to the problem
of defining the robustness and comparing the different possible metrics and we
will show that a good metric is the makespan standard deviation.
Finally, let us sum up the problem. We are given a stochastic graph and a
heterogeneous environment. The goal is to schedule the tasks on the processors
such that the average makespan and the standard deviation of the makespan
are both minimized. Since minimizing the makespan is known to be a NP-hard
problem [26] and computing the makespan distribution is #P-complete, this
problem is then noted: NP#P. Moreover, in the general case, both criteria are
not completely dependent and several Pareto-optimal solutions exist. Hence, it
requires bicriteria scheduling strategies.
INRIA
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3 Related Work
We start here by covering previous work on robustness metrics. How to mea-
sure robustness is a subject that has not yet led to a wide accepted metric.
Several works propose different ways to measure this metric. Ali, Maciejewski,
Siegel and J.-K. Kim [1] do a good job in defining how to measure robustness:
1) defining the performance features that need to be robust, 2) identify the
parameter that impacts the robustness 3) Identify how a modification of these
parameters impact on the performance features 4) Identify the smallest collec-
tive variation of the parameters that make the performance features to violate
acceptable variation. With this methodology the authors define a metric called
the robustness radius that is the smallest variation of the parameters that make
the performance features to exceed tolerable variation. In our case (scheduling
tasks on heterogeneous system), the performance metric is the makespan, the
parameters that impacts the robustness are the duration of each task and each
communication. Hence, a schedule is said more robust than another one if it
requires a greater change of the task duration to exceed some given bounds. The
problem of that definition is that it is hard to take into account the fact that
some change in task or communication duration are more likely to occur than
others. Moreover, computing this metric requires a lot of effort and depends on
the studied system.
In order to simplify the computation of the robustness, England, Weissman
and Sadagopan [14] propose to use the Kolmogorov-Smirnov (KS) distance be-
tween the CDF of the performance metric under normal operating condition
and the CDF of the same performance metric when perturbations occur. The
idea is that if the KS distance is large (close to 1) this means that the two
distributions are different and thus, that perturbation has a large impact on
the behavior of the studied system. However, in many cases, the performance
metric under normal operating condition has only one value (think for instance
of the arrival time of the train at a station). In this case the distribution is a
Dirac delta function and the CDF is a step function. Moreover, if this value
is computed using the minimum of each intermediate event, the KS distance
is always 1 whatever the way you organize the system. This means that this
metric is not well adapted to the case where the performance metric has only
one possible value, which is the case for the scheduling problem studied here.
In [36] a subset of the authors of [1] proposes a new metric called the prob-
abilistic metric. It is defined as the probability that the performance metric is
confined within a given interval. They evaluate this metric against the robust-
ness radius (called the deterministic robustness in the paper) and show that
the probabilistic metric is preferable to the deterministic metric in the case of
independent tasks scheduling.
Other definitions of the robustness are available in the literature. Bölöni
and Marinescu [3] propose to use the slack as a robustness metric. The slack of
a task represents a time window within which the task can be delayed without
affecting the makespan. The same authors suggest also to use the entropy of the
performance metric distribution to compare schedules with the same makespan:
given two schedules with the same makespan they conjecture that the one with
the smallest entropy is the most robust. In [37] the authors study another
definition of slack and show that it is equivalent to the definition given in [3].
They propose two new robustness metrics for the scheduling problem. One
RR n° 6476
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is based on the average delay between the expected makespan and different
realizations of the schedule under perturbation and the other is the ratio of
realization that are late compared to the expected makespan. Moreover the
authors show that minimizing the makespan is a contradictory objective with
the problem of optimizing the robustness.
This brief look at the literature on robustness metrics shows that there is no
consensus. This exemplifies the need for a comparison and a systematic study
of different metrics in order to determine how these metrics are correlated to
each other.
On the other side, few works had been done on robust scheduling. Most
existing proactive methods are based on the insertion of slack or safety lead-
time [9]. In [17], Gerasoulis et al. have studied the stability of DSC when
task and communication durations are subject to bounded uncertainties. In
Chapther 4 of [35], the sensitivity analysis of convex clustering is performed in
the case of disturbance of computation durations. However, these two works use
less general models than our stochastic graph one. S.-J. Kim et al. [24] propose
a scheme for digital integrated circuit sizing problems. In their approach, every
statistic duration of the problem is reduced to a deterministic value and the
problem is then solved. Their way to deal with uncertainty is to obtain this
deterministic value by adding the mean and a multiple of the standard deviation
of the stochastic duration.
Other works consider making use of possibility theory [12] that is more
adapted to model imprecision. Fargier, Fortemps and Dubois [15] apply fuzzy
logic to PERT because the evaluation of the makespan possibilistic distribution
is simpler than the evaluation of the probability distribution. They proposed
to use pessimistic decision rules to obtain robust scheduling, however it cannot
give the same insight than using usual stochastic evaluation and misses thus
some stochastic aspects.
Some works have been conducted in similar scheduling areas [7, 43] but
address other problems and have different models. Many proactive and reactive
methods for dealing with uncertainty are surveyed in [8, 20, 21].
4 Robustness Metrics
As there is no consensus on a good metric definition, we will compare some
metrics proposed in the literature to each other. However, not every metric is
easy to implement. In our case we consider the makespan as the performance
metric. This means that, for our problem, the robustness we measure is the
stability of the makespan whatever the different realizations of the same schedule
we can have. Given a task graph and a target environment, we will schedule
the tasks and compute the makespan distribution. Let f be the PDF of the
makespan of the schedule, F the CDF of the makespan of the same schedule
and E(M) the expected makespan (the average value of the makespan). Based
on these definitions we define the following robustness metrics.
• Makespan standard deviation. Intuitively the standard deviation of
the makespan distribution tells how narrow this distribution is. The nar-
rower the distribution, the smaller the standard deviation is. This metric
is related to the robustness because when you are given two schedules the
one for which the standard deviation is the smaller is the one for which
INRIA
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realizations are more likely to have a makespan close to the average value.
Mathematically we have:
σM =
√
E(M2)− E(M)2
• Makespan differential entropy. Measuring the differential entropy of a
distribution to assess the uncertainty of that distribution was proposed by
Bölöni and Marinesco [3]. If there is less uncertainty there is more chance
than two realizations give a close result and hence that the schedule is
robust.
h(M) = −
∫ +∞
−∞
f(x) log f(x)dx
• Slack mean. Bölöni and Marinesco also defined the slack that gives the
sum of spare time in the schedule. It is intuitively related to the robustness
of the makespan as a schedule with a large slack is able to absorb a lot of
uncertainty. For a deterministic schedule the slack is defined as
S =
∑
i∈V
M − Bl(i)− Tl(i)
Where M is the makespan, Bl(i) is the bottom level of task i (the length
of the longest path from i to an exit node including i) and Tl(i) is the top
level of node i (the length of the longest path from an entry node to node
i excluding i). In our case we have random variables that define tasks and
communications duration. Hence, we compute the expected value of the
slack in the same way we do it for the makespan.
• Probabilistic metric. This metric has been defined by Shestak, Smith,
Siegel and Maciejewski [36] and gives the probability that the makespan
is within two bounds. If this probability is high, this means that the
makespan of a given realization is likely to be close to the average makespan
and hence that the robustness is high. We propose two variants of this
metric. An absolute probabilistic metric that measures the probability
of the makespan to be within [E(M) − δ, E(M) + δ] where E(M) is the
average makespan and δ a positive constant given by the user. We also
propose the relative metric that measure the probability of the makespan
to be within [E(M)× 1γ , E(M)×γ], where γ is a real number greater than
1. Formally, The absolute probabilistic metric is defined as:
A(δ) = Pr [E(M)− δ ≤ m ≤ E(M) + δ]
and the relative probabilistic metric is defined as:
R(γ) = Pr
[
E(M)
γ
≤ m ≤ γ × E(M)
]
• Lateness likelihood. A schedule is said late if its makespan exceeds a
given target such as the average makespan. The lateness likelihood, or
miss ratio, is defined in [37] as the probability to be late. If this metric is
large this means that the makespan tends to be often late and then that
the robustness is low. It is defined as:
L = Pr[M > E(M)]
RR n° 6476
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• Makespan 0.99-quantile. Given a schedule, this metric measures the
worst makespan it is possible to have in 99% of cases. This is a hybrid
criterion between the efficiency and the robustness.
5 Experimental Setup
Our study is mostly empirical and takes place in a stochastic context. Moreover,
the task graphs generation, the heterogeneous platform, the stochastic simula-
tion require each a set of parameters. Therefore, considerable attention has
been given to validate the methodology, which involves the selection of relevant
instances for the problem, the metrics evaluation and the exploitation of the
results.
Task graphs are generated from the Strassen algorithm description and ran-
domly in two ways accordingly to Tobita and Kasahara [39], namely samepred
(each created node can be connected to any other existing nodes) and layrpred
(nodes are arranged by layers). Every parameter used to settle tasks graphs
are shown in Table 1 alongside with the selected values. Each value in bracket
correspond to a single experiment while the values outside are the default ones,
leading thus to 150 different experiment scenarios. For each kind of graph, we
vary the number of tasks (TaskNumber), the execution and communication av-
erage costs (ExeCost and CommCost), the average number of edges per node
(Avg Edge/Node), the distributions and the associated uncertainty level (UL,
the ratio between the maximum and the minimum of a RV or between the
0.999-quantile and the 0.001-quantile when the previous values are inexistent).
Additionally, we change the seed to obtain different graphs (SeedApp). Finally,
we model heterogeneity by using the coefficient-of-variation that defines a ra-
tio between the mean and the standard deviation of a given value in order to
have a relative dispersion metric (see [2] for more details). In our case, we ap-
ply a Gamma distribution to obtain the values inside each given graph. Each
parameter susceptible to change comes with a coefficient-of-variation (denoted
by the prefix “V_”). Some of the parameters are ignored for Strassen graphs:
the communication cost (it is already induced by the number of tasks and by
the execution cost), V_Cost (the coefficient of variation associated with these
2 costs is zero) and the average number of edges per node. Besides, the number
of tasks is instead: 23, 163 and 1143. The distributions of the costs in the
task graphs follow either a Beta, an exponential or a normal distribution. The
Beta distribution parameters we select are such that the probability distribution
corresponds to our observations and expectations. To this purpose, we need a
well-defined nonzero mode (implying α > 1) and more small values than large
ones (meaning we should have a right-skewed probability distribution and thus
β > α). Therefore, we select α = 2 and β = 5.
The parameters for the platform generation are such that it corresponds
to realistic situations. Hence, we modify the number of processors (Proces-
sorNumber), the bandwidth and the latency of the links (LinkBandwidth and
LinkLatency) and the power of the processors (MachPower). The values are
represented in Table 2.
On the scheduling side, random schedules are created by repeating iteratively
the following three phases: 1) choose randomly a task among the ready ones,
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Parameter default { experiment }
GraphType samepred layrpred strassen
TaskNumber 1000 { 10 100 1000 }
SeedApp 0 { 1 2 3 4 5 6 7 8 9 }
ExeCost (FLOP) 100M { 10M 1G }
CommCost (B) 100 k { 10 k 1M }
V_Cost 0.5 { 0.001 0.1 0.3 1 2 }
Avg Edge/Node 3. { 1. 5. }
Distribution BETA { EXP NORMAL }
UL 1.1 { 1.0001 1.2 1.5 2 3 5 }
V_UL 0.3 { 0.001 0.1 0.5 1 2 }
Table 1: Task graph parameters
Parameter default { experiment }
ProcessorNumber 50 { 25 100 }
SeedPlat 0 { 1 2 }
MachPower (FLOPS) 2.5G
LinkLatency (ms) 0.1
V_Plat 0.5 { 0.001 0.1 0.3 1 2 }
LinkBandwidth (B/s) 50M
V_LinkBandwidth 1 { 0.001 0.1 0.3 0.5 2 }
Table 2: Platform parameters
2) assign it to a randomly selected processor and schedule it eagerly, 3) update
the list of ready tasks.
The evaluation of the makespan distribution (needed for most of the met-
rics presented in section 4) is realized with a MC (Monte Carlo) method. For
each random variable (RV), we use random number generators from the GSL li-
brary [18]. We have to define the number of MC simulations required to achieve
a meaningful precision. If we assume that the makespan distributions are nor-
mal, the theory of statistics says that 20,000 MC simulations are needed in order
to have less than 5% of precision with a confidence level of 99% for both criteria
(750,000 simulations are necessary to have a precision less than 1%, which is too
much time-consuming). We obtain finally a empirical cumulative distribution
function (ECDF).
Many metrics calculations are based on the makespan distribution and most
are straightforward to compute from the ECDF. However, the differential en-
tropy presents some issues. An obvious lower bound is −∞ and an upper bound
is proposed by Learned-Miller and DeStefano [25]. For 20,000 MC simulations,
this last method is close to the true value but is highly time-consuming. There-
fore, we chose an approximation method which gives close value to this bound.
For the probabilistic metric, we have chosen δ = 0.1 and γ = 1.005 in order
to have values well distributed on the interval [0; 1] (for different ULs, execu-
tion or communication costs than the one we used here, these values should be
adapted).
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In addition to robustness metrics, we also measure the following additional
information, in order to study the problem structure.
• Slack standard deviation. The measure of the slack is similar to the
measure of the makespan since the slack is also a RV. We compute thus
its standard deviation.
• Anderson-Darling statistic. This test is one of the best ECDF omnibus
tests for normality. It allows to test the normality of the makespan. The
returned statistic can be though of as a distance to a normal.
On the overall we have 150 cases with different graphs type, number of
nodes, target platform, uncertainty level, etc. . . For each generated cases, we
build 5,000 random schedules. Even for the smallest graphs, the probability
to get the same random schedule twice is not high and these quantities are
sufficient for correlation measures. Each metric is then compared to each other
visually and with the statistical Spearman correlation coefficient. This is a more
robust coefficient in case of non-linear relationship between two variables than
the Pearson coefficient.
6 Empirical comparison of metrics
6.1 Experimental Results
Among all the graphs we have generated, we have selected three relevant ones
that are typical of the general behavior (see Figure 3, 4 and 5). On these fig-
ures, 8 metrics are compared to every other ones, leading to a matrix of 64
scattered elements. For clarifying the Figures, the makespan 0.99-quantile and
the lateness likelihood are not present because they are completely equivalent
respectively to the makespan mean and the Anderson-Darling statistic. On the
diagonal of the matrix is given the name of each metric. On the lower part we
plot the value of each metrics for the random schedules. For instance, on Fig. 3,
we plot the value of the makespan mean against the makespan differential en-
tropy on the first column and third row (the makespan is plotted on the x-axis
and the entropy on the y-axis). For easing the reading of the plot, we inverted
three metrics in order to have the optimization of the metrics corresponding to
its minimization (hence good results should be plotted in the lower left corner of
the corresponding plot). These metrics are the slack mean, because our initial
assumption is that a robust schedule has high slack, and the two probabilistic
metrics, since we want to maximize the probability to be in an interval. The
inversion is done by multiplying by −1 the measured value that was obtained
(for the slack mean) or by subtracting the measured value to 1 (for the proba-
bilistic metrics cases). Other metrics are not inverted because optimizing them
consisted already to minimize them (such as the makespan mean). Addition-
ally, cubic smoothing spline fitting were performed on each plot, in order to
visualize the correlation. The upper part of the matrix contains the value of the
Spearman coefficients associated with each plot corresponding to the metrics.
The higher the correlation, the closer to 1 is the absolute value of the Spearman
coefficient. The minus sign for correlation means that the metrics are negatively
correlated (if one metric increases, the other decreases). For instance we see on
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Figure 3: Metrics correlation for the layrpred graph with default values. Lower
part of the matrix: plot for 5,000 random schedules. Upper part of the matrix:
value of the Spearman coefficients.
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Figure 4: Metrics correlation for the samepred graph with default values. Lower
part of the matrix: plot for 5,000 random schedules. Upper part of the matrix:
value of the Spearman coefficients.
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Figure 5: Metrics correlation for the strassen graph with a platform of 25 pro-
cessors. Lower part of the matrix: plot for 5,000 random schedules. Upper part
of the matrix: value of the Spearman coefficients.
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Makespan
mean 0.71 0.72 0.69 0.39 −0.78 0.68 0.24
0.23 Makespanstd. dev. 1.00 0.97 0.86 −0.70 0.98 0.59
0.23 0.01 Makespanentropy 0.97 0.86 −0.71 0.98 0.55
0.24 0.13 0.13
Abs.
probabilistic
metric
0.85 −0.69 0.96 0.57
0.25 0.15 0.15 0.19
Rel.
probabilistic
metric
−0.41 0.86 0.63
0.33 0.17 0.17 0.18 0.20 Slack mean −0.70 −0.25
0.23 0.03 0.04 0.13 0.15 0.17 Slackstd. dev. 0.59
0.23 0.21 0.21 0.21 0.21 0.22 0.20
Anderson−
Darling
 statistic
Correlation summary
Figure 6: Average (top) and standard deviation (bottom) of the Spearman
coefficients for 150 different experiments
Fig. 3 that the makespan mean and the slack mean are negatively correlated by
a value of −0.98.
Since the Spearman coefficients show how the metrics are correlated to each
other, they are a good way to sum-up our contribution. Hence, we have plotted
in Figure 6 the matrix with the Spearman coefficients of 150 different cases. In
this figure we have plotted the average value on the upper part of the matrix
and the standard deviation on the lower part. We see, for instance, that the
slack standard deviation and the absolute probabilistic metric are highly posi-
tively correlated (average Spearman coefficient of 0.98) with a very low standard
deviation (0.04).
6.2 Discussion
We see immediately the correlation between a number of robustness metrics that
are the makespan standard deviation, the differential entropy and the absolute
probabilistic metric. Furthermore, the relative probabilistic metric is also cor-
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related to the other ones especially in the case of strassen graph as can be seen
in Fig. 5. As shown in Figure 6, the average Spearman coefficient is 0.86 with a
standard deviation of 0.15 when compared to the makespan standard deviation.
This relation is common to every generated graph, whatsoever the size, the UL
(uncertainty level) or the type of graph. Indeed, the low standard deviation
of the Spearman coefficient indicates that the degree of correlation is almost
always the same. Then, these relationships suggest that the probability den-
sity shape remains similar for every schedule. Our explanation is based on the
use of the central limit theorem which states that the sum of random variables
having a finite variance (as in our case) is approximately normally distributed.
Indeed, despite the fact that the makespan is obtained by performing a number
of operations mixing sums and maximums, the result distribution is close to a
Gaussian (however, there is a few cases where the makespan distribution fails to
the normality test). This hypothesis justifies the correlation between these met-
rics. Since, it is a convergence result, we analyze the number of sums needed to
satisfy the normal approximation in the worst case. Then, we generate a special
distribution (which is constructed with a concatenation of Beta distributions,
see Figure 7) and study the accuracy of the approximation. In order to evaluate
this accuracy, we use the Kolmogorov-Smirnov metric (KS) that measures the
maximum distance between the two CDF and a variant of the Cramér-von-Mises
metric (CM) that measures the distance in terms of area. We see on Figure 8
that after only 5 sums with itself, our random variable is almost a Gaussian
and that after 10, the difference is negligible. Thus, even for small graphs (with
only 3 nodes on the critical path) we can simplify the robustness evaluation by
calculating only one of the previously mentioned metrics, given that the PDF
have convenient properties (finite expected values and standard deviations).
A second observation can be made on the relation between the makespan and
the slack. On average, they are conflicting objectives in the sense that optimizing
one produces a poor value for the other metric. Intuitively, a schedule having a
good makespan has not much unused processor time and a schedule with a lot of
slack (or spare time) is inefficient. The low correlation for strassen graphs is due
to the existence of schedules with significant makespan and small slack (take
the example where all tasks are scheduled sequentially on the same processor).
It is worth noting, too, that the makespan mean and standard deviation
are correlated. Although not excellent and differing to some degree for each
graph, there is a noticeable relationship in the general case. To explain this,
we describe one phenomenon that arises when we are evaluating the makespan
probability distribution. The variance of a random variable resulting from the
sum of two others is the sum of the first two variances. If we do not considerate
the implications of the maximum operator, a direct consequence is that the
more tasks on the critical path, the more significant is the standard deviation,
and hence, the final standard deviation is high. As we modeled the standard
deviation to be proportional to the mean of task duration, heuristics producing
schedules with low makespan, hence having less task or shorter tasks on the
critical path, have relatively less standard deviation than schedules with large
makespans. The imperfection of the correlation must be due to the maximum
operations.
One surprising result is the low correlation that exists between the slack
mean and other metrics, and specially the nature of this correlation. Maximizing
the slack is indeed a conflicting objective with the robustness. This contradicts
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Figure 7: Two distributions (a special and a normal) having the same mean and
standard deviation
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Figure 8: Precision when approximating the special distribution n-times by a
normal distribution after n-sums with itself using the Kolmogorov-Smirnov and
the Cramér-von-Mises metrics
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the intuition that the more a schedule has slack, the more it is able to absorb
uncertainty. Additionally, some previous work also proposed this metric for
robustness. Hence, we present some arguments that confirm this result. Fig. 9
exhibits four examples of schedule for a join task graph of N + 1 identical tasks
having independent and identically distributed (i.i.d.) random variables. Each
schedule represents different possibilities with the two objectives being the slack
and the makespan standard deviation. The non-robust schedules (c and d) –
according to standard deviation metric – can be interpreted as follow: almost
any late task has a repercussion on the overall makespan. The schedule b)
has a good robustness because only the three tasks on the critical path have an
incidence on the makespan if one of those is late. The schedule a) is more subtle,
because it relies on the characteristics of the maximum of two independent
random variables being similar. In this case, the resulting mean is greater
than the original means and more importantly, the final standard deviation is
lower than at least the maximum of the two originals. A consequence is that
the maximum of an infinite number of i.i.d. random variables is equal to a
Dirac delta function (which is completely robust) whose value is the maximum
possible value of these random variables. Then, the more tasks we are waiting
for, the more we are sure that one is late, and the more the schedule is robust
because we have more certainty on the expected maximum. With these four
examples, we see that the slack is not necessarily related to the robustness.
Moreover we see, as we already explained why, that the slack and the makespan
are conflicting objectives and schedules with good makespan are often more
robust. These explanations are consistent with the measures showing that slack
and robustness are antagonist metrics.
The motivation behind the measure of the slack standard deviation is to
provide more complete information about the slack distribution. In Figure 6,
the mean and standard deviation of the slack have almost the same correlation
coefficient than the mean and standard deviation of the makespan. Although
less evident, the reason is the same as for the makespan. An extremely high cor-
relation exists between the slack standard deviation and other robust metrics as
the makespan standard deviation. This is because the computation of the slack
consists of aggregating time intervals between task end and begin times, whose
standard deviation are strongly related to the makespan standard deviation.
Since the makespan 0.99-quantile and the lateness likelihood are completely
equivalent (perfect linear correlation) with the makespan mean and the Anderson-
Darling statistic, respectively, they are not represented to keep the figures clear.
The first equivalence is due to the fact that the variation of the makespan is
not sufficient to observe a significant difference between any quantiles of the
makespan distribution. The second correlation highlights a property of normal
distributions, i.e. the nullity of the skewness which involves that the lateness
likelihood of a normal is 0.5. The higher this value, the less the normality of
the distribution.
It was showed in [37] that the slack was related to two robustness metrics (R1,
the average lateness and R2, the lateness likelihood). However, it is conjectured
that these metrics were calculated in a way that was favorable to the slack
metric. Indeed, the base makespan to which was compared the makespan of
realizations was obtained by simplifying each random variable to its means
(which is an approximation due to the convexity of the expected value operator
for the maximum of random variables). Thus R1 and R2 actually measure the
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Figure 9: Four schedules on P processors for different robustness and slackness,
considering i.i.d. random variables and a join graph with N + 1 tasks
degree of this approximation which is lowered when maximums are performed
with random variables having very different means. This has more chance to
happen when there is some slack. Furthermore, and this may be the main
reason, the study was restricted to schedule with better makespan than the
one given with the HEFT heuristic which reduces the cases of generality of the
results. These hypotheses would need to be deeply examined.
Another point deserving our attention is the consequence of the maximum
operator. It is stated that the maximum of two i.i.d. random variables is more
robust. In our case, the random variables are not independent but the depen-
dence depicted by the task graph does not contradict this assertion. Therefore,
it implies that a way to improve robustness is to increase the similarity of the
random variables on which we are making the maximum (then, equilibrating
the finish time of the ancestor of every node).
Most of the above study is based on the hypothesis that the obtained makespan
distributions are normal (follow a Gaussian distribution). To validate this
hypothesis, we have conducted normality tests on our schedules to study at
which point the normality assumption holds. The histogram of every Anderson-
Darling normality statistics for the makespan distribution of random schedules
is depicted in Figure 10. Half of the distributions have a statistic lower than
86 (the same as a Student t distribution with 5 degrees of freedom, which is
visually quite similar to a normal, see Figure 11), and 90% of these have less
than 159 and are more closer to a normal than a Weibull with parameter λ = 1
and k = 1.84 (Weibull are considered similar to normal for k = 3.4). Although
it is not perfect, it is sufficient to validate the normality assumption we realize
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(in the approximation scheme, for the confidence intervals and for the reduc-
tion of the robustness metrics to the standard deviation). We also notice that
the choice of the distribution influences strongly the normality of the makespan
distribution (it is the worst when cost distributions are exponentials).
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Figure 10: Histogram of Anderson-Darling statistics for the makespan distribu-
tion of random schedules
7 A provably convergent MOEA
In the previous sections we have shown that the makespan standard deviation
is a good and easy-to-compute robustness metric. In this second part of the
article, we use our understanding of robustness to design bicriteria scheduling
strategies that targets optimization of the schedule length and the robustness
at the same time.
In a bicriteria problem we need to find the Pareto front, which is the set
of non-dominated solutions. Indeed, more than one solution can be optimal
since we are dealing with a partially ordered set of solutions (two solutions are
incomparable if one is better than the other for the first criterion and worse for
the second).
In this section, we describe the MOEA (multi-objective evolutionary algo-
rithm) implementation that we use and give the conditions required to guarantee
its convergence. More precisely, we extend existing convergence conditions to al-
low the use of local mutation operators which are mutation that cannot generate
any arbitrary solution of the search space in one single step.
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7.1 MOEA implementation
7.1.1 Algorithm
Several successful modern MOEA exists such as NSGA-II [10], SPEA2 [45],
PESA-II [6] and IBEA [44], just to mention a few. NSGA-II is the reference
metaheuristic in the area and performs similarly to IBEA for combinatorial
problems. Thus, we have selected the NSGA-II algorithm as it is implemented
in the ParadisEO library [4].
This MOEA takes care of the multi-objective aspect and selection phase. We
have still to address the crossover and mutation operators and the evaluation
part.
7.1.2 Crossover and mutation operators
We use the chromosome representation and the crossover and mutation schemes
described by Wang, Siegel, Roychowdhury and Maciejewski [42]. Although this
mutation operator is local we show that it becomes global when applied a given
number of times. This result will then be used to prove the convergence.
Since the chromosome representation consists of 2 strings, it is necessary to
proceed in 2 steps. The case of the assignment string is straightforward. Each
time a task is selected, a new processor is chosen randomly for it without any
other constraint. Thus, the probability to get a given assignment string from
an initial one with n mutation iterations is lower bounded by δm1 =
(
pm
nP
)n
n! >
0, where n is the number of tasks, P the number of processor and pm the
probability that the mutation happens.
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The schedule string is a linear extension of the partial ordered set (poset) E
obtained from the task graph G and any of its local modifications should respect
the order (corresponding to the precedence constraint). The maximum number
of permutations needed to obtain any linear extension from any other is called
the linear extension diameter led(E) and it is shown by Felsner and Reuter [16]
that this diameter is upper bounded by Inc(E), which is the number of pairs
of incomparable elements (for independent tasks, this can be up to n(n−1)2 ).
The probability to get a given linear extension after applying led(E) mutation
iterations is thus lower bounded by δm2 =
(
pm
n2
)led(E)
> 0.
Then after M = max(n, led(E)) mutation iterations, the resulting prob-
ability to obtain any schedule from any given one is then lower bounded by
δm = δm1δm2 > 0. We can thus obtain any global mutation by successively
applying the local mutation.
7.1.3 Evaluation
As stated in Section 2, the evaluation of any single schedules is #P-complete and
thus an accurate evaluation is too much time-consuming. To achieve a correct
precision with Monte Carlo (MC) simulations requires a lot of computation time
(as shown in Section 9.5). We have thus opted for an approximation scheme:
we assume that all the distributions are Gaussian and we compute the final
makespan distribution by determining where independence of these distributions
can be assumed. This allows fast evaluation with a correct precision in most
cases.
Many sophisticated methods exist to deal with such fitness approximation
in order to improve the effectiveness of the MOEA (see the survey of Jin and
Branke [22]). We have, however, implemented a simple archive mechanism
where the three bests non-dominated fronts are always kept. Hence, we end up
with more optimized solutions with respect to the fitness approximation and
this increases the probability to obtain optimal ones.
7.2 Convergence conditions
In the mono-objective case, Rudolph [32] has shown the general conditions under
which an EA is guaranteed to converge (i.e. gives the optimal solution if applied
for a sufficiently long period of time). Theorem 1 of [32] states that in order
for an EA to converge to the global minimum, its Markovian kernel K should
be such that, K(x,Aε) ≥ δ > 0 for all x ∈ Acε = E \ Aε and K(x,Aε) = 1 for
all x ∈ Aε, where E is the state space of the process, Aε is the set of optimal
states and K(xt, A) = Pr[Xt+1 ∈ A | Xt = xt], namely the probability that
the state of the stochastic process is in A at step t + 1 when its state is xt at
step t. Theorem 2 of [32] gives more practical implications for the mutation and
selection operators: the mutation should be global (any schedule can be attained
from any other one in a single step with a nonzero probability) and should be
followed by an elitist mechanism, i.e. a selection phase that preserves the best
solution.
Rudolph [33] generalized these conditions to the multi-objective case. The
basic assumptions of each proposition are that some degree of elitism should
be present and that the stochastic process from which offspring are generated
must be a homogeneous finite Markov chain with irreducible transition matrix,
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roughly implying that the mutation operator should be global (the role of the
crossover operator is not considered here).
We propose ourselves to adapt the convergence results for the multi-objective
case to the NSGA-II algorithms and to extend the existing theory to local mu-
tation operators having some properties we detail below.
7.2.1 NSGA-II convergence
We can obtain the convergence of NSGA-II by adapting Proposition 4 of [33].
In Algorithm 1, we describe the main loop of the algorithm which is already de-
scribed in a suitable formalism in [10]. P (t) and Q(t) denote two sets of solutions
(or two populations) at step t whose size is N . The crowding-distance allows to
compare two solutions for their extent of proximity with other solutions.
Algorithm 1 NSGA-II main loop as it is described in [10] page 186
R(t) = P (t) ∪Q(t) combine parent and offspring population
F = fast-non-dominated-sort(R(t)) F = (F1,F2, . . . ) all dominated fronts
of R(t)
P (t + 1) = Ø and i = 1
until |P (t + 1) + Fi| ≤ N until the parent population is filled
crowding-distance-assignment(Fi) calculate crowding-distance in Fi
P (t + 1) = P (t + 1) ∪ Fi include the ith dominated front in the
parent pop
i = i + 1 check the next front for inclusion
Sort(Fi,n) sort in descending order using crowding-
distance
P (t + 1) = P (t + 1) ∪ Fi[1 : (N − |P (t + 1)|)] choose the first (N − |P (t + 1)|)
elements of Fi
Q(t + 1) = make-new-popP (t + 1) use selection, crossover and mutation to
create a new population Q(t + 1)
t = t + 1 increment the generation counter
Before formulating the appropriate facts and proposition, let us introduce
some notations. f stands for the objective function, while F is the set of ob-
jective values. A∗ is either the set of minimal elements or the set of minimal
objective values of A. B(·) denotes the population B at any step t. Finally, the
measure δB(A) counts the number of elements that are in set A but not in set
B.
Based on Algorithm 1, we can state the following three facts:
Fact 1. If an optimal element has entered P (·) it stays there forever or is
replaced by another optimal element.
Fact 2. If q ∈ Q∗(·) and f(q) dominates elements of f(P (·)) then q moves to
P (·) and the dominated elements leave P ∗(·).
Fact 3 of [33] is ignored since not used in the demonstration. Hence, the
following fact corresponds to Fact 4 of [33].
Fact 3. If there is a non-optimal element in P ∗(·) there exists a dominating
element.
Proposition 1. Let G be the homogeneous stochastic matrix describing the tran-
sition behavior from P (t) to Q(t). If matrix G is positive then δF∗(f(P ∗(t)))→
0 and |P ∗(t)| → min{N, |F∗|} with probability one and in mean as t→∞.
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Proof. The proof uses the 3 above facts. See proof of Proposition 4 of [33] for
the details.
Having a global mutation followed by a binary tournament selection is suffi-
cient to ensure the positiveness of matrix G (the matrix describing make-new-pop).
Therefore, this implies that NSGA-II is a convergent algorithm under the as-
sumption that mutations are global.
7.2.2 Extension to local mutation operators
We now extend the theory in the mono-objective case for assuring the conver-
gence even with specific local mutation operators.
Let us first introduce some notations and definitions. The product kernel
(Kc,Km,Ks) represents the Markovian kernel of the entire EA process, Kc
being the kernel of the crossover operator, Km for the mutation operator and
Ks for the selection. Moreover, K(M) is the M -th iteration of the kernel K.
We now show an auxiliary result:
Theorem 1. Let Kc(x,A) ≥ δc and Ks(x,A) ≥ δs for each x ∈ A and for each
A ⊂ E. Then,
(KcKmKs)
(M) (x,A) ≥ (δcδs)M K(M)m (x,A)
Proof. (by induction) Let Kc(x,A) ≥ δc1A(x) and Ks(x,A) ≥ δs1A(x) for each
x ∈ E and for each A ⊂ E and where 1A(x) denotes the indicator function
for some set A (1A(x) = 1 if x ∈ A, 0 otherwise). We obtain the basis of the
induction for M = 1 by developing (KcKmKs) (x,A),
(KcKmKs) (x,A) =
∫
E
(∫
E
Kc(x, dz)Km(z, dy)
)
Ks(y,A)
≥
∫
E
(∫
E
δc1dz(x)Km(z, dy)
)
δs1A(y)
≥ δcδs
∫
A
(∫
E
1dz(x)Km(z, dy)
)
≥ δcδs
∫
A
Km(x, dy)
≥ δcδsKm(x,A) (1)
Now assume that the hypothesis is true for M > 1. Equation 1 induces that
(KcKmKs)
(M+1) (x,A) =
∫
E
(KcKmKs)
(M) (y,A) (KcKmKs) (x, dy)
≥ δcδs
∫
E
(KcKmKs)
(M) (y,A)Km(x, dy)
By induction hypothesis, we have∫
E
(KcKmKs)
(M) (y,A)Km(x, dy) ≥
∫
E
(δcδs)
M
K(M)m (y,A)Km(x, dy)
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And by definition,
K(M+1)m (x,A) =
∫
E
K(M)m (y,A)Km(x, dy)
Consequently, the hypothesis is true for M ≥ 1.
The main implication of Theorem 1 is that afterM generations the kernel of
the EA can be bounded by the M -th iteration of the mutation operator kernel.
The conditions for convergence given by Theorem 1 of [32] are then fulfilled
if the mutation operator becomes global when applied M times (even if it is
local at each generation) and if δc and δs are strictly positive. This implies that
crossover should not systematically change solutions (the probability for the
crossover to be performed should then be different from 1) and that selection
should not be deterministic (which is not the case for the binary tournament for
example, because the worst solution is systematically removed). The EA must
still have an elitism mechanism in order to keep any optimal solution. These
conditions allow to leave local minimum when several local mutation steps are
required for this.
7.2.3 Practical implications
In order to apply this previous extension to the multi-objective case and in
particular to the NSGA-II algorithm, we need to modify it. Let demonstrate
the following proposition:
Proposition 2. Let G be the homogeneous stochastic matrix describing the
transition behavior from P (t) to Q(t + M − 1). If matrix G is positive then
δF∗(f(P ∗(t))) → 0 and |P ∗(t)| → min{m, |F∗|} with probability one and in
mean as t→∞.
Proposition 2 states that the transition matrix from P (t) to Q(t +M − 1)
should be positive. This is equivalent to say that the Markovian kernel of the
EA process should be strictly bounded by 0. In section 7.1.2, we have shown
that the mutation operator M -th iteration is global and thus K(M)m (x,A) >
0. By applying Theorem 1, we can prove the positiveness of the EA process
by ensuring that the crossover does not happen systematically, and that the
selection operators are not deterministic.
By inserting a stochastic decision during selection phases, we guarantee the
positiveness condition. However, in this case, Fact 1 is not valid any longer.
Adding an archive of fixed size containing only non-dominated elements gener-
ated so far is a sufficient mechanism to satisfy Fact 1.
To summarize, NSGA-II converges to a set of optimal elements if the mu-
tation operator is global. Additionally, if selections are not deterministic, it
converges even if the mutation is local, given that some archive mechanism
exists and the crossover probability is strictly less than 1.
8 Heuristics
We introduce in this section a class of heuristics based on HEFT [40] able to
generate a set of solutions intended to have good performance for both criteria
from a stochastic task graph.
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8.1 Aggregation principle
In order to take into account the bicriteria nature of the schedules that are
constructed, we aggregate the average makespan with its standard deviation:
f(µ, σ, a) = a × µµmax + (1 − a) ×
σ
σmax
, with a ∈ [0, 1], µ and σ the current
end time mean and standard deviation respectively, and µmax and σmax the
maximum mean and standard deviation of the makespan. The parameter a
allows to weight each criterion accordingly to the importance we give to each
one (when a = 1, we are only concerned by the makespan average criterion).
Thus, varying a allows us to obtain different solutions.
8.2 Tasks ordering
The first part of HEFT consists of ordering the task according to their upward
ranks. At this stage, we only consider average times rather than the aggregation
mentioned above because it gives better results this way.
8.3 Assignment selection
We first point out that the standard deviation criterion is difficult to tackle
because contrarily to the average criterion, it is non-monotonic, that is to say
that the standard deviation of the end time of a given assignment can lower
when tasks are added to the corresponding processor. We illustrate this in
Figure 12 by scheduling a fork-join graph on 2 machines. While the end time of
task 2 has a high standard deviation, the start time of task 4 is more affected
by the probability density function of the end time of task 3 which has a higher
mean. Hence, the overall makespan has a lower standard deviation than the
partial schedule where only task 1 and task 2 are scheduled.
Figure 12: Schedule of a fork-join task graph (the darker the tasks, the higher
their standard deviations)
We have studied several strategies and present the two most relevant. The
first is based on the usual EFT policy. At each step, the schedulable task with
the higher rank is selected and every possible assignment to each processor is
simulated. For each assignment, the aggregate criterion defined in Section 8.1
is computed and the final assignment is the one minimizing this criterion. Fig-
ure 13 shows 2 possible assignments for a given task k where one is better for the
standard deviation and the other better for the mean (the selected assignment
depends on the value of a). This first heuristic scheme is called: HEFT with
uncertainty level. According to how is performed the makespan distribution
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evaluation we have two versions of this heuristic: Hul_MC when we use the
Monte Carlo method and Hul when we use the same approximation scheme as
for the MOEA.
Figure 13: Two possible assignments for the schedulable task k during the
scheduling process with two incomparable pairs of values (mean and standard
deviation)
The second strategy is based on the observation that if a given assignment
reduces (by the non-monotonicity property) significantly the standard deviation
of the end time on one processor, it should be preferred to an assignment that
presents the lowest standard deviation. Thus, it leads us to compute the overall
maximum of every processor end time for each possible assignment and to apply
the same minimization selection than before (by aggregating the mean and
standard deviation of this overall maximum). Figure 14 depicts the process
used for a single assignment. We introduce a dummy zero-cost task starting
when all tasks are finished and compute its end time. The goal is here to
apply the minimization to the assignments having significant impact on the
makespan of the partial schedule rather than just to every assignment regardless
of their impacts (as with Hul). We call it Hulm (HEFT with uncertainty level
and maximum). Here we do not use the Monte Carlo method to evaluate the
makespan distribution because we want this heuristic to be as fast as possible.
Figure 14: One possible assignment for the schedulable task k during the
scheduling process with a dummy zero-cost task starting when all tasks are
finished
Among other tested methodologies, we sort the aggregate criterion f(µ, σ)
of each processor end times for each possible assignment in descending order
and then select the assignment that minimizes them (using lexicographic or-
der). More elaborated strategies along with this one generate only poor-quality
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solutions and were not kept in the experiments. It testifies however the difficulty
of designing relevant heuristics.
9 Experimental comparison of strategies
9.1 Setup
As mentioned in Section 6.2, we perform the robustness evaluation by calculating
the standard deviation of the makespan.
We use the same experimental setup as the one describe in Section 5 for
evaluating the robustness.
Concerning the MOEA setup, we consider populations of 200 chromosomes
over 1,000 generations. The crossover and mutation probabilities are respec-
tively 0.25 and 0.35. For Hul and Hulm heuristics, we vary the parameter a
from 0 to 1 by step of 0.005. For Hul_MC which is the most costly, the step
size is reduced to 0.05.
9.2 Search space
In a first attempt to study the problem specificity, we characterize the search
space by generating extreme schedules present on the border fronts denoted by
SW, SE and NW (obtained with the MOEA, when the objectives are alterna-
tively maximized and minimized). These 3 last metaheuristics are named after
the intercardinal directions (NW (North West) consists in minimizing the aver-
age makespan while maximizing the standard deviation). SW is thus designed
to find optimal solutions for both criteria. Figure 15 depicts the search space of
one experiment scenario. Additionally, the previous random schedules are also
represented.
An immediate observation is the apparent correlation between both criteria
(even the SE and the NW sets follow a linear pattern) which confirm our above
remarks. Table 3 summarize the correlation coefficients over every experiment
scenario (a value close to 1 implies a high linear relationship between the criteria)
for the rand schedules. Tukey’s five number summary corresponds to minimum,
the first quartile, the median, the last quartile and the maximum of the set of
measures. We see that 25% of the correlation coefficients of Strassen graphs are
lower than 0.78 and 75% are higher. We observe that schedules for Strassen
graphs have highly correlated means and standard deviations.
Graph Min 25% Med 75% Max
STRASSEN 0.26 0.78 0.81 0.81 0.91
LAYRPRED 0.20 0.49 0.57 0.73 0.80
SAMEPRED 0.095 0.31 0.40 0.76 0.81
Table 3: Tukey’s five number summary of correlation coefficients by graph kind
It is also worth noting that the SW front is almost always isolated from other
regions and has a limited spread. Pareto-optimal solutions are hence quite close
in regards to the global search space. When V_UL > 0.3, correlations are
however the worst and the SW fronts are larger. Therefore, minimizing the
average makespan does not necessarily induce good robustness when V_UL
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Figure 15: Mean vs. std. dev. of the makespan of different schedules in random
and border cases, with a layrpred graph and TaskNumber = 1000
takes high values, i.e. when the uncertainty range of the durations is subject to
large variations.
9.3 Average quality
The purpose of this section is to assess the quality of the schedules generated
by the strategies presented in Section 7 and 8 in term of robustness and average
performance. Figure 16 is a representative example regarding the position of
the approximation sets (or Pareto fronts) of each strategy. Error bars denote
the confidence intervals of each schedule evaluation.
Assessing the quality of an approximation set has been shown to be ex-
tremely difficult as several criteria can be measured for a given set (spread of
the front, optimality, ...). Among the numerous existing quality indicators, we
have chosen the binary ε-indicator which is presented and recommended by Zit-
zler et al. [46]. We compute it for each pair of heuristics (in Table 4). The
value Iε(A,B) corresponds to the ratio between a chosen solution of A and one
of B for a selected criterion. It is roughly related to the relative distance be-
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tween the two Pareto fronts and if we have Iε(A,B) ≤ 1 and Iε(B,A) > 1, then
the approximation set A is better than B. In other cases, the two fronts are
incomparable.
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Figure 16: Mean vs. std. dev. of the makespan of different schedules in the
Pareto region, with a layrpred graph and V_Cost = 1
B\A Hul Hulm Hul_MC SW
Hul 1.00 1.18 1.01 1.00
Hulm 0.90 1.00 0.87 0.90
Hul_MC 1.04 1.20 1.00 1.04
SW 1.04 1.20 1.02 1.00
Table 4: Comparison of the Pareto front: the binary ε-indicator values Iε(A,B)
for all pairs of strategies
It is clear in this example that Hulm performs the worst and SW is better
than Hul. Iε(SW,Hul_MC) > Iε(Hul_MC, SW) does not necessary mean that
Hul_MC is better than the MOEA. It can be explained by the fact that the
indicator is a ratio between either 2 means or between 2 standard deviations.
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Since this last criterion varies relatively the most, the presence of more robust
solutions has more impact on the ε-indicator.
Hul
Hul
0.6 1.0 1.4
● ● ● ●
Hulm
● ●● ●●● ●
Hul_MC
0.6 1.0 1.4
●● ●●● ● ●●
SW
●● ● ●● ●●● ● ●● ●● ●●Hulm ●●
● ● ● ●Hul_MC ● ● ● ●
●● ● ●●● ● ●●●SW ●
0.6 1.0 1.4
●●●● ●●● ●
0.6 1.0 1.4
Figure 17: Comparison of the Pareto fronts: boxplot of the indicators over every
experiment
Since the ε-indicator is a ratio, it allows doing comparison on every experi-
ment scenario. Figure 17 represents the summary of every computed indicator
in the form of boxplots. Boxplots allow to represent a five number summary
of a given set (in this case, this is the 5th percentile, the first quartile, the
median, the last quartile and the 95th percentile) and the outliers that exceed
these values. For example, on the line Hulm and column SW, these 5 values are
respectively 0.61, 0.83, 0.94, 1 and 1.21. We show that the previous remarks
are general: Hulm is the worst heuristics (despite being the most sophisticated)
and that the MOEA, Hul and Hul_MC are mostly incomparable. Although
it does not appear on this figure, the MOEA systematically outperforms other
heuristics in term of average makespan.
9.4 Computation time
We compute the average runtime of every heuristic over 5 runs with random
graphs (Strassen graphs having different number of tasks). These measures are
represented on Table 5. The second time includes the MC evaluation of the
schedules (except for Hul_MC because it is already included and SW because
it is negligible).
Task number 10 100 1000
Hul 0.4”/1” 19”/1.2’ 5.7’/37.6’
Hulm 0.5”/1” 2’/4.6’ 1h33’/2h05’
Hul_MC 1.1’ 19.6’ 3h24’
SW 55.8’ 1h30’ 6h44’
Table 5: Execution time of every strategy
It would have been possible to reduce the number of MC simulations in
order to have similar execution time for Hul and Hul_MC. However, with 600
simulations, the standard deviation precision is about 25% which is quite high.
Hence, Hul_MC is relevant only with high number of simulations.
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9.5 MOEA evolution
Figure 18 illustrates the evolution of both criteria in function of the time taken
by the MOEA when MC evaluations are used. The evolution of the standard
deviation is less stable than with the average, which could be caused by a greater
difficulty to generate robust schedules than efficient ones.
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Figure 18: Evolution of the MOEA for both criteria with MC simulations
10 Conclusion
In this paper, we have studied the problem of scheduling a stochastic task graph
with the goal of maximizing the robustness and minimizing the makespan on a
heterogeneous environment.
This is a very difficult problem. Minimizing the makespan is an NP-hard
problem while computing the metrics requires to solve a #P-complete problem
which is very time-consuming.
Robustness is an objective that has led to a lot of different metrics. However,
there is no consensus on a wide-accepted metric. In order to compare robustness
metrics, we have proposed a comprehensive set of such metrics presented in the
literature in the case of task graph scheduling with precedence constraints.
We have experimentally compared the robustness metrics on a set of different
task graphs. This empirical study was intended to determine the relationship
between these metrics. The first conclusion we can draw is that several of
them are equivalent mostly due to the implication of the central limit theorem.
Consequently, the simplest of these metrics, certainly the standard deviation, is
sufficient in most real cases and denotes the absolute dispersion of the makespan,
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its entropy, etc. (which are all related). An other important point is the unsuit-
ability of the slack for our uncertainty model. We presented some arguments
to justify this observation. Moreover, we have shown that in most cases the
distribution of the makespan is sufficiently close to a Gaussian. This justifies
our approximations used to evaluate this distribution in our heuristics.
Despite a fairly high correlation value between the makespan mean and stan-
dard deviation, most of the time there exists a set of Pareto-optimal solutions.
This set tends to grow as the coefficient of variation of the uncertainty level
(V_UL) is large. This justifies the design of bicriteria strategies.
Based on our understanding of the robustness metrics, we have proposed
different strategies: three heuristics and a multi objective evolutionary algo-
rithm (MOEA). The goal of having different strategies is to tackle the trade-off
between computation time of the solutions and the quality of the solutions.
Concerning our MOEA, we have proved its convergence by extending previous
results on the global nature of the mutation operator.
We have then conducted an experimental study of our heuristics for the
scheduling problem. The slowest strategy is our evolutionary algorithm. The
proposed Hul_MC (an extension of the makespan-centric heuristic HEFT) is
faster but provides worse makespan solution than our MOEA. Hul and Hulm
are even faster heuristics but give even worse results for both criteria. All these
strategies are also able to give a Pareto front of the solution. Therefore we
are able to help the user in choosing another trade-off between makespan and
robustness when necessary.
In future work we want to port the proposed solutions to real-world execution
environments with concrete applications. In order to do that, we will need to
analyze traces and to adapt our models and/or algorithms to the corresponding
environments.
It is also important to remark that our method can be extended to other
makespan-centric heuristics (BIL, PCT, HBMCT, CC, ILHA). Evaluation of
these extensions is also left to future work. Moreover, we need a better evalua-
tion mechanism for our MOEA in order to systematically outperform Hul_MC
for the robustness. This requires either to better take into consideration the ap-
proximation of the current fitness function or to develop more precise evaluation
methods.
The proposed scheduling heuristics are all static ones. This means that the
scheduling decisions are made prior to the execution. Even, in the case where
uncertainties can be very high we believe that it is important to have a good
initial (static) solution even if on the fly dynamic adaptation can be made.
However, coupling static solution with dynamic decision in order to adapt to
the change is a difficult task and is left for future work.
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