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Abstract
We show that every bridgeless cubic graph G on n vertices other
than the Petersen graph has a 2-factor with at most 2(n−2)/15 circuits
of length 5. An infinite family of graphs attains this bound. We also
show that G has a 2-factor with at most n/5.83 odd circuits. This
improves the previously known bound of n/5.41 [Lukotˇka, Ma´cˇajova´,
Maza´k, Sˇkoviera: Small snarks with large oddness, arXiv:1212.3641
[cs.DM]].
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1 Introduction
Petersen [15] showed that every cubic graph without a bridge has a 1-factor.
We can restate many well known problems in graph theory in terms of 1-
factors in cubic graphs. It often happens that we study 1-factors through
their complementary 2-factors as certain properties of graphs are better de-
scribed this way. An example is the following equivalence: A cubic graph is
3-edge-colourable if and only if it has a 2-factor with even circuits only.
Snarks, connected bridgeless cubic graphs that are not 3-edge-colourable,
are an intensively studied class of graphs. Many important problems and
conjectures can be reduced to snarks: the 4-colour theorem, Tutte’s 5-flow
conjecture, or the cycle double cover conjecture [6, 8]. Problems regarding
1-factors (and thus 2-factors) tend to be challenging; a conjecture that there
is exponentially many perfect matchings from 1970s has been proven only
recently [4].
The minimum number of odd circuits in a 2-factor of a bridgeless cubic
graph G naturally describe how uncolourable G is. This parameter is called
oddness and is denoted by ω(G). Since every cubic graph has an even number
of vertices, its oddness must be even. Oddness is an interesting property to
consider since the 5-flow conjecture and the cycle double cover conjecture are
proven for snarks of small oddness [11, 7, 5]. Other parameters quantifying
the uncolourability of cubic graphs can be related to oddness. We refer the
reader to the paper [16].
The presence of short circuits in a 2-factor is another interesting property
to study with several applications. We can use standard reduction theorems
for circuits of length 2, 3, and 4 [17]. On the other hand, circuits of length
5 pose main obstacles in several problems (e.g. [9, 1]) and our knowledge on
how to avoid them was very limited except of some well defined situations.
The Petersen graph has two 5-circuits in all of its 2-factors. Mkrtchyan
and Petrosyan conjectured that this is the only graph that has only 5-
circuits in each 2-factor [14]. DeVos immediately confirmed this conjecture
[2]. Ku¨ndgen and Richter [10] showed that each cubic graph has a 2-factor
with circuit of length at least 7 except for graphs on four or six vertices, and
except for the Petersen graph. This makes the Petersen graph very special
regarding 5-circuits in its 2-factor.
Lukotˇka, Ma´cˇajova´, Maza´k, and Sˇkoviera [13] studied how small a cubic
graph with given oddness can be. They developed a method to avoid 5-
circuits in 2-factors of cubic graph and proved that a bridgeless cubic graph
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G not isomorphic to the Petersen graph has at least 5.41 · ω(G) vertices.
They proposed the following conjecture.
Conjecture 1. [13] Let G be a 2-edge-connected cubic graph with oddness
ω(G). Then G has at least 7.5 · ω(G)− 5 vertices.
The bound in this conjecture is attained for ω(G) ≡ 2 (mod4).
We refine the methods introduced in [13]. Our approach allows us to deal
separately with certain subgraphs isomorphic to three graphs created from
the Petersen graph and we improve the bound to 5.83 · ω(G).
We bound the minimal number of 5-circuits in a bridgeless cubic graph
G. We will call this parameter 5-cyclicity and denote it by ω5(G). We prove
that the 5-cyclicity of a 2-edge-connected cubic graph G on n vertices not
isomorphic to the Petersen graph is at most 2(n− 2)/15. This improves the
bound 11n/75 that can be deduced from [13]. We construct an infinite family
of cubic graphs that attains this bound and observe that these graphs satisfy
Conjecture 1. This adds additional support for the conjecture. Moreover,
we prove bound n/9 for a wide class of 3-edge-connected cubic graphs. We
prove the bound n/10 for cyclically 4-edge-connected graphs of girth 5 (also
called “non-trivial snarks”).
All proofs in this work are constructive. The required 2-factors can be
produced by the algorithm for minimum-weight perfect matching in bridge-
less graphs and contain no triangles. The only apparent obstacle, the reduc-
tions of colourable graphs separated by small cuts can be circumnavigated
by restricting us to cuts separating less than 14 vertices.
2 The improved bound on oddness
First we proof an improved bound on the oddness of a cubic graph. The
bound on the 5-cyclicity will use similar (and slightly simpler) argument.
Theorem 1. A 2-edge-connected cubic graph G not isomorphic to the Pe-
tersen graph with oddness ω(G) has at least 5.83 · ω(G) vertices.
We will use the following lemmas from [13] in the proof of the theorem.
Lemma 2. For every snark G there exists a snark G′ of order not exceeding
that of G such that ω(G′) ≥ ω(G) and the girth of G′ is at least 5.
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Figure 1: Graphs P1, P2, P3. Subgraphs isomorphic to these graphs will be
investigated separately.
We say a graph is colourable if there exists a 3-edge colouring of the graph,
otherwise we say it is uncolourable.
Lemma 3. For every snark G there exists a snark G′ of order not exceeding
that of G such that ω(G′) ≥ ω(G) and every 2-edge-cut in G′ separates two
uncolourable subgraphs of G′.
Lemma 4. For every snark G there exists a snark G′ of order not exceeding
that of G such that ω(G′) ≥ ω(G) and every 3-edge-cut in G′ separates two
uncolourable subgraphs of G′.
Proof of Theorem 1. Let G be the smallest (in the number of vertices) 2-
edge-connected cubic graph with given oddness. We can assume by the
above lemmas that G does not contain circuits shorter than 5 and every 2
and 3-edge-cut in G separates two uncolourable subgraphs of G (if G reduces
to the Petersen graph, then G has oddness 2, at least 12 vertices, and satisfies
Theorem 1).
Let P2 be the set of subgraphs of G isomorphic to the graph P2 (the Pe-
tersen graph with an edge subdivided twice). Let P1 be the set of subgraphs
of G isomorphic to the graph P1 (the Petersen graph with one edge removed)
that cannot be extended to a subgraph of G isomorphic to P2. Let P3 be the
set of subgraphs of G isomorphic to the graph P3 (the Petersen graph with
one vertex removed) that cannot be extended to a subgraph of G isomorphic
to P1. (These subgraphs are defined in Figure 1.) Let P = P1 ∪P2 ∪P3. All
subgraphs from P are not 3-edge-colourable.
Lemma 5. Subgraphs of G from P are pairwise disjoint, except when G is a
graph on 22 vertices that contains two subgraphs isomorphic to P2 intersecting
in two vertices and one edge. This graph fulfils Theorem 1.
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Proof. Let E2 be the set of edges of G that are in some 2-edge-cut of G.
Since all vertices of P1, P2, and P3 are of degree at least two, two intersecting
subgraphs S1, S2 ∈ P must share a common edge. We take an edge e = uv ∈
E(S1) ∩ E(S2). Suppose first that deg(u) = deg(v) = 2 in both S1 and S2.
Then G is the exceptional graph from the lemma statement. We can easily
check that Theorem 1 holds for this graph.
Suppose that deg(u) = 2 and deg(v) = 3 in S1. Since the deg(v) in S2 is at
least 2, there must exist an edge e′ = vw that also belongs to E(S1)∩E(S2).
We get that deg(v) = 3 and deg(w) = 3 in S1 from the structure of the
subgraphs from P . We choose the edge e′ as our new edge e.
Apparently, the edge e does not belong to E2. Let S be the largest
connected subgraph (with respect to the number of edges) of G that contains
e and contains no edge from E2. Subgraph S is unique. The properties of
graphs P1, P2, and P3 guarantee that |V (S)| ≥ 10.
Suppose first that |V (S)| = 10. Than S1 must be an induced subgraph
of S2 or vice versa. This contradicts the definition of subgraphs from P . On
the other hand, suppose that |V (S)| > 10. Then S1 and S2 are isomorphic to
P3. Let E3 be the set of edges that are contained in some minimal edge-cut
with independent edges (with respect to set inclusion) of size at most 3. Let
S ′ be the largest connected subgraph (with respect to the number of edges)
of G that contains e and contains no edge from E3. Due to properties of
P3 and due to the fact that S1 and S2 cannot be extended to a subgraph
isomorphic to P1 we know that |V (S ′)| = 9 and S = S1 = S2.
Hence we can assume all subgraphs from P are disjoint. Let M be a
perfect matching of G and FM the complementary 2-factor. Let C(M) be the
set of circuits of FM . The symbol |C|o will denote the length of the circuit
C ∈ C when C is odd, otherwise we define |C|o = |C|+ 7. Let
I(M) =
∑
C∈C(M)
7− |C|o
2
.
We can bound the number of odd circuits of C(M) by the value I(M) where
M is chosen in such a way that I(M) is small enough.
Let C be a circuit of G and let S ∈ P . We say that C goes through S
if C intersects S in at least two edges. We split the function I into several
parts according to this property.
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For C ∈ C(M) and S such that C goes through S we define I(C, S,M) =
(7−|C|o)/(2k) where k is the total number of subgraphs from P that C goes
through, otherwise we define I(C, S,M) = 0. Let I(S,M) =
∑
C∈C(M) I(C, S,M).
For C ∈ C(M) that does not go through any subgraph from P we define
I(C,M) = (7− |C|o)/2, otherwise we set I(C,M) = 0.
We can rewrite the invariant I as
I(M) =
∑
C∈C(M)
I(C,M) +
∑
S∈P1
I(S,M) +
∑
S∈P2
I(S,M) +
∑
S∈P3
I(S,M). (1)
The splitting allows us to bound the value of I(M) step by step.
We define a linear function and we minimize it over the perfect matching
polytope [3] of G, denoted by M(G). For a point p ∈ M(G) let pe be
the weight corresponding to the edge e. For each S ∈ P1 ∪ P2 let eS be
one arbitrary edge on the boundary of S (an edge with exactly one vertex
belonging to S). For each S ∈ P3 we define ES either to be ∅, or to contain
two edges from the boundary of S whenever possible such that
1. these two edges are not in the same 7-circuit that goes through S and
can be contained in a 2-factor of G and
2. these two edges are not in a 9-circuit that goes through S and some
other subgraph from P .
The set of subgraphs from P3 with ES 6= ∅ and with ES = ∅ will be denoted
by P3a and P3b respectively. Let C5 be the set of circuits of length 5 in G not
going through any subgraph from P . For each C ∈ C5 let EC be the set of
edges on the boundary of C.
We define the linear function as follows:
f(p) =
(∑
C∈C5
1
4
∑
e∈EC
pe
)
+
∑
S∈P1
2peS +
∑
S∈P2
peS +
( ∑
S∈P3a
∑
e∈ES
pe
)
.
Since we maximize over a polytope, the optimal value is attained at some
vertex of the polytope - some perfect matching in case of the perfect matching
polytope. We find a point p inM(G) such that f(p) is minimal. Due to the
characterization of the perfect matching polytope, the point (1/3, 1/3, . . . , 1/3)
lays within the polytope [3]. Hence, for optimal point p of M(G)
f(p) ≤ 5/12|C5|+ 2/3|P1|+ 1/3|P2|+ 2/3|P3a|. (2)
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Let M be a perfect matching satisfying f(M) = f(p) such that the num-
ber of pairs (S,C), where S ∈ P2 and C ∈ C(M) goes through S, is minimal.
We show that I(M) ≤ f(M)−|C5|/4+ |P3b|. To do this, we use the equation
(1) and bound the summands of I(M) one by one.
Part 1: First, we consider the value I(C,M) for C ∈ C(M). For a circuit
C ∈ C(M) of length more than 5 or a circuit going through some subgraph
from P we have I(C,M) ≤ 0 by definition. The only remaining case to
consider is a circuit not going through any subgraph from P and of length 5
(that is C ∈ C5). By definition we have I(C,M) = 1. All boundary edges of
C belong to M , that is
∑
e∈EC pe = 5. Because
∑
e∈EC pe ≥ 1 we know that
I(C,M) ≤ −1/4 + 1/4∑e∈EC pe. Altogether
∑
C∈C(M)
I(C,M) ≤
(∑
C∈C5
1
4
∑
e∈EC
pe
)
− 1
4
|C5|.
Part 2: Consider a subgraph S ∈ P1. Suppose that peS = 1. This means
that both edges on the boundary of S belong to M . Therefore exactly two
5-circuits go through S. By definition we have I(S,M) = 2.
On the other hand, if peS = 0 (none of the boundary edges belongs to M),
then two circuits of C(M), C1 and C2, go through S such that |C1| = 5 and
|C2| ≥ 8 (If C2 had length 7, then S could be extended to a subgraph isomor-
phic to P2). Clearly, I(C1, S,M) = 1. We bound the value of I(C2, S,M).
Observation 6. For circuit C2 we have I(C2, S,M) ≤ −1.
Proof. If |C2| = 9, then C2 cannot go through any other subgraph of P other
than S. Indeed, this could only happen if S was connected to S2 ∈ P3 by
two edges which would imply a bridge. This shows that I(C2, S,M) = −1.
Let k be the number of subgraphs from P that C2 goes through. Suppose
that |C2| > 9 and C2 is odd. Then C2 contains at least 5 vertices form S and
at least 4 vertices from each other subgraph that C2 goes through. Therefore
|C2| ≥ 4k + 1. Since k is an integer, k ≤ b(|C2| − 1)/4c and we have
I(C2, S,M) = (7− |C2|)/2k ≤ (7− |C2|)/2b(|C2| − 1)/4c ≤ −1.
Suppose that C2 is even. We have, again,
I(C2, S,M) = (7− (|C2|+ 7)/2k ≤ (−|C2|)/2b(|C2| − 1)/4c ≤ −1.
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This shows that I(S,M) ≤ 0 when peS = 0.
Merging the situations peS = 0 and peS = 1 into a single inequality yields
I(S,M) ≤ 2peS . Altogether∑
S∈P1
I(S,M) ≤
∑
S∈P1
2peS .
Part 3: Suppose we have a subgraph S ∈ P2. Similarly as before, if peS = 1,
then I(S,M) = 1 as we have a 5-circuit and a 7-circuit going through S.
If peS = 0, then due to the minimality of the number of circuits going
through S, only two circuits go through S: one circuit of length 5, and the
second of length at least 9. By similar argumentation as in Observation 6 we
have I(S,M) ≤ 0. In both cases we get I(S,M) ≤ peS and altogether∑
S∈P2
I(S,M) ≤
∑
S∈P2
peS .
Part 4a: Suppose we have a subgraph S ∈ P3a. We have two edges in ES
and the value of
∑
e∈ES pe can be either 0, 1, or 2.
If
∑
e∈ES pe = 0, then there can be at most one 5-circuit C1 and one
other circuit C2 going through S. Clearly, I(C1, S,M) = 1. We know that
C2 is not of length 7, and if it is of length 9, then it only goes through one
subgraph from P (conditions on the set ES). We obtain I(C2, S,M) ≤ −1
by similar arguments as in Observation 6.
If
∑
e∈ES pe = 1, then there can be at most one 5-circuit C1 and one other
circuit C2 of length more than 5 going through S. Clearly, I(C1, S,M) = 1
and I(C2, S,M) ≤ 0.
If
∑
e∈ES pe = 2, then there is only one 9-circuit C1 going through S.
Clearly, I(C1, S,M) = −1.
Putting all the cases together, we have I(S,M) ≤∑e∈ES pe. Altogether∑
S∈P3a
I(S,M) ≤
∑
S∈P3a
peS .
Part 4b: Suppose we have a subgraph S ∈ P3b and each pair of boundary
edges are either in a common 2-factor 7-circuit or in a common 9-circuit going
through two subgraphs from P .
First let us deal with the latter case. We show that no two boundary
edges of S ∈ P3b lay in a common 9-circuit going through another subgraph
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Figure 2: Configurations P3b,1 and P3b,2.
S2 from P . Suppose otherwise. The subgraph S2 can be isomorphic only
to P3 as an isomorphism with P1 would imply a bridge in the graph. Let
a1, a2, a3 be the edges on the boundary of S and b1, b2, b3 the edges on the
boundary of S2. Since there is a 9-circuit going through both S and S2 we
can assume that a1 = b1 and the edges a2 and b2 are incident to a common
vertex v. If a3 and b3 do not share a common vertex, we can choose a1 and
a3 into ES, which is a contradiction with S belonging to P3b. Therefore,
there must be a vertex v2 incident to both a3 and b3. The vertices v and
v2 cannot have a common neighbour (a bridge would be created) but then
we can choose the edges a2 and a3 into ES as they are not contained in a
7-circuit and since vertices v and v2 cannot be in a subgraph from P , the
edges a2 and a3 are not in a common 9-circuit and thus we can choose them
into ES.
We are left with the case where each pair of boundary edges is in a 7-
circuit of some 2-factor of G. Let v1, v2, and v3 be the vertices if degree two
in S and w1, w2, and w3 their neighbours outside S. The fact that each pair
of boundary edges must lay in a 7-circuit implies only two possible config-
urations: P3b,1 – all the vertices w1, w2, and w3 are adjacent to a common
vertex; P3b,2 – each pair of the vertices w1, w2, and w3 is adjacent to different
vertex x1, x2, or x3 (see Figure 2). Only the configuration P3b,2 can contain
boundary edges of S in a common 7-circuit of some 2-factor. Regardless of
the 2-factor, at most two circuits may go through S and at most one of them
is of length 5. Therefore I(S,M) ≤ 1 and altogether∑
S∈P3b
I(S,M) ≤ |P3b|.
We make an important observation about the subgraph S ∈ P3b in the
P3b,2 configuration that we will use later.
Observation 7. Vertices w1, w2, and w3 (neighbours of S) satisfy the fol-
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lowing properties: They can be in at most one 5-circuit. They are not inner
vertices of any subgraph from P. None of these vertices has a neighbour from
another subgraph P3b.
Proof. Any 5-circuit containing w1 must also contain x1 and x2. There is
at most one possibility how to extend this path into 5-circuit. Therefore w1
(and, by symmetry, w2, and w3) is only in one 5-circuit.
Suppose for contradiction that w1 is an inner vertex of a subgraph S2
from P . Vertex w1 has degree at most 2 in S2. Therefore S 6∈ P2 because
P2 has no inner vertex of degree 2. Subgraphs from P are disjoint and have
minimal degree 2. This means that x1, x2 are two inner vertices from S2.
Since any neighbour of a vertex of degree 2 in P1 or P2 has degree 3, we
know that w2 ∈ S2. The vertex w2 can have degree at most 2 in S2, which
is a contradiction since neither P1 nor P2 contain two vertices of degree 2 in
distance 2. By symmetry, none of the vertices w1, w2, and w3 is an inner
vertex of a subgraph from P .
Suppose for contradiction that w1 has a neighbour that is in subgraph
S3 from P3b. We can assume that x2 is the neighbour. Since x2 must have
degree 2 in S3 and all vertices in distance at most 2 in S3 have degree 3 in S3
(S3 is isomorphic to P3) we know that w3 ∈ S3, and consequently v3 ∈ S3.
This is a contradiction with the fact that subgraphs from P are disjoint. By
symmetry, w1, w2, and w3 ale all neighbours only to one subgraph from P3b,
that is S.
Putting all derived equations for the invariant I together with the equa-
tion (1) we get that
I(M) ≤ f(M)− |C5|/4 + |P3b|. (3)
By (2) and (3) we get that
I(M) ≤ 1
6
|C5|+ 2/3|P1|+ 1/3|P2|+ 2/3|P3a|+ |P3b|. (4)
Let M(G) denote the perfect matching M constructed in this way and I(G)
denote the value of I(M(G)). We can proceed to the final step. We bound
V (G)/ω(G) in terms of I(G)/V (G).
Let k be the number of odd circuits of M(G). Let m be the number of
vertices in even circuits of M(G). For an even circuit (7−|C|o)/2 = −|C|/2.
Therefore I(G) = −m/2+7k/2−(|V (G)|−m)/2 = 7k/2−|V (G)|/2. (Recall
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the very first definition of I.) Since ω(G) ≤ k we have ω(G) ≤ 2I(G)+|V (G)|
7
.
Now we are ready to bound V (G)/ω(G).
V (G)
ω(G)
≥ |V (G)|
2I(G)+|V (G)|
7
=
7
1 + 2 I(G)|V (G)|
. (5)
To bound I(G)/|V (G)| we must first bound |V (G)| in terms of |C5|, |P1|,
|P2|, |P3a|, and |P3b|.
Lemma 8. V (G) ≥ 5/3|C5|+ 10|P1|+ 10|P2|+ 9|P3a|+ 10|P3b|.
Proof. Recall that the graph G is the smallest graph with chosen oddness.
By reduction lemmas, it does not contain circuits shorter than 5, and every
2-edge-cut and 3-edge-cut in G separates two uncolourable subgraphs of G.
We will count separately the vertices from P1, the inner vertices from P2,
and the vertices from P3. This is 10|P1| + 10|P2| + 9|P3a| + 9|P3b| vertices.
Other vertices will be called uncounted.
Consider an uncounted vertex v. We know that the girth of G is at least
5, therefore the neighbourhood of v of size 2 is perfectly determined: v is
neighbour to three vertices v1, v2, and v3. Vertex vi for i ∈ {1, 2, 3} has two
neighbours other than v, we denote them vi1 and vi2. All these vertices must
be pairwise distinct, otherwise G would contain a short circuit.
If v is in 6 circuits of length 5, then G is the Petersen graph. If v was in 5
circuits of length 5, then {v}∪{vi, vi1, vi2 | i ∈ {1, 2, 3}} can by separated by
a 2-edge-cut. Since v is outside P , the separated graph is 3-edge-colourable.
This is a contradiction. Therefore, v is in at most 4 circuits of length 5.
Let Vk be the set of uncounted vertices that are in exactly k circuits of
length 5 for all 2 ≤ k ≤ 4, and let V1 be the set of uncounted vertices that are
in at most 1 circuit of length 5. We want to show that |V4| ≤ |V2 ∪ V1|. We
assign each vertex v from V4 two distinct tuples (v2, C) where v2 ∈ V2 ∪ V1,
C ∈ C5, and both v and v2 share the circuit C. If the set of all assigned
tuples to the vertices from V4 is pairwise disjoint, we call such assignment a
proper assignment.
Lemma 9. |V4| ≤ |V2 ∪ V1|.
Proof. We construct a proper assignment on G. For each vertex v ∈ V4 we
find two vertices contained in at most two 5-circuits one of which is common
with v. Note that both such vertices must be uncounted (hence belong to
V2 ∪ V1), since each counted vertex is in at least two 5-circuits containing
11
vv1 v2 v3
v11 v12 v21 v22
v31 v32
x1 x2 x3 x4
S422
v
v1 v2 v3
v11 v12 v21 v22
v31 v32
x1 x2 x3 x4
S323a v
v1 v2 v3
v11 v12 v21 v22
v31 v32
x1 x2 x3 x4
S323b
Figure 3: Possible surroundings of an uncounted vertex contained in 4 circuits
of length 5.
only counted vertices (Figure 1, recall that the vertices of degree 2 in P2 are
uncounted).
Suppose that the vertex v is in 4 circuits of length 5. We proceed to
analyse the close neighbourhood of the vertex v. There are four edges induced
by vertices {vi1, vi2 | i ∈ {1, 2, 3}}. We denote this set by Ev. There are four
more edges adjacent to vij leading outside the subgraph. We denote this
set by Ev. These edges must be incident to 4 disjoint vertices x1, x2, x3,
and x4. Otherwise we can separate v by an 3-edge-cut where the separated
subgraph is 3-edge-colourable (or isomorphic to P3), which contradicts our
assumptions.
Let aiv be the number of pairs (vik, e), where k ∈ {1, 2} and e ∈ Ev is
incident to vik. Note that 2 ≤ aiv ≤ 4 for each i due to the girth condition
on G. There are only two possible multisets Xv = {a1v, a2v, a3v}. It is either
{4, 2, 2} or {3, 3, 2}.
Consider the multiset {4, 2, 2}, which determines a surrounding of the
vertex v. We denote it by S242 (Figure 3), as we may without loss of generality
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set a2v = 4 and v21v12, v22v31 ∈ Ev. The girth condition guarantees that the
remaining edges from Ev are v22v11 and v21v32. We can easily observe that for
each path of length 2 centred around v1, that is vv1v11, vv1v12, and v11v1v12,
there is at most one 5-circuit containing that path. Therefore, there are at
most 3 circuits of length 5 going through v1.
Let us consider vertices v11 and v12. By analysing the neighbourhood of
these vertices and using the argument that a path of length 3 determines at
most one 5-circuit (the girth condition), we get that v11 can be contained
in at most 3 circuits of length 5: v1v11v22v2v, v1v11x1x2v12 and x1v11v22v31x3.
However, if this vertex is contained in all of these circuit at the same time,
then there exists a 3-edge-cut separating a 3-edge-colourable subgraph (the
edge-cut is x2y2, x3y3, and v32x4, where y2 and y3 are neighbours of x2 and
x3 that are not yet denoted, respectively). This is again a contradiction with
Lemma 4. Similar argument can be used for vertices v12, v31, and v32. Hence,
all these vertices are contained in at most 2 circuits of length 5. Similarly, it
can be shown that the vertices v21 and v22 are contained in at most 3 circuits
of length 5, and the vertex v2 in 4 circuits of length 5.
There are four tuples that can be assigned to v:
(v11, vv1v11v22v2), (v12, vv1v12v21v2), (v31, vv2v22v31v3), (v32, vv2v21v32v3).
If the vertex v2 is already assigned some tuples, we choose two tuples from
the above four that are not used. Otherwise we can immediately assign two
tuples for both vertices v and v2. As the circuits of the tuples contain no
other vertices from V4, the set of assigned tuples always remains pairwise
disjoint.
On the other hand if, Xv = {3, 3, 2}, then we may suppose that a2v = 2.
Consider the two edges from Ev that are incident to the vertices v21 and
v22. Suppose that they are both adjacent to the vertex v21 (or v22). Then
v can be separated by a 3-edge-cut. Since the separated subgraph must not
be 3-edge-colourable, it must be isomorphic to P3. However, this contradicts
the assumption of v being uncounted.
Hence, we may suppose that v21v12, v22v31 ∈ Ev. We get two possible
surroundings: S323a where the two remaining edges from Ev are v11v32 and
v12v31, and S323b with v11v31, v12v32 ∈ Ev as shown in Figure 3.
It can directly be checked in S323a that both vertices v1 and v3 are con-
tained in at most 3 circuits of length 5 and v11, and v32 are contained
in at most 2 circuits of length 5. We assign tuples (v11, vv1v11v32v3) and
(v32, vv1v11v32v3) to v.
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It can also be checked in S323b that all vertices v1, v3, v12, and v31 are
contained in at most 3 circuits of length 5 and v11, and v32 are contained
in at most 2 circuits of length 5. We assign tuples (v11, vv1v11v31v3) and
(v32, vv1v12v32v3) to the vertex v. In both cases the circuits in assigned tuples
contain only one vertex from V4, therefore no tuple is assigned more than
once.
Let k be the number of pairs (w,C) where w ∈ V2∪V1 and C is a 5-circuit.
The constructed assignment implies that 2|V4| ≤ k. Clearly k ≤ 2|V2 ∪ V1|.
Hence the observation follows.
Let n be the number of uncounted vertices. We want to determine the
number of pairs (v, C) where C is a 5-circuit and v is an uncounted vertex
of C. The number of pairs is clearly at most 4|V4|+ 3|V3|+ 2|V2|+ |V1|.
According to Observation 9 |V4| ≤ |V2|+ |V1| and 4|V4|+ 3|V3|+ 2|V2|+
|V1| ≤ 3(|V4|+ |V3|+ |V2|+ |V1|)− |V1| = 3n− |V1|.
Observation 7 states that there are at least 3|P3b| uncounted vertices that
are in at most one 5-circuit. Therefore 3n− |V1| ≤ 3n− 3|P3b|.
On the other hand, we have exactly 5 · |C5| such pairs. Therefore, 3n −
3|P3b| ≥ 5|C5|. Altogether, we get the result of the lemma V (G) ≥ 5/3|C5|+
10|P1|+ 10|P2|+ 9|P3a|+ 10|P3b|.
We can now conclude the proof of the Theorem 1. By (4) and by Lemma 8
we get that
I(M)
V (G)
≤ 1/6|C5|+ 2/3|P1|+ 1/3|P2|+ 2/3|P3a|+ |P3b|
5/3|C5|+ 10|P1|+ 10|P2|+ 9|P3a|+ 10|P3a| ≤ 1/10.
Therefore by (5) we have V (G)/ω(G) ≥ 35/6 > 5.83.
3 Reduction lemmas for 5-cyclicity
We start with the analogues of Lemmas 2, 3, and 4.
Lemma 10. For every snark G there exists a snark G∗ of order not exceeding
that of G such that
1. the girth of G∗ is at least 5;
2. ω5(G
∗) ≥ ω5(G);
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3. if there is a 2-factor of G∗ with m circuits of length 5, then there is a
2-factor of G with m circuits of length 5 and no circuits of length 3.
Proof. We prove this by induction on the number of vertices. If G has no
circuit of length less than 5, then we set G∗ = G and the lemma holds.
Suppose there is a 2-cycle uv in G. Let u′, v′ be the other neighbours of u
and v. We create a graph G′ by removing the vertices u and v with adjacent
edges and adding the edge u′v′. By induction hypothesis there is a graph G′∗
without circuits of length 2, 3 and 4 such that ω5(G
′∗) ≥ ω5(G′) and for a
2-factor of G′∗ with k circuits of length 5 there is a 2-factor F of G′ with at
most k circuits of length 5 and no triangles. We set G∗ = G′∗. Because F
does not contain 3-circuits we can extend every F to a 2-factor in G without
adding any 5 or 3-circuits: we either add 2-circuit uv into F or extend the
circuit that contained the edge u′v′ as u′uvv′.
Each further situation uses the same induction argument. We omit it and
describe only the process of creating a 2-factor of G from the 2-factor of G′
without introducing new 3 or 5-circuits.
Suppose there is a triangle uvw in G. We create G′ by contracting u, v,
and w into one vertex. By induction hypothesis G′ has a 2-factor F satisfying
the lemma with no 3-circuits. We can extend F to a 2-factor of G without
creating circuits of length 3 or 5.
Finally, suppose G has no circuits of lengths 2 and 3 but a 4-circuit
C = v1v2v3v4. Let w1, w2, w3, and w4 be the neighbours of v1, v2, v3, and v4
outside of C, respectively (such neighbours exist due to the fact that G has
no circuits shorter than 4). Only w1 and w3, and w2 and w4 can be identical.
Otherwise there would be a shorter circuit. If both w1 = w3 and w2 = w4,
then we produce G′ by deleting all denoted vertices and by adding a new
edge between the two resulting divalent vertices. It is easy to extend the
2-factor of G′ to a 2-factor of G without adding circuits of length 3 or 5.
Suppose that only one pair of vertices is identical, say w1 = w3. We
contract v1, v2, v3, v4, w1, and w3 into a new vertex to produce G
′. Again,
it is easy to extend the 2-factor of G′ to a 2-factor of G.
We may now expect vertices w1, w2, w3, and w4 to be pairwise distinct.
We delete v1, v2, v3, and v4 and either add edges w1w2 and w3w4, or w1w4
and w2w3 to produce G
′. One of these two choices always guarantees that G′
is bridgeless [17]. By induction hypothesis there is a 2-factor F of G′ with
no 3-circuits and containing the same number of 5-circuits as some 2-factor
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of G∗. Since F has no 3-circuits we can extend it without introducing new 3
or 5-circuits.
Lemma 11. For every snark G there exists a snark G∗ of order not exceeding
that of G such that ω5(G
∗) ≥ ω5(G) and every 2-edge-cut in G∗ separates two
uncolourable subgraphs of G∗. Moreover, if G∗ has a 2-factor with k circuits
of length 3 and m circuits of length 5, then also G has a 2-factor with at
most k circuits of length 3 and at most m circuits of length 5.
Proof. Suppose there exists a 2-edge-cut separating a colourable subgraph.
We choose the cut that separates the smallest (in number of vertices) colourable
subgraph. Let v1v2 and w1w2 be the cut-edges such that v1 and w1 are in the
colourable component of G−{v1v2, w1w2}. Clearly v1, v2, w1, and w2 are all
distinct otherwise G has a bridge. Moreover v1 and w1 are not neighbours
as this would contradict our choice of the cut.
We delete the edges v1v2 and w1w2 and add two edges v1w1 and v2w2. This
creates two components G1 and G2. Let G1 be the component containing v1
(the colourable one). We fix a colouring c of G1 and we pick a 2-factor F
′ of
G2 containing the least number of 5-circuits.
If the edge v2w2 is not part of the 2-factor, then we put the edges from F
′,
and the edges not coloured with the colour of v1w1 in G1 into 2-factor of G.
Clearly no extra 3 or 5-circuits were added. Therefore we can set G∗ = G2.
If the edge v2w2 belongs to the 2-factor, then we put the following edges
to the 2-factor of G: edges from F ′, edges coloured with the same colour as
v1w1 in G1, edges coloured with one other fixed colour in G1, and the edges
v1v2 and w1w2. No new 5-circuits besides the 5-circuits of F
′ are introduced:
The circuits inside G1 are even. Since v1 and v2 are not neighbours, the only
possible new 5-circuit is v1v2w2w1v where v is a common neighbour of v1
and w1. This is also not possible because the edges v1v and w1v are both
coloured differently from the edge v1w1. We can again set G
∗ = G2.
The same construction can be usod to prove that to a given 2-factor of
G∗ we can create a 2-factor of G without introducing 3 or 5-circuits.
Lemma 12. For every snark G there exists a snark G∗ of order not exceeding
that of G such that ω5(G
∗) ≥ ω5(G) and every non-trivial 3-edge-cut in G∗
separates two uncolourable subgraphs of G∗. Moreover, if G∗ has a 2-factor
with k circuits of length 3 and m circuits of length 5, then also G has a 2-
factor with at most k circuits of length 3 and at most m circuits of length 5.
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Proof. We can assume by the above lemmas that G has no triangles and
no 2-edge-cut that separates colourable subgraph in G. We choose a non-
trivial 3-edge-cut that separates the smallest colourable subgraph. Let v1v2,
w1w2, x1x2 be the cut-edges such that the vertices v1, w1, and x1 are in the
colourable subgraph. The vertices v1, v2, w1, w2, x1, and x2 are pairwise
distincs otherwise there is a 2-edge-cut in the graph. Moreover, no two
vertices of v1, w1, and x1 are neighbours as this either contradicts the choice
of the 3-edge-cut or the fact that G has no triangles.
We create two new vertices y1 and y2, delete the edges v1v2, w1w2, and
x1x2 and add the edges v1y1, w1y1, x1y1, v2y2, w2y2, and x2y2. This creates
two components: G1 (containing y1) and G2 (containing y2).
We set G∗ = G2. Similar arguments as in Lemma 11 can be used to prove
the statement of the lemma.
4 Avoiding 5-circuits
We use a similar approach to bound ω5(G) as we used to bound ω(G) in
Section 2.
Theorem 13. Let G be a 2-edge-connected cubic graph G on n vertices not
isomorphic to the Petersen graph. Graph G has a 2-factor that contains no
triangle and at most 2(n− 2)/15 circuits of length 5.
Proof. Suppose that G is the smallest counterexample to the Theorem 13. If
G is 3-edge-colourable, then G has an even 2-factor. If G is a snark, then by
Lemmas 10, 11, and 12 the graph G either reduces to the Petersen graph, or
each 2-edge-cut and non-trivial 3-edge-cut separates uncolourable subgraphs
and girth is 5. If G reduces to the Petersen graph by any of these lemmas,
then it fulfils the Theorem 13.
The proof will follow the proof of Theorem 1. We modify the invariants
and obtain the result by a similar argumentation. Where the argumentation
is the same, we will refer to the proof of Theorem 1.
Let P ′1 be the set of subgraphs of G isomorphic to the graph P1 and let
P3 be the set of subgraphs of G isomorphic to the graph P3 that cannot
be extended to a subgraph isomorphic to P1 (both defined in Figure 1).
Note that compared to the proof of Theorem 1, we do not care whether a
subgraph isomorphic to P1 can be extended to a subgraph isomorphic to P2.
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Let P = P ′1 ∪ P3. By Lemma 5 we know that subgraphs in P are pairwise
disjoint.
Let M be a perfect matching of G and let FM be the complementary
2-factor. Let C(M) be the set of circuits of FM . We define the symbol |C|5
as follows: |C|5 = 1 if C is a circuit of length 5 and |C|5 = 0 otherwise. Let
I(M) =
∑
C∈C(M)
|C|5.
Note that now the invariant I(M) simply counts the number of circuits of
length 5. We will show that we can choose M so that I(M) is small enough.
Let C ∈ C(M) and S ∈ P . If C is a 5-circuit intersecting S, we define
I(C, S,M) = 1, otherwise I(C, S,M) = 0. (Note that due to properties of P1
and P3 a 5-circuit cannot intersect two subgraphs from P .) Let I(S,M) =∑
C∈C(M) I(C, S,M). If C ∈ C(M) is a 5-circuit that does not intersect any
S ∈ P , then we define I(C,M) = 1, otherwise I(C,M) = 0.
We can rewrite the invariant I as
I(M) =
∑
C∈C(M)
I(C,M) +
∑
S∈P ′1
I(S,M) +
∑
S∈P3
I(S,M). (6)
Now we define a linear function to minimize overM(G). For each S ∈ P ′1
let eS be one arbitrary edge on the boundary of S (an edge with exactly one
vertex belonging to S). Let C5 be the set of circuits of length 5 in G that
do not intersect any subgraph from P . For each C ∈ C5 let EC be the set of
edges on the boundary of C.
We find a point p in M(G) such that
f(p) =
(∑
C∈C5
1
4
∑
e∈EC
pe
)
+
∑
S∈P ′1
peS
is minimal. The optimal point p ∈M(G) is a perfect matching and satisfies
f(p) ≤ 5/12|C5|+ 1/3|P ′1|. (7)
Let M be a perfect matching satisfying f(M) = f(p). We bound the
summands in (6) one by one.
Part 1: First, we consider the value of I(C,M) for C ∈ C(M). For a
circuit C ∈ C(M) of length more than 5 or for a circuit that intersects some
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subgraph from P we have I(C,M) = 0 by definition. Consider a circuit
C ∈ C5 of length 5. All boundary edges belong to M , that is
∑
e∈EC pe = 5.
By definition, we have I(C,M) = 1. Because
∑
e∈EC pe ≥ 1 we know that
set I(C,M) ≤ −1/4 + 1/4∑e∈EC pe and altogether
∑
C∈C(M)
I(C,M) ≤
(∑
C∈C5
1
4
∑
e∈EC
pe
)
− 1
4
|C5|.
Part 2: Consider a subgraph S ∈ P ′1. Suppose that peS = 1. This means
that both edges on the boundary of S belong to M , and I(S,M) = 2. On
the other hand, if peS = 0, then I(S,M) = 1 and Together I(S,M) ≤ peS + 1
and ∑
S∈P ′1
I(S,M) ≤
∑
S∈P ′1
peS
+ |P ′1|.
Part 3: Suppose we have a subgraph S ∈ P3. There is at most one 5-circuit
intersecting S (otherwise S ∈ P1). Therefore I(S,M) ≤ 1 and∑
S∈P3
I(S,M) ≤ |P3|.
Altogether I(M) ≤ f(M)− |C5|/4 + |P ′1|+ |P3|. Using (7), we have
I(M) ≤ 1/6|C5|+ 4/3|P ′1|+ |P3|.
Lemma 8 can be simplified to show that for a 2-edge-connected graph G,
V (G) ≥ 5/3|C5| + 10|P ′1| + 9|P3|. The function I(M) counts the number of
5-circuits in C(M). Therefore ω5(G) ≤ I(M). Altogether we have
V (G)
ω5(G)
≥ 5/3|C5|+ 10|P
′
1|+ 9|P3|
1/6|C5|+ 4/3|P ′1|+ |P3|
≥ 7.5. (8)
Note that the equality may hold only if all vertices of G belong to some
subgraph from P ′1. It is easily deducible that if all vertices are in a subgraph
from P ′1, then for such a graph V (G)/ω5(G) = 10. This improves our bound
to (V (G)− 2)/ω5(G) ≥ 7.5, which is what we wanted to prove.
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We show that Theorem 13 is the best possible. We can easily construct
a graph on 30k + 2 vertices that must contain 4k circuits of length 5 in its
2-factor. We start with a cubic multigraph on 2 vertices and replace the
three edges with three “chains” each consisting of k subgraphs isomorphic to
P1. From formula (8) it can be deduced that these are all graphs for which
Theorem 13 is tight. Note that these graphs satisfy Conjecture 1. This gives
additional support for this conjecture.
If we forbid subgraphs isomorphic to P1 in G after reductions using Lem-
mas 10, 11, and 12 our bound improves to 9, e.g. 3-edge-connected graphs
of girth 5 without 3-edge-cuts separating colourable subgraphs. We believe
that 9 is correct for 3-edge-connected graphs even without these additional
technical conditions.
Conjecture 2. Let G be a 3-edge-connected cubic graph G on n vertices not
isomorphic to the Petersen graph. Graph G has a 2-factor that contains at
most n/9 circuits of length 5.
Infinitely many graphs attain the bound in this conjecture: We take even
number of copies of P3 and connect them so that no 2-edge-cut is created.
Similarly, if G does not contain a subgraph isomorphic to P3 nor such a
subgraph is created by some reduction (note that P3 is a subgraph of P1),
then our bound is improved to n/10.
Theorem 14. Let G be a cyclically 4-edge-connected cubic graph of girth 5
on n vertices not isomorphic to the Petersen graph. Then G has a 2-factor
that contains at most n/10 circuits of length 5.
An infinite family of cubic graphs is known which shows that the bound
cannot be improved beyond n/27 [12].
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