Abstract -The visualization of support vector machines in realistic settings is a difficult problem due to the high dimensionality of the typical datasets involved. However, such visualizations usually aid the understanding of the model and the underlying processes, especially in the biosciences. Here we propose a novel visualization technique of support vector machines based on unsupervised learning, specifically self-organizing maps. Conceptually, self-organizing maps can be thought of as neural networks that investigate a high-dimensional data space for clusters of data points and then project the clusters onto a two-dimensional map preserving the topologies of the original clusters as much as possible. This allows for the visualization of high-dimensional datasets together with their support vector models. With this technique we investigate a number of support vector machine visualization scenarios based on real world biomedical datasets.
I. INTRODUCTION
Support vector machines represent a powerful new machine learning paradigm introduced in the early 1990's by Vapnik [1] based on kernel functions. Although these algorithms exhibit excellent machine learning performance it is often difficult to obtain an intuitive understanding of the induced model', since support vector machines do not share the same transparency that decision trees [2] or inductive logic programming models [3] possess. However, an intuitive understanding of the obtained classifier is important, particularly in the biosciences, not only for the validation of the model but also to deepen the insight into the underlying biological processes.
Support vector machine models consist of points in data space (the "support vectors") that identify a separating hyperplane between classes. The task of the support vector machine algorithm is to identify such a set of support vectors in a given dataset. Understanding where the support vectors are located with respect to the overall dataset and the kind of decision surface they induce provides substantial insight into the model.
Visualization of support vector models is a difficult problem due to the high-dimensionality of the typical dataset.
IHere we only consider support vector machine classification.
Here we propose a visualization technique of support vector machines that makes use of unsupervised learning in order to compute an appropriate visualization of the given dataset together with the support vector machine model. More specifically, we use self-organizing maps [4] to visualize the data and the support vector model.
Conceptually, self-organizing maps can be thought of as neural networks that investigate a high-dimensional data space for clusters of data points and then project the clusters onto a two-dimensional map preserving the topologies of the original clusters as much as possible. In the simplest case, where we have two linearly separable clusters in high-dimensional space, each representing a different class, we would expect the self-organizing map to project the clusters onto the map with the support vectors and the discriminating hyperplane appropriately placed between them. Section IV A. describes this baseline experiment with a three-dimensional dataset.
It is interesting to observe that our visualization naturally guides further analysis of a given support vector model. For instance, when we observe simple clusters with smooth decision boundaries between them on the projected map for high-dimensional data, we can infer that a lower dimensional subspace exists that allows for the near perfect discrimination between the classes. In this case, a dimension reduction or feature selection on the original dataset would seem appropriate to simplify the support vector model. We show that the support vector model of the original, high-dimensional data can be used to suggest how to approach this dimension reduction [5] . The converse is true as well; if we observe an intricate cluster structure with complicated decision boundaries we can assume that a high-dimensional subspace is necessary in order to be able to discriminate between the various classes. This in turn implies that we need a complex support vector model to describe the induced decision surface.
The approach to the visualization of support vector machines proposed here exhibits two major advantages over existing techniques: (1) No preprocessing of the data is necessary for the visualization, that is, neither do we need to perform feature selection nor do we have to guess which features to choose for the display. (2) It seems that the projection of high dimensional data onto a two-dimensional map can provide a "big picture" overview of the support vector decision surface not possible with other visualization approaches. In some sense we can say that our approach is decision boundary oriented where as existing techniques are feature oriented. We have implemented a prototype that simplifying the underlying mathematics. produces PDF maps of the dataset projections and the Notice that in Figure I [ball if n 2t 0
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