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Microblogging has become very popular among web users:
Twitter broadcasted 200 millions of them every day in 2011.
These tweets can be used for social studies, opinion mining,
and sentiment analysis. Tweets have been effectively used
to analyze opinions and sentiments from specific events such
as TV political debates or conference presentations. To ana-
lyze tweets, researchers either use Natural Language Process-
ing or human-analyses, e. g. with Amazon Mechanical Turks.
In this paper we describe a third method that can replace or
complement the first two: convincing the tweet authors to
explicitly express their opinion using a simple unambiguous
syntax—a tag—while they tweet.
We report on our experience with the PolemicTweet sys-
tem where authors tag the tweets they send during confer-
ences and TV shows. We explain how we implemented
PolemicTweet and discuss briefly the pro and cons.
We believe that author-tagging technologies can effectively
complement automated analysis, in particular for analyzing
tweets that are by essence ambiguous, and could be ironic,
sarcastic or cryptic. We describe the incentive we used to
convince the authors and the result we obtained.
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INTRODUCTION
In the recent years, microposts such as tweets have been used
to analyze data about particular events, such as political opin-
ions during political TV debates [6], sport events [19], and
crisis coordination [4]. Analyzing tweets is not only useful
for the sake of understanding what people think about partic-
ular topics in general, it also informs about particular events
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happening at some place in the world (e. g. a tornado hitting a
place) or broadcasted on TV and visible on a large scale (e. g.
the Olympics or a political TV debate). As such, tweets—
as well as other social networks such as Facebook—provide
real-time sources of annotation for spatio-temporal events.
To analyze tweets, researchers have been using Natural Lan-
guage Processing (NLP) or human-made analyses e. g. with
Amazon Mechanical Turks. While useful, NLP analyses suf-
fer from several pitfalls:
• Their cost is proportional to the number of messages to
process and can become substantial;
• Most NLP research is targeted at English and not usable
with other languages that still use tweets heavily and are of
great interest (e. g. Arabic speaking countries);
• Even for English, sentiment analysis or topic classification
on tweets is a complex process without “off the shelf’ so-
lution yet;
• NLP methods suffer from precision1 problems due to the
frequent use of irony, sarcasm, slang, and abbreviations.
Human analysts are better at understanding the language than
NLP but are more costly both in time and price. They are
not immune of precision problems due to the ambiguity of
the natural language and the difficulty of interpreting irony,
sarcasm, slang, and abbreviations.
In this position paper we describe a third method that comple-
ments the first two: persuading tweet authors to express their
intents using an unambiguous coding—a tag—in their micro-
posts. This method avoids having to interpret the intents of
the tweets afterwards. In our current system, we ask authors
to express 4 intents: agreement, disagreement, a question, or
that they provide a reference information (e. g. a quote) re-
lated to a topic. To be effective, our method requires a careful
mix of incentive and simplicity, as reminded by Shipman et
al. [17]: without incentive, people will not spend more time
adding explicit statements in their microposts; if expressing
their intents is complex or cumbersome, they will not do it
either.
Our method enriches the micropost’s stream with informa-
tion that is cheap, easy to parse, work in every language, and
is not sensitive to bad interpretation. We report on our ex-
perience with author-tagging of conferences and TV shows,
we explain how we implemented our method, and discuss its
1We refer to precision and recall as in Pattern Recognition or Ma-
chine Learning. Precision is the fraction of retrieved instances that
are relevant (i. e. well classified), while recall is the fraction of rele-
vant instances that are retrieved [14].
pro and cons. The method has been used for about 30 con-
ferences so far and a national TV shows in the last two years.
Our method—because it is cheap and reliable—can be de-
ployed to provide an initial set of annotations related to space
and time for visual analytics.
RELATED WORK
NLP for Sentiment Analysis on Tweets
In a few years, NLP techniques on tweets have improved
greatly due to the availability of large corpora and the design
of appropriate language models with short words and non
standard English [13]. O’Connor [12] shows that lexicon-
based classification techniques have a very low recall when
using a lexicon of standard English while many tweets are
written in an informal dialect. Today the combination of
different techniques, such as machine learning based ap-
proach [1], semantic rule based approach [11], and graph
based optimization [18], provide a significant improvement
of sentiment classification, achieving about 86% of accu-
racy [11].
Still, NLP suffers from the pitfalls described in the introduc-
tion: a cost proportional to the number of messages to pro-
cess, limited to English, not readily available from “off the
shelf” product, and limited in recall.
Human Annotation via Crowdsourcing
According to MITNews [8] “Crowdsourcing is a technique
for processing a task over the internet by splitting it into
small chunks that dozens, hundreds or even thousands of peo-
ple complete.” This technique is particularly useful for tasks
that are trivial for humans but difficult, for computers [15].
Crowdsourcing systems have demonstrated their effective-
ness with several applications such as photo selection [2],
data analysis [20], and question answering services [3].
Diakopoulos and Shamma [7] have crowdsourced sentiment
classification for tweets using Amazon Mechanical Turks.
Turkers were paid $0.05 for ten classifications and have to
recognize 4 types of sentiments: negative, positive, mixed,
and “other”. The corpus of tweet was in English, on a binary
choice topic (2008 US presidential debate). In a second arti-
cle [6], they applied machine-learning algorithms to perform
the same analysis with lower precision and cost but higher
speed. Crowdsourcing sentiment classification on tweets is
now a standard service provided by the CrowdFlower [5]
crowdsourcing platform, although it is limited to English.
Crowdsourcing suffers from the following pitfalls: cost,
speed, (it is much slower than automated algorithms), and
it is not immune from ambiguity. We have designed
PolemicTweet [9] to address some of these pitfalls.
PolemicTweet
PolemicTweet (PT) was developed in response to the need
for tagging videos of conferences to facilitate their browsing
and analysis. A large number of organizations (universities,
companies, institutions) organize middle-sized events, from
workshop to conferences, gathering 20 to 300 attendees, each
session lasting about 1 to 2 hours.
Many of these events are video recorded for archival or for
sharing to a broader audience. When we started to develop
PolemicTweet, automatic sentiment classification methods on
tweets were not as effective as they are now, at least for En-
glish; since PT is mainly deployed in France, automatic sen-
timent classification is still not an effective option.
Therefore, PolemicTweet relies on tweet authors to insert spe-
cial tags in their tweets to express their intents with regard to
the presentation. PolemicTweet currently supports 4 intents,
expressed by inserting two repeated characters anywhere in
the tweet: agreement ++, disagreement --, question ??, and
reference material added ==. This information is collected
and used to annotate the produced video (Figure 1), as can
be seen on the web site [16] that already contains about 30
annotated videos.
The colored bar chart added to the video navigation panel is
a navigation aid that shows every tweet about the event as a
colored 5 pixels square. The color code is straightforward:
green for agreement, red for disagreement, orange for a ques-
tion, and blue for reference material added. Grey squares rep-
resent tweets with no PolemicTweet tag.
Protocol
To increase the chance that participants use our syntax in their
tweets, we have designed a special social protocol and some
tools. It is difficult to know precisely how much each of these
contribute to convincing the participants but, overall, we ob-
tain an average around 40% and a peak at 77% when the au-
dience is very active. We consider the protocol crucial to the
success of PolemicTweet: incentives must be used to con-
vince tweet authors to use the syntax.
The social protocol consists of:
Before the event we have designed a “connection package”
to make sure the audience is properly informed. It consists
of a flyer, given to attendees during the registration process,
containing information about the wireless network, the PT
syntax, the URL of the event web page, and the Twitter
hashtag for the event.
During the event the web page of the event can be used to
read and send tweets with support for the syntax. It in-
cludes colored feedback about the tweets that include the
syntax. We also record all the tweets that use the defined
hashtag.
After the event a tweet is sent to the participants notifying
them of the availability of the recorded video on the web
site and thanking them for their participation. The video
captured during the event is published on the PT web site
with the visualization of the tweets activity.
We have implemented two tools to support our protocol and
process:
A PT-enhanced tweet client: a web application that allows
reading and sending tweets with support for our syntax
(Figure 2). By visually highlighting tagged tweets in real
time, this web application creates an awareness of the other
opinions and incentive to tag her/his own tweets.
Figure 1. The Metadata Player: a Video Player with the Polemic Time-
line.
The Metadata Player: a web application that extends exist-
ing video player by adding the color tweets bar chart (Fig-
ure 1) [?]. This video player allows navigation on the video
using either the standard controls or by interacting with the
tweets. By moving the mouse over a square, the text of
the tweet is displayed on a popup window. Clicking on a
square cues the video at the time it was sent.
DISCUSSION
We designed to PolemicTweet to annotate tweets but is has
become a more complete system, because the live feedback
provided by the tweets reader in our client adds a lot to the
experience of the audience. Participants can share their feel-
ings with others, get a quick overview of the mood and reac-
tions, organizers can gather feedback, questions and reference
material about the talks, and presenters can collect feedback
on their talk too. So far, the feedback has never been insult-
ing or embarrassing, even if, at times, comments have been
negative. PolemicTweet is used on a regular basis and other
institutions have been asking to use it for their own events,
which is a good sign of success.
The cost of PolemicTweet is different than using NLP or hu-
man annotation: it is mostly independent of the number of
tweets since tweet authors enter the annotations with no extra
cost for the conference organizers. The quality is also differ-
ent: less ambiguous since authors express their intents, but
with only 40% of annotated tweets. As raised in the intro-
duction, nothing prevents NLP or human annotations to be
performed to the remaining tweets if needed.
PolemicTweet has been also used to annotate national TV
shows, under the name Bubble TV. We have modified the so-
cial protocol and tools to present a more appealing interface
with animations to be attractive on TV. Here again, tweet au-
thors have used a variant syntax for the tags so the resulting
stream of tweets can be used to create an annotated a time
line of each show. In that particular case, the goal was more
to receive live feedback about the show presenters than to an-
notate it. Still, both feedbacks are useful and usable with no
Figure 2. Enhanced Tweeter client used during the live conference to
visualize tweets and remind the PT syntax.
extra cost.
With our experience deploying PolemicTweet, we see it as
a practical tool to generate an annotated timeline to help the
exploration and analysis of recorded events. However, it also
has limitations.
Limited number of tags: tweet authors will never remember
more than a few tags: PolemicTweet cannot provide richly
encoded annotations. Yet, other methods based on NLP or
crowdsourcing have been very limited too up to now, so
PolemicTweet remains useful and could be complemented by
entity recognition or other technologies when they become
robust enough on tweets.
Tags should be known in advance: exploration of topics and
alternative sentiments on tweets cannot be done with our
technique, and changing the tag set during the event would
certainly confuse the participants and lower the quality and
quantity of tagged tweets.
Non technical communities are excluded: we noticed a strong
variation on the number of tagged tweets when the audi-
ence changed from high-tech communities to more traditional
ones.
CONCLUSION AND FUTURE WORK
This position paper explains how we implemented
PolemicTweet, a system inciting people to tag their tweets
with unambiguous expressions of some of their intents.
PolemicTweet specifies a simple syntax for agreement,
disagreement, questions, and the adding of reference material
in a tweet.
The deployment of PolemicTweet for a series of about 30
events during 2 years shows the practicality of our approach
and very positive results in annotating videos with a limited
amount of effort. Beyond the relative success of our sys-
tem, we have witnessed a great interest from our audience
and from other event organizers; we assume it is due to the
increased engagement offered by PolemicTweet.
There are many events and text posting systems that could
benefit from user-supplied sentiments to mine opinions in real
time, e. g. social TV, classrooms, or public debates. Our tech-
nique would provide some level of unambiguous feedback to
the audience and organizers. This position paper also intro-
duced a first step towards the real-time exploration and clas-
sification, of sentiments using visualization. We believe our
method is applicable to a wide variety of different scenarios
and events.
For future work, we would like to test if we can apply this
type of method to more complex tasks (e. g. sharing class-
room annotations). We also would like to better understand
the degree of incentive induced by each component and how
to improve it, as well as how we can enhance the degree of
tag expressivity without compromising the simplicity of the
interface. We will also distribute an open implementation of
PolemicTweet to facilitate its wider deployment, adoption,
and foster improvements.
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