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a b s t r a c t
The convergence of a series of fuzzy sets was examined via Zadeh’s Extension Principle by
M. Stojaković and Z. Stojaković [M. Stojaković, Z. Stojaković, Addition and series of fuzzy
sets, Fuzzy Sets and Systems 83 (1996), 341–346]. Since the utilization of this approach is
quite difficult in practice, we prefer the idea of using the sum of the series of λ-level sets.
Themainpurpose of the present paper is to determine theα-,β- andγ -duals of the classical
sets of sequences of fuzzy numbers and is to give the necessary and sufficient conditions
on an infinite matrix of fuzzy numbers transforming one of the classical sets to the another
one.
Published by Elsevier Ltd
1. Introduction
By w(F), we denote the set of all sequences of fuzzy numbers. We define the classical sets `∞(F), c(F), c0(F) and `p(F)
consisting of the bounded, convergent, null and absolutely p-summable sequences of fuzzy numbers, as follows:
`∞(F) :=
{
(uk) ∈ w(F) : sup
k∈N
D(uk, 0) <∞
}
,
c(F) :=
{
(uk) ∈ w(F) : ∃l ∈ E1 3 lim
k→∞D(uk, l) = 0
}
,
c0(F) :=
{
(uk) ∈ w(F) : lim
k→∞D(uk, 0) = 0
}
,
`p(F) :=
{
(uk) ∈ w(F) :
∑
k
D(uk, 0)p <∞
}
.
For simplicity in notation, here and in what follows, the summation without limits runs from 0 to∞. Throughout the text,
we also suppose that 1 ≤ p < ∞ with p−1 + q−1 = 1 and N = {0, 1, 2, . . .}. The classical sets are the subject in more
detail of Sections 3 and 4. In [1], it was shown that c(F) and `∞(F) are complete metric spaces with the Haussdorff metric
D∞ defined by
D∞(u, v) := sup
k∈N
D(uk, vk),
I The main results of this paper were presented in part at the International Conference on Sequence Spaces, Summability and Applications to be held
May 15–16, 2008 in İstanbul, Turkey at the İstanbul Commerce University.∗ Corresponding author. Tel.: +90 212 866 33 00; fax: +90 212-866 33 69.
E-mail addresses: ozertalo@hotmail.com (Ö. Talo), fbasar@fatih.edu.tr, feyzibasar@gmail.com (F. Başar).
0898-1221/$ – see front matter. Published by Elsevier Ltd
doi:10.1016/j.camwa.2009.05.002
718 Ö. Talo, F. Başar / Computers and Mathematics with Applications 58 (2009) 717–733
where u = (uk), v = (vk) are the elements of the sets c(F) or `∞(F). Of course, c0(F) is also a complete metric space with
respect to the Haussdorff metric D∞. Besides this, Nanda [1] introduced and proved that the set `p(F) is a complete metric
space with the Haussdorff metric Dp defined by
Dp(u, v) :=
{∑
k
[D(uk, vk)]p
}1/p
,
where u = (uk), v = (vk) are the points of `p(F). Further, Nuray and Savaş [2] have recently shown that the set `(p, F) of
sequences of fuzzy numbers
`(p, F) :=
{
(uk) ∈ w(F) :
∑
k
[
D(uk, 0)
]pk
<∞
}
is a complete metric space with the metric h defined by
h(u, v) :=
{∑
k
[D(uk, vk)]pk
}1/M
,
where p = (pk) is a bounded sequence of strictly positive real numbers and M = max{1, supk∈N pk}, and u = (uk),
v = (vk) are the points of the set `(p, F). Mursaleen and Başarır [3] have recently introduced some new sets of sequences
of fuzzy numbers generated by a non-negative regular matrix A some of which reduced to the Maddox spaces `∞(p, F),
c(p, F), c0(p, F) and `(p, F) of sequences of fuzzy numbers for the special cases of that matrix A. Altın, Et and Çolak [4]
have recently defined the concepts of lacunary statistical convergence and lacunary strongly convergence of generalized
difference sequences of fuzzy numbers. They have also given some relations related to these concepts and showed that
lacunary4m-statistical convergence and lacunary strongly4m(p)-convergence are equivalent for4m-bounded sequences of
fuzzy numbers. Quite recently; Talo and Başar [5] have extended the main results of Başar and Altay [6] to fuzzy numbers.
Also, Talo and Başar [7] have recently studied the normed quasilinearity of the classical sets `∞(F), c(F), c0(F) and `p(F) of
sequences of fuzzy numbers and derived some related results. Finally, Talo and Başar [8] have introduced the sets `∞(F , f ),
c(F , f ), c0(F , f ) and `p(F , f ) of sequences of fuzzy numbers defined by a modulus function and given some topological
properties of the sets together with some inclusion relations.
The main purpose of the present paper is to study the corresponding sets `∞(F), c(F), c0(F) and `p(F) of sequences of
fuzzy numbers to the classical spaces `∞, c , c0 and `p of sequences with real or complex terms. We essentially proceed
with some classes of matrix transformations between the classical sets of sequences of fuzzy numbers. To do this, since it is
needed for theβ-dual of the sets `∞(F), c(F), c0(F) and `p(F)we find them togetherwith theirα- and γ -duals. Furthermore,
we emphasize the solidness of the sets `∞(F), c0(F) and `p(F).
The rest of this paper is organized, as follows:
In Section 2, some required definitions and consequences related with the fuzzy numbers, sequences and series of fuzzy
numbers are given. Additionally, an example of the convergence of a series of fuzzy numbers is also presented in this section.
The most relevant and recent literature is also reported in Section 2. This section is terminated with the condensation of
the results on the sum of the series of the fuzzy sets given by M. Stojaković and Z. Stojaković in [9]. Section 3 is devoted
to the calculation of the α-, β- and γ -duals of the classical sets `∞(F), c(F), c0(F) and `p(F). It is also established in
Section 3 that the classical sets `∞(F), c0(F) and `p(F) are solid. In Section 4, the classes (µ(F) : `∞(F)), (c0(F) : c(F)),
(c0(F) : c0(F)), (c(F) : c(F), p), (`p(F) : c(F)), (`p(F) : c0(F)) and (`∞(F) : c0(F)) of infinite matrices of fuzzy numbers are
characterized, whereµ ∈ {`∞, c, c0, `p}. Furthermore, four examples concerning thematrix transformations of sequences
of fuzzy numbers are constructed. In the final section of the paper, the results are summarized, open problems and further
suggestions are noted.
2. Preliminaries, background and notation
We begin with giving some required definitions and statements of theorems, propositions, and lemmas. A fuzzy number
is a fuzzy set on the real axis, i.e. a mapping u : R→ [0, 1]which satisfies the following four conditions:
(i) u is normal, i.e. there exists an x0 ∈ R such that u(x0) = 1.
(ii) u is fuzzy convex, i.e. u[λx+ (1− λ)y] ≥ min{u(x), u(y)} for all x, y ∈ R and for all λ ∈ [0, 1].
(iii) u is upper semi-continuous.
(iv) The set [u]0 = {x ∈ R : u(x) > 0} is compact, (cf. Zadeh [10]), where {x ∈ R : u(x) > 0} denotes the closure of the set
{x ∈ R : u(x) > 0} in the usual topology of R.
We denote the set of all fuzzy numbers on R by E1 and called it as the space of fuzzy numbers. λ-level set [u]λ of u ∈ E1 is
defined by
[u]λ :=
{{t ∈ R : u(t) ≥ λ}, (0 < λ ≤ 1),
{t ∈ R : u(t) > λ}, (λ = 0).
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The set [u]λ is a closed, bounded and non-empty interval for each λ ∈ [0, 1] which is defined by [u]λ := [u−(λ), u+(λ)]. R
can be embedded in E1, since each r ∈ R can be regarded as a fuzzy number r defined by
r(x) :=
{
1, (x = r),
0, (x 6= r).
Representation Theorem ([11]). Let [u]λ = [u−(λ), u+(λ)] for u ∈ E1 and for each λ ∈ [0, 1]. Then the following statements
hold:
(i) u−(λ) is a bounded and non-decreasing left continuous function on (0, 1].
(ii) u+(λ) is a bounded and non-increasing left continuous function on (0, 1].
(iii) The functions u−(λ) and u+(λ) are right continuous at the point λ = 0.
(iv) u−(1) ≤ u+(1).
Conversely, if the pair of functions α and β satisfies the conditions (i)–(iv), then there exists a unique u ∈ E1 such that
[u]λ := [α(λ), β(λ)] for each λ ∈ [0, 1]. The fuzzy number u corresponding to the pair of functions α and β is defined by
u : R→ [0, 1], u(x) := sup{λ : α(λ) ≤ x ≤ β(λ)}.
Let u, v, w ∈ E1 and k ∈ R. Then the operations addition, scalar multiplication and product defined on E1 by
u+ v = w ⇔ [w]λ = [u]λ + [v]λ for all λ ∈ [0, 1]
⇔ w−(λ) = u−(λ)+ v−(λ) and w+(λ) = u+(λ)+ v+(λ) for all λ ∈ [0, 1],
[ku]λ = k[u]λ for all λ ∈ [0, 1]
and
uv = w⇔ [w]λ = [u]λ[v]λ for all λ ∈ [0, 1],
where it is immediate that
w−(λ) = min{u−(λ)v−(λ), u−(λ)v+(λ), u+(λ)v−(λ), u+(λ)v+(λ)}
and
w+(λ) = max{u−(λ)v−(λ), u−(λ)v+(λ), u+(λ)v−(λ), u+(λ)v+(λ)}
for all λ ∈ [0, 1]. LetW be the set of all closed bounded intervals A of real numbers with endpoints A and A, i.e. A := [A, A].
Define the relation d onW by
d(A, B) := max{|A− B|, |A− B|}.
Then it can easily be observed that d is a metric onW (cf. Diamond and Kloeden [12]) and (W , d) is a complete metric space,
(cf. Nanda [1]). Now, we may define the metric D on E1 by means of the Hausdorff metric d as
D(u, v) := sup
λ∈[0,1]
d([u]λ, [v]λ) := sup
λ∈[0,1]
max{|u−(λ)− v−(λ)|, |u+(λ)− v+(λ)|}.
One can extend the natural order relation on the real line to intervals as follows:
A  B if and only if A ≤ B and A ≤ B.
The partial ordering relation on E1 is defined as follows:
u  v ⇔ [u]λ  [v]λ ⇔ u−(λ) ≤ v−(λ) and u+(λ) ≤ v+(λ) for all λ ∈ [0, 1].
Definition 2.1. u ∈ E1 is a non-negative fuzzy number if and only if u(x) = 0 for all x < 0. It is immediate that u  0 if u is
a non-negative fuzzy number.
One can see that
D(u, 0) = sup
λ∈[0,1]
max{|u−(λ)|, |u+(λ)|} = max{|u−(0)|, |u+(0)|}. (2.1)
Now, we may give:
Proposition 2.2. Let u, v, w, z ∈ E1 and k ∈ R. Then,
(i) (E1,D) is a complete metric space, (cf. Puri and Ralescu [13]).
(ii) D(ku, kv) = |k|D(u, v).
(iii) D(u+ v,w + v) = D(u, w).
(iv) D(u+ v,w + z) ≤ D(u, w)+ D(v, z).
(v) |D(u, 0)− D(v, 0)| ≤ D(u, v) ≤ D(u, 0)+ D(v, 0).
Definition 2.3. An absolute value |u| of a fuzzy number u is defined by
|u|(t) :=
{
max{u(t), u(−t)}, (t ≥ 0),
0, (t < 0).
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λ-level set [|u|]λ of the absolute value of u ∈ E1 is in the form [|u|]λ := [|u|−(λ), |u|+(λ)], where
|u|−(λ) := max{0, u−(λ),−u+(λ)},
|u|+(λ) := max{|u−(λ)|, |u+(λ)|}.
Proposition 2.4 ([14]). Let u, v,m ∈ E1 with m  0 and k ∈ R. Then,
(i) |u| =
{
u, (u  0),
−u, (u ≺ 0).
(ii) |u+ v|  |u| + |v|.
(iii) |ku| = |k||u|.
(iv) |u| = 0 if and only if u = 0.
(v) |u|  m if and only if −m  u  m.
We wish to give two lemmas related with some required inequalities, below.
Lemma 2.5. The absolute value |uv| of the product uv of u, v ∈ E1 satisfies the inequalities
|uv|−(λ) ≤ |uv|+(λ) ≤ max{|u−(λ)||v−(λ)|, |u−(λ)||v+(λ)|, |u+(λ)||v−(λ)|, |u+(λ)||v+(λ)|}. (2.2)
Proof. For the λ-level set [|uv|]λ of |uv|, we have
|uv|−(λ) = max{0, (uv)−(λ),−(uv)+(λ)},
|uv|+(λ) = max{|(uv)−(λ)|, |(uv)+(λ)|}.
Therefore, since
|(uv)−(λ)| = |min{u−(λ)v−(λ), u−(λ)v+(λ), u+(λ)v−(λ), u+(λ)v+(λ)}|
≤ max{|u−(λ)||v−(λ)|, |u−(λ)||v+(λ)|, |u+(λ)||v−(λ)|, |u+(λ)||v+(λ)|}
and
|(uv)+(λ)| = |max{u−(λ)v−(λ), u−(λ)v+(λ), u+(λ)v−(λ), u+(λ)v+(λ)}|
≤ max{|u−(λ)||v−(λ)|, |u−(λ)||v+(λ)|, |u+(λ)||v−(λ)|, |u+(λ)||v+(λ)|},
one can deduce that (2.2) holds. 
Lemma 2.6. The following statements hold:
(i) D(uv, 0) ≤ D(u, 0)D(v, 0) for all u, v ∈ E1.
(ii) If uk → u, as k→∞ then D(uk, 0)→ D(u, 0), as k→∞; where (uk) ∈ w(F).
Proof. (i) It is trivial that the inequalities |u−(λ)| ≤ D(u, 0) and |u+(λ)| ≤ D(u, 0) hold for all λ ∈ [0, 1]. By considering
these facts, one can see that
D(uv, 0) = sup
λ∈[0,1]
max{|(uv)−(λ)|, |(uv)+(λ)|}
≤ sup
λ∈[0,1]
max{|u−(λ)||v−(λ)|, |u−(λ)||v+(λ)|, |u+(λ)||v−(λ)|, |u+(λ)||v+(λ)|}
≤ sup
λ∈[0,1]
max{D(u, 0)|v−(λ)|,D(u, 0)|v+(λ)|,D(u, 0)|v−(λ)|,D(u, 0)|v+(λ)|}
= D(u, 0) sup
λ∈[0,1]
max{|v−(λ)|, |v+(λ)|}
= D(u, 0)D(v, 0),
which completes the proof of part (i).
(ii) This is trivial by using the fact given by (v) of Proposition 2.2. 
Following Matloka [15], we give some definitions concerning the sequences of fuzzy numbers below, which are needed
in the text.
Definition 2.7. A sequence u = (uk) of fuzzy numbers is a function u from the set N into the set E1. The fuzzy number uk
denotes the value of the function at k ∈ N and is called as the kth term of the sequence.
Definition 2.8. An infinite matrix A = (ank) of fuzzy numbers is a double sequence of fuzzy numbers defined by a function
A from the set N× N into the set E1. The fuzzy number ank denotes the value of the function at (n, k) ∈ N× N and is called
as the element of the matrix which stands on the nth row and kth column.
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Definition 2.9. A sequence (uk) ∈ w(F) is called convergent with limit u ∈ E1, if and only if for every ε > 0 there exists an
n0 = n0(ε) ∈ N such that
D(uk, u) < ε for all k ≥ n0.
If the sequence (uk) ∈ w(F) converges to a fuzzy number u then by the definition ofD the sequences of functions {u−k (λ)}
and {u+k (λ)} are uniformly convergent to u−(λ) and u+(λ) in [0, 1], respectively.
Theorem 2.10 ([15, Theorem 4.1]). Let (uk), (vk) ∈ w(F) with uk → a, vk → b as k→∞. Then,
(i) uk + vk → a+ b as k→∞,
(ii) uk − vk → a− b as k→∞,
(iii) ukvk → ab as k→∞,
(iv) uk/vk → a/b as k→∞ where 0 6∈ [vk]0 for all k ∈ N and 0 6∈ [b]0.
Definition 2.11. A sequence (uk) ∈ w(F) is called bounded if and only if the set of fuzzy numbers consisting of the terms
of the sequence (uk) is a bounded set. That is to say that a sequence (uk) ∈ w(F) is said to be bounded if and only if there
exist two fuzzy numbers m and M such that m  uk  M for all k ∈ N. This means that m−(λ) ≤ u−k (λ) ≤ M−(λ) and
m+(λ) ≤ u+k (λ) ≤ M+(λ) for all λ ∈ [0, 1].
The fact that the boundedness of the sequence (uk) ∈ w(F) is equivalent to the uniform boundedness of the functions
u−k (λ) and u
+
k (λ) on [0, 1]. Therefore, one can see by using the relation (2.1) that the boundedness of the sequence
(uk) ∈ w(F) is equivalent to the fact that
sup
k∈N
D(uk, 0) = sup
k∈N
sup
λ∈[0,1]
max{|u−k (λ)|, |u+k (λ)|} <∞.
Now, prior to stating and proving the lemma concerning the sum of a convergent series of fuzzy numbers we give the
following definition (cf. Kim and Ghil [16]):
Definition 2.12. Let (uk) ∈ w(F). Then the expression∑ uk is called a series of fuzzy numbers. Denote sn =∑nk=0 uk for all
n ∈ N, if the sequence (sn) converges to a fuzzy number u then we say that the series∑ uk of fuzzy numbers converges to
u and write
∑∞
k=0 uk = uwhich implies as n→∞ that
n∑
k=0
u−k (λ)→ u−(λ) and
n∑
k=0
u+k (λ)→ u+(λ),
uniformly in λ ∈ [0, 1]. Conversely, if the fuzzy numbers uk = {(u−k (λ), u+k (λ)) : λ ∈ [0, 1]},
∑
k u
−
k (λ) = u−(λ) and∑
k u
+
k (λ) = u+(λ) converge uniformly in λ, then u = {(u−(λ), u+(λ)) : λ ∈ [0, 1]} defines a fuzzy number such that
u =∑ uk.
We say otherwise the series of fuzzy numbers diverges. Additionally, if the sequence (sn) is bounded then we say that
the series
∑
uk of fuzzy numbers is bounded. By cs(F) and bs(F), we denote the sets of all convergent and bounded series
of fuzzy numbers, respectively.
Lemma 2.13. If the fuzzy numbers uk = {(u−k (λ), u+k (λ)) : λ ∈ [0, 1]},
∑
k u
−
k (λ) = u−(λ) and
∑
k u
+
k (λ) = u+(λ) converge
uniformly in λ, then u = {(u−(λ), u+(λ)) : λ ∈ [0, 1]} defines a fuzzy number such that u =∑ uk.
Proof. To prove the lemma,wemust show that the pair of functions u− and u+ satisfies the conditions of the Representation
Theorem. For this, we prove that u− is a bounded, non-decreasing, left continuous function on (0, 1] and right continuous
at the point λ = 0. u−k ’s are the bounded, non-decreasing, left continuous functions on (0, 1] and right continuous at the
point λ = 0 for each k ∈ N.
(i) Let λ1 < λ2. Then, u−k (λ1) ≤ u−k (λ2) for each k ∈ N. Therefore, we have
∑
k u
−
k (λ1) ≤
∑
k u
−
k (λ2) which yields the
fact that u−(λ1) ≤ u−(λ2). Hence, u− is non-decreasing.
(ii) By taking into account the uniform convergence in λ of limλ→λ−0 u
−
k (λ) = u−k (λ0),
∑
k u
−
k (λ) = u−(λ) for each k ∈ N
we obtain for λ0 ∈ (0, 1] that
lim
λ→λ−0
u−(λ) = lim
λ→λ−0
∑
k
u−k (λ) =
∑
k
lim
λ→λ−0
u−k (λ) =
∑
k
u−k (λ0) = u−(λ0) (2.3)
which shows that u− is a left continuous function on (0, 1].
(iii) By using the uniform convergence in λ in the expressions limλ→0+ u−k (λ) = u−k (0) for each k ∈ N and
∑
k u
−
k (λ) =
u−(λ), we see that
lim
λ→0+
u−(λ) = lim
λ→0+
∑
k
u−k (λ) =
∑
k
lim
λ→0+
u−k (λ) =
∑
k
u−k (0) = u−(0). (2.4)
This means that u− is a right continuous function at the point λ = 0.
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(iv) There existsMk > 0 such that |u−k (λ)| ≤ Mk for all λ ∈ [0, 1] and for all k ∈ N. Since the series
∑
k u
−
k (λ) = u−(λ)
converges uniformly in λ there exists n0 ∈ N for all ε > 0 such that
∣∣∑∞
k=n+1 u
−
k (λ)
∣∣ < ε for all n ≥ n0 and for all λ ∈ [0, 1].
Therefore, we have
|u−(λ)| =
∣∣∣∣∣∑
k
u−k (λ)
∣∣∣∣∣ =
∣∣∣∣∣ n∑
k=0
u−k (λ)+
∞∑
k=n+1
u−k (λ)
∣∣∣∣∣
≤
n∑
k=0
|u−k (λ)| +
∣∣∣∣∣ ∞∑
k=n+1
u−k (λ)
∣∣∣∣∣
≤
n∑
k=0
Mk + ε ≤ Kε.
This leads us to the fact that u− is a bounded function.
Since one can establish in a similar way that u+ is a bounded, non-increasing, left continuous function on (0, 1], and right
continuous at the point λ = 0, we omit the detail.
Finally, we show that u−(1) ≤ u+(1). Since u−k (1) ≤ u+k (1) for each k ∈ N, we derive that
∑
k u
−
k (1) ≤
∑
k u
+
k (1)which
shows that u−(1) ≤ u+(1).
Therefore, it is deduced that [u]λ = [u−k (λ), u+k (λ)] defines a fuzzy number. Finally, we show that
∑
uk = u. Since the
series of functions
∑
k u
−
k (λ) and
∑
k u
+
k (λ) converge uniformly in λ to u
−(λ) and u+(λ), respectively, for all ε > 0 there
exists n0 ∈ N such that
D
(
n∑
k=0
uk, u
)
= sup
λ∈[0,1]
max
{∣∣∣∣∣ n∑
k=0
u−k (λ)− u−(λ)
∣∣∣∣∣ ,
∣∣∣∣∣ n∑
k=0
u+k (λ)− u+(λ)
∣∣∣∣∣
}
≤ max
{
sup
λ∈[0,1]
∣∣∣∣∣ n∑
k=0
u−k (λ)− u−(λ)
∣∣∣∣∣ , supλ∈[0,1]
∣∣∣∣∣ n∑
k=0
u+k (λ)− u+(λ)
∣∣∣∣∣
}
< ε
for all n ≥ n0, the sequence
(∑n
k=0 uk
)
converges to the fuzzy number u, i.e.
∑
uk = u.
This step completes the proof. 
Lemma 2.13 provides that uniform convergence is not necessary in order to define a fuzzy number by the series
∑
k u
−
k (λ) =
u−(λ) and
∑
k u
+
k (λ) = u+(λ). This can be seen from the criteria related with the level convergence of a sequence of fuzzy
numbers given by Fang and Huang [17], as follows:
Definition 2.14. Let {fk} be a sequence of functions defined on [a, b] and λ0 ∈ (a, b]. Then, {fk} is said to be eventually equi-
left-continuous at λ0 if for any ε > 0 there exist N ∈ N and δ > 0 such that |fk(λ)− fk(λ0)| < ε whenever λ ∈ (λ0 − δ, λ0]
and k ≥ N . Similarly, eventually equi-right-continuity at λ0 ∈ [a, b) of {fk} can be defined.
Theorem 2.15. Let (uk) be a sequence of fuzzy numbers such that limk→∞ u−k (λ) = α(λ) and limk→∞ u+k (λ) = β(λ) for each
λ ∈ [0, 1]. Then the pair of functions α and β determines a fuzzy number if and only if the sequences of functions {u−k (λ)} and
{u+k (λ)} are eventually equi-left-continuous at each λ ∈ (0, 1] and eventually equi-right-continuous at λ = 0.
Thus, it is deduced that the series
∑
k u
−
k (λ) = u−(λ) and
∑
k u
+
k (λ) = u+(λ) define a fuzzy number if the sequences
{s−n (λ)} =
{
n∑
k=0
u−k (λ)
}
and {s+n (λ)} =
{
n∑
k=0
u+k (λ)
}
satisfy the conditions of Theorem 2.15. Of course, this is a weaker condition than the uniform convergence.
Example 2.16. As an example for convergent series, consider the series
∑
uk with
uk(t) :=
1− (k+ 1)2t,
(
0 ≤ t ≤ 1
(k+ 1)2
)
,
0, (otherwise),
for all k ∈ N. It is trivial that u−k (λ) = 0 and u+k (λ) = (1−λ)/(k+1)2 for all λ ∈ [0, 1]. Therefore we see that
∑
k u
−
k (λ) = 0
and
∑
k u
+
k (λ) =
∑
k(1− λ)/(k+ 1)2 = (1− λ)pi2/6. Then, it is concluded that
∑
uk = u, where
u(t) :=
1− 6pi2 t,
(
0 ≤ t ≤ pi
2
6
)
,
0, (otherwise).
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Now, we may give two well-known consequences concerning the series of functions:
Lemma 2.17. Let for the series of functions
∑
k uk(x) and
∑
k vk(x), there exists an n0 ∈ N such that |uk(x)| ≤ vk(x) for all
k ≥ n0 and for all x ∈ [a, b] with uk : [a, b] → R and vk : [a, b] → R. If the series∑k vk(x) converges uniformly in [a, b], then
the series
∑
k |uk(x)| and
∑
k uk(x) are uniformly convergent in [a, b].
Weierstrass M test. Let uk : [a, b] → R be given. If there exists an Mk ≥ 0 such that |uk(x)| ≤ Mk for all k ∈ N and the series∑
Mk converges, then the series
∑
k uk(x) is uniformly and absolutely convergent in [a, b].
Theorem 2.18. If
∑
uk and
∑
vk converge, then D(
∑
uk,
∑
vk) ≤∑D(uk, vk).
Proof. Let
∑
uk = u and∑ vk = v, i.e. limn→∞ D(∑nk=0 uk, u) = 0 and limn→∞ D(∑nk=0 vk, v) = 0. It is obvious that there
is no problem in the case
∑
D(uk, vk) = ∞.
Suppose that
∑
D(uk, vk) <∞. Then, by using the properties of the metric D given by Proposition 2.2, we derive that
D(u, v) = D
(
u+
n∑
k=0
uk +
n∑
k=0
vk, v +
n∑
k=0
uk +
n∑
k=0
vk
)
≤ D
(
n∑
k=0
uk, u
)
+ D
(
n∑
k=0
vk, v
)
+ D
(
n∑
k=0
uk,
n∑
k=0
vk
)
≤ D
(
n∑
k=0
uk, u
)
+ D
(
n∑
k=0
vk, v
)
+
n∑
k=0
D (uk, vk)
which leads us bypassing to the limit as n→∞ that D(u, v) = D(∑ uk,∑ vk) ≤∑D(uk, vk). 
We conclude this section by summarizing the concerned results given by M. Stojaković and Z. Stojaković in [9]. Let (X, ‖ · ‖)
be a real Banach space and X , Y be the subsets of X. Then, the Hausdorff distance h is defined by
h(X, Y ) = max
{
sup
x∈X
inf
y∈Y ‖x− y‖, supy∈Y infx∈X ‖x− y‖
}
.
Denote h(X, {0}) = supx∈X ‖x‖ by |X |. The mapping u : X→ [0, 1] is a fuzzy set onX. By F(X), let us denote the set of fuzzy
sets such that λ-level sets [u]λ = {x ∈ X : u(x) ≥ λ} are non-empty for every λ ∈ (0, 1].
If uk ∈ F(X) for k ∈ N, then it is defined that(∑
uk
)
(x) = sup
{
inf{uk(xk)}k∈N, x =
∑
xk
}
, (x ∈ X). (2.5)
Theorem 2.19. If λ-level sets of uk are compact for all k ∈ N and for all λ ∈ (0, 1], and if ∑k |[uk]λ| < ∞ for all λ ∈ (0, 1],
then [∑
uk
]
λ
=
∑
k
[uk]λ (2.6)
for every λ ∈ (0, 1].
Theorem 2.20. If λ-level sets of uk are upper semicontinuous fuzzy sets with compact supports for all k ∈ N and if∑
k |supp uk| <∞, then (2.6) holds.
Theorem 2.21. If uk : R → [0, 1] are fuzzy sets for k ∈ N such that λ-level sets [uk]λ are nonempty, bounded and closed for
every λ ∈ (0, 1], then the λ-level sets of sum are nonempty, bounded and closed, and
(i)
[∑n
k=0 uk
]
λ
=∑nk=0[uk]λ,
(ii) if
∑
k |[uk]λ| <∞ for every λ ∈ (0, 1], then (2.6) holds.
Theorem 2.22. If λ-level sets of uk are compact and convex for all k ∈ N and for all λ ∈ (0, 1], and if ∑k |[uk]λ| < ∞, then
the λ-level set of
∑
uk is also compact and convex for every λ ∈ (0, 1].
If u ∈ E1, then since [u]λ is compact and convex for λ ∈ (0, 1] one can see that Theorems 2.21 and 2.22 are satisfied.
Additionally, the set supp uk = {t ∈ R : u(t) > 0} is compact and u is an upper semicontinuous function. Thus, Theorem2.21
is also satisfied. Therefore, it can conclude that
∑
k |[uk]λ| ≤
∑ |supp uk|. Thus, we have:
Corollary 2.23. Let uk ∈ E1 for all k ∈ N. If ∑ |supp uk| <∞, then (2.6) holds.
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Proof. Let uk ∈ E1 for all k ∈ N. Then, since we use the real field it is obtained from here that
|supp uk| = sup
x∈[uk]0
|x| = sup
x∈[u−k (0),u+k (0)]
|x| = max{|u−k (0)|, |u+k (0)|} = D(uk, 0).
This leads us to the consequence that if u = (uk) ∈ `1(F), then (2.6) holds. Additionally, since [u]λ = [u−(λ), u+(λ)] for all
λ ∈ [0, 1]when u ∈ E1, it follows that∑
k
[uk]λ =
[∑
k
u−k (λ),
∑
k
u+k (λ)
]
.
Since |u−k (λ)| ≤ D(uk, 0) and |u+k (λ)| ≤ D(uk, 0) for all k ∈ N, Weierstrass’ criterion yields the uniform convergence of the
series
∑
k u
−
k (λ) and
∑
k u
+
k (λ).
Finally, by using the fact that the convergence is uniform one can see for the case λ = 0 that[∑
uk
]
0
= lim
λ→0+
[∑
uk
]
λ
= lim
λ→0+
∑
k
[uk]λ =
∑
k
lim
λ→0+
[uk]λ =
∑
k
[uk]0.
This step completes the proof. 
Stojaković and Stojaković [9] used the concept of the convergence of a series of fuzzy numbers defined by Zadeh’s Extension
Principle. In the present paper we emphasized the fact that u = ∑ uk if and only if∑k u−k (λ) = u−(λ) and∑k u+k (λ) =
u+(λ), uniformly in λ. Therefore, in the case
∑
D(uk, 0) <∞ our definition coincideswith the convergence of a series given
by (2.5). However, it is possible to define a fuzzy number by using (2.5) even if the condition
∑
D(uk, 0) <∞ is not satisfied.
Then, the sums of a convergent series may be different in the sense of our definition and in the sense of Stojaković and
Stojaković [9]. Nevertheless, there is no need to elaborate on the condition of uniform convergence given in Theorem 2.15
for defining a fuzzy number by the series
∑
k[uk]λ =
[∑
k u
−
k (λ),
∑
k u
+
k (λ)
]
. Even in finding the sum of two fuzzy numbers
we used the sum of λ-level sets instead of Zadeh’s Extension Principle. Of course, calculating the sum of a convergent series
of fuzzy numbers via Zadeh’s Extension Principle is very difficult. So, after calculating the sum of the series of λ-level sets in
evaluating the response of the question: Is the sum a fuzzy number?, it becomes easier and much more applicable than the
usage of the Zadeh’s Extension Principle.
If we consider the convergent series
∑
uk in the sense of the present paper, then∑
uk = u ⇔ lim
n→∞D
(
n∑
k=0
uk, u
)
= 0
⇔ lim
n→∞ supλ∈[0,1]
d
(
n∑
k=0
[uk]λ, [u]λ
)
= 0,
where X is a Banach space, uk ∈ F(X) for all k ∈ N and d is the Hausdorff metric. This is equivalent to the fact that∑
k[uk]λ = [u]λ uniformly in λ ∈ [0, 1].
3. Determination of duals of the classical sets of sequences of fuzzy numbers
First, we define the α-dual, β-dual and γ -dual of a setµ(F) ⊂ w(F)which are respectively denoted by {µ(F)}α , {µ(F)}β
and {µ(F)}γ , as follows:
{µ(F)}α := {(uk) ∈ w(F) : (ukvk) ∈ `1(F) for all (vk) ∈ µ(F)} ,
{µ(F)}β := {(uk) ∈ w(F) : (ukvk) ∈ cs(F) for all (vk) ∈ µ(F)}
and
{µ(F)}γ := {(uk) ∈ w(F) : (ukvk) ∈ bs(F) for all (vk) ∈ µ(F)} .
Now, we may give the results concerning the α-, β- and γ -duals of the sets `∞(F), c(F), c0(F) and `p(F).
We begin with a lemma which yields a useful result on the absolute convergence of the series of fuzzy numbers.
Lemma 3.1. Let d denotes the set of all absolutely convergent series of fuzzy numbers, i.e.,
d :=
{
(uk) ∈ w(F) :
∑
|uk| <∞
}
.
Then, the set d is identical to the set `1(F).
Proof. Let (uk) ∈ `1(F). Then, since∑D(uk, 0) <∞ and max{|u−k (λ)|, |u+k (λ)|} ≤ D(uk, 0) for λ ∈ [0, 1], we can see that∑
k
max{|u−k (λ)|, |u+k (λ)|} ≤
∑
D(uk, 0) <∞,
which leads us to the consequence (uk) ∈ d.
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Conversely, let (uk) ∈ d. Therefore,∑kmax{|u−k (λ)|, |u+k (λ)|} converges for λ ∈ [0, 1]. This gives for λ = 0 that∑
D(uk, 0) =
∑
max{|u−k (0)|, |u+k (0)|} <∞,
which means that (uk) ∈ `1(F), as desired.
This step completes the proof. 
Theorem 3.2. The α-dual of the sets c0(F), c(F) and `∞(F) of sequences of fuzzy numbers is the set `1(F).
Proof. Since the proof is similar for the sets c0(F) and c(F), we give the proof only for the set `∞(F).
Let (uk) ∈ `∞(F). Then, there exists a K > 0 such that D(uk, 0) ≤ K for all k ∈ N. Therefore, we derive by using the fact
given (i) of Lemma 2.6 that∑
D(ukvk, 0) ≤
∑
D(uk, 0)D(vk, 0) ≤ K
∑
D(vk, 0).
If we take (vk) ∈ `1(F), then we have∑D(ukvk, 0) <∞which gives that
`1(F) ⊆ {`∞(F)}α. (3.1)
Conversely, let (vk) ∈ {`∞(F)}α . If we consider (uk) = (1) ∈ `∞(F), then the series ∑D(ukvk, 0) = ∑D(vk, 0)
converges, that is to say that (vk) ∈ `1(F). Therefore, we have
{`∞(F)}α ⊆ `1(F). (3.2)
Thus, the desired result follows by combining the inclusion relations (3.1) and (3.2). 
Now, following Sarma [18] we may state the fuzzy analogues of the concept of solidity of a set of sequences of complex
terms and nextly give our result concerning the solidity of the sets `∞(F), c0(F) and `p(F).
Definition 3.3. A set µ(F) ⊂ w(F) is said to be solid if (vk) ∈ µ(F) whenever D(vk, 0) ≤ D(uk, 0) for all k ∈ N, for some
(uk) ∈ µ(F). Therefore, one can conclude that the α- and γ -duals of a set of sequences of fuzzy numbers are identical if it is
solid.
Theorem 3.4. The sets `∞(F), c0(F) and `p(F) are solid.
Proof. Let µ(F) denote any one of the sets `∞(F), c0(F) and `p(F), and suppose that
D(vk, 0) ≤ D(uk, 0) (3.3)
holds for some (uk) ∈ µ(F). Therefore, one can easily see by (3.3) that
sup
k∈N
D(vk, 0) ≤ sup
k∈N
D(uk, 0) <∞,
lim
k→∞D(vk, 0) ≤ limk→∞D(uk, 0) = 0
and ∑
k
[D(vk, 0)]p ≤
∑
k
[D(uk, 0)]p <∞.
The above inequalities yield the desired consequence that (vk) ∈ µ(F).
This completes the proof. 
Theorem 3.5. The β-dual of the sets c0(F), c(F) and `∞(F) of sequences of fuzzy numbers is the set `1(F).
Proof. Since the proof is similar for the sets c0(F) and c(F), we give the proof only for the set `∞(F).
Let (uk) ∈ `∞(F) and (vk) ∈ w(F). Then, there exists a K > 0 such that D(uk, 0) ≤ K for all k ∈ N. Since
|(ukvk)−(λ)| ≤ D(ukvk, 0) ≤ D(uk, 0)D(vk, 0) ≤ KD(vk, 0)
|(ukvk)+(λ)| ≤ D(ukvk, 0) ≤ D(uk, 0)D(vk, 0) ≤ KD(vk, 0).
Weierstrass’ Test yields that
∑
k(ukvk)
−(λ) and
∑
k(ukvk)
+(λ) converge uniformly and hence
∑
ukvk converges whenever∑
D(vk, 0) converges. Therefore, we have
`1(F) ⊆ {`∞(F)}β . (3.4)
Conversely, suppose that (vk) ∈ {`∞(F)}β . Then, the series∑ ukvk converges for all (uk) ∈ `∞(F). This also holds for
the sequence (uk) of fuzzy numbers defined by uk := χ[−1,1] for all k ∈ N. Then since u−k (λ) = −1 and u+k (λ) = 1 for all
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λ ∈ [0, 1], the series∑
k
(ukvk)+(λ) =
∑
k
max{u−k (λ)v−k (λ), u−k (λ)v+k (λ), u+k (λ)v−k (λ), u+k (λ)v+k (λ)}
=
∑
k
max{−v−k (λ),−v+k (λ), v−k (λ), v+k (λ)}
=
∑
k
max{|v−k (λ)|, |v+k (λ)|}
converges uniformly which gives that (vk) ∈ `1(F). Hence,
{`∞(F)}β ⊆ `1(F). (3.5)
Thus, combining the inclusions (3.4) and (3.5) leads us to the desired result. 
Theorem 3.6. The α- and β-duals of the set `p(F) of sequences of fuzzy numbers are the set `q(F).
Proof. Wegive the proof only forβ-dual. Since the implication ‘‘(uk) ∈ `p(F) if and only if the series∑k D(uk, 0)p converges,
i.e. {D(uk, 0)} ∈ `p’’ holds, {D(vk, 0)} ∈ `q whenever (vk) ∈ `q(F). Because of the well-known result {`p}β = `q, the series∑
D(uk, 0)D(vk, 0) converges. Therefore, since
|(ukvk)−(λ)| ≤ D(ukvk, 0) ≤ D(uk, 0)D(vk, 0)
|(ukvk)+(λ)| ≤ D(ukvk, 0) ≤ D(uk, 0)D(vk, 0).
Weierstrass’ M test implies that the series
∑
k(ukvk)
−(λ) and
∑
k(ukvk)
+(λ) converge uniformly, hence the series
∑
ukvk
also converges. Thus, we have
`q(F) ⊆ {`p(F)}β . (3.6)
Conversely, let (vk) ∈ {`p(F)}β . Then, the series∑ ukvk converges for all (uk) ∈ `p(F) which yields that the series∑
k(ukvk)
+(λ) converges uniformly in λ ∈ [0, 1]. Define the sequence (u(n)k ) ∈ `p(F) by
u(n)k :=
{
χ[−(D(vk,0))q−1,(D(vk,0))q−1], (k ≤ n)
0, (otherwise)
for all k, n ∈ N. Therefore, [u(n)k ]λ = [−(D(vk, 0))q−1, (D(vk, 0))q−1] for k ≤ n. Thus, one can observe that(
u(n)k vk
)+
(λ) = max{−[D(vk, 0)]q−1v−k (λ),−[D(vk, 0)]q−1v+k (λ), [D(vk, 0)]q−1v−k (λ), [D(vk, 0)]q−1v+k (λ)}
= [D(vk, 0)]q−1max{−v−k (λ),−v+k (λ), v−k (λ), v+k (λ)}
= [D(vk, 0)]q−1max{|v−k (λ)|, |v+k (λ)|}
which gives in case λ = 0 that(
u(n)k vk
)+
(0) = [D(vk, 0)]q−1max{|v−k (0)|, |v+k (0)|}
= [D(vk, 0)]q−1D(vk, 0) = [D(vk, 0)]q.
This leads us to the consequence that
∑n
k=0[D(vk, 0)]q =
∑
k[u(n)k vk]+(0) for all n ∈ Nwhich means that v = (vk) ∈ `q(F).
Hence, we have
{`p(F)}β ⊆ `q(F). (3.7)
The desired result is obtained by combining the inclusions (3.6) and (3.7) which completes the proof. 
By combining Theorem 3.4 with Theorems 3.2 and 3.6, we derive:
Corollary 3.7. The γ -dual of the sets `∞(F), c0(F) and `p(F) of sequences of fuzzy numbers are the sets `1(F) and `q(F),
respectively.
4. Matrix transformations between some sets of sequences of fuzzy numbers
Let µ1(F), µ2(F) ⊂ w(F) and A = (ank) be an infinite matrix of fuzzy numbers. Then, we say that A defines a matrix
mapping from µ1(F) into µ2(F), and denote it by writing A : µ1(F)→ µ2(F), if for every sequence u = (uk) ∈ µ1(F) the
sequence Au = {(Au)n}, the A-transform of u, exists and is in µ2(F); where
(Au)n :=
∑
k
ankuk, (n ∈ N). (4.1)
Ö. Talo, F. Başar / Computers and Mathematics with Applications 58 (2009) 717–733 727
By (µ1(F) : µ2(F)), we denote the class of all matrices A such that A : µ1(F)→ µ2(F). Thus, A ∈ (µ1(F) : µ2(F)) if and only
if the series on the right side of (4.1) converges for each n ∈ N and every u ∈ µ1(F), and we have Au = {(Au)n}n∈N ∈ µ2(F)
for all u ∈ µ1(F). A sequence u is said to be A-summable to α if Au converges to α which is called as the A-limit of u. Also by
(c(F) : c(F); p), we mean the class of all regular matrices A such that A : c(F)→ c(F)with A-limit of u equals to limit of u,
for all u ∈ c(F). We denote the nth row of a matrix A = (ank) by An for all n ∈ N, i.e. An := {ank}∞k=0 for all n ∈ N.
In this section, we characterize the classes (µ(F) : `∞(F)), (c0(F) : c(F)), (c0(F) : c0(F)), (c(F) : c(F), p), (`p(F) : c(F)),
(`p(F) : c0(F)) and (`∞(F) : c0(F)) of infinite matrices of fuzzy numbers, where µ ∈ {`∞, c, c0, `p}.
Now, we may give the following basic theorem:
Basic Theorem. (i) A = (ank) ∈ (`∞(F) : `∞(F)) if and only if
M = sup
n∈N
∑
k
D(ank, 0) <∞. (4.2)
(ii) A = (ank) ∈ (c(F) : `∞(F)) if and only if (4.2) holds.
(iii) A = (ank) ∈ (c0(F) : `∞(F)) if and only if (4.2) holds.
(iv) A = (ank) ∈ (`p(F) : `∞(F)) if and only if
C = sup
n∈N
∑
k
[D(ank, 0)]q <∞. (4.3)
Proof. Since the proof can also be obtained in the similar way for other cases, to avoid a repetition of similar statements,
we prove only case (i).
(i) Let A = (ank) ∈ (`∞(F) : `∞(F)) and u = (uk) ∈ `∞(F). Then, the series∑k ankuk converges for each fixed n ∈ N,
since Au exists. Hence, An ∈ {`∞(F)}β for all n ∈ N. Define the sequence u = (uk) ∈ `∞(F) by uk := χ[−1,1] for all k ∈ N.
Then, Au ∈ `∞(F)which yields for all n ∈ N and for all λ ∈ [0, 1] that∑
k
(ankuk)+(λ) =
∑
k
max{a−nk(λ)u−k (λ), a−nk(λ)u+k (λ), a+nk(λ)u−k (λ), a+nk(λ)u+k (λ)}
=
∑
k
max{−a−nk(λ),−a+nk(λ), a−nk(λ), a+nk(λ)}
=
∑
k
max{|a−nk(λ)|, |a+nk(λ)|}.
In the special case λ = 0, the sequence{∑
k
D(ank, 0)
}
n∈N
=
{∑
k
max{|a−nk(0)|, |a+nk(0)|}
}
n∈N
is bounded which means that (4.2) holds.
Conversely suppose that (4.2) holds and u = (uk) ∈ `∞(F). Then, since An ∈ {`∞(F)}β for each n ∈ N, Au exists.
Therefore, one can observe by using Lemma 2.6 together with the condition (4.2) that
D∞(Au, θ) = sup
n∈N
D((Au)n, 0) = sup
n∈N
D
(∑
k
ankuk, 0
)
≤ sup
n∈N
∑
k
D(ankuk, 0)
≤ sup
n∈N
∑
k
D(ank, 0)D(uk, 0)
≤ sup
k∈N
D(uk, 0) sup
n∈N
∑
k
D(ank, 0) <∞,
i.e. Au ∈ `∞(F).
This step concludes the proof. 
Now, we may give an example of an infinite matrix in the class (`∞(F) : `∞(F)).
Example 4.1 ([19]). Define the matrix A = (ank) by
ank :=
{
uk, (k = n),
0, (k 6= n),
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with
uk(t) :=

1+ (k+ 1)t,
(
− 1
k+ 1 ≤ t ≤ 0
)
,
1− (k+ 1)t,
(
0 ≤ t ≤ 1
k+ 1
)
,
0, (otherwise),
for all k, n ∈ N. Then, since
D(ank, 0) =

1
n+ 1 , (k = n),
0, (k 6= n),
supn∈N
∑
k D(ank, 0) = supn∈N 1n+1 <∞. This shows by (i) of the Basic Theorem that A = (ank) ∈ (`∞(F) : `∞(F)).
Theorem 4.2. A = (ank) ∈ (c0(F) : c(F)) if and only if (4.2) holds and there exists (αk) ∈ w(F) such that
lim
n→∞D(ank, αk) = 0 (4.4)
for each k ∈ N. If A = (ank) ∈ (c0(F) : c(F)), then (αk) ∈ `1(F) and limn→∞∑k ankuk =∑αkuk.
Proof. Suppose that (4.2) and (4.4) hold. Then there exists an nK ∈ N for K ∈ N and ε > 0 such that
K∑
k=0
D(ank, αk) < ε,
for all n ≥ nK . Since,
K∑
k=0
D(αk, 0) =
K∑
k=0
D(ank + αk, ank)
≤
K∑
k=0
D(ank, αk)+
K∑
k=0
D(ank, 0)
≤ ε +M
for n ≥ nK by (4.4) one can see that (αk) ∈ `1(F) and∑D(αk, 0) ≤ M .
Let u = (uk) ∈ c0(F). Then, one can choose a k0 ∈ N for ε > 0 such that
D(uk, 0) <
ε
2(2M + 1)
for each fixed k ≥ k0. Additionally, since ank → αk, as n → ∞ by (4.4), we have ankuk → αkuk, as n → ∞ for each fixed
k ∈ N. That is to say that
lim
n→∞D(ankuk, αkuk) = 0.
Hence there exists an N = N(k0) ∈ N such that
k0∑
k=0
D(ankuk, αkuk) <
ε
2
for all n ≥ N . Thus, since
D
(∑
k
ankuk,
∑
k
αkuk
)
≤
∑
k
D(ankuk, αkuk)
=
k0∑
k=0
D(ankuk, αkuk)+
∞∑
k=k0+1
D(ankuk, αkuk)
≤ ε
2
+
∞∑
k=k0+1
[D(ankuk, 0)+ D(αkuk, 0)]
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≤ ε
2
+
∞∑
k=k0+1
D(ank, 0)D(uk, 0)+
∞∑
k=k0+1
D(αk, 0)D(uk, 0)
≤ ε
2
+ ε
2(2M + 1)
[ ∞∑
k=k0+1
D(ank, 0)+
∞∑
k=k0+1
D(αk, 0)
]
≤ ε
2
+ ε
2(2M + 1) (M +M + 1) = ε
for all n ≥ N , the series∑k ankuk are convergent for each n ∈ N and D(∑k ankuk,∑αkuk) → 0, as n → ∞. This means
that Au ∈ c(F).
Conversely, let A = (ank) ∈ (c0(F) : c(F)) and u = (uk) ∈ c0(F). Then, since Au exists and the inclusion (c0(F) : c(F)) ⊂
(c0(F) : `∞(F)) holds, the necessity of (4.2) is trivial by (iii) of the Basic Theorem.
Now, consider the sequence u(n) = {u(n)k } ∈ c0(F) defined by
u(n)k :=
{
1, (n = k),
0, (n 6= k), (4.5)
for all n ∈ N. Hence, Au(n) = {ank}∞n=0 ∈ c(F) for each fixed k ∈ N, i.e. the condition (4.4) is also necessary.
Thus, the proof is completed. 
As an easy consequence of Theorem 4.2, we have
Corollary 4.3. A = (ank) ∈ (c0(F) : c0(F)) if and only if (4.2) holds and (4.4) also holds with αk = 0 for all k ∈ N.
Now, we wish to construct an example of an infinite matrix belonging to the class (c0(F) : c0(F)).
Example 4.4. Consider the matrix A = (ank) defined by
ank :=
{
un, (k ≤ n),
0, (k > n),
where
uk(t) :=

(k+ 1)t − 1,
(
1
k+ 1 ≤ t ≤
2
k+ 1
)
,
3− (k+ 1)t,
(
2
k+ 1 ≤ t ≤
3
k+ 1
)
,
0, (otherwise).
Then, since
D(ank, 0) =
{ 3
n+ 1 , (k ≤ n),
0, (k > n),
we have supn∈N
∑
k D(ank, 0) = supn∈N
∑n
k=0 3/(n + 1) < ∞. Additionally, since u−k (λ) = (λ + 1)/(k + 1), u+k (λ) =
(3 − λ)/(k + 1) and uk → 0, as k→∞, ank → 0, as n→∞, for each k ∈ N. Hence, because of the matrix A satisfies the
conditions of Corollary 4.3, A ∈ (c0(F) : c0(F)).
Example 4.5. Let us consider the sequence {vk(t)} defined by Rojes-Medar and Roman-Flores [20] as follows
vk(t) :=
1− (k+ 1)t,
(
0 ≤ t ≤ 1
k+ 1
)
,
0, (otherwise),
for all k ∈ N and try to obtain the A-transform of this sequence. Then, it is trivial that vk → 0, as k→∞, since v−k (λ) = 0
and v+k (λ) = (1 − λ)/(k + 1) for all λ ∈ [0, 1]. Therefore, one can see that
∑
k(ankvk)
−(λ) = 0 and∑k(ankvk)+(λ) =∑n
k=0(unvk)+(λ) = (3− λ)(1− λ)/(n+ 1)
∑n
k=0 1/(k+ 1)which yields that (3− λ)(1− λ)/(n+ 1)
∑n
k=0 1/(k+ 1)→ 0,
as n → ∞. Thus,∑k ankvk → 0, as n → ∞. Let us suppose that Av = w. Therefore, it is clear that w−n (λ) = 0 for all
λ ∈ [0, 1]. Then, w+n (λ) = (3 − λ)(1 − λ)bn with bn = 1/(n + 1)
∑n
k=0 1/(k + 1) for all n ∈ N. Thus, we obtain the
A-transform of the sequence (vk) as
(Av)n(t) :=
2−
√
t
bn
+ 1, (0 ≤ t ≤ 3bn),
0, (otherwise).
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Theorem 4.6. Let ank  0 for all n, k ∈ N. Then A = (ank) ∈ (c(F) : c(F); p) if and only if (4.2) holds and
lim
n→∞ ank = 0, (k ∈ N) (4.6)
and
lim
n→∞
∑
k
ank = 1 (4.7)
also hold.
Proof. Suppose that (4.2), (4.6) and (4.7) hold, and (uk) ∈ c(F). Then, since Au exists the series∑k ankuk converges for each
fixed n ∈ N. Hence, An ∈ {c(F)}β for all n ∈ N. It is obvious that (4.2) holds if and only if
sup
n∈N
∑
k
sup
λ∈[0,1]
|a−nk(λ)| <∞,
sup
n∈N
∑
k
sup
λ∈[0,1]
|a+nk(λ)| <∞,
(4.6) holds if and only if
lim
n→∞ supλ∈[0,1]
|a−nk(λ)| = 0,
lim
n→∞ supλ∈[0,1]
|a+nk(λ)| = 0
and (4.7) holds if and only if
lim
n→∞ supλ∈[0,1]
∣∣∣∣∣∑
k
a−nk(λ)− 1
∣∣∣∣∣ = 0,
lim
n→∞ supλ∈[0,1]
∣∣∣∣∣∑
k
a+nk(λ)− 1
∣∣∣∣∣ = 0.
By taking into account the above conditions we see that the matrices A−(λ) = [a−nk(λ)]n,k∈N and A+(λ) = [a+nk(λ)]n,k∈N are
regular for all λ ∈ [0, 1]. Now, suppose that uk → u, as k→∞. Then, u−k (λ)→ u−(λ), as k→∞ and u+k (λ)→ u+(λ), as
k→∞, uniformly in λ’s. Since the matrices A−(λ) and A+(λ) are regular we have uniformly that
lim
n→∞
∑
k
a−nk(λ)u
−
k (λ) = u−(λ), limn→∞
∑
k
a+nk(λ)u
−
k (λ) = u−(λ),
lim
n→∞
∑
k
a−nk(λ)u
+
k (λ) = u+(λ), limn→∞
∑
k
a+nk(λ)u
+
k (λ) = u+(λ),
for λ ∈ [0, 1]. Indeed since∣∣∣∣∣∑
k
a−nk(λ)u
−
k (λ)− u−(λ)
∣∣∣∣∣ =
∣∣∣∣∣∑
k
a−nk(λ)u
−
k (λ)− u−(λ)
∑
k
a−nk(λ)+ u−(λ)
∑
k
a−nk(λ)− u−(λ)
∣∣∣∣∣
≤
∣∣∣∣∣∑
k
a−nk(λ)u
−
k (λ)− u−(λ)
∑
k
a−nk(λ)
∣∣∣∣∣+
∣∣∣∣∣u−(λ)∑
k
a−nk(λ)− u−(λ)
∣∣∣∣∣
≤
∑
k
|a−nk(λ)||u−k (λ)− u−(λ)| + |u−(λ)|
∣∣∣∣∣∑
k
a−nk(λ)− 1
∣∣∣∣∣
≤
∑
k
sup
λ∈[0,1]
|a−nk(λ)| sup
λ∈[0,1]
|u−k (λ)− u−(λ)| + sup
λ∈[0,1]
|u−(λ)| sup
λ∈[0,1]
∣∣∣∣∣∑
k
a−nk(λ)− 1
∣∣∣∣∣ ,
supλ∈[0,1]
∣∣∑
k a
−
nk(λ)u
−
k (λ)− u−(λ)
∣∣ → 0, as n → ∞. Since ank  0 for all n, k ∈ N, u−k (λ) ≤ u+k (λ) for λ ∈ [0, 1] which
implies that
a−nk(λ)u
−
k (λ) ≤ a−nk(λ)u+k (λ)
a+nk(λ)u
−
k (λ) ≤ a+nk(λ)u+k (λ)
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which leads us to
(ankuk)−(λ) = min{a−nk(λ)u−k (λ), a−nk(λ)u+k (λ), a+nk(λ)u−k (λ), a+nk(λ)u+k (λ)}
= min{a−nk(λ)u−k (λ), a+nk(λ)u−k (λ)}
(ankuk)+(λ) = max{a−nk(λ)u−k (λ), a−nk(λ)u+k (λ), a+nk(λ)u−k (λ), a+nk(λ)u+k (λ)}
= max{a−nk(λ)u+k (λ), a+nk(λ)u+k (λ)}.
Consequently,
lim
n→∞
∑
k
(ankuk)−(λ) = lim
n→∞
∑
k
min{a−nk(λ)u−k (λ), a+nk(λ)u−k (λ)} = u−(λ)
lim
n→∞
∑
k
(ankuk)+(λ) = lim
n→∞
∑
k
max{a−nk(λ)u+k (λ), a+nk(λ)u+k (λ)} = u+(λ)
uniformly in λ. Hence,
∑
k ankuk → u, as n→∞, as expected.
Conversely, let A = (ank) ∈ (c(F) : c(F); p) and u = (uk) ∈ c(F). Then, since Au exists and the inclusion
(c(F) : c(F), p) ⊂ (c(F) : `∞(F)) holds, the necessity of (4.2) is trivial by (ii) of the Basic Theorem.
Consider the sequences u(n) = {u(n)k } defined by (4.5) and z = (zk) = (1) in the set c(F). Then, since Au(n), Az ∈ c(F),
the necessities of (4.6) and (4.7) are immediate.
This step concludes the proof. 
We give an example of an infinite matrix in the class (c(F) : c(F); p), below:
Example 4.7. Consider the matrix A = (ank) defined by
ank :=
{
uk, (k = n),
0, (k 6= n),
where
uk(t) :=

(k+ 1)(t − 1),
(
1 ≤ t ≤ 1+ 1
k+ 1
)
,
2− (k+ 1)(t − 1),
(
1+ 1
k+ 1 ≤ t ≤ 1+
2
k+ 1
)
,
0, (otherwise).
Then, since
D(ank, 0) =
{
1+ 2
n+ 1 , (k = n),
0, (k 6= n),
supn∈N
∑
k D(ank, 0) = supn∈N{1+2/(n+1)} <∞. Additionally, since u−k (λ) = 1+λ/(k+1), u+k (λ) = 1+(2−λ)/(k+1)
and uk → 1, as k→∞, ank → 0, as n→∞ for each k ∈ N. limn→∞∑k ank = limk→∞ uk = 1. Hence, A is a regular matrix
since it satisfies the conditions of Theorem 4.6.
Now, we have
Theorem 4.8. A = (ank) ∈ (`p(F) : c(F)) if and only if (4.3) and (4.4) hold.
Proof. Let A = (ank) ∈ (`p(F) : c(F)) and u = (uk) ∈ `p(F). Then, since Au exists and the inclusion (`p(F) : c(F)) ⊂ (`p(F) :
`∞(F)) holds, the necessity of (4.3) is trivial by (iv) of the Basic Theorem.
Consider the sequences u(n) = {u(n)k } in the set `p(F) defined by (4.5). Then, since Au(n) ∈ c(F), the necessity of (4.4) is
clear.
Conversely suppose that the conditions (4.3) and (4.4) hold, and u = (uk) ∈ `p(F) ⊂ c0(F). Then, since Au exists and
An ∈ {`p(F)}β for each n ∈ N by taking into account the validity of (4.3) one can see by Hölder’s inequality that
m∑
k=0
D(αkuk, 0) = lim
n→∞
m∑
k=0
D(ankuk, 0) ≤
{∑
k
[D(uk, 0)]p
}1/p {
sup
n∈N
∑
k
[D(ank), 0]q
}1/q
<∞
for all m ∈ N which says to us that (αk) ∈ `q(F). For simplicity in notation, here and after we write B instead of
{∑k[D(αk, 0)]q}1/q. Since u = (uk) ∈ `p(F), one can choose a k0 ∈ N for ε > 0 such that
∞∑
k=k0+1
[D(uk, 0)]p < ε
p
2p[C1/q + B]p
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Additionally, since ank → αk, as n→∞ by (4.4), we have ankuk → αkuk, as n→∞ for each fixed k ∈ N. That is to say that
lim
n→∞D(ankuk, αkuk) = 0.
Hence there exists an N = N(k0) ∈ N such that
k0∑
k=0
D(ankuk, αkuk) <
ε
2
for all n ≥ N . Thus, since
D
(∑
k
ankuk,
∑
k
αkuk
)
≤
∑
k
D(ankuk, αkuk)
=
k0∑
k=0
D(ankuk, αkuk)+
∞∑
k=k0+1
D(ankuk, αkuk)
≤ ε
2
+
∞∑
k=k0+1
[D(ankuk, 0)+ D(αkuk, 0)]
≤ ε
2
+
∞∑
k=k0+1
D(ank, 0)D(uk, 0)+
∞∑
k=k0+1
D(αk, 0)D(uk, 0)
≤ ε
2
+
{ ∞∑
k=k0+1
[D(uk, 0)]p
}1/p { ∞∑
k=k0+1
[D(ank, 0)]q
}1/q
+
{ ∞∑
k=k0+1
[D(uk, 0)]p
}1/p { ∞∑
k=k0+1
[D(αk), 0]q
}1/q
≤ ε
2
+ ε
2(C1/q + B) (C
1/q + B) = ε
for all n ≥ N , the series∑k ankuk are convergent for each n ∈ N and D(∑k ankuk,∑k αkuk) → 0, as n → ∞. This means
that Au ∈ c(F).
This step terminates the proof. 
Finally, we have
Corollary 4.9. A = (ank) ∈ (`p(F) : c0(F)) if and only if (4.3) holds and (4.4) also holds with αk = 0 for all k ∈ N.
Theorem 4.10. A = (ank) ∈ (`∞(F) : c0(F)) if and only if
lim
n→∞
∑
k
D(ank, 0) = 0. (4.8)
Proof. Let A = (ank) ∈ (`∞(F) : c0(F)) and u = (uk) ∈ `∞(F). Then, the series∑k ankuk converges for each fixed n ∈ N,
since Au exists. Hence, An ∈ {`∞(F)}β for all n ∈ N. Define the sequence u = (uk) ∈ `∞(F) by uk := χ[−1,1] for all k ∈ N.
Then, Au ∈ c0(F)which yields for all n ∈ N and for all λ ∈ [0, 1] that∑
k
(ankuk)+(λ) =
∑
k
max{a−nk(λ)u−k (λ), a−nk(λ)u+k (λ), a+nk(λ)u−k (λ), a+nk(λ)u+k (λ)}
=
∑
k
max{−a−nk(λ),−a+nk(λ), a−nk(λ), a+nk(λ)}
=
∑
k
max{|a−nk(λ)|, |a+nk(λ)|}.
In the special case λ = 0, we have
lim
n→∞
∑
k
D(ank, 0) = lim
n→∞
∑
k
max{|a−nk(0)|, |a+nk(0)|} = 0.
Conversely suppose that (4.8) holds and u = (uk) ∈ `∞(F). Then, since An ∈ {`∞(F)}β for each n ∈ N, Au exists.
Therefore, one can observe by using (ii) of Lemma 2.6 together with the condition (4.8) that
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lim
n→∞D((Au)n, 0) = limn→∞D
(∑
k
ankuk, 0
)
≤ lim
n→∞
∑
k
D(ankuk, 0)
≤ lim
n→∞
∑
k
D(ank, 0)D(uk, 0)
≤ sup
k∈N
D(uk, 0) lim
n→∞
∑
k
D(ank, 0) = 0
which means that Au ∈ c0(F), as desired.
This step terminates the proof. 
5. Conclusion
Nanda [1] introduced the classical sets `∞(F), c(F) and `p(F) of sequences of fuzzy numbers, and proved that
(`∞(F),D∞), (c(F),D∞) and (`p(F),Dp) are the complete metric spaces. The present paper is a natural continuation of
Nanda [1] and deals with the α-, β- and γ -duals of the classical sets, and the characterizations of some classes of matrix
transformations between them.
The table on the characterizations of the matrix transformations between certain spaces of sequences with real or
complex terms was given by Stieglitz and Tietz [21], in their famous article. To prepare the corresponding table for the sets
of sequences of fuzzy numbers, we characterize the classes (µ(F) : `∞(F)), (c0(F) : c(F)), (c0(F) : c0(F)), (c(F) : c(F); p),
(`p(F) : c(F)), (`p(F) : c0(F)) and (`∞(F) : c0(F)) of infinite matrices of fuzzy numbers, as a beginning; where
µ ∈ {`∞, c, c0, `p}. Of course, to complete the table of matrix transformations from the set µ1(F) to the set µ2(F), there
are several open problems depending on the choice of µ1(F) and µ2(F). It is obvious that even the characterization of the
class (c(F) : c(F); p) of regular matrices remains open, without the restriction in Theorem 4.6 that the infinite matrix be
non-negative.
The main results given in Section 4 of the present paper is going to be a base on examining the domain of some triangle
matrices of fuzzy numbers in the classical sets of sequences of fuzzy numbers. This is a new development of the matrix
transformations between the sets of sequences of fuzzy numbers. Finally, we should note from now on that our next papers
will be devoted to the matrix domains of the classical sets of sequences of fuzzy numbers.
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