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TORIC DOUBLE DETERMINANTAL VARIETIES
ALEXANDER BLOSE, PATRICIA KLEIN, OWEN MCGRATH, AND JACKSON MORRIS
Abstract. We examine Li’s double determinantal varieties in the special case that they
are toric. We recover from the general double determinantal varieties case, via a more
elementary argument, that they are irreducible and show that toric double determinantal
varieties are smooth. We use this framework to give a straighforward formula for their
dimension. Finally, we use the smallest nontrivial toric double determinantal variety to
provide some empirical evidence concerning an open problem in local algebra.
1. Introduction
Double determinantal varieties, introduced by L. Li, are projective varieties that arise
naturally from representation theory. In particular, they are a special case of Nakajima
quiver varieties, which were introduced to study Kac-Moody Lie algebras. For background
on Nakajima quiver varieties, see [12] or [4], and for background on double determinantal
varieties, see [11]. A double determinantal variety is defined by the vanishing of minors of
a fixed size in a concatenation of finitely many m× n matrices glued along their length m
edges together with the vanishing of minors of a possibly different size in a concatenation
of the same matrices along their length n edges (see Definition 2.1). They were recently
shown to be normal, irreducible, and arithmetically Cohen–Macaulay [3].
In this note, we study the special case of toric touble determinantal varieties, i.e. double
determinantal varieties in which the minors in both the horizontal and vertical concatena-
tions are size 2. For background on toric varieties, we refer the reader to [1]. Our main
results are the following:
Theorem. (Theorem 3.1) Toric double determinantal varieties are irreducible.
We give an elementary proof, which recovers of the irreducible result of [3, Corollary 4.7]
in the toric case.
Theorem. (Theorem 3.2) Toric double determinantal varieties are smooth projective vari-
eties.
The above result shows that toric double determinantal varieties are strictly better be-
haved than double determinantal varieties in the general case. As a corollary (Corollary
3.4), we are able to give a formula for the dimension of a toric double determinantal varieties
that is much simpler than the formula [3, Corollary 4.5] that applies to the not necessarily
toric case.
The structure of the paper is as follows: In Section 2, we provide definitions and fix
notation. In Section 3, we provide proofs of the main theorems. In Section 4, we consider
the smallest nontrivial toric double determinantal variety for empirical evidence concerning
an open problem in local algebra.
Acknowledgements. We are thankful to Courtney George, Chris Manon, Uwe Nagel
for helpful conversations. The first author was partially supported by the University of
Kentucky’s Summer Research & Creativity Fellowship, and the third and fourth authors
were partially supported by the Dr. J.C. Eaves Scholarship during the writing of this paper.
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2. Preliminaries
Throughout this paper, varieties will be defined over the perfect field κ. For a matrix M
and a positive integer a, let Ia(M) denote the ideal generated by the a-minors in M .
Definition 2.1. Fix r,m, n ≥ 1, and let Xℓ = (x
ℓ
i,j) with 1 ≤ ℓ ≤ r be m × n matrices
of distinct indeterminates. Let R = κ[xℓi,j | 1 ≤ i ≤ m, 1 ≤ j ≤ n, 1 ≤ ℓ ≤ r] be the
standard graded polynomial ring in the indeterminates that appear in the matrices Xℓ over
the perfect field κ. Let H be the horizontal concatenation of these matrices, i.e., the m×rn
matrix H =
[
X1 · · ·Xr
]
, and let V be their vertical concatenation, i.e., the rm× n matrix
V =
X1...
Xr
 .
The ideal I = Ia(H) + Ib(V ) generated by the a-minors of H together with the b-minors
of V is called a double determinantal ideal, and the variety cut out by I is called a double
determinantal variety. Because I homogeneous, we may think of the variety it defines as
either an affine variety or a projective variety. 
This paper concerns the special case of toric double determinantal varieties, which are
double determinantal varieties that are also toric:
Definition 2.2. An ideal in a polynomial ring is called toric if it is prime and has a
generating set in which every element is a binomial. A variety is called toric if it can be
defined by a toric ideal. 
When a = b = 2, it is clear that the double determinantal ideal I is binomial. Theorem
3.1 shows that it is also prime so that the term toric double determinantal ideal is not a
misnomer. Notice that when r = 1, we are in the case of an ordinary determinantal variety,
and so we will restrict our interest to the case r ≥ 2.
Notation 2.3. Throughout this paper, we will let X1 = (x
1
ij), . . . ,Xr = (x
r
ij) be r distinct
m × n matrices of indeterminates for some integers r ≥ 2 and m,n ≥ 2. We will always
let H =
[
X1 · · · Xr
]
denote their m× rn horizontal concatenation and V =
X1...
Xr
 their
rm × n vertical concatenation. We will take R = κ[xℓij |1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ ℓ ≤ r]
to be the polynomial ring in the entries of H (or V ) over the field κ, I = I2(H) + I2(V ),
and S = R/I. Notice that S is the homogeneous coordinate ring of the toric double
determinantal variety cut out by I, which we will call X .
3. Proofs of Main Results
We begin by giving an elementary argument that every toric double determinantal ideal
is prime. Because a toric ideal must be both prime and binomial and the ideals in question
are clearly binomial, this theorem establishes that the ideals we are calling toric double
determinantal ideals are actually toric. This result recovers [3, Corollary 4.7] in the case of
2-minors.
Theorem 3.1. Using Notation 2.3, I is prime. In particular, S is a domain, and X is
irreducible.
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Proof. It is a standard fact about minors of a generic matrix that there will an isomorphism
A := R/I2(H) ∼= k[sitj | 1 ≤ i ≤ m, 1 ≤ j ≤ rn] by the map sending x
ℓ
ij 7→ sitℓn+j for each
1 ≤ i ≤ n, 1 ≤ j ≤ m, 1 ≤ ℓ ≤ r. Therefore, S is the quotient of A by the image of I2(V ) in
A. The image of I2(V ) in A may be described as I2(V˜ ), where
V˜ =

s1t1 s1t2 . . . s1tn
...
...
. . .
...
smt1 smt2 . . . smtn
s1tn+1 s1tn+2 . . . s1t2n
...
...
. . .
...
...
...
. . .
...
smt(r−1)n+1 smt(r−1)n+2 . . . smtrn

.
Hence, it suffices to show that I2(V˜ ) is prime in A. In order to prove this, we will show that
I2(V˜ ) is the contraction of a prime ideal of the polynomial ring in the entries of V˜ . In par-
ticular, let U = k[si, tj | 1 ≤ i ≤ m, 1 ≤ j ≤ rn] and T =
 t1 t2 . . . tn... ... . . . ...
t(r−1)n+1 t(r−1)n+2 . . . trn
,
and consider P = I2(T ) ⊆ U . We know that P is prime because it is the ideal of 2-minors
of a generic matrix. We will show that I2(V˜ ) = P ∩ A, which will establish that I2(V˜ ) is
prime because the contraction of a prime ideal is always a prime ideal. Because I2(V˜ ) and
P ∩ A are both homogeneous ideals, it is enough to consider their homogeneous elements
when checking that I2(V˜ ) ⊆ P ∩A and that P ∩A ⊆ I2(V˜ ).
We first consider which homogemeous elements of U (using the standard grading) are
also elements of A. For any monomial µ ∈ U , define
degs(µ) := max{α1 + . . .+ αm | s
α1
1 · · · s
αm
m divides µ}
and
degt(µ) := max{α1 + . . .+ αrn | t
α1
1 · · · t
αrn
rn divides µ}.
We observe that a monomial µ of U is an element of A if and only if degs(µ) = degt(µ)
and, more generally, that a homogeneous polynomial h of U is also an element of A if and
only if degs(µ) = degt(µ) for every monomial µ occurring with nonzero coefficient in the
standard expression of h.
Fix an arbitrary 2-minor of the ideal I2(V˜ ). These, the natural generators of I2(V˜ ), are
of the form (sitj)(satb) − (sitb−cn)(satj+cn) for some integers i, j, a, b, c with 1 ≤ i, a ≤ m,
and 1 ≤ j, b, b − cn, j + cn ≤ rn. By factoring out sisa, we see each natural generator
of I2(V˜ ) expressed as sisa(tjtb − tb−cntj+cn) for integers i, j, a, b, c with 1 ≤ i, a ≤ m,
and 1 ≤ j, b, b − cn, j + cn ≤ rn. But every tjtb − tb−cntj+cn for integers j, b, c with
1 ≤ j, b, b − cn, j + cn ≤ rn is either 0 or one of the natural generators of I2(T ). Hence,
every generator of I2(V˜ ) is an element of I2(T ) ∩A, which is to say I2(V˜ ) ⊆ I2(T ) ∩A.
Conversely, fix an arbitrary homogeneous element f ∈ I2(V˜ ) ∩ S. Express f = µ1δ1 +
· · · + µpδp, where the δi are (not necessarily distinct) natural generators of I2(V˜ ), the µi
are monomials in U , and p is a positive integer. Hence, each term αwδw ∈ A if and
only if degs(αw) = degt(αw) + 2 because each degt(δw) = 2 while degs(δw) = 0. Now
A is a homogeneous subring of U under the N × N bigrading given by (degs,degt), and
so we may assume that each summand αwδw of f is an element of A, which is to say
that for each 1 ≤ w ≤ p, we have degs(αw) = degt(αw) + 2. But then there exists some
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1 ≤ i, a ≤ m such that sisa divides αw and
αw
sisa
((sisa)δw) is the product of a monomial
αw
sisa
with degs(
αw
sisa
) = degt(
αw
sisa
) and (sisa)δw. That is to say that
αw
sisa
((sisa)δw) is the product
of an element of A and one of the natural generators of I2(V˜ ). Hence, I2(V˜ ) ⊇ I2(T ) ∩A.
We have now seen that I is the contraction of the prime ideal I2(V˜ ) and so is itself prime,
as desired.

We next describe a way in which toric double determinantal varieties are better behaved
than the general case of double determinantal varieties. Although every double determi-
nantal variety is Cohen–Macaulay, they are not in general smooth as projective varieties,
i.e. their homogeneous coordinate rings are not necessarily regular at the localization at
every non-maximal homogeneous prime.
Theorem 3.2. Every toric double determinantal variety is smooth as a projective variety.
Proof. Using Notation 2.3, we must show that S is regular at the localization at every
homogeneous prime except possibly the irrelevant ideal, i.e. the homogeneous maximal
ideal µ.
Because no prime ideal P 6= µ of S contains every indeterminate xℓij, every localization
SP of S at any homogeneous prime ideal P 6= m may be obtained as the localization of
some S[1/xℓij ] at the image of P in S[1/x
ℓ
ij ]. Now because the localization of a regular ring
is again regular, it suffices to show that every ring of the form S[1/xℓij ] is regular.
Fix one indeterminate xℓ
′
i′j′ . Let Y1 denote the subset of the x
ℓ
ij algebra generators of
R satisfying at least two of the following conditions: (1) i = i′, (2) j = j′, (3) ℓ = ℓ′.
Informally, we are choosing among the algebra generators of R the variables originating
from any matrix Xℓ that share both a row and column index with our chosen generator
xℓ
′
i′j′ together with those algebra generators originating from the same matrix X
ℓ′ as xℓ
′
i′j′
that share either a row or column index with xℓ
′
i′j′ . These are exactly the algebra generators
xℓij of R so that x
ℓ
ij · x
ℓ′
i′j′ does not appear as a term of any of the natural generators of I.
For each xℓij ∈ Y1, designate a new variable z
ℓ
ij and for the ring T = κ[z
ℓ
ij | x
ℓ
ij ∈ Y1]. We
claim that S[1/xℓ
′
i′j′ ]
∼= T [1/zℓ
′
i′j′ ].
To show the promised isomorphism, we will give explicit homomorphisms ϕ : S[1/xℓ
′
i′j′ ]→
T and ψ : T → S[1/xℓ
′
i′j′ ] so that ϕ ◦ ψ = 1T [1/zℓ′
i′j′
]
and ψ ◦ ϕ = 1
S[1/xℓ
′
i′j′
]
. In order to do
this, we consider three subsets of the free algebra generators of R, the first of which is Y1.
The next subset is Y2, which will denote the subset of the x
ℓ
ij such that exactly one of the
following conditions is met: (1) i = i′, (2) j = j′, (3) ℓ = ℓ′. Finally, take Y3 to be the
subset of the the subset of the xℓij such that i 6= i
′, j 6= j′, and ℓ 6= ℓ′. By construction, the
sets Y1, Y2, and Y3 are pairwise disjoint.
We explain an overview of the reason for this subdivision before we continue with the
formal argument. Notice that the elements xℓij of Y2 are those such that x
ℓ
ij · x
ℓ′
i′j′ is a term
of exactly one of the natural generators of I and that the variables other than xℓij involved
in that generator are all elements of Y1. We will use that generator to solve for elements of
Y2 in terms of the elements of Y1. We may then use a generator of I involving each element
of Y3 to solve for that element in terms of elements of Y2 and Y1, which we can then simplify
to an expression in terms of the elements of Y1.
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We define ϕ : R[1/xℓ
′
i′j′ ] → T [1/z
ℓ′
i′j′ ] by specifying the image of the free algebra gener-
ators xℓij of R over κ, extending linearly, and showing that ϕ(IR[1/x
ℓ′
i′j′ ]) = 0, in which
case we may think of ϕ as a map from S[1/xℓ
′
i′j′] to T [1/z
ℓ′
i′j′]. It will be immediate that
ϕ(κ[xℓ
′
i′j′ , 1/x
ℓ′
i′j′ ]) = κ[z
ℓ′
i′j′ , 1/z
ℓ′
i′j′ ]. For any s ∈ S and t ∈ T , we may write simply s or t for
s/1 ∈ S[1/xℓ
′
i′j′ ] or t/1 ∈ T [1/z
ℓ′
i′j′ ]. We will group cases by notational convenience. Let
ϕ(xℓij) =

zℓij x
ℓ
ij ∈ Y1
zℓ
′
ij′z
ℓ′
i′j
zℓ
′
i′j′
xℓij ∈ Y2 and ℓ = ℓ
′
zℓ
′
i′jz
ℓ
i′j′
zℓ
′
i′j′
xℓij ∈ Y2 and i = i
′
zℓ
′
ij′z
ℓ
i′j′
zℓ
′
i′j′
xℓij ∈ Y2 and j = j
′
zℓ
′
i′jz
ℓ′
ij′z
ℓ
i′j′
(zℓ
′
i′j′)
2
xℓij ∈ Y3.
We first claim that ϕ(IR[1/xℓ
′
i′j′ ]) = 0. It is enough to show that ϕ(δ) = 0 for every gen-
erator δ of I. If δ involves xℓ
′
i′j′ , then there are two cases: one of the summands of δ is a term
xℓ
′
i′j′ ·x
ℓ
ij with either x
ℓ
ij ∈ Y2 or x
ℓ
ij ∈ Y3. If x
ℓ
ij ∈ Y2 and ℓ = ℓ
′ (respectively, i = i′ or j = j′),
then δ has the form xℓ
′
i′j′x
ℓ′
ij−x
ℓ′
ij′x
ℓ′
i′j (respectively, x
ℓ′
i′j′x
ℓ
i′j−x
ℓ′
i′jx
ℓ
i′j′ or x
ℓ′
i′j′x
ℓ
ij′−x
ℓ′
ij′x
ℓ
i′j′), and
xℓ
′
ij′ , x
ℓ′
i′j ∈ Y1 (respectively, x
ℓ′
i′jx
ℓ
i′j′ ∈ Y1 or x
ℓ′
ij′x
ℓ
i′j′ ∈ Y1). Hence, ϕ(δ) = z
ℓ′
i′j′
zℓ
′
ij′
zℓ
′
i′j
zℓ
′
i′j′
−zℓ
′
ij′z
ℓ′
i′j
(respectively, zℓ
′
i′j′
zℓ
′
i′j
zℓ
i′j′
zℓ
′
i′j′
− zℓ
′
i′jz
ℓ
i′j′ or z
ℓ′
i′j′
zℓ
′
ij′
zℓ
i′j′
zℓ
′
i′j′
− zℓ
′
ij′z
ℓ
i′j′), which is plainly 0. Similarly, if
xℓij ∈ Y3 and δ is a natural generator of I2(H) (respectively, of I2(V )), then δ has the form
xℓ
′
i′j′x
ℓ
ij−x
ℓ
i′jx
ℓ′
ij′ with x
ℓ
i′j ∈ Y2 and x
ℓ′
ij′ ∈ Y1 (respectively, x
ℓ′
i′j′x
ℓ
ij−x
ℓ
ij′x
ℓ′
i′j with x
ℓ
ij′ ∈ Y2 and
xℓ
′
i′j ∈ Y1). Then ϕ(δ) = z
ℓ′
i′j′
zℓ
′
i′j
zℓ
′
ij′
zℓ
i′j′
(zℓ
′
i′j′
)2
−
zℓ
′
i′j
zℓ
i′j′
zℓ
′
i′j′
zℓ
′
ij′ (respectively, z
ℓ′
i′j′
zℓ
′
i′j
zℓ
′
ij′
zℓ
i′j′
(zℓ
′
i′j′
)2
−
zℓ
′
ij′
zℓ
i′j′
zℓ
′
i′j′
zℓ
′
i′j),
which is plainly 0. Hence, ϕ induces a map S[1/xℓ
′
i′j′ ]→ T [1/z
ℓ′
i′j′], which we will also refer
to as ϕ.
We define the map ψ : T [1/zℓ
′
i′j′]→ S[1/x
ℓ
ij ] by specifying ψ(z
ℓ
ij) = x
ℓ
ij for every i, j, and
ℓ and extending linearly. It is clear that ϕ ◦ ψ = 1T [1/zℓ′
i′j′
] and that (ψ ◦ ϕ)(x
ℓ
ij) = x
ℓ
ij for
all xℓij ∈ Y1. If x
ℓ
ij ∈ Y2 and ℓ = ℓ
′, then
(ψ ◦ ϕ)(xℓij) = (ψ ◦ ϕ)(x
ℓ′
ij) = ψ
(
xℓ
′
ij′x
ℓ′
i′j
xℓ
′
i′j′
)
=
xℓ
′
ij′x
ℓ′
i′j
xℓ
′
i′j′
= xℓ
′
ij ∈ S[1/x
ℓ′
i′j′ ]
because xℓ
′
ij′x
ℓ′
i′j − x
ℓ′
i′j′x
ℓ′
ij ∈ I. A similar argument holds in the case of i = i
′ (respectively,
j = j′) recalling that the definition of Y2 forces xℓ
′
i′jx
ℓ
i′j′ − x
ℓ′
i′j′x
ℓ
i′j ∈ I2(V ) (respectively,
xℓ
′
ij′x
ℓ
i′j′ − x
ℓ′
i′j′x
ℓ
ij′ ∈ I2(H)) whenever x
ℓ
i′j ∈ Y2 (respectively, x
ℓ
ij′ ∈ Y2). Finally, if x
ℓ
ij ∈ Y3,
then (ψ ◦ ϕ)(xℓij) = ψ
(
xℓ
′
i′j
xℓ
′
ij′
xℓ
i′j′
(xℓ
′
i′j′
)2
)
=
xℓ
′
i′j
xℓ
′
ij′
xℓ
i′j′
(xℓ
′
i′j′
)2
= xℓij ∈ S[1/x
ℓ
ij ] because
xℓij(x
ℓ′
i′j′)
2 − xℓ
′
i′jx
ℓ′
ij′x
ℓ
i′j′ = x
ℓ′
i′j′(x
ℓ′
i′j′x
ℓ
ij − x
ℓ
i′jx
ℓ′
ij′) + x
ℓ′
ij′(x
ℓ′
i′j′x
ℓ
i′j − x
ℓ
i′j′x
ℓ′
i′j),
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where xℓ
′
i′j′x
ℓ
ij −x
ℓ
i′jx
ℓ′
ij′ and x
ℓ′
i′j′x
ℓ
i′j −x
ℓ
i′j′x
ℓ′
i′j can be seen to be natural generators of I2(H)
and I2(V ), respectively, using the fact that x
ℓ
ij ∈ Y3 requires ℓ 6= ℓ
′, i 6= i′, and j 6= j′.
Hence, ϕ and ψ are inverses, S[1/xℓ
′
i′j′ ]
∼= T [1/zℓ
′
i′j′ ], S[1/x
ℓ′
i′j′ ] is regular because T [1/z
ℓ′
i′j′ ]
is, and S is regular at the localization at every homogeneous prime except possibly the
irrelevant ideal, which is to say that X is a smooth projective variety.

Example 3.3. With notation as in the theorem above, if r = 2, m = n = 3, and xℓ
′
i′j′ = x
1
32
then the partition of the variables xℓij into the sets Y1, Y2, and Y3 may be seen below with
the elements of Y1 placed in orange boxes, the elements of Y2 placed in black boxes, and
the elements of Y3 placed in green boxes. For notational convenience, we will use xij to
denote the x1ij and yij to denote the x
2
ij. This small example gives an adequate sense of the
relations catalogued more precisely in the proof above.
H =
x11 x12 x13 y11 y12 y13
x21 x22 x23 y21 y22 y23
x31 x32 x33 y31 y32 y33

 V =
x11 x12 x13
x21 x22 x23
x31 x32 x33
y11 y12 y13
y21 y22 y23
y31 y32 y33



Corollary 3.4. If X is a toric double determinantal variety on r matrices of size m× n,
then the dimension of the projective variety X is m+ n+ r − 3.
Proof. With notation as in Theorem 3.2, let µ denote the homogeneous maximal ideal of S
and ν the ideal of T generated by the zℓij for which x
ℓ
ij ∈ Y1 \ {x
ℓ′
i′j′}. Then
dim(X ) = dim(Sµ)−1 = dim(Sµ[1/x
ℓ′
i′j′ ]) = dim(Tν) = |Y1|−1 = (m−1)+(n−1)+(r−1),
where the m−1 counts the xℓij 6= x
ℓ′
i′j′ with ℓ = ℓ
′ and j = j′, the n−1 counts the xℓij 6= x
ℓ′
i′j′
with ℓ = ℓ′ and i = i′, and the r − 1 counts the xℓij 6= x
ℓ′
i′j′ with i = i
′ and j = j′. 
Although this dimension count appears in [3, Corollary 4.5], we note that the computation
and proof are much simpler when considering the toric case alone.
To conclude this section, we will show that the toric case is somewhat broader than it
might first appear. In the r = 2 case, all double determinantal varieties in which the minors
taken in either H or in V are of size 2 are either ordinary determinantal varieties or toric.
The precise statement follows:
Theorem 3.5. Let I = Ia(H) + Ib(V ) be a double determinantal ideal with H and V
determined by 2 matrices of size m × n with m,n ≥ 2. If s = 2 or t = 2, and s + t > 4,
then I is the defining ideal of a determinantal variety.
Proof. For convenience, use the notation X = X1 and Y = Y1 for the two matrices whose
horizontal and vertical concatenations are H and V , respectively. Suppose a = 2 and b > 2.
We will show that I = I2(H) by showing that Ib(V ) ⊆ I2(H). Fix a b-minor δ of V . Then δ
is determined by a choice of b rows and b columns of V . Because b > 2, by the pigeon hole
principle, at least one of the matrices X or Y contains at least two of the rows determining
δ. If at least two of the rows determining δ are rows of X, fix two such rows and form
the submatrix Z of X whose rows are exactly those two rows and whose columns are the
b columns determining δ Let W be the submatrix of V whose rows are the b − 2 rows of
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V determining δ other than the 2 involved in Z and whose columns are the b columns
determining δ. Observe that I2(Z) ⊆ I2(X) ⊆ I2(H). Then δ =
∑
γ∈I2(Z)
ε∈Ib−2(W )
γ · ε ∈ I2(H)
because each summand of our expression of δ has a factor that is an element of I2(H).
The constructions are similar to the case above if we instead fix two rows determining δ
that are rows of Y and in the cases for a > 2 and b = 2. 
4. Empirical Testing
We conclude by describing a conjecture in commutative algebra for which toric double
determnantal ideals are a natural testing ground. We provide some preliminary steps in
conducting such tests. For a local ring T of dimension d with maximal ideal µ and µ-
primary ideal J of T , let e(J) denote the Hilbert–Samuel multiplicity of J , and let ℓ(T/J)
denote the length of T/J , i.e. the T/µ-vector space dimension of T/J , which is finite.
For background on the Hilbert–Samuel multiplicity, we refer the reader to [2, Chapter 12].
Lech’s inequality states that e(J) ≤ d!e(m)ℓ(T/J) [10, Theorem 3] and has seen various
improvements and extensions since its original appearance (see, for example, [6, 8, 9]).
Recently, it was conjectured that an asymptotic version of Lech’s inequality holds when
TP is regular for every prime P 6= µ. The precise statement of the conjecture is that, in
that case, lim
N→∞
sup √J=µ
ℓ(T/J)>N
{
e(J)
d!ℓ(T/J)
}
= 1 [7, Conjecture 1.2 (a)]. Considering the careful
choice of powers of µ as the ideals J shows that this limit must be at least 1, and so the
question is whether for every ε > 0, there exists N ≫ 0 such that for any µ-primary ideal
J with ℓ(T/J) > N , we have e(J) ≤ d!(1 + ε)ℓ(T/J). Otherwise, and less precisely, stated,
this conjecture asserts no µ-primary ideals give asymptotically larger values of e(J)d!ℓ(T/J) than
powers of µ, that the powers of µ, in the limit, serve as a weak bound for this ratio.
Because the localizations of the homogeneous coordinate rings of toric double deteminan-
tal varieties at their non-maximal homogeneous prime ideals are regular by Theorem 3.2, it
follows from homogeneity that they satisfy the full hypothesis of this conjecture and so that
they are an appropriate example to use to explore it. We report results consistent with the
truth of the conjecture in the smallest nontrivial example of a toric double determinantal
variety. Because the conjecture is known over fields of prime characteristic when T/µ is
perfect [7, Corollary 4.4], our computations, done in Macaulay2 [5] are over the rationals.
Because these computations are both challenging theoretically and also computationally
costly, we considered the smallest nontrivial example: the case of 2 matrices X and Y ,
each of dimension 2 × 2. With notation as in Notation 2.3, we generated 175 ideals J of
R using the x12ij and y
12
ij for all 1 ≤ i, j ≤ 2 together with between 1 and 6 additional
monomial generators each of degree at most 10 produced by the randomMonomialIdeal
command in the RandomIdeals package. Because every µ-primary ideal contains a power
of each of the variables, it is not artificial to include some power of each xij and yij. The
reason for choosing that power to be 12 and for choosing the other generators of J to be
monomials in R is to control the timing required to compute e(JS) (where the multiplicity is
understood to be over S). Scatterplots showing ordered pairs (ℓ(S/JS), e(JS)/d!ℓ(S/JS))
(Figure 1) and (number of random monomial generators, e(JS)/d!ℓ(S/JS)) (Figure 2)
appear below. In both cases, we report decimal truncations of the ratios e(JS)/d!ℓ(S/JS)).
Conjecture [7, Conjecture 1.2 (a)] sounds plausible in light of these data. Note that the
Hilbert–Samuel multiplicity of S is 6 and that dim(S) = 4. With µ = (x11, . . . , y22), the
homogeneous maximal ideal of S, we provide for scale a table of values ℓ(S/µk) and e(µ
k)
d!ℓ(S/µk)
for 1 ≤ k ≤ 12.
7
k 1 2 3 4 5 6 7 8 9 10 11 12
ℓ(S/µk) 1 9 36 100 225 441 784 1296 2025 3025 4356 6084
e(µk)
4!ℓ(S/µk)
.25 .444 .562 .64 .694 .734 .766 .79 .81 .826 .84 .853
Data on the ideals described in the paragraph above appear below. Figure 1 shows that,
although the ratio e(JS)/d!ℓ(S/JS) may tend to grow with ℓ(S/JS), those ratios remain
much smaller than the expected asymptotic bound given by the powers µk of µ for similar
ℓ(S/JS) and ℓ(S/µk). Figure 2 shows that that is variability among the e(JS)/d!ℓ(S/JS)
for a fixed number of random monomial generators.
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