The cortical processing of illusory contours provides a unique window for exploring the brain mechanisms underlying visual perception. Previous electrophysiological single-cell recordings demonstrate that a subgroup of cells in macaque V1 and V2 signal the presence of illusory contours, whereas recent human brain imaging studies reveal higher-order visual cortices playing a central role in illusory figure processing. It seems that the processing of illusory contours/figures may engage multiple cortical interactions between hierarchically organized processing stages in the ventral visual pathway of primates. However, it is not yet known in which brain areas illusory contours are represented in the same manner as real contours at both the population and single-cell levels. Here, by combining intrinsic optical imaging in anesthetized rhesus macaques with single-cell recordings in awake ones, we found a complete overlap of orientation domains in visual cortical area V4 for processing real and illusory contours. In contrast, the orientation domains mapped in early visual areas V1 and V2 mainly encoded the local physical stimulus features inducing the subjective perception of global illusory contours. Our results indicate that real and illusory contours are encoded equivalently by the same functional domains in V4, suggesting that V4 is a key cortical locus for integration of local features into global contours.
Introduction
How our brains perceive reality versus illusion remains an outstanding question (Gregory, 1972; Macknik and Haglund, 1999; Eagleman, 2001; Eysel, 2003; Jancke et al., 2004) . Illusory contours (ICs), such as the Kanizsa triangle and abutting-line gratings, are among the most frequently used illusory figures in studying form perception and object recognition (Kanizsa, 1976; Spillmann and Dresp, 1995; Nieder, 2002; Seghier and Vuilleumier, 2006) . Previous electrophysiological studies have reported that ϳ20ϳ40% of cells in macaque V1 and V2 signal the presence of ICs (von der Heydt et al., 1984; Peterhans and von der Heydt, 1989; von der Heydt and Peterhans, 1989; Grosof et al., 1993; Lee and Nguyen, 2001 ). An earlier optical-imaging study reported that abutting-line ICs activate overlapped orientation domains in V2 in comparison with those activated by luminance gratings, but inverted in V1 (Ramsden et al., 2001 ). However, a recent study in cat indicates that the overlap or reversal critically depends upon the inducer spatial frequencies (Zhan and Baker, 2008) . Meanwhile, some recent human brain-imaging studies have shown robust IC-related activities in higher visual areas such as the lateral occipital complex, supporting the possibility of feedback inputs to lower visual areas in IC processing (Mendola et al., 1999; Murray et al., 2002; Stanley and Rubin, 2003; Montaser-Kouhsari et al., 2007) . Despite these evident neural correlates, a key question remains concerning the cortical locus where ICs are equivalently represented as real contours.
Area V4 is an important intermediate stage for form vision along the hierarchy of primate ventral pathway (Desimone and Schein, 1987; Gattass et al., 1988; Felleman and Van Essen, 1991; Schiller and Lee, 1991; Gallant et al., 1993; Merigan, 2000; Ungerleider et al., 2008) and exhibits some cue-invariant coding capability, such as for global contours defined by motion (Sáry et al., 1993; Mysore et al., 2006) . Receptive fields of neurons in V4 are on average four to seven times larger than those in V1 and V2 (Desimone and Schein, 1987; Gattass et al., 1988; Pollen et al., 2002; Motter, 2009) . This difference enables V4 neurons to pool inputs from multiple neurons in lower-level cortices (Ghose and Maunsell, 1999; Connor, 2001, 2002; David et al., 2006; Cadieu et al., 2007; Motter, 2009; Rust and Dicarlo, 2010) , providing a potential mechanism for integration of local features into global ICs across a large area of the visual field (Fig. 1) . However, direct evidence concerning this functional role of V4 is surprisingly lacking. In this study, by combining intrinsic optical imaging in anesthetized macaques with single-cell recordings in awake ones, we discovered that V4 was a crucial cortical locus where ICs were represented in a manner equivalent to real ones at both population and single-cell levels. We also found that the functional domains mapped in V1 and V2 mainly encoded local stimulus features rather than directly represented IC orientations. These results offer new insights into circuit organizations for the integration of local features into global contours in primate early ventral visual pathway.
Materials and Methods
Animal preparation and maintenance for optical imaging. All experimental procedures for primate research were approved by the Institute of Neuroscience Institutional Animal Care and Use Committee and by the local ethical review committee of the Shanghai Institutes for Biological Sciences. A total of eight adult male rhesus macaques (Macaca mulatta) weighing 3.0ϳ4.5 kg were prepared and maintained for optical imaging as described previously (Schiessl et al., 2008) , except that ketamine hydrochloride (15 mg ⅐ kg Ϫ1 , i.m.) was used instead of Saffan. Craniotomy and durotomy were performed on both sides of the skull over V1, V2, and V4 for dual optical imaging using two stainless steel chambers of 30 mm diameter secured to skull using dental cement. The lunate sulcus (LS) and superior temporal sulcus (STS) were used as cortical landmarks for surgeries. In each experiment, gas-permeable contact lenses were applied to protect the animal's corneas and the animal's eyes were refracted to focus on the CRT monitor; additional correcting lenses were used where necessary.
Electrophysiological recordings in awake monkeys and data analysis. All procedures for awake monkey experiments were conducted in compliance with the National Institutes of Health Guide for the Care and Use of Laboratory Animals, and were approved by the Institutional Animal Care and Use Committee of Beijing Normal University. The procedure for animal preparation was similar to that in previous studies (Li et al., 2008) , except that electrophysiological recordings were conducted using multielectrode array (Utah Array; Blackrock Microsystems) chronically implanted in V4 of two male macaques within a comparable region to that used in the imaging experiments. The array contained 6 ϫ 8 microelectrodes. Each individual electrode was 0.5 mm long and spaced 0.4 mm apart. Only data from those electrodes that were able to pick up well isolated single units were included in the analyses.
For each well isolated single unit, we estimated its preferred orientations in response to both bar and IC stimuli by fitting with Gaussians. Only when the preferred orientations for the bar and IC differed by Ͻ15°d id we regard the unit as having the same orientation preference for the two stimuli.
Visual stimuli. For optical imaging experiments, a gamma-corrected CRT monitor (Sony Trinitron Multiscan G520, 1280 ϫ 960 pixels, 100 Hz) was placed 57 cm in front of the animal eyes. Visual stimuli were computer-generated using custom software based on Psychtoolbox-3 (Brainard, 1997; Pelli, 1997) , presented binocularly. Sinusoidal luminance gratings (LGs) of four or eight orientations with a spatial frequency (SF) of 1.0ϳ1.5 cycles ⅐ degree Ϫ1 (cpd), temporal frequency (TF) of 5.0ϳ6.0 cycles ⅐ second Ϫ1 (cps), and contrast of 80ϳ90% were used. For the optical recordings performed in V4 alone, the SF of LG stimuli ranged between 0.5 and 1.0 cpd. The abutting-line IC stimuli with an inducer SF of 1.5 cpd (interinducer distance: 0.67°) and IC SF of 0.25 cpd (intercontour distance: 2.0°) were used as standard IC stimuli except where otherwise stated. Note that for IC stimuli, the distance between adjacent contours was treated as half a cycle. We also tested IC stimuli defined by a range of inducer SFs (0.6, 0.75, 1.0, 1.2, 1.5, 4.0 cpd). For the IC stimuli with the lowest inducer SF (0.6 cpd), the interinducer distance was 1.67°a nd IC SF was 0.15 cpd (intercontour distance: 3.33°); for the IC stimuli with the highest inducer SF (4.0 cpd), the interinducer distance was 0.25°a nd the IC SF was 0.5 cpd (intercontour distance: 1.0°). For IC stimuli with other inducer SF, the corresponding IC SF was set at approximately five to six times that of inducers to produce vivid IC perception. The width of inducer lines was 0.2°for the mid-to low-inducer-SF IC stimuli and 0.03°for highest inducer-SF IC stimuli (4.0 cpd). In all cases, the ICs drifted back and forth along the inducer orientations at a TF of 1.0 cps. The luminance of inducers was ϳ0.4 cd ⅐ m Ϫ2 , and that of background was ϳ40 cd ⅐ m Ϫ2 . For electrophysiological experiments in awake monkeys, the visual stimuli were generated by a visual stimulus generator (ViSaGe; Cambridge Research Systems) and were presented binocularly on a gamma-corrected CRT monitor (Iiyama Vision Master Pro 514, 21 inches, 1024 ϫ 768 pixels, 100 Hz) at a viewing distance of 100 cm. A single bar (0.2°wide) or a single IC made of abutting lines (0.04°w ide) was used, which drifted back and forth along an axis orthogonal to the contour orientation at a speed of 4.0°⅐ s Ϫ1 and with a travel distance of 3.0°. The stimuli were centered in the receptive field (RF) of the recorded neuron, and were truncated by an invisible circular window surrounding the RF. The other settings were identical to those in the imaging experiments.
Optical imaging and data analysis. All equipment and recording procedures in our custom-built optical imaging system were similar to those described previously (Schiessl et al., 2008) , except for modified dual imaging setup and software. Briefly, we used two DALSA Pantera 1M60 CCD cameras (Teledyne DALSA), each combined with a telecentric 55 mm f2.8 video lens (Computar; CBC) for dual recording from two chambers. The visual responses were recorded at 16 video frames per second for a period of 8 s, including 1 s before stimulus onset under 630 Ϯ 10 nm red light illumination. The interstimulus interval was 13 s. For LG stimuli, data were typically averaged over 32 or 64 trials, while for IC stimuli the data were obtained from at least 64 trials and often as many as to 256 trials. The boundary between V1 and V2 was defined using either retinotopic space mapping (Blasdel and Campbell, 2001) or ocular dominance mapping, which produced stripe-like compartments perpendicular to the border between V1 and V2 (Blasdel and Salama, 1986) . The cortical locus (prelunate gyrus) located between LS and STS and 35 mm lateral from the midline was selected as a representative area of V4 in macaques for both optical imaging and single-cell recordings (Shipp and Zeki, 1985; Desimone and Schein, 1987; Gattass et al., 1988; Schiller and Lee, 1991; Gallant et al., 1993; Nakamura et al., 1993; De Weerd et al., 1996; Merigan, 1996; Ghose and Ts'o, 1997; Tanigawa et al., 2010) .
For each trial, video frames taken in each second were averaged together, and then subtracted and divided by a blank frame (the averaged response for the 1 s interval before the stimulus onset) to generate a single-condition map of reflectance change (⌬R/R). A differential orientation map was created by pixel-by-pixel subtraction of the singlecondition maps activated by a stimulus pair with orthogonal orientations (e.g., 0°Ϫ90°). Orientation preference maps were constructed using classical vector summation algorithm (Blasdel, 1992) . A variability map was obtained to find pixels with large cross-trial variability (e.g., blood vessels and other noisy regions), and a mask was generated based on an empirically chosen threshold (Zhan and Baker, 2008) . Pixels within the mask were never used in quantitative analysis. The images were then high-pass filtered (1.1ϳ1.2 mm in diameter) and smoothed (106ϳ306 m in diameter) by circular averaging filters to suppress low-and high-frequency Figure 1 . A schematic illustration depicting the sizes of RFs of neurons in V1, V2, and V4, relative to straight and curved ICs defined by spatially aligned abutting lines similar to those used in the current study. One hypothesis is that spatially aligned neurons with smaller RFs in V1 and V2 project to IC-selective neurons with larger RFs in V4, therefore generating a more robust response to IC in V4. For illustrative purposes, the RF diameter of V1 and V2 neurons was taken as 1°and that of V4 neuron as 6°.
noise while avoiding signal distortion. To quantify the response amplitude, the absolute ⌬R/R values in each responsive patch in a differential map (including patches preferring the first and the second condition) were averaged, and this averaged intensity was taken as the response amplitude. A response profile analysis was performed to extract the orientation specificity encoded in a differential map (Basole et al., 2003; Zhan and Baker, 2008) . In brief, the area to be analyzed was divided into 12 equally spaced orientation bins (from 0°to 180°with 15°step), according to the orientation preference map derived from LG stimulation. Each orientation bin consisted of the cortical locations tuned to its orientation. To calculate the response profile, the ⌬R/R values within each of these orientation bins were averaged to produce a measure of response strength for that particular orientation. The response profiles were normalized to allow for a direct comparison between the activity patterns elicited by LGs and ICs. We measured the Spearman correlation coefficient between two response profiles using a bootstrapping method with at least 1000 iterations and obtained the 95% confidence interval of the correlation coefficient. A sinusoid was also fitted to each response profile and the angular distance between the two fitted sinusoids was used as an index of similarity between the two curves. We also used two other methods, vector summation and von Mises circular function fitting, to characterize the orientation selectivity of response profiles (Swindale, 1998) , and in all cases in the current study, the two methods yielded similar results as those from sinusoidal fitting. Furthermore, we adopted the spatial correlation coefficient (SCC) metric between two differential maps as an index of similarity (for details, see Ramsden et al., 2001 ). The value of SCC ranged between Ϫ1 and 1, with 1 indicating two identical maps and Ϫ1 indicating two identical but inverted maps.
Results
Simultaneous imaging of V1, V2, and V4 in response to the same LG and IC stimuli Previous single-cell recordings in macaques have shown that ICrelated activities are consistently observed in a subpopulation of V1 and V2 neurons (von der Heydt et al., 1984; Peterhans and von der Heydt, 1989; von der Heydt and Peterhans, 1989; Grosof et al., 1993; Heider et al., 2000; Lee and Nguyen, 2001) , with 15.5% (16/103) of V2 neurons devoted to IC encoding without signaling the orientation of the inducer lines (von der . To make a direct comparison between V4 and earlier visual areas in response to the same LG and IC stimuli, we performed simultaneous optical imaging across V1, V2, and V4 in the same hemisphere (Fig. 2 A) . This approach allowed for a direct comparison of neural responses to the same visual stimuli across the three hierarchically organized visual cortical areas.
Within a cortical region of interest (ROI), differential orientation maps were generated by subtracting the optical signals elicited by a pair of contour stimuli with orthogonal orientations. Consistent with previous reports (Blasdel and Salama, 1986; Grinvald et al., 1986; Ts'o et al., 1990; Ghose and Ts'o, 1997; Tanigawa et al., 2010) , drifting full-field sinusoidal LGs generated differential orientation maps (for example 45°and 135°; Fig.  2 A, B) that encoded orientation selectivity within V1, V2, and V4 of the macaque. Strikingly, ICs oriented at 45°and 135°elicited clear responses in all three areas, with the response magnitudes LGs and ICs stimuli. C, The representative area of V4 superimposed with iso-orientation contours that were derived from the orientation preference map generated using LGs. D, Normalized response profiles for LGs and ICs. The 95% confidence interval of the correlation coefficient between
LGs and ICs was from 0.85 to 1.00, and the fitted orientation preference shift between these two curves was 4.35°. A, Anterior; L, lateral; M2, macaque number. Scale bars, 1 mm.
elicited by ICs being weaker than those produced by LGs (Fig. 2 B 
, right). Note that ICs had identical orientations to the
LGs, but were defined by 90°inducer lines at SF of 1.5 cpd (Fig. 2 A) . To quantify the spatial relationship between the corresponding maps generated by LGs and ICs, we performed response profile analysis using previously described methods (Basole et al., 2003; Zhan and Baker, 2008) . Iso-orientation contours, derived from orientation preference maps generated by
LGs of four or eight orientations, were superimposed onto the ROIs of differential maps of LGs and ICs to evaluate the response strength of multiple cortical orientation domains (see Materials and Methods, above; Fig. 2C ). The magnitudes of signals within regions sharing a common preferred orientation were averaged to give a measurement of response strength for that orientation. Using the response profile analysis we found that, as expected, the response profiles for
LGs matched precisely the LG orientations of 45°and 135°across all three processing stages (Fig. 2C,D) . However, a comparison of LG-and IC-activated orientation domains in V1, V2, and V4 yielded rather distinct results: while we observed precisely overlapped response profiles in V4 for
LGs and ICs (95% confidence interval of correlation coefficient: 0.86 -1.00; shift of the profile peak: 0.39°), the response profiles in V1 and V2 were only partially overlapped, both showing a remarkable shift in their orientation preferences (95% confidence interval of correlation coefficient for V1: Ϫ0.49 -0.52 and fitted shift: 43.35°; for V2: Ϫ0.52-0.57 and fitted shift: 36.96°; Fig. 2C,D) . The orientation domains elicited by LGs and ICs oriented at 0°and 90°in a different ROI of the same hemisphere produced similar findings. These simultaneous optical imaging of V1, V2, and V4 to the same real and illusory contour stimuli clearly demonstrated that it was V4, rather than V1 and V2, where both real and illusory contours were represented equivalently within the same orientation domains. We further compared V4 responses to IC stimuli with identical orientation of illusory contours but orthogonal inducer lines. As illustrated in Figure 3A , the 0°and 90°pair of IC stimuli was generated by inducer lines oriented at either 45°or 135°. Similarly, the 45°and 135°IC pair was created by either 0°or 90°i nducers. Differential orientation maps in V4 were compared in response to these stimuli (Fig. 3 B, C) . The response profile analysis showed that the response profiles were closely matched with each other for LGs and ICs, independently of the orientations of the inducers in the IC stimuli (Fig. 3D) . In particular, for LG and IC response profiles generated by the 0°-90°contour stimuli, the 95% confidence interval of the correlation coefficient was between 0.56 and 0.98 for ICs defined by 45°inducers, and between 0.40 and 1.00 for 135°inducers; the orientation preference shift was 16.52°and 7.75°, respectively. Similarly, for the LG and IC response profiles generated by the 45°-135°c ontour stimuli, the 95% confidence interval of the correlation coefficient was between 0.94 and 1.00 for ICs defined by 90°i nducers, and between 0.95 and 1.00 for 0°inducers; the orientation preference shift was 1.00°and 0.08°, respectively. These results indicate that clear orientation-selective domains are present in V4 for global IC processing that is independent of inducer orientations and is equated with real contour processing. This matching pattern of orientation domains in response to LGs and Responses from V1 and V2 were recorded simultaneously using 0°and 90°stimuli of LGs and ICs, as indicated. B, Differential orientation maps generated from the cortical responses to the 0°and 90°pairs of LG and IC stimuli demonstrate a partial overlap of the two maps. Representative areas in V1 and V2, indicated by the red dashed line, were superimposed with iso-orientation contours derived from LG stimuli and response profile analysis performed. C, Results of response profile analysis from V1 and V2. The orientation preferences for the LG activated domains were 0°and 90°in both V1 and V2, matching the orientations of LG stimuli as expected. The IC stimuli, however, exhibited a clear shift of population responses (41.54°for V1 and 42.0°for V2, calculated from sinusoidal fitting). A, Anterior; L, lateral; M0706199, macaque number. Scale bars, 1 mm.
ICs was consistently observed in V4 of all five macaques tested (for further examples, see Fig. 4 ). In contrast with V4, the shifted response profiles for LGs and ICs in both V1 and V2 were also repeatedly observed in all experiments across the six macaques tested (Fig. 5) .
We also tested a range of inducer SFs, either higher or lower than 1.5 cpd with different interinducer spacing (for details, see Materials and Methods, above), but IC stimuli with an inducer SF of 1.5 cpd generally gave the strongest responses. No discernible responses in V1 or V2 were elicited by IC stimuli made of low-SF inducer lines at 0.6 cpd. However, when tested with ICs defined by high-SF inducers of 4.0 cpd, an SF higher than the mean optimal SF of V1 and V2 neurons (Foster et al., 1985; Levitt et al., 1994) , we found that the functional domains recorded simultaneously in V1 and V2 were both inverted with respect to those activated by LGs (for a representative example, see Fig. 6 ). This observation of inverted orientation domains confirmed the antecedent IC study in macaque V1 using IC stimuli with the same high-SF inducers at 4.0 cpd, but did not agree with the claim of overlapped orientation domains in V2 for LGs and ICs from the same study (Ramsden et al., 2001 ). We also tested this high SF of inducers in V4, but no reliable IC responses were observed, presumably due to the weak perceptual saliency of ICs caused by higher inducer SF (Soriano et al., 1996; Montaser-Kouhsari et al., 2007) . It is important to note that the orientation domains activated by IC stimuli in V1 and V2 did not match the global orientations of ICs at all, indicating that they did not encode the orientations of ICs. Together, the results from simultaneous imaging across three different visual stages suggest that the cortical mechanisms for processing real and illusory contours in V4 are fundamentally different from those in V1 and V2, with V4 being a key cortical locus where neurons are organized into functional modules to encode the global orientations, no matter whether they are real or subjective.
Single-cell recordings of area V4 in response to IC stimuli
Our series of imaging experiments targeted the functional organization of orientation domains and consistently showed that LG-and IC-activated functional domains in V4 precisely overlapped. To validate this important finding at the neuronal level, and also to compare response properties of single V4 neurons with previous well documented properties of V1 and V2 neurons in response to real and illusory contour stimuli, we performed single-cell recordings with microelectrode arrays implanted in the superficial layers of V4 in two awake macaques. The monkeys performed a simple fixation task during V4 recordings, and the same stimulus paradigm was used as in the previous V1 and V2 studies (von der Heydt and . Using an oriented moving bar as the real contour stimulus and a moving IC stimulus defined by abutting lines perpendicular to the IC (see Fig. 8 , insets), we measured the orientation selectivity of 36 well isolated single neurons in V4 of two monkeys. The recorded neurons were classified in terms of orientation selectivity for the single bar and the IC stimuli, as previously described in V1 and V2 studies (von der Heydt et al., 1984; von der Heydt and Peterhans, 1989) . Among the recorded neurons, three were not selective to the orientation of a single bar stimulus (Fig. 7) , even though they showed clear orientation-selective responses to the IC stimulus. The remaining 33 cells were defined as orientation-selective units as they had clear orientation tuning peaks to the bar stimulus. Among these orientation-selective cells, a large proportion (22/ 33, 66.7%) responded to the IC stimulus at their maximum firing rates when the IC orientation matched the cell's preferred orientation for the single bar (Fig. 8 A-E) ; only these cells were regarded as IC-responsive neurons. Specifically, the percentage of V4 neurons in which optimal responses to ICs occurred at the same orientation as to LGs in the two animals was 55.6% (10/18) and 80.0% (12/15), respectively. The other cells (11/33, 33.3%) were modulated by the orientation of inducer lines in the IC stimuli rather than IC orientation per se, showing optimal responses when the orientation of inducers, but not of the IC, matched the neuron's preferred orientation ( Fig. 8 F) ; these cells were taken as non-IC-responsive. It is worth pointing out that, among the IC-responsive neurons, the majority of them (19/22, 86.4%, Fig. 8 A-D) were markedly tuned only to the IC orientation without signaling the orientation of inducers (compare the cells in Fig. 8 A-D with the one in Fig. 8 E) . Our electrophysiological results are consistent with our findings using intrinsic optical imaging, indicating that V4 is a key cortical locus where ICs are represented as if they were real at both population and single-cell levels.
Statistical comparison across V1, V2, and V4 The differences at the population level in IC representation between V1, V2, and V4 are quantitatively compared in Figure 9 . Figure 9A summarizes the response magnitudes for LG and IC stimuli averaged across recorded ROIs of V1, V2, and V4 from all animals studied. As expected, IC stimuli elicited much weaker responses than LG stimuli in all three areas ( p Ͻ 0.001, twosample t test). Interestingly, for all types of stimuli used, V2 exhibited the strongest responses. Using the SCC as an index (Ramsden et al., 2001) , we calculated the similarity between the differential orientation maps generated by LG and IC stimuli across V1, V2, and V4 (Fig. 9B ). An SCC value of 1 indicates that the two maps are pixel-wise identical, while a value of Ϫ1 indicates the two maps are identical but inverted. Note that SCC values derived from inverted orientation domains activated by IC stimuli of high-SF inducers were in the range of Ϫ0.54 to Ϫ1.00 and were not taken into account; these negative SCC values would further reduce the mean SCC in both V1 and V2. As demonstrated in Figure 9B , both the mean (small solid square) and the median (red line) SCC values in V2 were slightly higher than those in V1, but the difference was not statistically significant ( p ϭ 0.19, two-sample t test). However, the degree of similarity between IC-and LG-activated maps in V4, as indicated by the significantly larger SCC, was far more pronounced when compared with V1 and V2 ( p Ͻ 0.002, two-sample t test; Fig. 9B ). Using other statistical analysis, such as fitting of orientation response profiles with either sinusoidal function or a simple circular von Mises function (Swindale, 1998) , we obtained similar results. For example, the mean angle shift of peak responses between ICs and LGs using sinusoidal fitting is 36.20 Ϯ 12.8°( mean Ϯ SD) in V2, which is slightly smaller than that in V1 (42.76 Ϯ 9.09°) but not significantly ( p ϭ 0.44, two sample t test). The mean angle shift in V4 (5.71 Ϯ 6.15°) is significantly smaller than those in both V1 and V2 ( p Ͻ 0.001, two-sample t test), in accordance with our single-cell recordings in awake macaques showing that two-thirds of V4 neurons (22/33) signaled the orientations of ICs and LGs equivalently. The percentage of ICresponsive neurons that we observed in V4 (22/33, 66.7%) is substantially higher than that previously reported in V1 (1/60, 1.67%) and V2 (45/103, 43.7%) (von der Heydt and . These statistical comparisons across V1, V2, and V4 further corroborate our conclusion that the dedicated functional modules for equivalent representation of the orientation of both
LGs and ICs primarily reside in V4, but not in V1 and V2, where neural responses mainly encode for local stimulus features. We hypothesized that this equivalent representation of ICs as if they were real contours in V4 could be accomplished via pooling inputs from multiple V1 and V2 neurons with small receptive fields that are spatially aligned in precise retinotopic coordinates (Fig.   Figure 8 . Electrophysiological single-cell recordings from V4 of awake macaques. A-D, Representative orientation tuning curves of neurons in V4 of awake macaques in response to a single luminance-defined moving bar and a single moving illusory contour defined by perpendicular abutting lines. The lengths of the luminance bar and IC were identical. E, An example neuron showing responses to both illusory contour and inducer lines. F, An example neuron responsive to inducer lines only. Error bars in all tuning curves are SEM. The oriented bars below the abscissa represent the orientations of both the bar and IC, and the icons above tuning curves correspond to the actual preferred stimuli for each V4 neuron.
9C) (Hubel and Wiesel, 1968; Ghose and Maunsell, 1999; Riesenhuber and Poggio, 1999; Pasupathy and Connor, 2002; Pollen et al., 2002; David et al., 2006; Cadieu et al., 2007; Motter, 2009; Rust and Dicarlo, 2010; Bushnell et al., 2011) . This integration could be implemented by the massive reciprocal connections between V1, V2, and V4 (Shipp and Zeki, 1985; Felleman and Van Essen, 1991; Nakamura et al., 1993; Felleman et al., 1997; Xiao et al., 1999; Ungerleider et al., 2008; Nassi and Callaway, 2009; Ninomiya et al., 2011) . Our findings in V1, V2, and V4 offer new insights concerning the cortical loci and their functional organizations for the integration of local features into global contours (Spillmann, 1999; Kourtzi et al., 2003) .
Discussion
Subjective or illusory contours, induced by precise geometrical alignment of stimulus features such as abutting lines, have been extensively studied (Grossberg and Mingolla, 1985; Livingstone and Hubel, 1987; Vogels and Orban, 1987; Paradiso et al., 1989; Davis and Driver, 1994; Ramachandran et al., 1994; Ringach and Shapley, 1996; Rubin et al., 1996; Westheimer and Li, 1997; Larsson et al., 1999; Nieder, 2002; Halko et al., 2008; Francis and Wede, 2010; Kalar et al., 2010) . More than two decades ago, von der Heydt and colleagues reported in their pioneering work that approximately one-third of V2 cells respond to IC stimuli (von der Heydt et al., 1984; von der Heydt and Peterhans, 1989) . Subsequent studies have shown that a small proportion of V1 cells also respond to IC stimuli (Grosof et al., 1993; Lee and Nguyen, 2001 ) and that IC-related responses in V1 are substantially delayed relative to those in V2, suggesting feedback contributions from V2 to the IC-related responses in V1 (Lee and Nguyen, 2001; Ramsden et al., 2001; Lee and Mumford, 2003) . Despite these evident neural correlates, it remains unclear at which processing stages in the primate ventral pathway ICs are represented as if they were real at both population and single-cell levels. Using modern functional magnetic resonance imaging (fMRI), a number of recent studies have demonstrated robust activations to ICs in multiple regions of the human brain including V1 and V2 (for review, see Seghier and Vuilleumier, 2006) and some of these studies have shown distinct activations in downstream areas, including area V4 (Mendola et al., 1999; Murray et al., 2002; Stanley and Rubin, 2003; Montaser-Kouhsari et al., 2007) . However, due to the limited spatial resolutions of fMRI techniques, it is very difficult to solve the above long-standing "where" debate (Spillmann and Dresp, 1995; Seghier and Vuilleumier, 2006) .
As a crucial area for intermediate form vision, V4 is highly probable to serve as a cortical locus for IC representation. This idea is implicated from an earlier lesion study, which shows that the perception of ICs, but not luminance-defined real contours, is severely impaired after V4 lesion (De Weerd et al., 1996) . Using simultaneous optical imaging of intrinsic signals in V1, V2, and V4, we found that the orientation domains encoding both real and illusory contours LGs across V1, V2, and V4. The response strength was calculated from the relative changes in the reflected light (⌬R/R). Error bars indicate the SEM. The number of differential orientation maps for V1, V2, and V4 evoked by LGs and ICs respectively across seven macaques was 9, 11, and 9, respectively. B, Box plots of spatial correlation coefficients for the three areas studied. The number of pairs of differential orientation maps for V1, V2, and V4 are the same as those in A across the seven macaques studied (the data from Fig. 6 were not included; see text for details). Small solid squares represent mean values while red lines represent median values. C, A highly simplified schematic diagram depicting the possible functional projections and interplay between V1, V2, and V4 for the orientation cue-invariant representation of ICs. Essentially, invariance is increased by pooling V1 and V2 cells tuned to the same abutting lines but at different positions across a large area of the visual field. In this scheme, the majority of V1/V2 cells are activated by local features of the stimulus, while fewer V4 cells are engaged in representing the local features as a consequence of hierarchical pooling. The scale bar was taken as 1°for illustrative purpose only.
with the same preference were present only in V4 but not in V1 and V2 (Fig. 2) . These findings parallel those from a previous series of studies on motion-defined kinetic contours that shows weak and infrequent tuning in V1/V2 (Marcar et al., 2000) and cue-invariant coding in V4 (Mysore et al., 2006 (Mysore et al., , 2008 . These visual cortices in turn give rise to complete shape selectivity in inferior temporal cortex (IT) (Sáry et al., 1993; Kobatake and Tanaka, 1994; Logothetis et al., 1995; Girard et al., 2002) . Our results support the hypothesis that the representation of ICs in area V4 is most likely achieved in a feedforward fashion by pooling inputs of spatially aligned V1 and V2 neurons (Fig. 9C ), in agreement with recent V4 studies of boundary conformation and invariance (Mysore et al., 2006; Cadieu et al., 2007) .
In human fMRI studies, almost all visual areas along the ventral pathway are activated to different levels by IC stimuli, suggesting interactive and concurrent processing of ICs at multiple brain areas (Spillmann and Dresp, 1995; Lee, 2002; Kourtzi et al., 2003; Seghier and Vuilleumier, 2006) . Previous electrophysiological studies have consistently shown that a subpopulation of V1 and V2 neurons respond to IC stimuli, suggesting that orientations of ICs are already detected by some V1 and V2 cells. However, as von der Heydt and Peterhans (1989) stated: ". . . one can hardly expect that neuronal signals at the stage of V2 are already completely invariant against configurations." Consistent with this speculation, our population data suggest that IC-responsive cells in V1 and V2 could be organized in a "salt and pepper" manner rather than modularized into iso-preference orientation domains. It is worth noting that, in the case of differential maps derived from a pair of ICs with orthogonal orientations, although the overall patterns of the inducers looked similar, the local arrangements of line ends were different. Thus, the population responses in V1 and V2 activated by IC stimuli could simply reflect a difference in combinations of local stimulus features sampled by the small RFs of V1 and V2 neurons. This is consistent with previous findings in ferret and cat primary visual cortex, where shifts of the population responses have been reported for different combinations of local stimulus features (Basole et al., 2003; Baker and Issa, 2005; Mante and Carandini, 2005; Issa et al., 2008) .
In the present study, the SF of inducers in IC stimuli was typically 1.5 cpd (interinducer distance of 0.67°), which was well within the optimal range of 1.0 -2.8 cpd for both human observers (Soriano et al., 1996; Montaser-Kouhsari et al., 2007) and monkeys to perceive ICs. However, we also tested a range of lower and higher SF of inducers, including 4.0 cpd that was originally used to map IC responses in macaque V1 and V2 in the first report using intrinsic optical imaging (Ramsden et al., 2001) . The observation of inverted orientation domains in our simultaneously mapped V1 and V2 at this 4.0 cpd SF confirmed this earlier IC study in macaque V1 with similar ranges of SCC values, but not in V2. This discrepancy may possibly be due to the relatively small size of ROI in V2 reported in the previous study, which could bias the SCC values. Furthermore, in the previous study, only one pair of ICs defined by only one inducer SF of 4.0 cpd was tested and hence no orientation response profiles were generated for detailed quantification. In contrast, based on the orientation response profile analysis across larger ROIs, we tested multiple orientations and SFs of IC stimuli and found shifted or inverted functional domains in both V1 and V2, which were closely associated with the inducer SF. The fact that our V1 and V2 results related to the local spatial features of inducers concurs with the hypothesis that V1 and V2 act as high-resolution filters primarily tuned to local features (Hubel and Wiesel, 1968; De Valois et al., 1982; Adelson and Bergen, 1985; Foster et al., 1985; Levitt et al., 1994; Basole et al., 2003; Hegdé and Felleman, 2003; Lee and Mumford, 2003; Rust et al., 2006; Issa et al., 2008) . The shifted population responses in V1 and V2 are not only in agreement with previous IC studies in cat areas 17 and 18, showing greatly shifted orientation domains activated by IC stimuli (Sheth et al., 1996) and their critical dependency on inducer SF (Zhan and Baker, 2008) , but also consistent with recent single-cell observations that few V1 and V2 neurons respond to texture-defined boundaries with cue invariance (El-Shamayleh and Movshon, 2011) .
Using different techniques with high temporal resolution, growing evidence indicates that IC responses in early visual areas appear tens of milliseconds later than those in higher-tier areas (Lee and Nguyen, 2001; Murray et al., 2002; Halgren et al., 2003) . These studies suggest that the IC responses previously found in a subpopulation of V1 and V2 cells could possibly be derived from recurrent cortical networks with feedback from higher-tier areas (De Weerd et al., 1996; Mendola et al., 1999; Lee and Nguyen, 2001; Lee, 2002; Murray et al., 2002; Halgren et al., 2003; Lee and Mumford, 2003; Stanley and Rubin, 2003) . Our optical recordings of V1, V2, and V4 were performed in anesthetized macaques, in which attention and other cognitive top-down influences were absent; therefore, the recorded neural activities merely reflected the intrinsic properties of hardwired neural projections between V1, V2, and V4. Together with our single-cell data from V4 of awake macaques, our findings support the hypothesis that a progressive cascade of integration along multiple hierarchical stages of the visual ventral pathway could mediate the representation of ICs and the global contours in general.
Together, our findings at both the population and single-cell levels demonstrate that the equivalent representation of ICs as if they were real contours primarily occurs in V4, where different visual features are integrated across a relatively large area of visual space (Desimone and Schein, 1987; Gattass et al., 1988; Gallant et al., 1993; Burrows and Moore, 2009; Motter, 2009 ) and where invariant representations of stimulus features critical for intermediate form vision are achieved (Sáry et al., 1993; Riesenhuber and Poggio, 1999; Connor, 2001, 2002; David et al., 2006; Mysore et al., 2006; Cadieu et al., 2007; Rust and Dicarlo, 2010) . Together with earlier observations in V1 and V2 of primates and recent single-cell recordings in IT of awake macaques (Sáry et al., 2007) , our findings support the hypothesis that the representation of ICs may be achieved by a progressive integration of local cues through the reciprocal circuits of V1, V2, and V4, with V4 as a key player mediating the feedforward and feedback processing streams.
