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Abstract
The stable isotopic composition of methane (CH4) is commonly used to fingerprint natural gas 
origins. Over the past 50 years, there have been numerous proposals that both microbial and 
thermogenic CH4 can form in or later attain hydrogen isotopic equilibrium with water (H2O) and 
carbon isotopic equilibrium with carbon dioxide (CO2). Evaluation of such proposals requires 
knowledge of the equilibrium fractionation factors between CH4 and H2O or CO2 at the 
temperatures where microbial and thermogenic CH4 form in or are found in the environment, 
which is generally less than 200°C. Experimental determinations of these fractionation factors 
are only available above 200°C, requiring extrapolation of these results beyond the calibrated 
range or the use of theoretical calculations at lower temperatures. Here, we provide a calibration 
of the equilibrium hydrogen isotopic fractionation factor for CH4 and hydrogen gas (H2) 
(DCH4(g)-H2(g)) based on experiments using γ-Al2O3 and Ni catalysts from 3 to 200°C. Results 
were regressed as a 2nd order polynomial of 1000lnDCH4(g)-H2(g) vs. 1/T (K-1) yielding:






We combine this calibration with previous experimental determinations of hydrogen isotope 
equilibrium between H2, H2O(g), and H2O(l) and we provide an interpolatable experimental 
calibration of 1000lnDCH4(g)-H2O(l) from 3 to 200°C. Our resulting 4th order polynomial is the 
following equation:












At 3°C, the value from our calibration differs by 93‰ relative to what would be calculated based 
on the extrapolation of the only experimental calibration currently available to temperatures 
below its calibrated range (lowest temperature of 200°C; Horibe and Craig, 1995). We 
additionally provide new theoretical estimates of hydrogen isotopic equilibrium between CH4(g), 
H2(g), and H2O(g) and carbon isotopic equilibrium between CH4(g) and CO2(g) using Path 
Integral Monte Carlo (PIMC) calculations. Our PIMC calculations for hydrogen isotopic 
equilibrium between CH4 and H2 agree 1:1 with our experiments. Finally, we compile carbon 
and hydrogen isotopic measurements of CH4, CO2, and H2O from various environmental systems 
and compare observed differences between carbon and hydrogen isotopes to those expected 
based on isotopic equilibrium. We find that isotopic compositions of some microbial gases from 
marine sedimentary, coalbed, and shale environments are consistent with those expected for 
2
CH4-H2O(l) hydrogen and CH4-CO2 carbon isotopic equilibrium. In contrast, microbial terrestrial 
and pure culture gases are not consistent with both CH4-H2O(l) hydrogen and CH4-CO2 carbon 
isotopic equilibrium. These results are explained qualitatively using previously developed 
conceptual models that link free energy gradients available to microorganisms to the degree that 
their enzymes can promote isotope-exchange reactions between CH4, CO2, and H2O. 
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1. Introduction
Stable carbon and hydrogen isotopic compositions are commonly used to trace the sources and 
sinks of methane (CH4) in a variety of systems including economic hydrocarbon reservoirs, 
sediments, lakes, the ocean, hydrothermal systems, and volcanic systems. The basis of this 
approach is that methane formed by microbial, thermogenic, and abiotic formational processes 
often (though not always) occupies different fields in plots of D/H (given by D as defined in 
footnote 1) vs. 13C/12C (given by 13C; see footnote 1) (e.g., Schoell, 1980; Whiticar et al., 1986; 
Whiticar, 1999; Etiope and Sherwood Lollar, 2013). 
The stable isotopic composition of methane generated by a given process is controlled by (i) the 
source isotopic composition of the carbon and hydrogen (Schoell, 1980; Whiticar et al., 1986; 
Chung et al., 1988; Waldron et al., 1999) and (ii) the isotope effects of the chemical reactions 
involved in methane formation. The carbon and hydrogen isotopic compositions of thermogenic 
methane are commonly thought to be controlled by kinetic isotope effects (e.g., Tang et al., 
2000; Ni et al., 2011). For microbial gases, both kinetic and equilibrium carbon and hydrogen 
isotope effects are thought to control methane’s isotopic composition (e.g., Whiticar et al., 1986; 
Whiticar, 1999; Valentine et al., 2004; Okumura et al., 2016). Finally, in high-temperature 
settings, such as volcanic and hydrothermal systems, equilibrium isotope effects between 
methane and water (H2O) or methane and carbon dioxide (CO2) have been proposed to set 
methane’s isotopic composition (e.g., Horibe and Craig, 1995; Fiebig et al., 2004), though see 
McCollom (2008) for an alternative interpretation. As such, equilibrium processes are commonly 
thought to be involved in setting the carbon and hydrogen isotopic composition of methane in 
nature. Here, we provide both experimental and theoretical calibrations of hydrogen isotopic 
equilibrium between methane, molecular hydrogen (H2), and liquid water from 3-200°C. To 
place this work into context, we first review the history and current thinking on the role of 
equilibrium processes in setting the carbon and hydrogen isotopic composition of methane. 
Second, we review previous experimental and theoretical calibrations of the temperature 
dependence of carbon isotopic equilibrium between methane vs. CO2 and hydrogen isotopic 
equilibrium between methane vs. liquid water. 
1.1 The role of isotopic equilibrium in setting the isotopic composition of methane
It is commonly assumed that kinetic processes and therefore kinetic isotope effects largely 
control the carbon and hydrogen isotopic composition of thermogenic and microbial methane. 
However, over the past 50 years there have been a series of proposals that equilibrium isotope 
effects also play a role. We begin with a review of previous work on carbon isotopes followed by 
hydrogen isotopes. 
Murata et al. (1969) and Murata et al. (1972) proposed that sedimentary methane and CO2 can 
exchange carbon isotopes on geological timescales and come into carbon isotopic equilibrium in 
both low-temperature sedimentary systems and warmer natural gas reservoirs and hot springs. 
This proposal was based on the observation that measured differences in the 13C of CH4 vs. CO2 
yield reasonable temperatures based on a sample’s collection environment and the assumption 
that methane and CO2 are in carbon isotopic equilibrium. Bottinga (1969) made a similar 
1 Dsample = (DRsample/DRVSMOW – 1)  1000 and Csample = (13Rsample/13RVPDB – 1)  1000; DR = [D]/[H] and 13R = 
[13C]/[12C]. Here VSMOW is the hydrogen isotopic standard and VPDB the carbon isotopic standard. All reported 
13C and D values are given relative to these standards.
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observation: 13C values of sedimentary samples of microbial methane and CO2 yield reasonable 
calculated temperatures if one assumes the two are in carbon isotopic equilibrium (also see 
arguments in Galimov, 1973). Finally, based on similar arguments, Smith et al. (1981) proposed 
that methane in Australian coal-seam gases also approaches carbon isotopic equilibrium with 
CO2. In settings where microorganisms might be expected to be active, Friedman and Murata 
(1979) proposed that this equilibration could be achieved through isotope-exchange reactions 
catalyzed by methanogenic microbial organisms. 
The hypothesis that methane and CO2 can achieve carbon isotopic equilibrium in low-
temperature sedimentary environments where microorganisms are active was originally rejected 
largely on the assertion that the rates of carbon isotope exchange in these systems are too 
sluggish to promote equilibration on geological timescales (Claypool and Kaplan, 1974; Games 
and Hayes, 1976; Whiticar et al., 1986). This assertion has led to the common assumption that 
carbon isotope effects for microbial methane generation are controlled by kinetic isotope effects. 
Valentine et al. (2004) proposed that both equilibrium and kinetic isotope effects set the carbon 
isotopic composition of microbial methane. Specifically, they proposed that the free energy 
available to drive microbial methane generation dictates the overall degree of reversibility of 
enzymes involved in the reduction of CO2 to methane. When free energy gradients are low, 
enzymes catalyze reactions in both the forward and reverse direction (i.e., are reversible) and 
thus catalyze both the forward reduction of CO2 to methane and the reverse oxidation of methane 
back to CO2. Such reversibility allows for carbon isotopic equilibration to occur between CH4 
and CO2. In contrast, when free energy gradients are high, enzymes act irreversibly and only 
catalyze the forward reduction of CO2 to methane. Under these conditions, only kinetic isotope 
effects are expressed. 
Most recently, using a reaction-diffusion model, Meister et al. (2019) found that fractionation 
factors required to model the observed differences in the 13C of CO2 and biogenic methane in 
marine sediments are consistent with what would be expected if the two form in isotopic 
equilibrium. Based on this, they suggested that methanogens in deep-sea sediments could 
promote CH4-CO2 carbon isotopic equilibration during methane generation. Meister and Reyes 
(2019) further argued that methanogens can produce methane in carbon isotopic equilibrium with 
CO2 because the carbon isotopic composition of methane formed by the reduction of CO2 from 
the experiments of Botz et al. (1996) are similar to the values expected for equilibrium at the 
corresponding growth temperatures (35-85°C). Thus the problem has, over the past 50 years, 
come full circle, with the initial proposal that methanogens catalyze equilibration of carbon 
between methane vs. CO2 in marine sediments, though initially dismissed, receiving renewed 
support. 
Microbially catalyzed carbon isotopic equilibration between methane and CO2 has also been 
proposed to occur during anaerobic oxidation of methane at the sulfate-methane transition zone 
(Yoshinaga et al., 2014). Similar to the ideas of Valentine et al. (2004), Yoshinaga et al. (2014) 
proposed that the enzymes of anaerobic methanotrophs can operate reversibly and thus catalyze 
both the forward oxidation of methane to CO2 and the reduction of CO2 back to methane, with 
the degree of exchange a function of free energy available to the system (also see Moran et al., 
2005; Holler et al., 2011). 
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The carbon isotopic composition of thermogenic methane is generally thought to be controlled 
by kinetic isotope effects (e.g., Tang et al., 2000) However, Smith et al. (1998) showed 
experimentally that the thermal decomposition of acetic acid yields CO2 and methane with 
carbon isotopic compositions consistent with generation in carbon isotopic equilibrium from 290 
to 650°C. Most recently, based on observed differences between the 13C of CO2 and 
thermogenic methane vs. measured methane clumped-isotope based temperatures, Thiagarajan et 
al. (2020) proposed that thermogenic methane and CO2 can achieve carbon isotopic equilibrium 
in the subsurface through reactions that promote methane oxidation and CO2 reduction.
Equilibrium isotope effects have also been suggested to set the hydrogen isotopic composition of 
some microbial and thermogenic methane samples. For microbial gases, it has been observed 
that samples that yield methane clumped-isotope-based temperatures consistent with expected 
formation temperatures also yield differences between the D of methane and H2O that would be 
predicted if these samples formed in CH4-H2O hydrogen isotopic equilibrium (Stolper et al., 
2015; Wang et al., 2015; Douglas et al., 2016). Stolper et al. (2015) and Wang et al. (2015) 
explained this pattern as the result of high degrees of enzymatic reversibility during 
methanogenesis that catalyzes CH4-H2O hydrogen isotope-exchange reactions, equilibrating the 
two and promoting methane clumped-isotope equilibrium. Based on examinations of biogenic 
methane and water hydrogen isotope systematics in coal and shale gas systems, Vinson et al. 
(2017) proposed that microbial methane formed in these systems forms in hydrogen isotopic 
equilibrium with co-occurring waters. Okumura et al. (2016) proposed that such patterns could 
also be explained by methanogens generating methane out of hydrogen isotopic equilibrium with 
water and then that microbes later catalyze hydrogen isotope-exchange reactions between 
methane and water to equilibrate the two. Finally, it has been proposed that methane clumped-
isotopic equilibrium can be promoted during anaerobic methane oxidation (Stolper et al., 2015; 
Young et al., 2017; Giunta et al., 2019; Ash et al., 2019; Ono et al., 2021). In this explanation, 
anaerobic methane oxidizing archaea also operate enzymes sufficiently reversibly such that they 
promote CH4-H2O hydrogen isotope-exchange reactions. 
It has also been proposed that the hydrogen isotopic composition of thermogenic methane can be 
influenced by equilibrium processes at elevated temperatures. Specifically, Burruss and 
Laughrey (2010) proposed, based on relationships between 13C and D values of methane from 
Paleozoic deposits in the Appalachian Basin, that methane begins exchanging and therefore 
equilibrating hydrogen isotopes with water at temperatures of 200-300°C. Additionally, Giunta 
et al. (2019) proposed that thermogenic methane may form in (or achieve) hydrogen isotopic 
equilibrium with water based on the observed agreement between apparent methane clumped-
isotope temperatures (from 118-204°C) and measured differences in the D of methane and 
water versus those expected for CH4-H2O hydrogen isotopic equilibrium. Most recently, 
Thiagarajan et al. (2020) proposed that methane equilibrates hydrogen with other gaseous 
alkanes (e.g., ethane, propane, etc.) in thermogenic gas reservoirs. This proposal is based on the 
observation that measured methane clumped-isotope-based temperatures are similar to 
temperatures calculated based on the assumption of hydrogen isotopic equilibrium between 
methane and other alkanes. 
6
Finally, as noted above, high temperature (>275°C) volcanic and hydrothermal systems are 
commonly thought to yield methane in isotopic equilibrium with co-occurring water and CO2 
(e.g., Craig, 1953; Bottinga, 1969; Horibe and Craig, 1995; Fiebig et al., 2004; Proskurowski et 
al., 2006; Wang et al., 2018), although carbon isotopic compositions of methane and CO2 can 
also be out of equilibrium (e.g., McCollom, 2008).
Evaluation of whether methane forms in or later achieves isotopic equilibrium with either CO2 or 
water requires constraints on the equilibrium fractionation factors between methane and these 
gases and liquids at relevant environmental temperatures. All microbial and most thermogenic 
methane is thought to form at temperatures below 200°C (e.g., Hunt, 1995; Takai et al., 2008). In 
contrast, all experimentally determined equilibrium fractionation factors for CH4(g)-CO2(g) 
carbon and CH4(g)-H2O(l) hydrogen isotopic equilibrium exist only for temperatures greater than 
200°C (Horibe and Craig, 1995; Horita, 2001; Kueter et al., 2019). As a result, either 
experimental determinations of equilibrium fractionation factors must be extrapolated to lower 
temperatures or theoretical calculations must be used when studying all microbial and most 
thermogenic samples. 
In the following section, we discuss the current knowledge of the equilibrium isotopic 
composition of methane vs. CO2 for carbon and methane vs. liquid water for hydrogen based on 
experimental and theoretical studies. 
1.2 Experimental measurements and theoretical calculations of carbon isotopic equilibrium 
between gaseous CH4 and CO2 and hydrogen isotopic equilibrium between gaseous CH4 and 
liquid water
Isotopic differences between two phases or species are given using “alpha” notation, where:
(1)
𝑖





In eq. (1), RA is the carbon (13C/12C) or hydrogen (D/H) isotopic ratio of phase or species A, and 
i indicates the isotopic system (either D for hydrogen isotopes or 13 for carbon isotopes).  is 
often termed a fractionation factor. We do not use iA exclusively to indicate isotopic 
equilibrium between phases or species, but instead simply to reflect relative isotopic differences. 
We give values of  as 1000ln as this form has a theoretically based dependence on 
temperature for systems at isotopic equilibrium (e.g., Criss, 1999).
The equilibrium carbon isotopic composition of CH4 vs. CO2 in the gas phase as a function of 
temperature has been determined experimentally in two studies: the first from 200-600°C 
(Horita, 2001) and the second from 300-1200°C (Kueter et al., 2019). These studies yield 
equilibrium 1000ln13CH4(g)-CO2(g) values in agreement at overlapping experimental temperatures 
(within 0.01 to 1.01‰ from 300-600°C). Additionally, theoretical and experimental estimates of 
1000ln13CH4(g)-CO2(g) for CH4-CO2 carbon isotopic equilibrium agree at overlapping 
temperatures: Horita (2001) notes that theoretical predictions of Richet et al. (1977) are offset by 
0.89‰ from experimental data. Kueter et al. (2019) show the combination of their experimental 
data with those of Horita (2001) are offset from the theoretical calculations of Bottinga (1969) 
and Richet et al. (1977) by 0.2-0.6‰ and 0.7-1.2‰ respectively.
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Both Horita (2001) and Kueter et al. (2019) recommend that their calibrations not be 
extrapolated to temperatures outside of their calibrated range due to their use of polynomial 
(Horita, 2001) or power-law (Kueter et al., 2019) fits of 1000ln13CH4(g)-CO2(g) vs. 1/T (K-1). 
Instead, both studies recommend that if extrapolation is needed, that the temperature dependence 
of theoretical calculations be fitted to the experimental data and that these fits be used for any 
extrapolations beyond the experimentally calibrated temperature range. Such a strategy follows 
the approach outlined in Clayton and Kieffer (1991). In such an approach, it is not the absolute 
values of 1000ln from the theoretical studies that matter, but rather the predicted change in 
1000ln as a function of temperature (i.e., the temperature dependence) as any constant offsets 
between theoretical and experimental studies will be minimized during fitting of the theoretical 
calculations to the experimental data. 
We are aware of six published theoretical estimates of 1000ln13CH4(g)-CO2(g) as a function of 
temperature at isotopic equilibrium that could be used for such an exercise: Craig (1953), 
Bottinga (1969), Richet et al. (1977), Chen et al. (2019), Thiagarajan et al. (2020), and Gropp et 
al. (2021). For temperatures lower than those accessed by experiments (i.e. below 200°C), 
Bottinga (1969), Richet et al. (1977), Chen et al. (2019), Thiagarajan et al. (2020), and Gropp et 
al. (2021) are in general agreement with maximum differences of 2.3‰ between calculations 
from 0-200°C. Over this temperature range, these studies yield similar temperature 
dependencies: calculated differences in 1000ln13CH4(g)-CO2(g) range from 44.1 to 45.2‰ at 0 vs. 
200°C. Values from Craig (1953) from 0-200°C are offset from other theoretical studies by up to 
12‰, with predicted change in value over this temperature range of 39.6‰ (indicating a 
different temperature dependence as well). Horita (2001) attributes this difference between Craig 
(1953) and later theoretical studies to improvement in the accuracy of spectroscopic data from 
the 1950s to 1970s. Regardless, the strong agreement between post 1950s theoretical calculations 
of 1000ln13CH4(g)-CO2(g) and agreement with experimental determinations at overlapping 
temperatures provides confidence in using theory as a basis to extrapolate experimental 
calibrations of 1000ln13CH4(g)-CO2(g) to temperatures below the experimentally calibrated range 
(<200°C). 
An experimental determination of equilibrium DCH4(g)-H2O(l) for temperatures from 200-500°C is 
given in Horibe and Craig (1995). This is not a direct determination based on co-equilibration of 
CH4(g) and H2O(l); instead, they first equilibrated the hydrogen isotopes of CH4 and H2 gas 
using nickel-thoria catalysts from 200 to 500°C and derived a calibration for DCH4(g)-H2(g) vs. 
temperature. They then combined this expression with other experimentally based estimates of 
equilibrium DH2O(l)-H2(g) values to derive an equation for DCH4(g)-H2O(l) vs. temperature. Horibe 
and Craig (1995) noted that further experiments were needed to constrain the temperature 
dependence of DCH4(g)-H2(g) and DCH4(g)-H2O(l) at temperatures below their experimental range 
(<200°C).
Beyond the typical concerns of extrapolating experimentally derived calibrations of equilibrium 
 values outside of their calibrated temperature range, the specific extrapolation of the Horibe 
and Craig (1995) calibration of DCH4(g)-H2O(l) to temperatures below 200°C has additional 
complexity. This is because they provide a fit to their data with DCH4(g)-H2(g) linearly dependent 
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on 1/T2. However, such a dependence for DCH4(g)-H2(g) is inconsistent with theoretical 
calculations (e.g., Richet et al., 1977). Instead, it is lnDCH4(g)-H2(g) rather than DCH4(g)-H2(g) that 
has a theoretically based linear or quadratic dependence on 1/T. As such, extrapolation of Horibe 
and Craig (1995)’s calibration could lead to inaccurate values of DCH4(g)-H2(g) at temperatures 
below 200°C.
One way around this would be to use the approach of Clayton and Kieffer (1991), whereby 
theoretical estimates of equilibrium 1000lnDCH4(g)-H2O(l) vs. temperature are fit to experimental 
data and then used as the basis for the extrapolation — this has not been attempted for this 
system. The question is whether, as was seen above for the case of carbon isotope equilibrium 
between CO2 and methane, current theoretical calculations are in agreement with the 
experimental results at overlapping temperatures and if there is general agreement in the 
temperature dependence of 1000lnDCH4(g)-H2O(l) at temperatures below those calibrated 
experimentally. Such is needed for a confident extrapolation of the experimental data to 
temperatures outside of the calibrated range.
We note that, to our knowledge, no theoretical calculations of 1000lnDCH4(g)-H2O(l) vs. 
temperature at isotopic equilibrium exist. Instead, theoretical calculations for hydrogen isotopic 
equilibrium between gaseous methane and water (i.e., 1000lnDCH4(g)-H2O(g)) exist and can be 
converted to 1000lnDCH4(g)-H2O(l) using the experimental calibration of 1000lnDH2O(l)-H2O(g) 
from Horita and Wesolowski (1994). Horibe and Craig (1995) also used Horita and 
Wesolowski's (1994) calibration of DH2O(l)-H2O(g) to calculate their final equation for DCH4(g)-
H2O(l) vs. temperature, making comparison of theory to their experimental calibration independent 
of the choice of calibration for 1000lnDH2O(l)-H2O(g).
We are aware of seven distinct theoretical estimates from four studies for 1000lnDCH4(g)-H2O(g) 
vs. temperature (at isotopic equilibrium): Bottinga (1969), Richet et al. (1977), Liu and Liu 
(2016), and Gropp et al. (2021). In all studies, calculations were done at a minimum temperature 
of 0°C and maximum temperatures equal to or greater than 500°C. Bottinga (1969), Richet et al. 
(1977), and Liu and Liu (2016) provide fractionation factors that include corrections for the 
anharmonicity of vibrations as well as other higher-order corrections based on either 
spectroscopic data or theoretical calculations. Gropp et al. (2021) provide calculations of 
DαCH4(g)-H2O(g) values without the aforementioned corrections and thus treat the vibrations as 
harmonic — these follow the classic approaches of Urey (1947) and Bigeleisen and Mayer 
(1947).
When compared to each other, the theoretical studies disagree significantly from 0-200°C on the 
value of 1000lnDCH4(g)-H2O(l) at isotopic equilibrium (Fig. 1). For example, at 0°C there is a 
maximum disagreement of up to 159‰ between the theoretical studies and up to 164‰ between 
the theoretical studies and the extrapolation of Horibe and Craig's (1995) calibration. This 
disagreement is also seen in the calculated temperature dependence over this range (0-200°C), 
with differences up to 67‰ between theoretical studies and up to 91‰ between theory and the 
extrapolation of Horibe and Craig's (1995) calibration. Thus, there is significant uncertainty 
(order 100‰) both on the correct absolute values and temperature dependence of 
1000lnDCH4(g)-H2O(l) from 0 to 200°C. This uncertainty makes it challenging to confidently 
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extrapolate the calibration of Horibe and Craig (1995) to low (<200°C) temperatures based on 
theory and is the motivation of the work that we now present.
1.3 This study 
Here, we provide an experimentally based calibration of the equilibrium hydrogen isotope 
fractionation factor for methane and H2 from 3 to 200°C. Based on previous experimental 
determinations of hydrogen isotope equilibrium between H2, H2O(g), and H2O(l), we provide an 
interpolatable calibration of 1000lnDCH4(g)-H2O(l) derived from experimental constraints from 3 
to 200°C. We additionally provide new theoretical estimates of hydrogen isotopic equilibrium 
for 1000lnDCH4(g)-H2(g), 1000lnDCH4(g)-H2O(g), and 1000lnDH2O(g)-H2(g) and of carbon isotopic 
equilibrium for 1000ln13CH4(g)-CO2(g) based on Path Integral Monte Carlo (PIMC) calculations 
(Webb and Miller, 2014; Webb et al., 2017; Eldridge et al., 2019). We compare these estimates 
to our and other experimentally determined calibrations. Finally, we compile measurements of 
13CCH4, 13CCO2, DCH4, DH2O(l), and estimated formation temperatures of environmental 
samples and microbial culture experiments. We compare measured isotopic compositions to 
those that would be expected for CH4-H2O(l) hydrogen and CH4-CO2 carbon isotopic 
equilibrium based on our new estimates in order to evaluate whether samples of methane in 
nature or microbial cultures appear to form in or attain hydrogen isotopic equilibrium with water 
and carbon isotopic equilibrium with CO2. 
2. Methods
Here, we describe our procedures to (i) experimentally equilibrate the hydrogen isotopic 
compositions of CH4 and H2 using catalysts at temperatures 200°C; (ii) measure D values of 
H2 and CH4; (iii) calculate DCH4(g)-H2(g) and 1000lnDCH4(g)-H2(g) values from measured D 
values of H2 and CH4 and their associated errors; and (iv) calculate equilibrium fractionation 
factors based on theory.
2.1 Catalysts
CH4 and liquid water do not exchange hydrogen isotopes on laboratory timescales at the 
temperatures of interest in this study (<200°C) and we are unaware of catalysts that can promote 
this exchange. Instead, we followed the strategy of Horibe and Craig (1995) and equilibrated the 
hydrogen isotopic composition of methane and H2 at known temperatures and then combined the 
results of these experiments with previous experimental determinations of 1000lnDH2O(l)-H2(g), 
or 1000lnDH2O(g)-H2(g) combined with 1000lnDH2O(l)-H2O(g). 
At the temperatures of interest to this study (<200°C), a catalyst is required to promote C-H and 
H-H bond activation between methane and H2. Horibe and Craig (1995) used a nickel-thoria 
catalyst known to catalyze CH4 hydrogen isotope exchange. Nickel-based catalysts are generally 
reactive only at temperatures above ~150-180°C on laboratory timescales (e.g., Morikawa et al., 
1936). We instead chose to use γ-Al2O3 as the catalyst at all temperatures, while also performing 
one set of experiments at 200°C using a nickel-based catalyst.
2.1.1 γ-Al2O3 catalyst
γ-Al2O3 is a phase of alumina that has long been known to catalyze the exchange of hydrogen 
isotopes between CH4 and H2 (Larson and Hall, 1965; Robertson et al., 1975; Wischert et al., 
2012; Sattler, 2018) as well as isotopologues of methane (Larson and Hall, 1965; Eldridge et al., 
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2019; Wang et al., 2020) on timescales of hours to days at room temperature. The hydrogen 
isotope-exchange reactions have been proposed to occur at the major (110) termination of γ-
Al2O3 by the reaction of defect AlIII-O Lewis acid-base pairs with CH4 and H2 to form Al-CH3 
and Al-H species (as described in Wischert et al., 2012). We purchased commercial pellets of γ-
Al2O3 (Alfa Aesar no. 43832). 
γ-Al2O3 requires activation using heat treatment in order to catalyze hydrogen isotope-exchange 
reactions (e.g., Larson and Hall, 1965; Robertson et al., 1975; John et al., 1979; Wischert et al., 
2012). Initial attempts to use unactivated γ-Al2O3 to equilibrate the hydrogen isotopic 
composition of methane with H2 resulted in no measurable change in D values of CH4 and H2 
for experiments held at 100°C for 16 days (data not shown). We activated γ-Al2O3 using a 
procedure modified from Larson and Hall (1965). Specifically, we placed ten 1/8-inch (~3 mm) 
pellets (~0.23 g) of γ-Al2O3 into an ~20 cm long quartz glass tube (ID 4 mm, OD = 6 mm) pre-
sealed at one end. Tubes were attached to a glass vacuum manifold in the Department of Earth 
and Planetary Science at UC Berkeley using Ultra-Torr (Swagelok) fittings and evacuated until 
baseline vacuum pressure was achieved (<1 mTorr). Pellets were first heated under vacuum 
using a natural-gas torch to drive off any sorbed gases until baseline pressures were reached. We 
then heated the catalyst in the presence of ~100 Torr of O2 using resistance heaters (Ohmite 
L25J100E, 100 ohm 5% 25W, 1721 MX) set to ~550°C for 5-6 hours. Following this, we 
evacuated the tubes to baseline pressure (<1 mTorr) and continued heating at ~550°C under 
vacuum overnight (12-16 hours). Finally, we flame sealed the catalysts under vacuum in the 
quartz glass tubes and stored until needed. Catalysts were stored under vacuum to avoid potential 
poisoning from exposure to species in air (e.g., CO2 and H2O; Larson and Hall, 1965). We note 
that a similar protocol was described by us in Eldridge et al. (2019) for the preparation of γ-
Al2O3 for the equilibration of methane isotopologues and is based on the work presented here.
2.1.2 Nickel catalyst
For one experiment at 200°C, we used a nickel (Ni) catalyst (∼66% nickel on silica−alumina; 
Alfa Aesar, no. 31276). First, the Ni catalyst was added to a 20 mL glass Wheaton vial. The Ni 
catalyst was not weighed but was instead prepared based on approximate volumes used in 
previous studies to equilibrate methane isotopologues (Stolper et al., 2014a; Eldridge et al., 
2019) with the amount scaled for the volume of gas used. Glass wool was placed above the 
catalyst powder to hold it in place at the bottom of the vial. The vial was then sealed using a 
crimped septum (blue chlorobutyl; Bellco Glass) and attached via a syringe needle to a glass 
vacuum manifold in the Department of Earth and Planetary Science at UC Berkeley using Ultra-
Torr fittings as described above. After evacuation to baseline vacuum (<1 mTorr), the base of the 
vial was heated (while still exposed to vacuum) using a natural-gas torch for ~1 hour to drive off 
sorbed gases. We then removed the stoppered vial from the vacuum line and stored it until 
addition of CH4 and H2.
2.2 Experimental methodology
2.2.1 Experiment setup and sampling
For the -Al2O3-catalyzed experiments, we broke open the sealed quartz tubes at the Center for 
Isotope Geochemistry (Lawrence Berkeley National Laboratory) and immediately placed ~0.45 g 
(20 pellets) of activated catalyst into 20 mL glass Wheaton vials, sealed these vials using 
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crimped rubber septa, and evacuated them to baseline (<20 mTorr) on a vacuum manifold using 
a syringe needle attached to Ultra-Torr fitting, and stored until usage.
After evacuation, we separately injected CH4 (99.97%, D = -165‰) and H2 (99.999%, D = 
-235‰) into the vials containing either the -Al2O3 or Ni catalysts from prefilled Tedlar gas bags 
(SKC Inc.) at room temperature and pressure. We overpressurized the vials to ~1.5 atm by 
injecting 10 mL of CH4 and 20 mL of H2 into the vials (i.e., 1:1 molar ratio of hydrogen between 
H2 and CH4). The only instances where different stoichiometries were used were a suite of 50°C 
experiments with H2:CH4 ratios of 1:4, 1:2, 1:1 and 2:1. In these experiments, 30 mL of total gas 
(H2 + CH4) was also injected such that the pressure was still ~1.5 atm. 
In order to sample gas from an experimental vial, we removed 0.2 mL of gas with a gas-tight 
syringe (VICI) and injected this gas into a 6 mL glass Wheaton vial pre-sealed with a crimped 
rubber septum and pre-purged with helium (99.9%). These samples were then stored at room 
temperature until later mass spectrometric analysis. We note that in subsequent sections, when 
we refer to a specific “experiment”, it indicates the catalyst-containing vials described above that 
were heated or cooled to experimental temperatures. In contrast, a “sample” refers to an 
individual sampling of an experiment (stored in a glass vial without catalyst) and is what is used 
to measure the isotopic composition of an experiment.
2.2.2 Bracketing approach
We used a ‘bracketing’ approach (O’Neil, 1986) to determine equilibrium DCH4(g)-H2(g) values. In 
a bracketing approach,  values at a given experimental temperature are approached from both 
higher (top-bracket) and lower (bottom-bracket) initial  values. Demonstration that experiments 
have achieved isotopic equilibrium between phases or species occurs when both top- and 
bottom-bracket experiments yield the same (within error) final  values.
In our experiments, the known initial D of the source CH4 (DCH4 = -165‰) and H2 (DH2 = -
235‰) result in a starting value of DαCH4(g)-H2(g) = 1.092. Based on the experimental calibration of 
Horibe and Craig (1995) equilibrium DαCH4(g)-H2(g) values at temperatures 200°C (i.e., the 
temperatures of our experiments) are greater than 1.7. Thus, our starting gas composition 
provides a bottom-bracket for all experiments. We used this starting composition for bottom-
bracket experiments at 1, 3, 10, 15, 25, 35, 50, 75, 100, 127, and 156°C. For the 180 and 200°C 
experiments, we pre-equilibrated experiments at higher temperatures than the final experimental 
temperature to ensure that these experiments began at DαCH4(g)-H2(g) values less than 1.7. This was 
done because these experiments (180 and 200°C) spent sufficient time at room temperature (>1 
day) such that, based on our experience, they would have already isotopically equilibrated at 
room temperature before being heated.
Except for the 1 and 10°C experiments, all other bottom-bracket experiments were immediately 
placed (<10 seconds) into temperature-controlled environments upon gas addition to minimize 
isotopic exchange at temperatures other than the desired experimental temperature. The 1 and 
10°C experiments required transport from LBNL to UC Berkeley and thus were placed into their 
final temperature environments hours to days after filling. Although some isotope exchange may 
have occurred prior to cooling to the desired experimental temperature, transport and storage 
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temperatures were always above final experimental temperatures and, as such, we assume these 
represent bottom-bracket experiments as well.
We experimentally created top brackets (i.e., experiments with initial DαCH4(g)-H2(g) values above 
the final expected value) by pre-equilibrating experiments at lower temperatures than the final 
experimental temperature. Such pre-equilibration yields top brackets because, based on theory, 
equilibrium DαCH4(g)-H2(g) values increase monotonically with decreasing temperature (Bottinga, 
1969; Richet et al., 1977; Gropp et al., 2021). We carried out these pre-equilibrations by either 
leaving experiments at ~15°C (the room temperature of the laboratory at Lawrence Berkeley 
National Laboratory) or by placing them in refrigerators at 1 or 3°C or freezers at -9 or -15°C. A 
sample from all top-bracket pre-equilibrations was taken before heating experiments to final 
temperatures and the isotopic composition of the gas measured to verify the pre-equilibrations 
resulted in a successful top-bracket experiment. 
2.2.3 Temperatures of experiments
We performed bracketed equilibration experiments at 1, 3, 10, 15, 25, 35, 50, 75, 100, 127, 156, 
180, and 200°C. The temperatures quoted here and above are rounded to the nearest degree. 
More precise temperatures, where applicable, are given in tables and used for all calculations and 
in all figures. We now describe how temperatures were determined and how samples were held 
at these temperatures.
The temperatures for the -15 and -9°C freezers and the 1 and 3°C refrigerators were measured 
with a USB temperature logger (Extech TH10; quoted accuracy of ±1°C) placed directly next to 
the experiments. The make of each freezer is as follows: -15°C (General Electric Company), -
9°C (Maytag), 1°C (Kenmore), 3°C (Maytag). We found that temperature in the -15°C freezer 
oscillated between -12 and -18°C every 90 minutes. For the -9°C freezer, temperatures were 
stable between -9 and -8.5°C for 30 hours and then would increase in temperature to -4°C before 
cooling back to -9 to -8.5°C over a 6-hour period. We decided that the observed temperature 
variations in the freezers were too large to be used to determine equilibrium DαCH4(g)-H2(g) at 
specified temperatures. Therefore, we used freezers for top-bracket pre-equilibrations only. For 
the 1°C refrigerator, we observed stable temperatures (an average of 0.98°C with variations of 
±0.1°C) for 36 hours followed by rapid warming to 8°C, and then cooling back to ~1°C over a 3-
hour timespan. Despite this cyclic behavior, we attempted to use this system for equilibration 
experiments by monitoring the observed cycle and sampling experiments after exposure to 1°C 
for at least 24 hours. The 3°C refrigerator showed variations of less than ±0.5°C as measured by 
the Extech temperature monitor.
For 10°C experiments, samples were fully immersed in a recirculating water bath (Neslab RTE-
111) with a digital temperature set point. The temperature we report is based on determinations 
by an external Type K Chromel/Alumel thermocouple. Agreement between internal readout and 
external thermocouple was within 0.5°C. Temperature varied by at most ±0.2°C over the course 
of the experiment.
Experiments at room temperature (15°C) were equilibrated on a benchtop at Lawrence Berkeley 
National Laboratory. The temperature was measured with the same USB temperature logger 
used in the refrigerators and freezers, placed next to the experiments during two separate ~48 
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hour periods over the time course of the experiment. The room’s temperature varied from 14 to 
15°C around a mean of 14.6°C.
For the 25 and 35°C experiments, vials were fully immersed in two non-recirculating water baths 
(VWR no. 89051 and Cole Parmer no. GH-14576-04) with digital temperature set points. The 
reported temperatures were measured using the same Type K thermocouple as the 10°C 
experiment. Agreement between the baths’ temperature readouts and the measured external 
thermocouple temperature was within 0.5°C. The water baths showed variations of less than 
±0.5°C over the course of the experiments.
The vials for the 50, 75, 100, 127, and 156°C experiments were placed in dry-block heaters with 
either analog (127, 156°C; VWR no. 75838-318) or digital (50, 75, 100°C; VWR no. 75838-270) 
temperature controllers. These heaters were equipped with 8 pre-drilled holes in the aluminum 
blocks exactly sized for the experimental vials (22 mm diameter). Our reported temperatures for 
these systems were determined using the same Type K thermocouple as in the 10, 25, and 35°C 
experiments at a pre-drilled thermocouple hole in each aluminum block. Temperatures varied by 
<0.5°C spatially between the 8 pre-drilled holes for experiment vials (measured at the base of the 
hole) vs. the thermocouple hole, and also varied by <0.5°C over the course of the experiment. 
Digital readout temperatures were typically 1 to 2°C lower than the external thermocouple 
readout.
The 180 and 200°C experiments were placed in a stirred oil-bath system with accompanying 
digital temperature control (Ace Glass no. 9601-335). Reported temperatures were determined 
using the same thermocouple used to measure the temperatures in the heating block, water bath, 
and water chiller experiments. Disagreement between the system’s temperature readout and 
external thermocouple temperature was less than 0.5°C. Temperatures varied by <0.2°C over the 
course of experiment. 
We assume that equilibration occurred at the above experimental temperatures based on the 
following rationale. Experimental vials used in the water baths, refrigerators, water chillers, and 
freezers were entirely at a uniform temperature throughout the course of each experiment. Thus 
the measured temperatures directly reflect the temperature of the whole experiment. For the dry-
block and oil-bath experiments only, the experimental vials were not at a uniform temperature. 
This is because the 20 mL vials used are taller than the aluminum block such that the top of a 
vial (top 30 mm of the total 75 mm height) where the septum is located is exposed to room-
temperature air for the duration of the experiment. In the oil bath experiments, the need to grip 
and stabilize the vials in the oil only allowed for the bottom 40 mm of the vial to be submerged. 
We do not believe this is an issue as the catalyst pellets, which are where the hydrogen isotope-
exchange reactions take place, are only ~3 mm tall and were dispersed on their sides in direct 
contact with the bottom of the vials (which were at the measured temperature) for the entirety of 
the experiments.
For the oil-bath and dry-block experiments, sampling of experiments was done while the vials 
were at the experimental temperature. In order to sample experiments in the water baths, 
refrigerators, water chillers, and freezers, vials had to be removed from their temperature-
controlled environments and briefly exposed to room temperature during sampling. The effects 
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of this exposure were minimized by sampling experiments within ~10 seconds of their removal 
from the temperature-controlled environment. We demonstrate in Section 3.2.1 that this brief 
exposure to room temperature is unlikely to be an issue. 
2.3 Isotopic measurements: mass spectrometry and standardization
The hydrogen isotopic composition (D values; see footnote 1) of H2 and CH4 were analyzed at 
the Center for Isotope Geochemistry at the Lawrence Berkeley National Laboratory using a gas-
chromatograph isotope-ratio mass spectrometer (GC-IRMS) system (Thermo Scientific GC 
TraceGas Ultra system connected to a Thermo Scientific Delta V Plus isotope-ratio mass 
spectrometer). The gases were sampled using a gas-tight syringe and injected into a stainless-
steel loop (10 μL to 250 μL calibrated volumes) attached on a 6-port valve (VICI-Valco). The H2 
and CH4 were separated chromatographically on a HP-mole sieve fused silica capillary column 
(30 m x 0.32 mm) using helium as carrier gas. Following chromatographic separation, both H2 
and CH4 were passed through a ceramic tube at 1450°C, where CH4 was pyrolyzed and 
converted to H2. In this method, the D values of H2 (DH2) and CH4 (DCH4) are determined 
from the same sample gas injection. Ceramic tubes were pre-conditioned by injecting 250 μL of 
pure CH4 three times the day before the measurement session.
Measured D values were first corrected for instrument linearity as described in the appendix 
(Section A1). Application of these linearity corrections modify our final calculated experimental 
1000lnDαCH4(g)-H2(g) by an average of 0.33 ± 2.5 ‰ (1 standard deviation, 1 and thus do not 
influence any interpretations.
Following linearity corrections, we corrected measured DCH4 and DH2 values to external H2 
standards purchased from Oztech Trading Corp. with DH2 = -762.61, -364.06, and -124.80‰. 
These standards were calibrated based on measurements relative to the SMOW, GISP, and SLAP 
international water standards. The value for the lowest D standard (-762.61‰) is outside of the 
range of values for which international reference standards exist (the lowest of which is SLAP 
with DH2 = -428‰) and, as verified by Oztech Trading Corp., is based on the extrapolation of 
the calibration curve determined using these water standards to lower values.
DCH4 measurements were further standardized using three CH4 samples calibrated at the UC 
Davis Stable Isotope Facility with DCH4 = -159.3‰, -83.2‰, and +20.0‰ based on the 
methodology given in Yarnes (2013). These determinations are anchored to internationally 
recognized standards (NGS-1 and NGS-2; see Yarnes, 2013). 
Data reported were measured during four separate analytical sessions: February 2019, June 2019, 
August 2019, and November 2019. In the February 2019 session only, we measured only one 
methane standard (DCH4 = -159.3‰) and only two of the three Oztech standards (DH2 = 
-364.06, and -124.80‰). Data were corrected based on measured standard values, but due to this 
limited standardization, we only report measured D values of H2 and methane for initial 
experiments from this session (i.e., either samples taken immediately upon gas addition to the 
experimental vials for selected bottom-brackets or after pre-equilibration for top-brackets [six 
top brackets total]). The DH2 and DCH4 values for the initially injected values of the bottom-
bracket experiments are intermediate in value for the H2 standards and thus allow for 
interpolation of standards for correction. This is not true for the top-bracket experiments. 
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However, potential inaccuracies for top-bracket values are considered unimportant. This is 
because for the pre-equilibrated top-bracket samples, all initial 1000lnDαCH4(g)-H2(g) values in the 
February 2019 session are >80‰ above final values. Average 1000lnDαCH4(g)-H2(g) of samples 
equilibrated at the same temperatures (3 and 15°C) in this session vs. other sessions with full 
standardization agree within 16.5‰. As such, these can be used to demonstrate top brackets 
started above final values given differences of >80‰.
2.4 Calculation of DαCH4(g)-H2(g) and 1000×lnDαCH4(g)-H2(g) values
Our goal is to determine the value of 1000lnDαCH4(g)-H2(g) at a given experimental temperature 
both for starting and final values. We now describe the process by which we went from a single 
injection of a sample derived from an experiment into the GC-IRMS system to our final 
averaged 1000lnDαCH4(g)-H2(g) values.
We calculated DαCH4(g)-H2(g) values from a given experiment (except for some of the 50°C 
stoichiometry experiments as described below) as follows: we injected gas from a sample into 
the GC-IRMS and measured both DCH4 and DH2 from the same injection. DCH4 and DH2 
values were measured for two to six injections of a single sample for final experimental 
temperatures and one to two injections for pre-equilibrations. We calculated the DαCH4(g)-H2(g) 
value from DCH4 and DH2 values of a given injection and then averaged the DαCH4(g)-H2(g) values 
of all replicate injections. 1000×lnDαCH4(g)-H2(g) values were calculated directly from this average. 
We note that calculating the final average 1000×lnDαCH4(g)-H2(g) value of a given experiment by 
using the average DCH4 and the average DH2 values of replicate gas injections instead of the 
average DαCH4(g)-H2(g) changes final 1000×lnDαCH4(g)-H2(g) by less than 0.24‰ in all cases.
For the 50°C bottom-bracket experiments with 1:4 and 1:2 H2:CH4 stoichiometries only, a single 
measurement injection could not yield sample injection peak areas that allowed for the 
simultaneous determination of DCH4 and of DH2 values. For these two experiments only, we 
calculated the final average DαCH4(g)-H2(g) value for a given experiment by using the average 
DCH4 and DH2 values from different injections in which gas volumes introduced to the mass 
spectrometer were altered to yield measurable H2 or CH4 peak areas.
To determine the bracketed 1000×lnDαCH4(g)-H2(g) at a given experimental temperature, we 
averaged the top- and bottom-bracket DαCH4(g)-H2(g) values. Final 1000×lnDαCH4(g)-H2(g) were then 
calculated from this average. When only one bottom and one top bracket were measured, we 
took the average of both DαCH4(g)-H2(g) values. In cases where multiple distinct bottom- or top-
bracket experiments were performed at the same temperature (e.g., there are five different 
bottom-bracket experiments at 50°C), all bottom- or top-bracket DαCH4(g)-H2(g) values from the 
different experiments were first averaged, and then averaged with the already averaged top 
and/or bottom-bracket DαCH4(g)-H2(g) values. 
2.5 Theoretical calculations
Here, we describe how fractionation factors (α) were calculated theoretically for carbon or 
hydrogen isotopic equilibrium between molecules. Theoretical calculations for isotopic 
equilibrium were based on calculations of partition function ratios for isotopologues with one 
rare isotope (i.e., 12CH3D or 13CH4) vs. the unsubstituted molecule (12CH4). We report so-called 
reduced partition function ratios (RPFRs) in which the ratio of isotopic masses and symmetry 
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numbers are factored out (e.g., Urey, 1947; Bigeleisen and Mayer, 1947; Richet et al., 1977; 
O’Neil, 1986; Blanchard et al., 2017).
We calculated RPFRs using two distinct approaches: (i) We calculated RPFRs using the 
approaches first outlined by Bigeleisen and Mayer (1947) and Urey (1947), which we term 
‘harmonic’ calculations. In this approach, the total partition function is assumed to factorize into 
vibrational, rotational and translational components; then the vibrations are approximated as 
harmonic, rotations as rigid, and both rotations and translations are assumed to be classical. (ii) 
We calculated RPFRs using the Path-Integral Monte Carlo (PIMC) approach (e.g., Cheng and 
Ceriotti, 2014; Webb et al., 2017). This approach includes a fully anharmonic and quantum 
mechanical description of the RPFRs (Webb and Miller, 2014; Webb et al., 2017; Eldridge et al., 
2019) and thus it is a less approximate method as compared to harmonic calculations. Indeed, 
PIMC calculations have been used to identify sources of error in harmonic calculations of RPFRs 
(Webb and Miller, 2014; Webb et al., 2017; Eldridge et al., 2019). 
When computing RPFRs we neglected the effects of: (i) intermolecular interactions, since the 
gases are dilute; (ii) electronic excitations, since the excited states are well-separated for all the 
molecules considered here; (iii) internal structure of the nuclei; and (iv) relativistic effects, since 
the molecules only contain light atoms (Lutz and Hutson, 2016).
2.5.1 Potential energy surfaces and harmonic frequencies
In order to calculate an RPFR using either the harmonic or PIMC approach, the potential energy 
surface of the molecule must first be specified. For the PIMC calculations, we used published 
potentials for CH4, CO2, and H2O, and we calculated the surface for H2. We refer to these 
potential energy surfaces as ‘reference’ potentials. The potential for methane was taken from Lee 
et al. (1995) and was calculated in that study at the coupled-cluster level with single and double 
excitations where triple excitations are included perturbatively (i.e., CCSD(T)) using correlation-
consistent polarized triple zeta (cc-pVTZ) and quadruple zeta (cc-pVQZ) basis sets. The 
potential energy surface for H2O(g) was taken from Partridge and Schwenke (1997) who 
computed it at internally contracted multireference configuration interaction (icMRCI) and 
CCSD(T) levels of theory with augmented correlation-consistent polarized quintuple-zeta (aug-
cc-pV5Z) and correlation-consistent polarized sextuple zeta (cc-pV6Z) basis sets and three-body 
terms fitted to reproduce the experimental line positions in rovibrational spectra of water. The 
carbon dioxide reference potential was taken from Huang et al. (2012). In that study, the 
CCSD(T)/aug-cc-pVTZ surface was refined based on extrapolation to the one-particle basis set 
limit, corrections for scalar relativity, higher-order electron correlations, and spectroscopic data 
from the HITRAN2008 database. We calculated the potential energy surface for H2 using the 
Molpro software package (version 2019.2) with CCSD (exact for the two-electron problem) and 
cc-pVQZ basis set — details of the calculation are given in appendix Section A3.1.
Harmonic calculations of RPFRs solely require determination of the harmonic frequencies at an 
energy-minimized geometry. We calculated harmonic frequencies (see Table EA1), obtained 
from the same reference potentials as used for the PIMC calculations (details in Section A3.2). 
As such, these RPFRs can be compared directly to PIMC results and used to quantify the 
importance of anharmonic and quantum effects that are absent in the harmonic treatment; we 
later refer to these harmonic RPFRs as ‘reference harmonic’ lines.
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We also computed the harmonic frequencies from a variety of molecular structures optimized 
using a hierarchy of levels of theory; these included the restricted Hartree-Fock (RHF) method (a 
mean-field theory that does not take into account the electron-electron correlations) along with 
three successively better approximations for the correlation energy: second order Møller-Plesset 
perturbation theory (MP2) and coupled-cluster with single and double excitations (CCSD), as 
well as CCSD(T), where triple excitations are included perturbatively (Blinder, 2019; Townsend 
et al., 2019; Ulusoy and Wilson, 2019). These levels of theory were paired with basis sets of 
various sizes (cc-pVXZ and aug-cc-pVXZ as defined above, where X=D [double], T [triple], or 
Q [quadruple]) (Dunning, 1989) using the Molpro software package as described in Section A3. 
These calculations were done in order to determine the sensitivity of our theoretical calculations 
of RPFRs to electronic correlations and basis set completeness.
2.5.2 Harmonic RPFR calculations
The RPFR of an isotopologue pair calculated using the harmonic approach (Urey, 1947; 
Bigeleisen and Mayer, 1947; Richet et al., 1977; O’Neil, 1986; Blanchard et al., 2017) is given 
by:






1 ―  𝑒
―ℎ𝑐𝜔𝑗/𝑘B𝑇
1 ―  𝑒
―ℎ𝑐𝜔 ∗𝑗 /𝑘B𝑇
In eq. (2), E0 is the zero-point energy, j is the harmonic frequency (given as wavenumber, cm-1) 
of the jth normal mode, a is the total number of vibrational modes (a = 3N – 5 for linear 
molecules, a = 3N – 6 for non-linear molecules), and * indicates the molecule with a heavy 
isotopic substitution. 
2.5.3 PIMC calculations
PIMC calculations employ the imaginary-time path integral formalism (Feynman and Hibbs, 
1965) to map the quantum mechanical partition function onto the classical partition function 
(Schweizer et al., 1981):













― 𝛽𝑃𝑈𝑃({𝒓(𝑘)𝑗 }) 
Quantum Boltzmann statistics of the N-particle system are obtained from the classical statistics 
of an extended classical system, where each of N quantum particles is replaced with a ring-
polymer with P beads at inverse temperature βP=β/P. The beads interact via an effective 
potential:




2 (𝒓(𝑘)𝑗 ― 𝒓(𝑘 ― 1)𝑗 )
2 + ∑𝑃𝑘 = 1𝑈(𝒓(𝑘)1 , …,𝒓(𝑘)𝑁 )
In eq. (4),  indicates the position of the jth atom in the kth ring-polymer bead,  𝒓(𝑘)𝑗 𝜔𝑃 = 1/(𝛽𝑃ℏ)
is the intra-bead vibrational frequency, , and  is the Born–Oppenheimer 𝒓(0)𝑗 = 𝒓(𝑃)𝑗 𝑈(𝒓1, …,𝒓𝑁)
potential energy surface for the molecular system or the molecular potential. Note that the 
indistinguishability of identical nuclei in the path integral calculations in eq. (3) is treated using 
the classical, rotational symmetry number, σ. This is a valid assumption since quantum statistics 
of identical nuclei can be ignored for temperatures above 100K based on the estimate of the free 
ring-polymer radius of gyration (Ceperley, 1995).
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The methodology for computing the partition function ratios with PIMC in this study follows 
that employed by Webb and Miller (2014), Webb et al. (2017), and Eldridge et al. (2019), except 
they reported partition function ratios whereas we report reduced partition function ratios 
(RPFRs), for which the masses of heavy and light isotopes (  and ) and symmetry numbers 𝑚𝑖 𝑚 ∗𝑖
 are factored out of the computed ratio. The direct scaled-coordinate estimator (Cheng (𝜎, 𝜎 ∗ )
and Ceriotti, 2014) was used to calculate the ratio of partition functions (eq. 3) for heavy vs. light 
isotopologues. Heavy isotopologue configurations were sampled with PIMC in Cartesian 
coordinates with an explicit staging transformation (Tuckerman et al., 1993). The staging length, 
j, was set such that 38−42% of all proposed staging moves are accepted. Prior to any data 
collection, each sampling trajectory was equilibrated for 105 Monte Carlo steps, with P/j staging 
moves (rounded up to the nearest integer) attempted per Monte Carlo step. Thereafter, ring-
polymer configurations were sampled every 10 Monte Carlo steps. The total number of Monte 
Carlo moves for each partition function ratio calculation was 2 × 108. 
Aside from neglecting nuclear exchange, PIMC calculations give an exact answer for RPFRs for 
a specified potential energy surface in the limit of infinite sampling and infinite number of beads 
P. In practice, a finite number of beads can be chosen to achieve target accuracy, while the 
number of samples controls statistical uncertainty. The number of beads employed in the PIMC 
calculations was determined based on explicit convergence tests for the individual RPFRs over 
the range of temperatures studied. We ensured that the accuracy was within the standard error 
(s.e.) of the mean. This error is reported for every PIMC calculation as a measure of statistical 
uncertainty.
2.5.4 Diagonal Born-Oppenheimer corrections
Non-Born-Oppenheimer effects (i.e., inaccuracies associated with the use of the Born-
Oppenheimer approximation) are usually negligible compared to the those inherent to the 
potential energy surface. However, diagonal Born-Oppenheimer corrections (DBO corrections) 
can become important in high-accuracy electronic structure calculations for small molecules 
(Valeev and Sherrill, 2003; Feller et al., 2006). DBO corrections are first-order perturbation-
theory corrections to the Born-Oppenheimer approximation that correct for the dependence of 
the electronic wave function on the nuclear coordinates when calculating the nuclear kinetic 
energy contribution.
We used DBO corrections (Zhang and Liu, 2018) calculated at the CCSD level (Gauss et al., 
2006) with the augmented core-valence Dunning basis set (i.e., aug-cc-pCVTZ; Woon and 
Dunning, 1995; Peterson and Dunning, 2002) for molecules in optimized geometries. DBO 
corrections were assumed to be locally independent of the nuclear coordinates based on weak 
(<5 cm-1) dependence for hydrogen around equilibrium (Kolos and Wolniewicz, 1964; 
Wolniewicz, 1983). With this assumption, the calculated energy shifts associated with this 
correction ( ; see table A1) affect the RPFRs via a free energy shift according to the following 𝛥𝐶
equation:
(5)RPFRDBOCPIMC = RPFRPIMCexp ( ― 𝛥𝐶𝑘𝐵𝑇)
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While DBO corrections can become important for fractionation of isotopes of hydrogen between 
different chemical species, they vanish in importance for self-exchange reactions (where all 
reactants and products are isotopologues) due to cancellation of errors (Bardo and Wolfsberg, 
1975) and can be safely neglected in these cases (such as in work presented by Zimmermann and 
Vaníček, 2009; Webb and Miller, 2014; Webb et al., 2017; Eldridge et al., 2019). Moreover, they 
can be neglected for heavy-atom fractionation processes, since they decrease rapidly with 
increasing mass. More discussion of these effects is given in Section 4.5.3.
3. Results
3.1 Precision and accuracy of measurements 
3.1.1 External precision of D measurements
We estimated the analytical reproducibility (i.e., external precision) for our D measurements via 
replicate analyses of H2 and CH4 in-house standards. External reproducibility (1) of the H2 and 
CH4 standards across all sessions is ±2.0‰ (n = 52) and ±2.3‰ (n = 73) respectively.
3.1.2 Precision of 1000lnDαCH4(g)-H2(g) determinations for individual experiments
The average value for 1000lnDαCH4(g)-H2(g) for each top and bottom-bracket experiment is given 
in Table 1. All individual mass spectrometric measurements for each sample are given in Table 
EA2 and averages of all top or bottom experiments for a given temperature in Table EA3. Given 
our typical external 1 reproducibility of DH2 and DCH4 measurements (±2.0‰ and ±2.3‰ 
respectively; see above), we estimated (using a Monte Carlo error propagation scheme assuming 
Gaussian error distribution) that the expected external precision of measured 1000lnαCH4(g)-H2(g) 
from a given experiment should be between ±4-7‰ (1) depending on the value of DαCH4(g)-H2(g). 
For our data set, 34 of the 36 final values of 1000lnDαCH4(g)-H2(g) for individual top- or bottom-
bracket brackets yield standard deviations within or better than the expected range of 4-7‰. The 
two experiments that yielded lower precisions were replicated a sufficient number of times such 
that the final standard error was less than 6‰. 
3.1.3 Accuracy of measured DαCH4(g)-H2(g) values 
Accuracy of measured D values requires standardization to internationally recognized 
standards. Two sources of inaccuracy can arise in such an approach — accuracy of the standards 
used and accuracy as a function of sample D.
For our measurements, H2 standards are traceable to international water standards (VSMOW, 
VSLAP, and GISP). Systematic inaccuracies (i.e., constant offsets) will cancel when alpha 
values are calculated as they will be the same for both CH4 and H2. We additionally corrected the 
CH4 measurements to CH4 standards measured at the UC Davis Stable Isotope Facility to 
account for potential fractionations associated with pyrolysis of CH4 to H2. These standards are 
ultimately anchored to multiple international standards including those from NIST (NGS-1 and 
NGS-2; Yarnes, 2013).
Beyond the standards used, our measured sample DH2 and DCH4 values differ by hundreds of 
per mil and were often outside of the calibration range of standards creating potential 
inaccuracies associated with extrapolations beyond the standard calibration curves. All 
experimental DH2 values were within the interpolatable D range of the Oztech H2 standards (-
762.61 to -124.80‰). In contrast, only 8 of 36 experimental CH4 samples had D values within 
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the interpolatable D range of the CH4 standards (–159.3‰ to +20.0‰), and only 1 CH4 sample 
(from the nickel catalyst experiment) was within the range of the Oztech H2 standards. 
Specifically, the other 28 of 36 experiments yielded methane D values between +20.0‰ and 
+270‰. Additionally, although measured D values of H2 from the experiments were within the 
range of the Oztech H2 standards, all but two experiments (both at 200°C) yielded H2 with D 
values less than the that of the SLAP standard (DVSMOW = -428‰), which is the international 
standard with the lowest accepted D value available. This is an issue as it is known that DH2 
measurements of samples require standardization to external standards with both lower and 
higher D values in order to achieve interlaboratory agreement (Brand and Coplen, 2001). As a 
result, the lack of international standards with DH2 values less than -428‰ creates the potential 
for inaccuracies in our measured values at these low D values.
In order to evaluate the accuracy of our D determinations independent of our standardization 
scheme, we equilibrated samples of H2 and CH4 with varying stoichiometries of H2 vs. CH4 (1:4, 
1:2, 1:1 and 2:1) at 50°C. By altering the stoichiometries used for the equilibration, we were able 
to modify the final equilibrated D values of the CH4 and  such that we created a 106‰ range 
in DH2 (-676 to -570‰) and a 297‰ range in DCH4 (-112 to 185‰). The idea of this test is as 
follows: if our measured D values are indeed not only precise, but accurate, then measured 
1000lnDαCH4(g)-H2(g) values for samples isotopically equilibrated at the same temperature should 
be identical within error despite the >100‰ ranges in DCH4 and DH2 values. For these 
experiments, all measured DH2 values were within the D range of the Oztech standards. The 
DCH4 values for two of the experiments (H2:CH4 stoichiometries of 1:4 and 1:2) were within the 
range of the CH4 standards calibrated at UC Davis, and the other two (1:1 and 2:1) were 
elevated. Thus, this set of experiments allows us to examine samples that both do and do not 
require extrapolation of corrections beyond the standardized DCH4 range.
The average 1000lnDαCH4(g)-H2(g) values of these experiments vs. DH2 and DCH4 are given in 
Table A2 and shown in Figure 2A and 2B respectively. Based on a linear regression, the slopes 
for 1000lnDαCH4(g)-H2(g) vs. DH2 and 1000lnDαCH4(g)-H2(g) vs. DCH4 are 0.002 ± 0.044 and 0.002 
± 0.016 (±1 s.e.) respectively. The slopes are within ±1 s.e. of (and thus statistically 
indistinguishable from) a value of zero. Based on this, we proceed with the assumption that our 
CH4 and H2 D measurements are accurate or, if inaccurate, the inaccuracies are systematic such 
that they will cancel in calculations of DCH4(g)-H2(g)
3.2 1000lnDαCH4(g)-H2(g) values for experiments from 1-200°C
3.2.1 Initial values of top and bottom brackets
Initial and final top- and bottom-bracket 1000lnDαCH4(g)-H2(g) values are given in Table 1. As 
discussed in Section 2.2.2, for most experiments (1, 3, 10, 15, 25, 35, 50, 75, 100, 127, and 
156°C) bottom brackets were performed using the initial isotopic composition of the CH4 and H2 
added to the vials at the start of the experiments. This created an initial DαCH4(g)-H2(g) = 1.092 
(1000lnDαCH4(g)-H2(g) = 88‰). We verified that adding gases to the vials did not fractionate the 
gases (and thus resulted in bottom bracket experiments) through a series of spot checks. 
Specifically, we sampled some of these experiments (3, 15, 50, 75, 127, and 156°C) within 10 
seconds of gas addition before placing them at desired experimental temperature (see Section 
2.2.2). The average 1000lnDαCH4(g)-H2(g) of these six initial samples is 85.8 ± 2.6‰ (1 s.e.), 
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within 1 s.e. of the known starting gas composition of 88‰. This demonstrates two important 
aspects of our experiments: First, the initial starting point for bottom bracket experiments that 
were not pre-equilibrated was the DαCH4(g)-H2(g) of the starting gas composition (within ±1 s.e.). 
Second, the time it took to sample these experiments after gas addition (10 seconds) did not 
measurably alter the initial D values. Based on this, we conclude that removal of samples from 
water baths, refrigerators, or freezers and exposure to ambient air for 10 seconds during sampling 
is unlikely to have disturbed measured D values beyond analytical precision.
For all other bottom brackets where the starting composition was the initial gas composition (1, 
10, 25, 35, and 100°C), we did not sample the initial bottom bracket composition. For these 
experiments, we assumed the initial gas composition to be the starting composition as discussed 
above — we consider this justified based on the above spot checks. For the 180 and 200°C 
experiments, the bottom brackets were created by pre-heating the experiments to 200 and 230°C 
respectively and a sub-sample taken before lowering the temperature of the vials to the final 
experimental temperature. In both cases, 1000lnDαCH4(g)-H2(g) values from the pre-equilibrations 
are less than the final measured 1000lnDαCH4(g)-H2(g).
At every experimental temperature, a top-bracket experiment was also performed, and a sample 
taken to check that the initial 1000lnDαCH4(g)-H2(g) was larger than the final 1000lnDαCH4(g)-H2(g) 
value. In all cases except for the 25°C experiment (where sampling of the pre-equilibrated top 
bracket failed; see below), these values were above the final 1000lnDαCH4(g)-H2(g) of a given 
experiment.
Sampling of the top bracket for the 25°C experiment at the pre-equilibration temperature of 3°C 
failed. This was only found after heating the experiment to the final temperature of 25°C. 
Nonetheless, we believe that the final 1000lnDαCH4(g)-H2(g) of this top-bracket experiment was 
approached from an initially higher value. This is because isotopic equilibrium at 3°C is reached 
within 1 day (see equilibration time in Table 1) in other experiments performed here. The top 
bracket for the 25°C experiment was pre-equilibrated at 3°C for 8 days prior to heating to 25°C 
and thus should have reached hydrogen isotopic equilibrium at 3°C. Additionally, the final 
1000lnDαCH4(g)-H2(g) values for the top and bottom brackets, which were both held at 25°C for 
25.4 hours each, yield values within 6‰ of each other and thus agree within typical experimental 
reproducibilities (see below). This indicates that the catalysts were active during the experiments 
following the pre-equilibrations. Based on this, we use this top-bracket experiment in our 
calibration of the equilibrium temperature dependence of DαCH4(g)-H2(g).
3.2.2 Evaluation of the bracketed experiments.
In a successfully bracketed set of experiments, the initial values of1000lnDαCH4(g)-H2(g) are larger 
or smaller than the final value (depending on the bracketing direction). This requirement was 
discussed in the above section and is shown visually in Figure 3A and 3B.
Another requirement for a successfully bracketed experiment is that the final top- and bottom- 
brackets yield the same (within error) value of DαCH4(g)-H2(g). Such agreement is taken as 
demonstration that isotopic equilibrium was achieved in the experiments (O’Neil, 1986). Thus, 
in order to know whether DαCH4(g)-H2(g) values of brackets agree within error, we need a constraint 
on our typical experimental reproducibility for determinations of 1000lnDαCH4(g)-H2(g). We 
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estimated our experimental reproducibility using the 50°C experiments where five bottom-
bracket experiments and one top-bracket experiment were performed. These six experiments 
yield ±1 reproducibility of 4.2‰. As a first pass, we consider any pairs of final top- and 
bottom-bracket 1000lnDαCH4(g)-H2(g) values that yield standard deviations of less than 4.2‰ as 
being successfully bracketed. The 3, 10, 25, 50, 75, 100, and 127°C experiments pass this test. 
Of the remaining experiments with standard deviations higher than 4.2‰, the 15, 35, 157, and 
180°C experiments yield final top-bracket 1000lnDαCH4(g)-H2(g) values that are lower than the 
final bottom bracket values. Final top-bracket values that are less than bottom-bracket values are 
not expected assuming a unidirectional approach to equilibrium and thus we propose these also 
were successfully bracketed. These experiments yield standard deviations of up to 9.6‰, and we 
expect that this is a more conservative estimate of our true external experimental reproducibility. 
The 1°C and 200°C experiments both show elevated standard deviations for top- and bottom-
bracket experiments and yield top-bracket experiments with 1000lnDαCH4(g)-H2(g) larger than the 
bottom-bracket experiments — such a difference can indicate that equilibrium was not reached at 
the end of the experiment. The standard deviation of the top and bottom brackets for the 1 and 
200°C experiments are 26.3 and 23.1‰, respectively. For comparison, as stated above, the next 
highest standard deviation is 9.6‰. The high standard deviation for the 200°C experiments is 
driven by one of the two 200°C top-bracket experiments (note that for the 200°C experiment, the 
top and bottom brackets were replicated twice each). This top bracket value for 1000lnDαCH4(g)-
H2(g) differs by more than 35‰ from all other 200°C experiments, indicating poor experimental 
reproducibility. Removal of this experiment results in a standard deviation between the 
remaining top and bottom brackets of 10.5‰, similar to the other experiments we consider 
successful (i.e., 9.6‰). We are unsure why this single 200°C experiment disagreed with the 
other experiments. Regardless, we assume it failed for unknown reasons and exclude it for the 
final calculation of 1000lnDαCH4(g)-H2(g) for the 200°C experiment. We use the other experiments 
at 200°C for our final calculation of 1000lnDαCH4(g)-H2(g) and include these in our calibration.
For the 1°C experiment, only one top and one bottom bracket were performed. As discussed in 
the methods section, the refrigerator used for this experiment exhibited a duty cycle in which 
temperatures would change every 36 hours by 7°C before returning to 1°C. Although we 
attempted to sample only when temperatures were 1°C for 24 hours, we suspect this temperature 
oscillation has impacted the final 1000lnDαCH4(g)-H2(g) values. Regardless, due to the large 
measured difference in the 1000lnDαCH4(g)-H2(g) values of top and bottom brackets at 1°C (1 of 
26.3‰) and the higher value for the top vs. bottom bracket, we consider this experiment to be 
unsuccessful and we do not include it in our calibration of 1000lnDαCH4(g)-H2(g) vs. temperature.
3.2.3 Calculation of the equilibrium DaCH4(g)-H2(g) values as a function of temperature for our 
experiments
We present final averaged values of 1000lnDαCH4(g)-H2(g) for experiments (average of the top and 
bottom brackets) that we consider to have reached hydrogen isotopic equilibrium in Figure 3C 
and D as well as Table 2. 
We obtained an interpolatable expression for 1000lnDαCH4(g)-H2(g) as a function of temperature 
by regressing 1000lnDαCH4(g)-H2(g) vs. 1/T (K-1) over 3-200°C using a 2nd order polynomial (Fig. 
3C): 
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A quadratic fit was employed as, based on ANOVA, only terms up to 2nd order were statistically 
significant (p < 0.05). Residuals to the fit have a 1 of 5.9‰. The polynomial terms and 
associated errors for this equation as well as others derived below are given in Table EA4, and in 
an Excel spreadsheet calculator in Table EA5.
3.3 Theoretical equilibrium calculations
The results of PIMC calculations for hydrogen-isotope RPFRs vs. temperature for CH4, H2, and 
H2O are given in Table 3 and the carbon-isotope RPFRs vs. temperature for CH4 and CO2 in 
Table 4. In these tables, all given PIMC values include DBO corrections unless otherwise noted; 
uncorrected PIMC values and differences between DBO-corrected and uncorrected values are 
given in Tables A3 and A4. For hydrogen-isotope calculations from 0 to 500°C, DBO 
corrections are between -34 to -12‰ for 1000lnDH2O(g)-H2(g), +12 to +34‰ for 1000lnDCH4(g)-
H2O(g), and +0.1 to +0.3‰ for 1000lnDCH4(g)-H2(g) from 0 to 500°C. For carbon 1000ln13CH4(g)-
CO2(g) calculations, DBO corrections are between -0.3 and -0.05‰ from 0 to 1300°C. For 
consistency, we use the DBO-corrected PIMC values in all cases, even when the correction is 
minor (<1‰).
Values of 1000lnDαCH4(g)-H2(g), 1000lnDαCH4(g)-H2O(g), 1000lnDαH2O(g)-H2(g), and 1000ln13α 
CH4(g)-CO2(g) for DBO-corrected PIMC calculations were fit as a function of 1/T using a 4th order 
polynomial (Fig. A1; see Table EA6 for the coefficients). Although ANOVA indicates higher 
order terms are statistically significant (p < 0.05) in some cases, their inclusion changed values 
of 1000lnα by less than 0.5‰ for hydrogen isotopes and less than 0.05‰ for carbon isotopes in 
all cases across the calculated range in temperatures. We consider this insignificant and limit the 
fits to 4th order terms for simplicity. 
3.4 Determination of DαH2O(l)-H2(g) vs. temperature at isotopic equilibrium
In order to calculate the equilibrium fractionation factor between CH4(g) and liquid water 
(DCH4(g)-H2O(l)) using our experimental calibration for DCH4(g)-H2(g), it is necessary to know 
DαH2O(l)-H2(g) as a function of temperature for an isotopically equilibrated system. The hydrogen-
isotope fractionation factor between gaseous H2 and liquid water has been determined 
experimentally by Rolston et al. (1976) from 6 to 95°C. Additionally, equilibrium hydrogen 
isotope fractionation factors between gaseous H2 and water vapor (DH2O(g)-H2(g)) have been 
determined experimentally by Suess (1949) from 80 to 200°C and by Cerrai et al. (1954) from 51 
to 742°C. We use these experiments to construct a calibration of DH2O(l)-H2(g) as a function of 
temperature. To do this, we convert experimentally determined values of DH2O(g)-H2(g) to DαH2O(l)-
H2(g) using the experimentally based calibration for hydrogen isotopic equilibrium between water 
vapor and liquid water (DαH2O(l)-H2O(g)) given by Horita and Wesolowski (1994). This calibration 
is based on experiments (Merlivat et al., 1963; Bottinga, 1968; Rennow, 1970; Majoube, 1971; 
Stewart and Friedman, 1975; Kakiuchi and Matsuo, 1979; Horita and Wesolowski, 1994) that 
span a temperature range of 0.75 to 350°C. Horita and Wesolowski (1994) state that the 
calibration can be extrapolated from 0°C to the critical point of water (374°C).
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In order to calculate a fit to the experimental data vs. temperature, we first average published 
experimental values of 1000lnDH2O(g)-H2(g) or 1000lnDH2O(l)-H2(g) performed within 1°C of 
each other from a given study (i.e., values from different studies at similar temperatures are not 
averaged). We take these averages to prevent experiments replicated at the same temperature 
from having undue weight in our fits. Following this, we convert 1000lnDH2O(g)-H2(g) to 
1000lnDH2O(l)-H2(g) using the polynomial fit from Horita and Wesolowski (1994) (the first 
equation in their abstract). Note that we only used data from Cerrai et al. (1954) for experiments 
performed below the critical point of water (374°C). The compiled experimental data is 
displayed in Figure 4A and given in Table EA7.
Generally, when experiments from different studies were performed over a similar temperature 
range (~50 to 200°C), there is agreement between all three studies. As previously noted in 
Rolston et al. (1976) and Bardo and Wolfsberg (1976), two data points from Cerrai et al. (1954) 
at 59 and 64°C differ both from other data in that calibration as well as those from Rolston et al. 
(1976) over the same temperature range. These points are noted in the figure and are omitted 
from our calibration due to the apparent anomalous behavior (see discussion in Rolston et al., 
1976). We discuss how their inclusion would change the fits below.
We initially calculated the temperature dependence of 1000lnDαH2O(l)-H2(g) vs. 1/T (K-1) using a 
4th order polynomial fit to the experimental data given in Figure 4A. However, the best-fit line 
had multiple changes in concavity. In contrast, theory predicts a smooth, concave up temperature 
dependence (Bardo and Wolfsberg, 1976; Horita and Wesolowski, 1994; Gropp et al., 2021; this 
study). We believe this difference is due to the polynomial fit being influenced by the scatter of 
the experimental data, which is approximately ±25‰ from 0 to 374°C. 
In order to use the experimental data as a constraint on the temperature dependence of 
1000lnDαH2O(l)-H2(g), but at the same time avoid fitting the experimental noise, we do not directly 
regress these experimentally determined equilibrium 1000lnα values vs. 1/T; instead, we 
perform a least squares fit of the theoretical DBO-corrected PIMC calculations to the 
experimental data, where only a constant (temperature-independent) term is allowed to vary. 
This is done to ensure the theoretically expected shape of the temperature dependence for 
1000lnDαH2O(l)-H2(g) is preserved in the fit to the experimental data. To do this we combined our 
DBO-corrected PIMC calculations of 1000lnDαH2O(g)-H2(g) at the experimental temperatures with 
those of 1000lnDαH2O(l)-H2(g) using the calibration of Horita and Wesolowski (1994). A constant 
offset is then added to the theoretical values based on the least squares fit to the experiment. 
Alternative fits with multiplicative terms are discussed in the appendix and yield maximum 
differences of 10‰ at 0°C. We then found the final equation for 1000lnDαH2O(l)-H2(g) as a 
function of temperature as follows: we calculated 1000lnDαH2O(g)-H2(g) based on our DBO-
corrected PIMC calculations from 0 to 374°C at 0.1°C intervals, added the offset term found 
above, and then added the 1000lnDαH2O(l)-H2O(g) value calculated at that temperature based on the 
calibration of Horita and Wesolowski (1994). We then fit a 4th order polynomial to these points. 
This yielded the following equation, which is explicitly valid from 6.7 to 357°C (i.e., the 
experimental temperature range):










The PIMC calculations were offset by 0.49‰ (±1.91‰, 1 s.e.) to fit the experimental data (Fig. 
4C). Although the offset required for the DBO-corrected PIMC fit is within 1 s.e. of 0, we still 
apply this offset (0.49‰) in eq. (7) for consistency. For this fit, the standard deviation of the 
residual from all experiments is 12.3‰. The mean and ±1 of residuals vs. eq. (7) for each 
individual published data set are: 1.3 ± 5.2‰ for Suess (1949), -2.6 ± 15.4‰ for Cerrai et al. 
(1954), and 2.3 ± 10.1‰ for Rolston et al. (1976) (Fig. 4B). Finally, we note that inclusion of the 
two omitted data points from Cerrai et al. (1954) discussed above changes the constant term 
added to our PIMC calculations by -2.7‰ (-2.16‰ vs. 0.49‰).
The residuals of fits show no obvious pattern either as a function of temperature or study, 
scattering about a value of 0‰ for all studies (Fig. 4B and C). This indicates that the experiments 
and theory agree in terms of the expected temperature dependence and justifies our approach to 
using the theoretical temperature dependence as a basis for our fit to the experiments. 
Additionally, it shows that experiments from different studies are in agreement when they 
overlap in temperature. We note that this is in contrast with the conclusions of Horibe and Craig 
(1995) and Wang et al. (2015). They considered these experimental calibrations to be in 
disagreement at high temperatures (>300°C) (Horibe and Craig, 1995) and low temperatures 
(<100°C) (Wang et al., 2015). 
In Figure 4A, B, and C, we also include other theoretical calculations and experimental values of 
1000lnDαH2O(l)-H2(g) (Bottinga, 1969; Bron et al., 1973; Bardo and Wolfsberg, 1976; Richet et 
al., 1977; Gropp et al., 2021). We discuss these below in Section 4.4.
3.5 Determination of DaCH4(g)-H2O(l) and of DaCH4(aq)-H2O(l) as a function of temperature at isotopic 
equilibrium
We derived an equation for 1000lnDαCH4(g)-H2O(l) vs. 1/T (K-1) at isotopic equilibrium by 
subtracting our equation for 1000lnDαH2O(l)-H2(g) (eq. 7) from our equation for 1000lnDαCH4(g)-
H2(g) (eq. 6). This equation can be interpolated from 3 to 200°C (Fig. 5). 









We use 3°C as our lower limit as this is the lowest temperature at which we equilibrated the 
hydrogen isotopes of CH4 and H2 experimentally. We note that the lowest temperature available 
for H2O(l)-H2(g) hydrogen isotope equilibrium is 6.7°C. However, as our calibration of 
1000lnDαH2O(l)-H2(g) is based on a theoretical fit to the experimental data, we consider it 
acceptable to use eq. (8) for to calculate equilibrium 1000lnDαCH4(g)-H2O(l) values from 3 to 
200°C. 
Finally, CH4 is found in the environment both as a gas and dissolved in water. To account for this, 
we use the experimentally measured values of 1000ln(CD4/CH4) in gas vs. liquid given in Gomes 
and Grolier (2001) from 12-51°C. We convert these to values of 1000lnDαCH4(aq)-CH4(g)  by 
assuming the isotopes are randomly distributed amongst all isotopologues. As such, the 4th root of 
gaseous or dissolved CD4/CH4 ratios allows for the calculation of equilibrium 1000lnDαCH4(aq)-
CH4(g) values. These solubility isotope effects show no apparent temperature dependence from 12-
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51°C — linear regression of 1000lnDαCH4(aq)-CH4(g) vs. 1000/T (K-1) yields a slope of -1.3 ± 2.6 (1 
s.e.). Based on this, we assume the value of 1000lnDαCH4(aq)-CH4(g) from 12 to 51°C is constant and 
equal to 4.2 ± 0.4‰ (1 s.e.). This is the average of the experimental determinations of 
1000lnDαCH4(aq)-CH4(g) at all temperatures. 
Incorporating this isotope effect into eq. (8) yields the following equation for 1000lnDαCH4(aq)-
H2O(l) vs. 1/T (K-1) at isotopic equilibrium:









This equation can be interpolated from 12-51°C (Fig. 5). 
3.6 Determination of 13aCH4(g)-CO2(g) and 13aCH4(aq)-CO2(aq) at isotopic equilibrium as a function of 
temperature
Here we present equations for carbon isotopic equilibrium between CH4(g) and CO2(g) and 
between CH4(aq) and CO2(aq) vs. temperature. We use these in Section 5 in order to compare the 
carbon isotopic composition of CH4 and CO2 from environmental samples relative to what is 
expected for isotopic equilibrium between the two.
As discussed in the introduction (Section 1.2), we are aware of two studies that experimentally 
determined the equilibrium fractionation factors between CH4(g) and CO2(g) (13αCH4(g)-CO2(g)): 
Horita (2001) and Kueter et al. (2019). Between these two studies, experimentally determined 
values of 13αCH4(g)-CO2(g) for isotopic equilibrium are available from 200 to 1200°C and are in 
agreement (within 0.01 to 1.01‰) where experiments overlap in temperature (300 to 600°C). 
We are interested here in values for 13αCH4(g)-CO2(g) at isotopic equilibrium at temperatures 
<200°C, i.e., overlapping the temperature range of the CH4-H2 equilibration experiments 
performed in this study. As no experimental calibrations are available at these temperatures, we 
estimate these values using the approach based on that of Clayton and Kieffer (1991) discussed 
above in which a theoretical calibration is offset to fit the experimental data and used as the basis 
for extrapolations to lower temperatures. A similar approach was taken in both Horita (2001) and 
Kueter et al. (2019). Specifically, we use the fourth order polynomial fit of 1000ln13αCH4(g)-CO2(g) 
vs. 1/T (K-1) to our theoretically calculated points (the DBO-corrected PIMC values; see Section 
3.3), and then fit these curves to the experimental data using a constant offset to minimize the 
sum of square residuals as above (see Section 3.5). This results in the following equation (Fig. 
A2):









In our DBO-corrected PIMC calculations, the theoretical curve is decreased by 0.56‰ (±0.12‰, 
1 s.e.) to fit the experimental data. For comparison, PIMC calculations without the DBO 
correction yield an offset of 0.94‰ (±0.08‰, 1 s.e.) to fit the experimental data. Alternative fits 
with multiplicative terms are discussed in the appendix and yield maximum differences at 0°C of 
3‰.
27
We account for isotope effects associated with the dissolution of CO2 and methane in water 
using the experimental data from Vogel et al. (1970) in which CO2(g) and CO2(aq) were 
equilibrated from 0 to 60°C. We refit the data in terms of 1000ln13αCO2(aq)-CO2(g) vs. 1/T (K-1) 
(the fit was originally given as 1000(13αCO2(aq)-CO2(g) -1) vs. T(°C)) to allow for the 
interconversion of lnα calibrations of various species via addition (or subtraction) of polynomial 
terms. This refit results in the following equation:
(11)1000 × ln13αCO2(aq) ― CO2(g) =  ―
378.46
𝑇 +0.2016
For methane, Bacsik et al. (2002) provides values for experimental determinations of 
1000ln13αCH4(aq)-CH4(g) at isotopic equilibrium at 20, 50, and 80°C that were originally presented 
in Harting et al. (1976). We used this data to find the following equation: 
(12)1000 × ln13αCH4(aq) ― CH4(g) =  
485.54
𝑇 ―1.0453
Combination of eqs. (10), (11), and (12) yields the following equation for carbon isotopic 
equilibrium between aqueous CH4 and CO2:









This resulting equation is interpolatable from 20-60°C. 
Again, the terms for these fits and their associated errors are given in Table EA4, and an Excel-
based calculator in Table EA5.
4. Discussion
4.1 Comparison of our calibration of 1000lnDαCH4(g)-H2(g) vs. that of Horibe and Craig (1995)
We compare our calibration of 1000lnDαCH4(g)-H2(g) (3-200°C) at isotopic equilibrium to the 
published experimental calibration from Horibe and Craig (1995) (200-500°C) in Figure 6A and 
B. Extrapolation of their best-fit line to the temperatures covered by our experiments yields 
maximum differences in calculated vs. measured 1000lnDαCH4(g)-H2(g) of 92.6‰ (at 3°C).
These differences are due to at least two factors. First, the equation that Horibe and Craig (1995) 
provide for the temperature dependence of DαCH4(g)-H2(g) is based on a fit of DαCH4(g)-H2(g) vs. 1/T2. 
They regressed α vs. 1/T2 instead of lnα vs. 1/T2 because, as they state, polynomial fits of α vs. 
1/T2 yield fits with uniform precision as a function of the value of α. Regardless of the merit of 
their argument, based on theoretical studies, DαCH4(g)-H2(g) is not expected to vary linearly with 
1/T2 from 3 to 500°C. For example, from 3 to 500°C, theoretically calculated RPFRs from 
Richet et al. (1977) and our PIMC calculations indicate that 1000lnDαCH4(g)-H2(g) vs. 1/T follows 
a 2nd order polynomial relationship. If instead we fit the data from Horibe and Craig (1995) using 
a 2nd order polynomial relationship for 1000lnDαCH4(g)-H2(g) vs. 1/T and extrapolate to 3°C, our 
measured 1000lnDαCH4(g)-H2(g) at 3°C is within 3‰ of the predicted extrapolated value (1291.8‰ 
vs. 1288.4‰). Thus, some degree of the difference observed between our study vs. extrapolated 
values from the equation given in Horibe and Craig (1995) at low temperatures (<200°C) is 
likely due to their decision to fit DαCH4(g)-H2(g) vs. 1/T2.
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The second factor appears to be true disagreement between the two studies at overlapping 
experimental temperatures. Specifically, both studies equilibrated CH4 and H2 near 200°C 
(200.2°C here and 203.4°C in Horibe and Craig, 1995). 1000lnDαCH4(g)-H2(g) values at 200°C 
based on the best-fit lines of the two studies are offset by 22.9‰. This is not simply an issue of 
differences at a single experimental temperature. Rather, as can be seen in Figure 6B, our data 
from 157-200°C lie consistently above values that would be expected based on the projection of 
the Horibe and Craig (1995) calibration to lower temperatures. We are unsure of the origin of 
this offset. Both studies demonstrate that measured DCH4(g)-H2(g) values do not depend on the 
bulk isotopic composition of the gases. Further evaluation of comparability of the isotopic 
compositions from Horibe and Craig (1995) to ours is difficult as they do not provide 
measurements of external standards.
The question is which, if any, of the two determinations of 1000lnDαCH4(g)-H2(g) vs. temperature 
is accurate? To examine this, we used natural samples commonly thought to form in or achieve 
isotopic equilibrium at known temperatures. Specifically, we examined measured values of 
DCH4(g)-H2O(l) from black-smoker hydrothermal systems with known venting temperatures. 
Previous studies have assumed that in such high temperature (>200°C) systems, the methane 
emitted is in hydrogen isotopic equilibrium with the vented fluids at the venting temperature 
(e.g., Horibe and Craig, 1995; Proskurowski et al., 2006). Such an assumption is independently 
supported by studies of methane clumped-isotopic compositions from black smokers that 
indicate that methane in these systems yields apparent clumped-isotope temperatures above 
270°C (Wang et al., 2015; Douglas et al., 2017; Wang et al., 2018). We compare CH4 to liquid 
water as the H2 re-equilibrates to lower temperatures following venting (e.g. Proskurowski et al., 
2006). We discuss our ability to assign observed differences to issues in calibrations of DCH4(g)-
H2(g) vs. DH2(g)-H2O(l) below.
We compiled measurements of DCH4(g)-H2O(l) from vents with fluid temperatures between 200 
and 374°C and compared the DCH4(g)-H2O(l) values measured vs. those that would be predicted by 
Horibe and Craig (1995) based on hydrogen isotopic equilibrium at the vent temperature (Fig. 
A3). Using the equation for DCH4(g)-H2O(l) given by Horibe and Craig (1995) (see unnumbered 
equation given in their final paragraph) results in an average under prediction of 1000lnDCH4(g)-
H2O(l) of 12.3‰ (±2.0‰ 1 s.e.).
The equation for DCH4(g)-H2O(l) given by Horibe and Craig (1995) is based on the combination of 
their calibration for DCH4(g)-H2(g) with calibrations of DH2O(g)-H2(g) from Suess (1949) and H2O(l)-
H2O(g) from Horita and Wesolowski (1994), both of which are used in our calibration as well. 
These calibrations of DαCH4(g)-H2(g) and DH2O(l)-H2O(g) can be interpolated from 200-374.1°C. 
However, the maximum temperature used in the experiments of Suess (1949) to constrain 
DH2O(g)-H2(g) is 200°C. Horibe and Craig (1995) fit the experiments from Suess (1949) such that 
DH2O(g)-H2(g) depends linearly on 1/T2 and extrapolated this fit to higher temperatures. For 
reasons discussed above, there is not a theoretical basis to assume DH2O(g)-H2(g) depends linearly 
on 1/T2. To examine potential issues associated with this extrapolation, we combined our 
calibration of DH2O(l)-H2(g) (eq. 7, this study) with that of DCH4(g)-H2(g) from Horibe and Craig 
(1995) to calculate DCH4(g)-H2O(l) values. This combination allows for interpolation from 3 to 
29
374°C based on experimental calibrations. Using this equation, the Horibe and Craig (1995) 
calibration under predicts hydrothermal DCH4(g)-H2O(l) values by an average of 29.8‰ (±1.7‰; 1 
s.e.). This difference is similar in magnitude (22.9‰) and of the same sign that we observe 
between our calibration of DCH4(g)-H2(g) at 200°C vs. the data given in Horibe and Craig (1995).
Consequently, our experiments and hydrothermal samples suggest that experimentally 
determined values of DCH4(g)-H2(g) given in Horibe and Craig (1995) may be too low by 20‰ to 
30‰ for unknown reasons. As we are uncertain of the cause of this discrepancy and because we 
could not use our experimental setup to bracket temperatures above 200°C, we do not attempt to 
provide a single calibration of DCH4(g)-H2(g) from 3-500°C through combination of the two 
studies. 
4.2 Comparison of our experimentally determined DαCH4(g)-H2O(l) calibration to theoretical 
calculations and to the experimental calibration of Horibe and Craig (1995)
In Figure 5, we compare our experimentally based calibration of DαCH4(g)-H2O(l) for isotopic 
equilibrium to the experimentally based calibration of Horibe and Craig (1995) for temperatures 
from 0 to 200°C. Over this temperature range, the two calibrations show disagreement, the 
magnitude of which increases with decreasing temperature (Fig. 5). For example, at 3°C (our 
lowest temperature experiment), the two calibrations disagree by 76‰. As discussed above in 
Section 4.1, some of this disagreement is likely due to offsets in the calibrations and some due to 
extrapolations of α with an assumed linear dependence on 1/T2. Our calibration indicates that 
methane formed in the near-surface (for example, 0-50°C) should be between ~200‰ and 
~175‰ lower in D compared to the source waters vs. ~275‰ to ~220‰ based on the 
calibration of Horibe and Craig (1995). As will be discussed below, a difference of ~200‰ 
between DCH4 and DH2O(l) is commonly observed in deep-sea sediments (as reviewed in 
Whiticar et al., 1986 and Whiticar, 1999). 
4.3 Comparison of our experimentally determined 1000lnDαCH4(g)-H2(g) fractionation factor to 
theoretical calculations
As introduced above (Section 1.2), there are several published theoretical calculations of 
equilibrium 1000lnDαCH4(g)-H2(g) values as a function of temperature (Bottinga, 1969; Richet et 
al., 1977; Gropp et al., 2021). In Figure 6C, we compare the differences between 
1000lnDαCH4(g)-H2(g) predicted based on the best-fit line to our experimental data (eq. 6) vs. those 
from previous theoretical studies, our PIMC calculations, and the extrapolation of the calibration 
given by Horibe and Craig (1995).
Visually, our theoretical PIMC calculations for isotopic equilibrium best match our experimental 
data. For example, the largest disagreement between the fit to the PIMC calculations and the fit 
to the experimental data is 7‰, at 3°C (disagreement between individually calculated and 
measured points is up to 16.5‰). We show this agreement quantitatively with a plot of 
1000lnDαCH4(g)-H2(g) of PIMC calculations vs. our experiments performed at same temperature 
(Fig. 7). The slope of the best-fit line is 0.986 ± 0.009 (1 s.e.) with an intercept of 10.99 ± 8.81 (1 
s.e.). Thus, these determinations of 1000×lnDCH4(g)-H2(g) agree within 2 s.e. of the 1:1 line both in 
slope and intercept. Put another way, satisfyingly, our experimental results agree 1:1 with our 
theoretical calculations at the highest levels of theory (PIMC with DBO corrections) as yet 
employed for these calculations. 
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Other theoretical calculations of DαCH4(g)-H2(g) also visually agree with our experimental data, 
although not as closely as the calculations presented in this work. These include one set of 
calculations from Richet et al. (1977) in which X(CH4), their so-called ‘excess factor’, is 
calculated using a harmonic approximation (labeled as R77 (1) in Fig. 6C), which shows a 
maximum difference of 18‰ vs. the fit to our experimental data. Additionally, recent 
calculations from Gropp et al. (2021) differ from the fit to our experimental data by at most 
+34‰ (referred to by them as M06-L) or -26‰ (referred to by them as HCTH). The other 
theoretical calibrations show larger differences: the curve for the Bottinga (1969) calculations is 
up to 95‰ greater than the fit to our experimental data, while the curve from Richet et al. (1977) 
in which X(CH4) is calculated with anharmonic corrections (labeled as R77 (2) in Fig. 6C) is up 
to 87‰ lower.
Finally, in Figure A4 we compare 1000lnDαCH4(g)-H2(g) from Horibe and Craig (1995) vs. our 
DBO-corrected PIMC results. Data from Horibe and Craig (1995) are offset to lower values than 
those based on theory from 18 to 37‰. In addition to the offset itself, the degree of offset is a 
function of temperature (increasing with increasing temperature) indicating that there is a 
difference in the temperature dependence between PIMC calculations from this study and the 
data from Horibe and Craig (1995). 
4.4 Comparison of experimental vs. theoretically based calculations of 1000lnDαH2O(l)-H2(g) for 
isotopic equilibrium
In Figure 4, various theoretically based calculations of equilibrium 1000×lnDH2O(l)-H2(g) values 
are compared to experimental data as a function of temperature. We note that in all cases, 
theoretical calculations are for 1000×lnDH2O(g)-H2(g) and are converted to 1000×lnDH2O(l)-H2(g) 
using the experimental calibration of equilibrium DH2O(l)-H2O(g) values from Horita and 
Wesolowski (1994). Our theoretical calculations of equilibrium 1000×lnDH2O(l)-H2(g) values 
based on the PIMC methodology with the DBO correction are in close agreement with the 
experimental data. For example, using the same minimization scheme as described in Section 3.4 
(Fig. 4), the DBO-corrected PIMC theoretical calculations are offset by -0.49‰ from the 
experimental data. In contrast, we observe a +24.5‰ offset between PIMC theoretical 
calculations without the DBO correction and experimental data. Additionally, the harmonic 
RPFR calculated here using the same reference potentials (‘reference harmonic’ line) as used for 
PIMC calculations is offset by +54.4‰ from the experimental data. Offsets between experiments 
and other theoretical calculations which include anharmonic corrections to harmonic RPFRs are 
as follows: +2.7‰ from Bottinga (1969); +21.1‰ for Bron et al. (1973), -16.3‰ for Richet et al. 
(1977), and +6.1‰ from Bardo and Wolfsberg (1976). Calculations presented in Gropp et al. 
(2021), which do not include anharmonic corrections, are offset by +32.9‰ (M06-L) and 
+21.0‰ (HCTH) from the experimental data. We note that the theoretical calculations presented 
in Bardo and Wolfsberg (1976) also include an adiabatic correction to the Born-Oppenheimer 
(B-O) approximation (Kleinman and Wolfsberg, 1973; Bardo and Wolfsberg, 1978), which is the 
same sort of correction as the DBO correction presented in this work. Here, we base our 
correction off of values calculated by Zhang and Liu (2018) which used more rigorous levels of 
theory and larger basis sets. 
4.5 Accuracy of theoretical calculations
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The observed differences between the various theoretical calculations vs. experimentally 
measured values of equilibrium fractionation factors may be due to inaccuracies in theoretical 
calculations or aspects of the experiments. We note that as the theoretical calculations do not all 
agree for a given set of molecules, at a minimum, they cannot all be accurate. The following 
subsections examine the sensitivity of calculated RPFRs to a range of factors, including: (i) level 
of electronic structure theory; (ii) vibrational anharmonicity; and (iii) DBO corrections.
4.5.1 Accuracy of the electronic structure method
Accurate theoretical calculations of RPFRs necessarily require the use of accurate potential 
energy surfaces. However, obtaining accurate potential energy surfaces remains challenging even 
for the small molecules we are investigating. For the PIMC calculations, we used high quality 
reference potentials as described in Section 2.5.1. However, these potentials are not exact, and 
small inaccuracies in electronic energy could result in inaccurate RPFRs. There are two issues 
that need to be addressed to validate the accuracy of these potentials: electronic correlation 
effects and basis set completeness (i.e., achieving the Hartree-Fock limit).
We explored the magnitude of the error resulting from the inaccuracies in reference potentials at 
equilibrium geometry as follows. Harmonic RPFRs were computed using eq. (2) based on the 
normal mode frequencies obtained with either increasingly refined treatment of electronic 
correlation using the same basis set or using the same electron-correlation treatment with 
increasing basis set size (see Section A3 for more information). These calculations were then 
compared to the harmonic result, obtained using the reference potentials. We interpret 
convergence of harmonic RPFRs with respect to the level of theory or basis set size to indicate 
sufficient accuracy of the electronic structure methods. Finally, the level of agreement between 
the converged result and that obtained from the reference harmonic potentials is used as an 
estimate of the possible size of inaccuracies that result from the reference potentials used in this 
study (Section 2.5.1).
We computed the harmonic frequencies using the RHF, MP2, CCSD, CCSD(T) levels of theory 
(abbreviations defined in Section 2.5.1; H2 was not calculated at CCSD(T) level, as it is exact as 
CCSD). For these calculations, we used the same high-quality basis set (aug-cc-pVQZ) 
throughout. For the basis set convergence test, harmonic frequencies were computed at the 
CCSD(T) level of theory using the following standard and augmented correlation-consistent 
polarized valence basis sets: cc-pVXZ and aug-cc-pVXZ. Here X denotes the progression of the 
basis set size: D for double-, T for triple- and Q for quadruple-ζ (Dunning, 1989; Woon and 
Dunning, 1995). The electron-electron correlation test results are given in Figure 8 and the basis 
set size test results in Figure 9. We plot RPFR on the y-axis, where RPFR = 
1000×ln(RPFRX/RPFRreference) and is reported in ‰. X denotes the value of the variable tested 
and the reference is the RPFR calculated using harmonic frequencies from the same potential 
energy surface as used in the PIMC calculations (the so-called reference harmonic lines; Section 
2.5.1). This choice of reference is not meant to indicate that the reference results are necessarily 
the most accurate but is used simply for the purpose of comparison. The RHF results in Figure 9 
are scaled down by a factor of 10 in order to fit on the same axis.
Focusing first on carbon isotopes (panels D and E of Figs. 8 and 9), RPFR values converge to 
±3‰ at low (25°C) temperatures and to less than 1‰ above 300°C once the MP2 level and 
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triple-ζ basis set size are reached. These differences are similar in magnitude to the disagreement 
between the DBO-corrected PIMC calculations and experimental values (~0.56‰), suggesting 
that disagreements of this size could be due to inaccuracies in the reference potential energy 
surfaces.
Turning to hydrogen isotopes, RPFR calculations for H2 converge to ±3‰ at triple-ζ (recall that 
CCSD treatment is exact for H2). In contrast, for H2O and CH4 we observe changes of up to 35‰ 
for H2O and 20‰ for CH4 at 0°C in calculated RPFRs from CCSD to CSSD(T) (panels 8B, 8C). 
There is better (<4‰ difference) agreement between the CCSD(T) and reference calculations for 
H2O and CH4. However, the reference calculations for both molecules are also done at the 
CCSD(T) level, though for the case of water, icMRCI and experimental data are used as well — 
regardless these similarities may result in some of the agreement seen between at the CCSD(T) 
level and reference results. Basis set size does not influence CH4 results (panel 9C) by more than 
3‰ at triple-ζ or above. In contrast, for water (panel 9B), increasing from cc-pVQZ to aug-cc-
pVQZ results in changes of up to 12‰ at 0°C. These results indicate that for CH4 and H2O, the 
theoretical calculations at the CCSD(T) level and cc-pVQZ have not converged to insignificant 
(sub per mil) levels. However, without still higher level electronic structure calculations, precise 
estimates of errors are difficult to make for CH4 and H2O. 
4.5.2 Influence of anharmonicity and other quantum effects on RPFRs
Here we discuss the importance of the inclusion of anharmonic and quantum effects (e.g., non-
rigid rotations and non-classical approximations) included in RPFRs calculated with PIMC. 
Figure 10 compares calculations of 1000×lnDCH4(g)-H2(g), 1000×lnDCH4(g)-H2O(g), 
1000×lnDH2O(g)-H2(g) (panel A), and 1000×ln13CH4(g)-CO2(g) (panel B) based on RPFRs calculated 
using the PIMC method to the harmonic calculations based on the same potential energy surfaces 
(reference harmonic line). Differences between 1000×lnDCH4(g)-H2(g), 1000×lnDCH4(g)-H2O(g), and 
1000×lnDH2O(g)-H2(g) calculated using PIMC vs. harmonic calculations are up to +10, -40, and -
30‰ at 0°C (where the largest difference occurs). The same patterns (but smaller magnitude 
differences) are observed for carbon isotopic equilibrium, i.e. errors in RPFRs of different 
species do not cancel out (Fig. 10B). The difference in 1000×ln13CH4(g)-CO2(g) for PIMC vs. 
harmonic calculations is up to -2.5‰ at 0˚C. 
Webb and Miller (2014) and Eldridge et al. (2019) demonstrated that the equilibrium methane 
clumped-isotope compositions of 13CH3D do not change by more than 0.06‰ from 27 to 327°C 
when PIMC or harmonic partition function ratios are used in their calculations. This is due to 
almost perfect cancellation of nearly identical errors in harmonic partition function ratios of 
clumped methane isotopologues. However, when calculating fractionation factors between 
different species, the error of the harmonic partition function ratios only cancels partially (i.e., 
Fig. 10A). 
This shows that unlike the case for clumped-isotope studies, the cancellation of errors in 
harmonic partition function ratios or PIMC approaches cannot be assumed when dealing with 
equilibrium isotope-exchange reactions between different species. For example, neglecting 
anharmonic and quantum effects accounted for in PIMC calculations leads to significant (up to 
~40‰) errors in calculated theoretical 1000×lnD values for hydrogen isotopes and ~2.5‰ 
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errors in theoretical 1000×ln13 values for carbon isotopes for environmentally relevant 
conditions on Earth’s surface (i.e., at or above 0°C) for the species examined here.
4.5.3 Diagonal Born-Oppenheimer correction 
The effect of the DBO correction on the calculated magnitudes of isotopic fractionations of D/H 
between small molecules has been explored in previous theoretical calculations (Kleinman and 
Wolfsberg, 1973; Bardo and Wolfsberg, 1975; Bardo and Wolfsberg, 1978; Zhang and Liu, 
2018) and compared to experiments for HD-H2O (Bardo and Wolfsberg, 1976) and D2-HCl 
(Postma et al., 1988). To assess whether or not a DBO correction is of importance to an 
exchange reaction involving some atom A, the difference in electron density on A in two 
different molecules must be considered in addition to the mass of A. The DBO correction will 
increase in magnitude as (i) A decreases in mass (i.e., a bigger correction for hydrogen vs. 
carbon); (ii) A is substituted by a heavier isotope (i.e., a bigger correction for T/H vs. D/H, where 
T is tritium); and (iii) A is bonded to electron-withdrawing atoms or groups in one molecule and 
electron-donating in the other (e.g., the correction for H2O/H2 is greater than for CH4/H2). These 
empirical rules follow from the expression for DBO energy correction (see eq. (3) of Valeev and 
Sherrill, 2003).
Our results follow these guidelines. For example, as described in Section 3.3, we find that DBO 
corrections have magnitudes of up to 34‰ on calculated hydrogen fractions for H2O-H2 and 
CH4-H2O but are negligible (<0.5‰) for calculations for hydrogen isotope fractionations for 
CH4-H2 and carbon isotope equilibrium for CH4-CO2 (see Table A3 and A4; Fig. 10A and B). 
Richet et al. (1977) did not employ DBO corrections as they considered them minor for systems 
exchanging atoms other than hydrogen; for exchange of hydrogen isotopes, they argue, the 
corrections computed by Kleinman and Wolfsberg (1973) are poorly constrained such that the 
error on the correction approached the size of the correction. Using modern electronic structure 
theory methods, DBO corrections have been recomputed (Zhang and Liu, 2018) with better 
accuracy (see Table A2). Importantly, the application of these more accurate DBO corrections 
reduces the difference of theoretically derived 1000×lnDH2O(l)-H2(g) values from 24.5‰ to 0.49‰ 
relative to experimental determinations, and from 0.66‰ to 0.56‰ for 1000×ln13CH4(g)-CO2(g) 
values. This agreement suggests that their inclusion does yield more accurate theoretical 
calculations, especially for hydrogen isotopes.
We note that to our knowledge, this work presents the first case in which DBO corrections have 
been included in a path-integral statistical mechanical calculation. Non-Born-Oppenheimer 
effects are typically discussed in the context of non-adiabatic dynamics. The necessity to correct 
the path-integral result for such a small energy difference highlights two important aspects of the 
equilibrium isotope effect: (i) some gas mixtures have DBO corrections up to 6-8 cm-1, large 
enough to confirm the role of these non-Born-Oppenheimer effects on the equilibrium 
distribution experimentally; (ii) path-integral calculations using the best available potential 
energy surfaces are accurate enough to reveal such small energy differences between the 
electronic ground states of small molecules.
4.5.4 Differences in theoretical vs. experimental determinations of equilibrium fractionation 
factors 
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The sensitivity tests and comparisons described in the previous sections indicate the following: 
(i) inclusion of anharmonic and quantum effects via use of the PIMC approach has a significant 
(up to 40‰) effect on equilibrium 1000×lnD values for 1000×lnDCH4(g)-H2(g), 1000×lnDCH4(g)-
H2O(g), and 1000×lnDH2O(g)-H2(g) from 0 to 500°C. (ii) DBO corrections further change the 
computed RPFRs by up to 34‰ for 1000×lnDCH4(g)-H2O(g) and up to -34‰ for 1000×lnDH2O(g)-
H2(g). (iii) RPFRs computed with PIMC for 13C are likely accurate to at least ±3‰; the inaccuracy 
appears to be predominantly due to the electronic structure calculations (i.e., the quality of the 
potential energy surface). (iv) The accuracy bounds for the RPFRs involving hydrogen isotopes 
are more difficult to estimate but are likely <10‰ based on calculations presented in Figures 8 
and 9 and are likewise related to the approximations employed when calculating the potential 
energy surfaces. Higher-level theoretical calculations will be needed to resolve this. 
We observe that when RPFRs for hydrogen isotopes are calculated using PIMC and the DBO 
corrections, we achieve close agreement with experimental observations of DH2O(l)-H2(g) (Fig. 4) 
and DCH4(g)-H2(g) (Fig. 7). In contrast, not including these terms in the computation of DH2O(l)-
H2(g) results in offsets in theoretical calculations relative to experimental observations of ~25‰. 
This indicates that these corrections, which are not always included in theoretical calculations of 
RPFRs, can be important for hydrogen isotope equilibrium calculations. We note that in making 
this comparison between theory and experiment we assume that the experiments are of sufficient 
quality both in precision and accuracy to reflect the true equilibrium isotopic compositions. We 
believe that our equilibrations of CH4 and H2 given the bracketing approach are sufficiently 
accurate and precise for this purpose. This is because the residual of the data to our best-fit line is 
±5.9‰ (1), whereas differences between theoretical treatments can be greater (up to 30‰ for 
harmonic calculations with our reference potential). In contrast, for water-H2 hydrogen-isotope 
equilibrations, experimental results show scatter of >25‰ at given temperatures. This scatter 
makes exact comparisons between experiment and theory more challenging and indicates that 
future experimental equilibrations of H2(g) and H2O(l) using modern techniques will be useful 
for the comparison of experiments and theory.
5. Comparison to environmental data and microbial culture experiments
The purpose of the above calibrations was to establish what equilibrium values for DCH4(g)-H2O(l) 
are at low (<200°C) temperatures in order to examine whether or not methane is found in nature 
in hydrogen isotopic equilibrium with co-occurring waters. As discussed in the introduction, both 
the hydrogen isotopic composition of methane vs. water and carbon isotopic composition of 
methane vs. CO2 have been used previously to infer whether or not methane forms in or out of 
isotopic equilibrium with these other species. For hydrogen isotopes, at temperatures below 
200°C, this has been done in a variety of ways. For example, Stolper et al. (2015) averaged the 
two different theoretical calculations of Richet et al. (1977) for DCH4(g)-H2O(g), which disagree by 
92‰ at 0°C, and combined this average with the calibration of DH2O(g)-H2O(l) from Horita and 
Wesolowski (1994). Wang et al. (2015) extrapolated the calibration of DCH4(g)-H2(g) from Horibe 
and Craig (1995) to lower (<200°C) temperatures and combined this with various experimental 
calibrations of DH2(g)-H2O(l). Okumura et al. (2016) extrapolated the equation for DCH4(g)-H2O(l) 
from Horibe and Craig (1995) to lower temperatures. Finally, Gropp et al. (2021) presented new 
theoretical calculations of DCH4(g)-H2O(g) and combined these with DH2O(g)-H2O(l) from Horita and 
Wesolowski (1994) to find DCH4(g)-H2O(l). These various approaches result in differences of up to 
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~85‰ in the equilibrium value of DCH4(g)-H2O(l) at 0°C. We consider this a conservative estimate 
of the uncertainty of this value prior to the experiments presented above. 
Regardless of this large prior uncertainty in the equilibrium value of DCH4(g)-H2O(l) at low 
temperatures, Stolper et al. (2015), Wang et al. (2015), and Okumura et al. (2016) all found that 
terrestrial and pure-culture systems generally exhibit values farther from methane-water 
hydrogen isotopic equilibrium as compared to marine sedimentary systems. Stolper et al. (2015), 
Wang et al. (2015), Okumura et al. (2016), and Vinson et al. (2017) interpreted these differences 
as being caused by the degree of reversibility in methanogenic pathways as tied to the energy 
available in the environment. However, quantitative descriptions of the degree of disequilibrium 
in these systems and whether or not samples were in fact in equilibrium or simply close was not 
possible given the uncertainties discussed above. 
Additionally, as discussed in the introduction, carbon isotope compositions between methane and 
CO2 in marine sediments are commonly similar to values calculated based on theoretical 
estimates of equilibrium and, on this basis, it has been proposed that methane may form in or 
reach isotopic equilibrium with CO2 in marine sediments (Bottinga, 1969; Yoshinaga et al., 
2014; Meister et al., 2019; Meister and Reyes, 2019; Gropp et al., 2021). 
In the following section we revisit these proposals through a comparison of measured values for 
DCH4(g)-H2O(l) and 13CH4(g)-CO2(g) from environmental or microbial cultures vs. those predicted for 
isotopic equilibrium based on our experimental calibrations for DCH4(g)-H2O(l) (eq. 8) and 
theoretical calibration of 13CH4(g)-CO2(g) as offset to fit experimental data above 200°C (eq. 10). 
Recall that we use  as a measure of isotopic differences and it does not imply a sample is or is 
not in equilibrium (see Section 1.2) unless otherwise noted.
For the environmental data, we compiled measurements of samples with measured 13C values 
of both CO2 and CH4, D values of both liquid water and CH4, and an estimate for the gas’s 
formation temperature. A similar compilation but only for samples from marine settings was 
recently given in Gropp et al. (2021) while comparison of DCH4(g)-H2O(l) vs. 13CH4(g)-CO2(g) with 
values at equilibrium is provided in Okumura et al. (2016) on a more limited dataset. Our 
compilation updates these previous studies expanding on sample sets and explicitly compares 
them to expected values for isotopic equilibrium as a function of temperature. 
For hydrogen isotopes, we only examine systems at temperatures less than 200°C (i.e., those that 
have temperatures that overlap our calibration). For carbon, we include systems above 200°C. 
For samples from low temperature sedimentary or lake settings, the temperature we use is the 
sample collection temperature. For samples from laboratory methanogen cultures, we use the 
experimental temperature. We avoid environmental systems with significant gradients in water 
isotopic compositions (e.g., estuaries or brackish systems). For thermogenic gases, the sampling 
temperature is unlikely to be the gas formation temperature given that thermogenic gases 
typically migrate in the subsurface. Instead, we only include gases with measured clumped-
isotope-based temperatures and we use this as a stand-in for the formation temperature as was 
done in the studies from which these samples were taken — see discussions in Stolper et al., 
(2014b), Stolper et al. (2018) and Thiagarajan et al. (2020) on the validity and basis of this 
assumption.
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We divide samples into six separate categories: marine sediments, terrestrial, coalbed/shale/gas 
field, laboratory cultures grown at high pH2, laboratory cultures grown at low pH2, and 
thermogenic. These divisions are based on previous isotopic classification schemes (e.g., 
Whiticar et al., 1986; Burke, 1993; Stolper et al., 2015; Wang et al., 2015; Okumura et al., 2016; 
Stolper et al., 2018). We note that Okumura et al. (2016) classified environmental samples as 
being either “aged” (i.e., samples from geologic reservoirs) or “young” (i.e., samples from 
culture experiments or natural environments). The marine sediment, terrestrial, and 
coalbed/shale/gas field samples are collected from sediments, bogs, swamps, permafrost, lakes, 
aquifers, and shallow economic reservoirs in which the gas source is thought to be dominantly 
microbial. Both aerobic and anaerobic consumption of methane can occur in these settings which 
can modify the isotopic compositions of the methane and CO2. In order to avoid the effects of 
methane consumption, we exclude samples from terrestrial systems from the top 10 cm of 
sediments or from oxygenated lake waters where aerobic methanotrophy occurs. We also 
exclude samples from marine systems at or above the sulfate-methane transition zone where 
methane oxidation commonly occurs.
Data from laboratory cultures are from pure or enrichment cultures of methanogens grown under 
defined conditions. For these experiments, we only compiled data for hydrogenotrophic 
methanogens (i.e., H2 consuming methanogens). We did not compile data from methylotrophic 
methanogens as the isotopic composition of their produced methane is a function of both the 
source water and source methyl group for hydrogen isotopes and the methyl carbon isotopic 
composition for carbon isotopes. For hydrogenotrophic cultures, we avoid samples in which H2 
with a deuterium label was introduced as such labeling can have a time-dependent effect on the 
D of the resultant methane until the H2 is isotopically equilibrated with the fluid medium 
(Kawagucci et al., 2014; Okumura et al., 2016). When samples from such systems (those that 
used deuterium enriched H2) are used, they are from the final time point of the experiment 
following H2 hydrogen-isotope equilibration with the source water. As discussed above, 
laboratory cultures are divided into two broad categories: high pH2 and low pH2. High pH2 
samples are those grown with head spaces comprised dominantly of H2 and CO2 pressurized at 
over one atmosphere – this is the more common growth technique. Low pH2 cultures are those 
either purposely grown with low pH2 headspaces or grown in co-cultures with fermenting 
organisms that keep pH2 values within a controlled range. This separation is done as it has been 
observed that pH2 levels affect both measured 13CH4(g)-CO2(g) and DCH4(g)-H2O(l) values (Burke, 
1993; Valentine et al., 2004; Penning et al., 2005; Okumura et al., 2016). 
For thermogenic gases, we dominantly relied on the recent compilation of Thiagarajan et al. 
(2020) for samples with measured 13CCH4, 13CCO2, and methane clumped-isotope temperatures 
and do not recompile them here. We filter their data such that samples with 
methane/(ethane+propane) ratios greater than 50 are excluded to avoid samples with potential 
biogenic methane contributions (Bernard et al., 1976), except for unconventional shale gas 
systems where samples are known to be thermogenic. We are aware of only a few samples of 
thermogenic methane with measured clumped-isotope temperatures, measured DCH4 values, and 
measured or estimated DH2O values, and this handful (n = 8) of samples is included here (Wang 
et al., 2015; Giunta et al., 2019). We are not aware of any thermogenic samples where DCH4, 
DH2O, 13CCO2, and 13CCH4 were all measured. 
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In doing these comparisons, many samples have measurements of only some of the parameters 
of interest, i.e., they do not all have measurements of DCH4, DH2O, 13CCO2, 13CCH4 values, and 
environmental/clumped-isotope temperatures. Thus not all samples are comparable in all 
examined spaces. Compiled environmental data is given in Table EA8 and culture data in Table 
EA9. Data references are given in those tables and in the list in Appendix A4.
Before examining the data, we raise and discuss a series of caveats associated with interpreting 
the meaning of observed isotopic differences between CH4 and CO2 or CH4 and H2O from 
environmental samples. First, the CO2, CH4, and H2O in a sample may not be cogenetic. For 
example, the methane may have diffused through sediments and mixed with waters and/or CO2 
unrelated to its formation pathway. In this case, the environmental temperature is also unrelated 
to the gas’s formational temperature. Alternatively, the CO2 may have been added after methane 
generation largely ceased through, for example, dissimilatory or fermentative metabolisms. 
Second, methane formed in isotopic equilibrium with CO2 by methanogens will not necessarily 
exhibit the expected equilibrium isotopic difference between the accumulated methane and the 
remaining CO2. For example, if methane forms in equilibrium within a methanogenic cell and is 
then emitted (but does not equilibrate further), a Rayleigh-like distillation process (Criss, 1999) 
will occur — this is commonly observed in sediments where the 13C of residual CO2 rises due 
to methanogenesis (e.g., Claypool and Kaplan, 1974). During such a process, the carbon isotopic 
difference between methane, which is the accumulated product, and CO2, the residual reactant, 
will not be the value for equilibrium except at the start of the reaction. Furthermore, during 
methanogenesis, fermentation of organic matter, assuming a stoichiometry of CH2O, results in 
the net addition of one mole CO2 for every one mole of CH4 generated, further complicating the 
interpretation of sedimentary 13CCH4 and 13CCO2 values (e.g., Meister et al., 2019). For 
hydrogen isotopes, this is not an issue as there is sufficient water that its isotopic composition 
does not change due to methanogenesis.
Third, in making these comparisons we must assume that isotopic measurements of different 
studies are comparable. Interlaboratory agreement for carbon isotopes of CO2 and hydrogen 
isotopes of water can be achieved via anchoring to internationally available standards. However, 
such standards have not always existed for methane. Exploration of this issue based on 
interlaboratory comparisons (Dai et al., 2012) show that differences for DCH4 of up to 15‰ and 
for 13CCH4 of up to 0.2‰ are routine for the same samples measured in different laboratories.
5.1 Comparison of environmental data to equilibrium isotopic calibrations
We begin with a comparison of hydrogen isotopes by plotting measured 1000×lnDCH4(g/aq)-H2O(l) 
values vs. temperature (°C) for environmental samples and cultures (n = 877) and our 
calibrations for isotopic equilibrium (Fig. 11). Here ‘g/aq’ indicates calculations for methane 
either in the gas or aqueous phase. We include both as we do not know if the environmental 
methane was originally dissolved (aq) or gaseous (g), we compare samples to equilibrium curves 
for methane in both states — these differ by ~4‰ and do not influence any interpretations. A 
few first-order observations can be made from this comparison: (i) All laboratory cultures yield 
methane out of CH4(g/aq)-H2O(l) hydrogen isotopic equilibrium by about 100-400‰ and 
commonly yield values that do not overlap with those from environmental samples — low and 
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high pH2 cultures overlap in values of 1000×lnDCH4(g/aq)-H2O(l), but cultures grown at low pH2 
conditions yield values that are generally elevated (i.e., less negative) than in high pH2 
experiments. (ii) Terrestrial microbial methane samples are typically out of CH4(g/aq)-H2O(l) 
hydrogen isotopic equilibrium by 50 to 200‰. (iii) Microbial marine sedimentary and 
coalbed/shale/gas field gases yield values that overlap with those expected for equilibrium. 
Median deviations from equilibrium are -15‰ and -14‰ for marine sedimentary and 
coalbed/shale/gas field gases respectively. However, the distributions are asymmetric, with more 
values being lower than expected for equilibrium in both cases. (iv) The small number of 
thermogenic gases yield clumped-isotope-based temperatures that are within ~140‰ of the value 
expected for isotopic equilibrium between CH4(g/aq)-H2O(l) with a median difference of -50‰. 
We note that for marine sedimentary samples above 50°C, 1000×lnDCH4(g/aq)-H2O(l) are 
consistently lower than expected for equilibrium. These samples are from deeply buried in 
marine sediments and have warm environmental temperature due to geothermal gradients. If the 
methane was made at shallower depths and lower temperatures and then buried, it would appear 
out of equilibrium at the current temperature in the direction observed (lower value of 
1000×lnDCH4(g/aq)-H2O(l)). This shows one way in which using collection temperatures as a stand-
in for formation temperatures for this exercise can introduce some uncertainty.
Next, we compare 1000ln13αCH4(g/aq)-CO2(g/aq) values vs. temperature for our calibrations vs. 
environmental data and laboratory culture experiments (n = 959) in Figure 12A with a zoom-in 
figure from 0 to 60°C in Figure 12B. Again, as we do not know if the environmental samples of 
methane and CO2 were originally gaseous or dissolved, we provide calibrations for both in the 
gas phase and both aqueous — these calibrations differ by <2‰ over the temperature range 
plotted (0-300°C) and so the distinction is unimportant for our purposes. First order observations 
are as follows: (i) laboratory cultures yield methane out of CH4(g/aq)-CO2(g/aq) carbon isotopic 
equilibrium with 1000ln13αCH4(g/aq)-CO2(g/aq) both above and below the expected value for 
equilibrium. These deviations show no obvious relationship to growth temperature. High pH2 
cultures typically have 1000ln13αCH4(g/aq)-CO2(g/aq) greater than what is expected for isotopic 
equilibrium (but not always), while the handful of cultures grown under low pH2 conditions 
generally (but again not always) exhibit 1000ln13αCH4(g/aq)-CO2(g/aq) less than expected for isotopic 
equilibrium. We note that it has long been observed that 1000ln13αCH4(g/aq)-CO2(g/aq) values of 
pure- culture experiments correlate with pH2 levels, with lower values observed for low pH2 
conditions and higher values for high pH2 conditions (Valentine et al., 2004; Penning et al., 
2005; Okumura et al., 2016; Rhim, 2020). Okumura et al. (2016) previously observed that high 
pH2 conditions yield 1000ln13αCH4(g/aq)-CO2(g/aq) generally greater than isotopic equilibrium and 
low pH2 conditions less than equilibrium. Below we propose an explanation for this. (ii) 
Terrestrial gases largely yield 1000ln13αCH4(g/aq)-CO2(g/aq) values higher than expected for 
CH4(g/aq)-CO2(g/aq) carbon isotopic equilibrium (though some are lower). (iii) Microbial 
coalbed/shale/gas field gases yield 1000ln13αCH4(g/aq)-CO2(g/aq) values that overlap with the those 
expected for formation or attainment of CH4(g/aq)-CO2(g/aq) carbon isotopic equilibrium, but 
show differences from -20 to +46‰ vs. equilibrium. The median difference is 3‰. (iv) Marine 
sedimentary gases yield values of 1000ln13αCH4(g/aq)-CO2(g/aq) that also overlap with those 
expected for equilibrium but extend up to 34‰ above or -20‰ below those expected for 
equilibrium with a median difference of 8‰. (v) Thermogenic gases scatter around the expected 
equilibrium curve (±25‰) in which the temperatures used are measured clumped-isotope 
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temperatures. Thiagarajan et al. (2020) interpreted this as indicating that methane and CO2 
commonly reach isotopic equilibrium in thermogenic systems; we refer the reader to that study 
for further interpretation.
We note that both the marine sedimentary and coalbed/shale/gas field microbial samples yield 
some values of 1000ln13αCH4(g/aq)-CO2(g/aq) that are in what we consider to be fairly close 
agreement (given various uncertainties inherent in this approach) with values expected for 
carbon isotopic equilibrium (within ±10‰) between methane and CO2, but some also show a 
deviation from equilibrium to values higher and lower values than expected. Such deviations 
may indicate formation out of carbon isotopic equilibrium. However, it must be kept in mind that 
this could also result from effects associated with addition of CO2 to sedimentary pore fluids 
with low (-25‰) 13C values following methane generation (which would generally raise 
1000ln13αCH4(g/aq)-CO2(g/aq) values) and semi-closed system behavior in which residual CO2 is 
enriched in 13C due to methanogenesis creating lower 1000ln13αCH4(g/aq)-CO2(g/aq) than expected 
for equilibrium. Precise determinations of 13αCH4(g/aq)-CO2(g/aq) in these systems generally 
necessitate modeling reactions and transport in the sedimentary column at every site (e.g., 
Meister et al., 2019), which is beyond the scope of this work.
Finally, we directly compare measured values of 1000ln13αCH4(g/aq)-CO2(g/aq) vs. 
1000×lnDCH4(g/aq)-H2O(l) from environmental and laboratory culture samples (n = 755) as well as 
the curves expected for isotopic equilibrium (Fig. 13). A similar comparison on a more limited 
environmental data set (using the extrapolation of the equation of Horibe and Craig (1995) for 
1000×lnDCH4(g)-H2O(l) ) is given in Okumura et al. (2016). This space has the advantage that it 
does not require us to assume a gas formation temperature. No thermogenic gases are included as 
we are not aware of any that have measurements of all four isotopic properties. First order 
observations are: (i) Methane from laboratory cultures and terrestrial environments yield 
methane out of combined CH4(g/aq)-CO2(g/aq) carbon and CH4(g/aq)-H2O(l) hydrogen isotopic 
equilibrium and do not appear to plot in the same spaces as other environmental methane 
samples. Additionally, high and low pH2 cultures generally occupy different areas in this field 
mostly due to differences in values of 1000ln13αCH4(g/aq)-CO2(g/aq). For the terrestrial gases there 
appears to be a negative correlation between measured 1000ln13αCH4(g/aq)-CO2(g/aq) and 
1000×lnDCH4(g/aq)-H2O(l). This trend is likely caused by methane being generated in terrestrial 
settings from both acetoclastic and hydrogenotrophic methanogens (e.g., Thauer, 1998). It has 
previously been observed in laboratory cultures that acetoclastic methanogens generally generate 
methane with lower DCH4 values and higher 13CCH4 values compared to methane formed by 
hydrogenotrophic methanogens (as reviewed in Chanton et al., 2004) As such, we expect the 
observed relationship is related in part to relative contributions of methane from various 
methanogenic metabolisms, but with formation occurring out of combined CH4(g/aq)-CO2(g/aq) 
carbon and CH4(g/aq)-H2O(l) hydrogen isotopic equilibrium in either case. (ii) The co-
equilibrium line appears to represent an upper bound for microbial marine sedimentary and 
coalbed/shale/gas field samples. Some samples cluster on the line and many fall below the line; 
few samples are above it. 
5.2 Interpretation of the environmental data.
As has been observed before (Stolper et al., 2015; Wang et al., 2015; Okumura et al., 2016), the 
above examination shows that biogenic terrestrial and microbial culture samples generally 
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appear to be out of carbon and hydrogen isotopic equilibrium with co-occurring CO2 and water. 
Biogenic methane from marine sedimentary and coalbed/shale/gas field systems can also be out 
of isotopic equilibrium with co-occurring CO2 and water, but approach and often have isotopic 
compositions consistent with those expected for equilibrium. Thus the new calibrations 
employed here support previous inferences that methane can form in or attain hydrogen and 
carbon isotopic equilibrium with water and CO2 in the environment in some systems but not in 
others (Stolper et al., 2015; Wang et al., 2015; Okumura et al., 2016). We now outline a 
conceptual model to describe these patterns in the context of the observed deviations from 
equilibrium. 
As proposed in Stolper et al. (2015), Wang et al. (2015), and Gropp et al. (2021), the data above 
can be understood using the conceptual model of Valentine et al. (2004) where the free energy 
available to methanogens dictates the degree of reversibility of enzymes and, as a result, the 
amount of isotope exchange and thus equilibration that occurs between methane and water or 
CO2. Isotopic equilibrium is approached at low free energy gradients when enzymes are fully 
reversible and exchange hydrogen between methane and H2O and carbon between methane and 
CO2 occurs. Isotopic compositions at intermediate and high free energies are controlled a 
combination of equilibrium and kinetic isotope effects in which some steps are wholly or 
partially reversible and others are not — this is indicated schematically at the bottom of Figure 
14 (see also schematic Figure 7 of Valentine et al., 2004, and Figure 6 in Okumura et al., 2016).
We begin with the microbial cultures. Cultures grown under high pH2 conditions exhibit 
1000×lnDCH4(g/aq)-H2O(l) values that are generally lower than expected for isotopic equilibrium 
and 1000ln13αCH4(g/aq)-CO2(g/aq) values greater than expected for isotopic equilibrium (Figs. 13 and 
14). In contrast, cultures grown under low pH2 conditions generally exhibit lower values for 
1000ln13αCH4(g/aq)-CO2(g/aq) that are less than expected for isotopic equilibrium and 
1000×lnDCH4(g/aq)-H2O(l) values that, though also lower than expected for equilibrium, are less out 
of equilibrium in general than high pH2 culture conditions (Figs. 13 and 14). These differences 
emerge as data clusters in Figure 13 for the microbial culture experiments. We propose these 
clusters reflect experimental conditions where specific and different rate-limiting enzymatic 
steps in the methane formational pathway are commonly reached. Based on the framework of 
Valentine et al. (2004), this would indicate that for conditions used in previous experiments, 
methanogens in pure culture exhibit a range of how reversible their enzymes are, but never 
approach full reversibility and thus isotopic equilibrium (Fig. 14). We note that there is a set of 
high pH2 data that also show 1000ln13αCH4(g/aq)-CO2(g/aq) values and 1000×lnDCH4(g/aq)-H2O(l) 
values similar to those of the low pH2 data (from Miller et al., 2018). These samples were grown 
at elevated pH2 but alkaline conditions (pH up to 11.3) such that CO2 concentrations were low in 
the experiments (as compared to typical high pH2 experiments with ~4:1 H2:CO2 headspaces). 
Thus these samples may actually be more comparable to the low pH2 samples in a 
thermodynamic sense where lower free energy gradients are available due to low pCO2 instead 
of low pH2. This is supported by the fact that when methanogens were grown at lower pH (<8), 
they plot in the same area as other more typical high pH2 experiments. Exploration of how 
1000×lnDCH4(g/aq)-H2O(l) and 1000ln13αCH4(g/aq)-CO2(g/aq) values vary as either pH2 or pCO2 are 
varied could help constrain if and how enzymatic reversibility relates to the free energy available 
to methanogens and how these map on to observed isotope effects.
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As discussed above, in microbial culture experiments, 1000ln13αCH4(g/aq)-CO2(g/aq) go from being 
too high compared to equilibrium in high pH2 cultures to too low compared to equilibrium in the 
experiments as pH2 decreases (Figs. 13 and 14) (also noted but not explained by Okumura et al., 
2016), while 1000×lnDCH4(g/aq)-H2O(l) are always lower than expected for equilibrium. We 
propose this indicates that during methanogenesis, changes in the rate-limiting steps and degree 
of reversibility as free energy gradients decrease results in a switch of the kinetic carbon isotope 
effects from one that results in methane that is higher in 13C value relative to CO2 to one that is 
lower as compared to the value expected for isotopic equilibrium. However, this does not occur 
for hydrogen isotopes, which continue to approach equilibrium values from lower 
1000×lnDCH4(g/aq)-H2O(l) values as reversibility increases. Reversible enzymatic carbon and 
hydrogen isotope exchange following this step would then increase both 1000ln13αCH4(g/aq)-
CO2(g/aq) and 1000×lnDCH4(g/aq)-H2O(l) values to their expected equilibrium values. In this 
explanation, 1000×lnDCH4(g/aq)-H2O(l) values monotonically increase in their approach to 
equilibrium as reversibility increases while 1000ln13αCH4(g/aq)-CO2(g/aq) values jump from above to 
below equilibrium and then approach equilibrium as reversibility increases. Quantitative 
modeling of such steps in a metabolic pathway requires knowledge or estimates of equilibrium 
and kinetic isotope effects for all reactions (both forward and reverse) and intermediates 
involved in methanogenesis as a function of temperature and is beyond the scope of this work — 
models that attempt this have been presented by Wang et al. (2015), Cao et al. (2019), and Gropp 
et al. (2021). 
Although terrestrial samples also are generally out of CH4-H2O hydrogen isotopic and CH4-CO2 
carbon isotopic equilibrium, they do not typically display the same range of fractionation factors 
as culture experiments. Instead, their 1000ln13αCH4(g/aq)-CO2(g/aq) values are typically -40 to -85‰ 
and 1000×lnDCH4(g/aq)-H2O(l) values are typically -400 to -250‰ (Fig. 14). As also observed by 
Okumura et al. (2016), these ranges are more similar to those observed in low pH2 experiments, 
though the precise zones occupied in the comparison of 1000ln13αCH4(g/aq)-CO2(g/aq) vs. 
1000×lnDCH4(g/aq)-H2O(l) values for terrestrial vs. laboratory cultures differ. As discussed in 
Section 5.1, this difference is likely due in part to terrestrial samples including contributions of 
methane from a mixture of acetoclastic and hydrogenotrophic methanogens, which express 
different isotope effects when grown in the laboratory. Regardless, these samples, though out of 
isotopic equilibrium with CO2 and water, appear generally closer to isotopic equilibrium with 
CO2 and H2O than high pH2 pure-culture experiments. We take this to indicate that these samples 
show a larger degree of isotopic reversibility than high pH2 pure-culture experiments and are 
thus more similar to low pH2 pure culture conditions (Fig. 14).
In contrast to the terrestrial and pure-culture samples, microbial marine sedimentary and 
coalbed/shale/gas field methane appear to be found, not uncommonly, with isotopic 
compositions consistent with those expected for hydrogen and carbon isotopic equilibrium with 
co-occurring water and CO2. Previous studies have also argued for this (Stolper et al., 2015; 
Wang et al., 2015; Okumura et al., 2016; Meister et al., 2019; Meister and Reyes, 2019). The 
newly presented calibration for equilibrium 1000×lnDCH4(g/aq)-H2O(l) indicates this is correct to 
within ~15‰ (i.e., interlaboratory agreement) as opposed to ~85‰ uncertainties due to previous 
lack of knowledge of what 1000×lnDCH4(g/aq)-H2O(l) was at low temperatures discussed above. 
Additionally, the apparent co-equilibrium for carbon and hydrogen isotopes between methane 
and water and methane and CO2 for some gases supports this observation as well (Fig. 14). The 
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presence of isotopic equilibrium in these settings and disequilibrium in others can be understood 
as follows: in marine sedimentary and coalbed/shale/gas field systems it has been argued (e.g., 
Stolper et al., 2015; Wang et al., 2015; Okumura et al., 2016; Meister et al., 2019; Meister and 
Reyes, 2019) that available organic carbon is less reactive (i.e., less labile) given its transport 
through the water column and sediments where prior consumption by aerobic and dissimilatory 
anaerobic metabolisms has occurred (in the case of marine sedimentary systems) or subsequent 
burial and thermal transformations (in the case of coalbed/shale/gas field systems). Such 
refractory reactants would result in low free energy gradients for methanogens and in turn 
promote enzymatic reversibility and thus isotope-exchange reactions. As discussed in Stolper et 
al. (2018), this contrasts with terrestrial environments where organic matter is more labile and 
thus provides a higher substrate availability to consortia of microbial organisms. This would 
promote higher free energy gradients to methanogens, less reversible enzymes, and thus 
expression of kinetic isotope effects. A similar situation would occur in pure-culture experiments 
with relatively high pH2 levels and use of growth media specifically designed to support the 
rapid growth of organisms and promotion of high free energy gradients for methanogens and 
limited enzymatic reversibility (e.g., Valentine et al., 2004).
An alternative mechanism by which methane could be in hydrogen isotopic equilibrium with 
water and carbon isotopic equilibrium with CO2 is through enzymatic re-equilibration after being 
generated. Specifically, Okumura et al. (2016) argued that methane could be produced out of 
hydrogen isotopic equilibrium by methanogens and then, after formation, later be equilibrated by 
methanogens in sediments. Alternatively, equilibration could occur via the action of anaerobic 
methanotrophs, which are known to catalyze exchange of carbon and hydrogen isotopes between 
methane and water during methane consumption (Holler et al., 2011; Yoshinaga et al., 2014; 
Marlow et al., 2017). It has been proposed that under low free energy conditions, anaerobic 
methanotrophic enzymes (which are thought to be the same as those for methanogens, just 
operating in reverse; Hallam et al., 2004) operate reversibly and can partially equilibrate both the 
carbon isotopes of methane and CO2 (Holler et al., 2011; Yoshinaga et al., 2014) and potentially 
the hydrogen isotopes of methane and water (Stolper et al., 2015). Again, this hypothesis 
requires that low free energy gradients promote isotope-exchange reactions between CH4 and 
CO2 and CH4 and H2O, leading to equilibrium. Young et al. (2017), Giunta et al. (2019), and Ash 
et al. (2019) have all interpreted equilibrium methane clumped-isotope compositions in microbial 
systems as being caused by anaerobic methanotrophs through promotion of hydrogen isotope-
exchange reactions. As such, isotopic re-equilibration of methane by anaerobic methane 
oxidation could also explain both the bulk and clumped-isotope data in marine sedimentary and 
coalbed/shale/gas field data (also see recent experimental data from Ono et al., 2021).
Whether methane forms in or later attains carbon and hydrogen isotopic equilibrium during 
methanogenesis or later via re-equilibration by other methanogens or methanotrophs (or during 
other processes that may be occurring) cannot be determined from the above comparisons (Figs. 
11, 12, and 13). This is because these comparisons can only identify whether the methane is 
currently in equilibrium, not how it reached that equilibrium. Regardless, new calibrations for 
1000×lnDCH4(g/aq)-H2O(l) from this study strongly support previous suggestions that marine 
sedimentary and coalbed/shale/gas field microbial methane can be in hydrogen isotopic 
equilibrium with co-occurring waters while terrestrial and laboratory cultures are not. This same 
pattern emerges for carbon isotopes. 
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Finally, it is important to note that near CH4-H2O and CH4-CO2 hydrogen and carbon isotopic 
equilibrium in biogenic gases from marine sedimentary and coalbed/shale/gas field systems is 
not universal. Numerous samples are found out of isotopic equilibrium. In the context of the 
model presented above, this requires that there is sufficient free energy available that 
methanogens form methane that is close to but not in isotopic equilibrium with co-occurring CO2 
and H2O and, as such, show some degree of irreversibility in one or more steps. This is not 
surprising and would indicate that gradients in carbon lability in marine sediments and 
coalbed/shale/gas field systems exist. As such, comparing hydrogen and carbon isotopes of 
methane vs. what is expected for equilibrium could be used as a probe into the free energy 
available in such systems. 
6. Summary and Conclusions
Experimentally interpolatable calibrations of hydrogen isotopic equilibrium between methane 
and liquid water as a function of temperature prior to this work were only available for 
temperatures above 200°C (Horibe and Craig, 1995). Additionally, theoretical calculations of 
CH4-H2O hydrogen isotopic equilibrium from 0-200°C differ in value by ~160‰ between each 
other and the extrapolation of the experimental calibration of Horibe and Craig (1995) to low 
temperatures. Here we presented an experimental calibration of hydrogen isotopic equilibrium 
for the CH4-H2O(l) system that is interpolatable from 3 to 200°C. This was done by equilibrating 
the hydrogen isotopes of CH4 and H2 using γ-Al2O3 as a catalyst based on a bracketing approach 
and combining this calibration with previous experimental determinations of hydrogen isotopic 
equilibrium between molecular hydrogen and water. We then compared this work both to new 
theoretical calculations of equilibrium hydrogen isotopic fractionation factors in the CH4-H2-H2O 
system using Path Integral Monte Carlo (PIMC) calculations and to environmental data. 
We found that our experimental calibration of 1000×lnDCH4(g)-H2(g) agrees 1:1 with theoretical 
calculations performed using the PIMC approach (with or without the DBO correction). 
Additionally, comparison of previous experimental determinations of 1000×lnDH2O(l)-H2(g) agree 
1:1 within 1 s.e. with our theoretical DBO-corrected PIMC calculations. We investigated 
potential sources of error for the theoretical calculations. It appears that deviations of at least 
~10‰ for theoretical calculations of hydrogen isotope equilibrium between species are plausible 
given changes in both the theoretical level and basis set sizes used to calculate the potential 
energy surface for H2O and CH4, which are then used for the PIMC calculations; these errors are 
challenging to exactly quantify due to a lack of convergence with increasing level of theoretical 
treatment. We note that anharmonicity, quantum effects, and DBO corrections can each 
individually have large effects (up to 34‰ for hydrogen isotopes) on final calculated RPFRs and 
 values, and their inclusion was needed here to yield agreement between theory and 
experiment. Finally, we additionally provided a theoretical calibration of 1000×ln13CH4(g)-CO2(g) 
based on the PIMC method. It agrees with experimental data from 200-1300°C with an average 
offset of 0.56‰.
We compared our experimental calibrations for 1000×lnDCH4(g/aq)-H2O(l) to samples from 
microbial cultures, microbial marine sedimentary, coalbed/shale/natural gas, terrestrial samples, 
and thermogenic gases. We find that microbial culture and terrestrial gases are generally out of 
CH4-H2O(l) hydrogen isotopic equilibrium while microbial marine sedimentary and 
44
coalbed/shale gas systems can be found near isotopic equilibrium. Limited thermogenic data also 
indicates thermogenic gases may form in hydrogen isotopic equilibrium with co-occurring 
waters. A similar set of observations was also made for carbon isotopes between methane and 
CO2.
For microbial systems, we used prior frameworks to interpret these results to be the product of 
the control of free energy availability to microorganisms on whether kinetic or equilibrium 
isotope effects are expressed during methane generation. Specifically, in energy replete 
conditions such as microbial cultures and terrestrial systems, enzymes of methanogenesis operate 
wholly or partially irreversibly and kinetic isotope effects are expressed. In settings where free 
energy gradients are low, the enzymes of either methanogens or anaerobic methanotrophs 
operate reversibly, equilibrating the hydrogen and carbon isotopes of methane with CO2 and 
water either during methane generation or afterwards in the sediments. This indicates that both 
the hydrogen and carbon isotopes of methane are tracers of environmental energy conditions 
under which methane is generated or stored. 
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Figure 1: Published theoretical estimates of equilibrium 1000lnDαCH4(g)-H2O(l) from 0 to 200°C. 
Theoretical estimates are based on calculations of 1000lnDαCH4(g)-H2O(g) that are converted to 
1000lnDαCH4(g)-H2O(l) using the experimental calibration of 1000lnDαH2O(l)-H2O(g) from Horita and 
Wesolowski (1994) — this is noted as ‘+ HW94’ when applied. HC95 (extrapolation) is the extrapolation 
of the equation given in Horibe and Craig (1995) to temperatures below the range of their experiments 
(200-500°C). B69 is Bottinga (1969). R77 is Richet et al. (1977), where (1) refers to the results where the 
excess factor X(CH4) was calculated using a harmonic approximation, while R77 (2) refers to the use of 
an anharmonic approximation in this calculation. LL16 is Liu and Liu (2016) using their notations where 
RPFR are calculations performed assuming a harmonic oscillator approximation while “CPFR” (using 
their terminology) includes higher order corrections for anharmonicity, rotational-vibrational coupling, 
and other terms. G21 M06-L is the M06-L calculated RPFR as presented in Gropp et al. (2021), while 
G21 HCTH is the HCTH calculated RPFR from the same work. B69, R77 (1), and R77 (2) are 4th order 
polynomial fits of 1000lnDαCH4(g)-H2(g) vs. 1/T based on calculated values of RPFRs from the given study.
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Figure 2: Results from the 50°C equilibration experiments conducted with different H2:CH4 
stoichiometries (1:4, 1:2, 1:1, and 2:1) to test for dependencies of 1000lnDαCH4(g)-H2(g) on D: (A) 
1000lnDαCH4(g)-H2(g) vs. DH2 of each experiment and (B) 1000lnDαCH4(g)-H2(g) vs. DCH4 of each 
experiment. Black dotted lines are linear regressions, with slope and standard error given. Grey shading is 
the 95% confidence interval of the fit. Both slopes are within 1 s.e. of zero indicating there is no 
measurable dependence of 1000lnDαCH4(g)-H2(g) on the D value of either H2 or CH4. Error bars are ±1 s.e. 






Figure 3: Experimental CH4-H2 hydrogen isotopic equilibrium data. (A) Final 1000lnDαCH4(g)-H2(g) top-
bracket (downward-facing triangles) and bottom-bracket (upward facing triangles) experiments vs. 
temperature (°C). Arrows indicate the direction 1000lnDαCH4(g)-H2(g) values shifted towards in order to 
equilibrate (i.e., from above or below for top or bottom brackets respectively) and color corresponds to 
the initial 1000lnDαCH4(g)-H2(g) (red is initial gas composition; navy blue is 1°C; purple is 3°C; green is 
15°C; black is -9°C; orange is 230°C). (B) Zoomed in plot of A for 0-60°C. (C) Average of bottom- and 
top-bracket 1000lnDαCH4(g)-H2(g) values vs. 1000/T (K-1) and best-fit quadratic line to the data (eq. 6). ±1 
s.e. error bars are smaller than the points in all cases. (D) Average of bottom- and top-bracket 
1000lnDαCH4(g)-H2(g) values vs. temperature (°C) along with our best-fit quadratic line (eq. 6). Error bars 
are ±1 s.e.





Figure 4: (A) Experimental and theoretical determinations of equilibrium 1000lnDαH2O(l)-H2(g) vs. 1000/T 
(K-1). Theoretical estimates are calculations from Bottinga (1969) (B69); Bron et al. (1973) (BCW73); 
Bardo and Wolfsberg (1976) (BW76); Richet et al. (1977) (R77); and Gropp et al. (2021) (G21 M06-L; 
G21 HCTH). Experimental data are given as averages, as discussed in Section 3.4. Experimental data 
from Suess (1949) (S49) and Cerrai et al. (1954) (C54) were measured as 1000lnDαH2O(g)-H2(g) and 
transformed to 1000lnDαH2O(l)-H2(g) using the experimental calibration of 1000lnDαH2O(l)-H2O(g) vs. 
temperature from Horita and Wesolowski (1994) (HW94). Data from Rolston et al. (1976) (R76) are 
direct experimental determinations of 1000lnDαH2O(l)-H2(g). Two data points from Cerrai at al. (1954) are 
excluded from our fits to the experimental data (red triangles; see discussion in Section 3.5). (B) 
Differences between theoretical calculations and experimental data vs. our PIMC adjusted (‘adj’) best-fit 
line to the experimental data (eq. 8; PIMC + HW94 adjusted). Same legend as (A). This best-fit line was 
found by offsetting the DBO-corrected PIMC calculation (given as PIMC + HW94) with a constant term 
of +0.49‰. Errors for data from Suess (1949 and Cerrai et al. (1954) are as reported in the original study. 
For Rolston et al. (1976), error bars are ±1σ based on replicate measurements, and where not replicated, 
±10‰ as estimated within the reference. (C) Differences relative to the DBO-corrected PIMC adj fit for 
harmonic (‘reference harmonic’ line; see Section 2.5.1), non-DBO-corrected PIMC, and DBO-corrected 
PIMC adj (offset by 0.49‰ to fit the experimental data) fits, as well as experimental data.
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Figure 5: 1000lnDαCH4(g/aq)-H2O(l) vs. temperature from this study and from Horibe and Craig (1995) 
[HC95 (extrapolation)]. Dotted and dashed lines indicate extrapolations beyond experimentally calibrated 
temperatures. 
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Figure 6: (A) Comparisons of determinations of 1000lnDαCH4(g)-H2(g) from this study vs. from Horibe and Craig (1995) (HC95). (B) Experimental 
determinations of 1000lnDαCH4(g)-H2(g) vs. temperature (°C) from this study and Horibe and Craig (1995) (HC95) from 150 to 275°C. Lines are 
linear extrapolations vs. 1/T (K-1) through the given points and are provided as guidance. The 22.9‰ offset between the two studies at 200°C is 
also observed at lower and higher temperatures as seen by the extrapolations. (C) Relative differences of 1000lnDαCH4(g)-H2(g) between various 
theoretical calculations and the extrapolation of HC95 vs. the best-fit line to our data (eq. 6). HC95 (extrapolation) is the extrapolation of the 
equation given in Horibe and Craig (1995; eq. 7 of that study) to temperatures below 200°C; B69 is Bottinga (1969); R77 is Richet et al. (1977), 
where (1) represents and estimate where the excess factor X(CH4) is calculated using a harmonic approximation while R77 (2) indicates an 
anharmonic approximation. G21 M06-L is M06-L calculated RPFR as presented in Gropp et al. (2021), while G21 HCTH is HCTH calculated 
RPFR from the same work. “this study, PIMC” is the polynomial fit to the DBO-corrected PIMC theoretical calculations presented here. For the 
theoretical studies, the presented lines are 4th order polynomial fits of 1000lnDαCH4(g)-H2(g) vs. 1/T based on calculated values of RPFRs from the 
given study. Error bars for experimental points shown are ±1 s.e. and are smaller than the symbol when not shown.
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Figure 7: (A) Comparison of DBO-corrected PIMC theoretical calculations of 1000lnDαCH4(g)-H2(g) vs. our 
experimental results. The best-fit line yields a slope of 0.986 ± 0.009 (1 s.e.) and intercept of 10.99 ± 8.81 
(1 s.e.). Thus, the two are in 1:1 agreement within 2 s.e. (B) Deviations of theoretical calculations vs. 
experimental determinations of 1000lnDαCH4(g)-H2(g) relative to a 1:1 line. Shading indicates 95% 
confidence interval for the linear fit. Y-axis error bars are 1 s.e. error for both PIMC and our experimental 
data propagated in quadrature. 1 s.e. errors smaller than the size of the symbol are omitted (which 







Figure 8: Changes in deuterium (A-C) and 13C (D-E) RPFRs with increasing level of correlation treatment 
at fixed basis set size (aug-cc-pVQZ) within the harmonic approximation, relative to harmonic 
calculations using the reference potentials, denoted as ‘ref’ as described in Section 2.5.1 and given as 0 on 
the y-axis. As noted in Section 4.5.1, y-axis is 1000×ln(RPFRX/RPFRref) in each case, where X is the 
level of correlation treatment used. Note that the RHF treatment is scaled down by a factor of 1/10. We 







Figure 9: Changes in deuterium (A-C) and 13C (D-E) RPFRs with increasing basis set size at the same 
level of theory (CCSD(T)) within the harmonic approximation, relative to harmonic calculations using the 
reference potentials, denoted as ‘ref’ as described in Section 2.5.1 and given as 0 on the y-axis. As noted 
in Section 4.5.1, y-axis is 1000×ln(RPFRX/RPFRref) in each case, where X is the basis set used.
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A B
Figure 10: Differences between PIMC calculations for non-DBO-corrected and DBO-corrected cases 
(given as “+DBOC”) vs. harmonic (‘reference harmonic’) calculations without DBOC. (A) 
1000×lnDCH4(g)-H2(g), 1000×lnDCH4(g)-H2O(g), and 1000×lnDH2O(g)-H2(g) (B) for 1000×ln13CH4(g)-CO2(g). In all 
cases, the same potential energy surface is employed, as described Section 2.5.1.
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Figure 11: Comparison of 1000lnDαCH4(g/aq)-H2O(l) values of environmental and culture samples vs. 
temperature. For coal/bed/shale/gas field, marine sedimentary, terrestrial, and culture samples, methane is 
microbial in origin. Their temperatures are the measured or estimated current environmental or 
experimental temperatures. For thermogenic gases, temperatures are based on measured 13CH3D clumped-
isotope abundances (Wang et al., 2015; Giunta et al., 2019). These are compared to our experimental 
calibrations of 1000lnDαCH4(g)-H2O(l) and 1000lnDαCH4(aq)-H2O(l) vs. temperature. We provide both as we do 
not know whether the environmental methane was originally dissolved or in the gas phase; note that the 
aqueous equation requires extrapolation outside 12 to 51°C. 
66
Figure 12: Comparison of 1000ln13αCH4(g/aq)-CO2(g/aq) values vs. temperature. (B) is a zoom in of (A) from 
0 to 60°C. For coal/bed/shale/gas field, marine sedimentary, terrestrial, and culture samples, methane is 
microbial in origin. Their temperatures are the measured or estimated current environmental or 
experimental temperatures. For thermogenic gases, temperatures are based on measured 13CH3D or 
combined 13CH3D and 12CH2D2 clumped-isotope abundances (Stolper et al., 2014a). We provide 
calibrations for both equilibrium values of 1000ln13αCH4(g)-CO2(g) and 1000ln13αCH4(aq)-CO2(aq) vs. 
temperature. We provide both as we do not know whether the environmental methane and CO2 was 
dissolved or in the gas phase; note that the aqueous equation requires extrapolation outside 20 to 60°C. 
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Figure 13: Comparison of 1000lnDαCH4(g/aq)-H2O(l) vs. 1000ln13αCH4(g/aq)-CO2(g/aq) values. All environmental 
samples are microbial in origin. For equilibrium lines, our various calibrations of 1000lnDαCH4(g/aq)-H2O(l) 
are compared to our calibrations of 1000ln13αCH4(g/aq)-CO2(g/aq). If the calibration of 1000lnDαCH4((g/aq)-H2O(l) 
assumes methane to be aqueous, then the calibration for 1000ln13αCH4(aq)-CO2(aq) is used. If the methane is 
assumed to be gaseous, then the calibration for 1000ln13αCH4(g)-CO2(g) is used. The reticle (crosshair) 
points are values for equilibrium at temperatures from 0 to 125°C at 25°C increments.
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Figure 14: Conceptual illustration of factors controlling relative CH4-CO2 carbon and CH4-H2O(l) 
hydrogen isotopic compositions from environmental and pure culture samples. Box-and-whisker plots of 
data are given in the top two panes along with values expected for equilibrium at 50 and 0°C in the dotted 
horizontal lines — these represent maximum and minimum values for gaseous or aqueous fractionation 
factors, whichever provides the larger range at a given temperature. The environmental settings and our 
interpretations about the free energy available and degree of enzymatically catalyzed isotope-exchange 
reactions are also given. Light arrows indicate more limited exchange relative to heavier arrows.
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±1 ±1 s.e. Final1000lnDαCH4(g)-H2(g)
±1 ±1 s.e.
top 3 -15 1393.2 0.98 33.55 3.8459 0.017 0.010 1347.0 4.5 2.6
bottom 2 n/ae 88f 0.98 335.2 3.7039 0.018 0.013 1309.4 4.9 3.5
top 3 -78 1618.3 2.9 25.12 3.6308 0.020 0.012 1289.4 5.6 3.2
top 3 -9 1376.3 2.9 114.25 3.6348 0.006 0.003 1290.5 1.6 0.9
bottom 2 n/ae 84.6 2.9 24.00 3.6141 0.026 0.019 1284.9 7.3 5.2
bottom 3 n/ae 88f 2.9 694.65 3.6777 0.013 0.008 1302.3 3.5 2.0
top 2 0.98 1309.2 10 26.10 3.4616 0.011 0.008 1241.7 3.1 2.2
bottom 2 n/ae 88f 9.8 26.08 3.4706 0.012 0.009 1244.3 3.6 2.5
top 2 2.9 1276.8 14.6 26.37 3.3080 0.007 0.005 1196.3 2.1 1.5
bottom 2 n/ae 85.9 14.6 142.47 3.3474 0.012 0.008 1208.2 3.5 2.5
top 2 2.9 88f 25.4 53.18 3.1638 0.009 0.006 1151.8 2.8 2.0
bottom 2 n/ae 88f 25.4 71.82 3.1451 0.002 0.001 1145.9 0.6 0.4
top 2 2.9 1295.6 35.4 53.52 2.9600 0.004 0.003 1085.2 1.3 0.9
bottom 3 n/ae 88f 35.4 24.00 3.0007 0.005 0.003 1098.8 1.6 0.9
top 3 14.6 1183.4 50.5 26.00 2.7653 0.022 0.013 1017.2 8.0 4.6
bottom 2 n/ae 79.5 50.5 24.00 2.7548 0.004 0.003 1013.3 1.6 1.1
bottomb 5 n/ae 88f 51.6 24.00 2.7409 0.006 0.003 1008.3 2.3 1.0
bottomb 7 n/ae 88f 51.6 24.00 2.7671 0.011 0.004 1017.8 3.9 1.5
bottom 4 n/ae 88f 51.6 24.00 2.7613 0.014 0.007 1015.7 5.2 2.6
bottom 4 n/ae 88f 51.6 24.00 2.7412 0.013 0.007 1008.4 4.8 2.4
top 2 14.6 1186.2 75.7 25.97 2.4703 0.010 0.007 904.3 3.9 2.7
bottom 3 n/ae 79.9 75.6 22.6 2.4741 0.012 0.007 905.9 5.0 2.9
top 2 2.9 1292.7 100 53.43 2.2930 0.001 0.000 829.8 0.3 0.2
bottom 2 n/ae 88f 99.8 24.00 2.2831 0.005 0.004 825.5 2.3 1.6
top 2 14.6 1184.4 127.5 25.93 2.0725 0.008 0.005 728.7 3.7 2.6
bottom 2 n/ae 96.6 127.3 22.57 2.0620 0.007 0.005 723.7 3.2 2.2
top 2 14.6 1190.8 158.8 25.93 1.8946 0.001 0.001 639.0 0.4 0.3
bottom 4 n/ae 88.6 155.9 22.52 1.9201 0.008 0.004 652.4 4.4 2.2
top 3 18c 1165.4 180.0 24.00 1.8217 0.007 0.004 599.8 4.0 2.3
top 2 18c 1174.8 180.0 24.00 1.8382 0.006 0.004 608.8 3.3 2.3
bottom 2 200.0 575.2 180.0 50.60 1.8361 0.004 0.003 607.6 2.0 1.4
bottom 3 200.0 610.5 180.0 50.60 1.8624 0.005 0.003 621.8 2.4 1.4
top 2 18c 1166.7 200.0 25.07 1.7775 0.001 0.001 575.2 0.6 0.4
topd 2 18c 1172.9 200.0 25.07 1.8416 0.012 0.009 610.6 6.6 4.7
bottom 2 230.0 544.9 200.6 25.02 1.7648 0.003 0.002 568.1 1.5 1.1
bottom, Ni 3 n/a 88f 200.1 336.2 1.7374 0.002 0.001 552.4 1.2 0.7
a n = the number of replicate mass spectrometric measurements of a given experiment
b Some injections yielded peak areas outside calibrated range (see Section 2.4 and Section A1) 
c Temperature estimated from laboratory thermostat; not measured
d Excluded from final 200°C average (see Section 3.2.2)
e No starting temperature; values correspond to starting gas composition
f Not sampled; value assumed
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Table 2: Averages of successful top- and bottom-bracket experiments.




2.9 3.6393 0.009 0.007 1291.8 2.6 1.8
9.9 3.4661 0.006 0.004 1243.0 1.8 1.3
14.6 3.3277 0.028 0.020 1202.3 8.3 5.9
25.4 3.1545 0.013 0.009 1148.8 4.2 3.0
35.4 2.9803 0.029 0.020 1092.0 9.6 6.8
50.9 2.7592 0.009 0.006 1014.9 3.1 2.2
75.7 2.4722 0.003 0.002 905.1 1.1 0.8
99.9 2.2880 0.007 0.005 827.7 3.0 2.2
127.4 2.0672 0.007 0.005 726.2 3.6 2.5
157.4 1.9073 0.018 0.013 645.7 9.4 6.7
180.0 1.8396 0.014 0.010 609.5 7.4 5.2
200.2 1.7643 0.019 0.013 567.8 10.5 7.4
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0.98 1288.4 0.32 1395.2 0.34 -106.7 0.33
2.94 1275.3 0.37 1382.9 0.41 -107.6 0.25
9.9 1232.2 0.51 1341.2 0.48 -109.0 0.32
14.57 1203.6 0.38 1313.6 0.37 -110.0 0.22
25.4 1143.1 0.25 1256.1 0.27 -113.0 0.22
35.4 1091.1 0.31 1205.3 0.30 -114.3 0.29
50.9 1016.0 0.26 1133.5 0.30 -117.4 0.27
75.65 911.4 0.28 1032.0 0.28 -120.6 0.23
99.9 823.0 0.23 945.7 0.22 -122.7 0.25
127.4 736.6 0.22 860.8 0.19 -124.3 0.19
157.35 656.3 0.19 780.9 0.21 -124.7 0.19
180 603.1 0.18 727.9 0.23 -124.8 0.21
200.2 560.7 0.16 685.1 0.18 -124.4 0.16
203.35 554.4 0.16 678.6 0.16 -124.2 0.14
219.88 522.9 0.15 646.9 0.18 -124.1 0.15
264.07 450.2 0.12 571.8 0.13 -121.6 0.13
302.55 397.0 0.14 516.2 0.16 -119.2 0.13
364.58 327.3 0.10 441.8 0.13 -114.6 0.13
407 288.6 0.11 399.4 0.14 -110.8 0.14
458.1 249.9 0.11 356.0 0.12 -106.1 0.13
476.5 237.4 0.09 341.6 0.10 -104.2 0.10
503.4 220.6 0.08 322.3 0.10 -101.7 0.10
a Standard error of the mean for each PIMC calculation is reported here as a measure of statistical 
uncertainty only.
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Table 4: DBO-corrected PIMC calculations of 1000xln13α for carbon isotopic equilibrium
























A1 Instrument linearity corrections
We determined the dependence of D measurements with respect to sample injected size (i.e., 
instrument linearity) by varying the injection volume for both the LBNL internal H2 and CH4 
standards (i.e., those discussed above, of DCH4 = -165‰ and DH2 = -235‰). For CH4 
measurements, peak areas on the mass 2 ion beam between 40 to 110 volt seconds (Vs; the range 
over which CH4 standards were run) showed no statistically resolvable linear dependence of 
DCH4 as a function of peak area for any analytical session. The slopes for each session are as 
follows: February 2019: 0.078 ± 0.040 ‰/Vs (1 standard error (s.e.), n = 18); June 2019: -0.018 
± 0.020 ‰/Vs (1 s.e., n = 25); August 2019: 0.019 ± 0.019 ‰/Vs (1 s.e., n = 22); and November 
2019: -0.008 ± 0.013 ‰/Vs (1 s.e., n = 8). As all slopes are within 2 s.e. of zero, we do not 
perform a linearity correction for DCH4 measurements and we generally inject sufficient 
volumes of CH4 to yield 40 to 110 Vs on the mass 2 ion beam. Samples of experiments where 
this was not possible (n = 7) are noted in Table EA2.
For the H2 standards, we observed a resolvable non-zero linear dependence of measured D 
values on sample injection sizes in two of our sessions. Specifically, D vs. mass 2 peak area 
from 15 to 110Vs (which is the full range explored for H2 standards), the slopes for each session 
are as follows: February 2019: 0.062 ± 0.041 ‰/Vs (1 s.e., n = 11); June 2019: 0.093 ± 0.008 
‰/Vs (1 s.e., n = 18); August 2019: 0.069 ± 0.007 ‰/Vs (1 s.e., n = 20); and November 2019: 
-0.004 ± 0.057 ‰/Vs (1 s.e., n = 4). The slope for both the June and August 2019 sessions is 
beyond 2 s.e. of zero. In order to minimize the influence of the dependence of DH2 on injection 
size, samples were typically injected to produce peak areas within the range of 30 to 80 Vs. 
Using the June 2019 session as an example (the session with the largest slope in absolute 
magnitude), over this range in peak areas, D values are expected to vary by ~4.7‰. Regardless, 
for the June and August 2019 sessions only, we apply a linearity correction as these sessions 
yielded slopes beyond 2 s.e. of 0.
We perform linearity corrections by taking the observed dependence of D vs. injection size 
(peak area) for the standards from a given measurement session and correcting all measured D 
values to the average of standard LBNL peak areas from that session. This correction is 
performed on all Oztech and methane standards before correction of samples to these standards. 
As such, choice of the exact peak area value for the correction is unimportant as it will be 
accounted for during correction based on measured vs. known external standard D values. This 
linearity correction assumes that the linearity effect we observed is independent of D values. 
We verified this by examining whether D values of other standards (DH2 range of -762.61 to -
124.80‰ and DCH4 range of -159.3‰ to +20.0‰) still exhibited a slope for D vs. peak 
area following our linearity correction — differences of up to 90 Vs were examined. Slopes and 
associated error were calculated using a Monte Carlo error propagation scheme that incorporated 
the typical precision of the measurements (2.0‰ for DH2 and 2.3‰ for DCH4) into the error 
calculation for the slope. In all cases these slopes are within 2σ (based on the Monte Carlo 
calculations) of 0, justifying our assumption. 
A2 Fitting of theoretical fractionation factor estimates to experimental data
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Clayton and Kieffer (1991) scaled theoretical calculations of equilibrium fractionation factors as 
a function of temperature to experimental data using a multiplier in order to ensure fits to high-
temperature data yield values of 1000lnα of 0‰ at infinite temperature. We instead chose to 
use constant offset terms in our fitting procedure (Sections 3.4 and 3.6). We considered three 
methods to fit the theoretical fits to experimental determinations of 1000lnDαH2O(l)-H2(g) and 
1000ln13αCH4(g)-CO2(g): (1) a constant offset, (2) a multiplicative term, and (3) both a 
multiplicative and constant offset term. The difference in estimate between the three methods for 
the calculation of 1000lnDαH2O(l)-H2(g) is between -10‰ and +13‰ (relative to using a constant 
offset) over the applicable temperature range (6.7 to 357°C). For 1000ln13αCH4(g)-CO2(g), this 
range is -1 to +3‰. As it is not clear which of these approaches is superior, we elected to use the 
constant offset approach for two reasons. First it preserves the exact predicted theoretical 
temperature dependence. Second, the reason Clayton and Kieffer (1991) use a multiplier term is 
to ensure that theoretical fits of ln go through 0‰ at infinite temperature. However, because 
our fits to the theoretical data are based on 4th order polynomials with respect to 1/T, such a 
requirement (0‰ at infinite T) creates so-called crossovers (O’Neil, 1986) at higher temperatures 
that are not experimentally or theoretically expected. 
A3 Molpro calculations 
We used Molpro Version 2019.2 software package (e.g., Werner et al., 2012; Werner et al., 
2019; Werner et al., 2020) to calculate harmonic frequencies of all four molecules and the 
potential energy surface of molecular hydrogen.
A3.1 Potential energy curve of molecular hydrogen
The one-dimensional potential energy surface of the hydrogen molecule is obtained through 
spline interpolation between a dense set of single point CCSD/cc-pVQZ energy calculations 
between 0.38 and 1.8 Å with an interval of 0.005 Å. We tighten the energy and orbital 
convergence thresholds to 10-16 and leave the other input parameters on standard settings. We 
have also confirmed that larger basis sets (up to aug-cc-pV6Z) do not significantly change 
hydrogen’s vibrational frequency (within ±3 cm-1). Energy outside the computed range is 
approximated by the following fit: 
(A1)𝐸(𝑟) = {𝐸𝑒𝑞 + exp { ―9.56 (𝑟 ― 𝑟𝑜)}, 𝑟 < 0.38 Å 2𝐸𝑒 ― exp { ―1.85 𝑟}, 𝑟 > 1.8 Å  
where energy is in units of Hartree,  is the equilibrium (minimum) energy, 𝐸𝑒𝑞 = ―1.17379647
 is the energy of electron in a hydrogen atom and . The high vibrational 𝐸𝑒 = ―0.5 𝑟𝑜 = 0.23 Å
frequency of hydrogen ensures that the molecule only explores a tight range of molecular 
configurations around the equilibrium geometry, so we do not expect the accuracy of the fit 
above to influence computed RPFRs.
A3.2 Calculations of harmonic frequencies
Since the molecules of interest are standard targets of computations, standard input parameters 
are pre-optimized. Thus, we did not adjust input parameters for the harmonic frequency 
calculations within Molpro. Nevertheless, we confirmed that tighter convergence criteria for the 
RHF, MP2, CCSD, and CCSD(T) numerical gradient methods do not change the resultant 
frequencies (within ±1 cm-1).
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Reference harmonic frequencies (Table EA1) are obtained numerically from a known minimum 
on each of the reference potential energy surfaces (described in Section 2.5.1). We converged the 
frequencies to 0.1 cm-1.
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Figure A1: Results from DBO-corrected PIMC calculations for (A) 1000lnDαCH4(g)-H2(g), (B) 
1000lnDαH2O(g)-H2(g), (C) 1000lnDαCH4(g)-H2O(g), and (D) 1000ln13αCH4(g)-CO2(g) vs. temperature (°C). Lines 
are 4th order polynomial fits to the calculated data points vs. 1/T (K-1). Calculated values are given in 
Tables 3 and 4. The terms for each best-fit line and the associated error is given in Table EA6. 
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Figure A2: 1000ln13αCH4(g)-CO2(g) vs. temperature (°C), showing estimates for 1000ln13αCH4(g)-CO2(g) from 
published experimental fits (Kueter et al., 2019, (K19)), theory (Craig, 1953 (C53); Bottinga, 1969 (B69); 
Richet et al., 1977 (R77); Chen et al., 2019 (C19); Thiagarajan et al., 2020 (T20); Gropp et al., 2021 (G21 
M06-L)), new theoretical calculations done in this study (PIMC (PIMC, adjusted)), and experimental data 
used to adjust the theoretical fits, as discussed in Section 3.8 (Horita, 2001; Kueter et al., 2019). (B): 
Difference between 1000ln13αCH4(g)-CO2(g) from the various studies vs. our adjusted PIMC line. Craig 
(1953) is off scale. Error is 1 s.e.; when not shown, error is smaller than symbol.
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Figure A3: 1000lnDαCH4(g)-H2O(l) vs. temperature (°C) from 200°C to 374°C showing estimate from 
Horibe and Craig (1995) (HC95) using (1) their given 1000lnDαCH4(g)-H2O(l) equation which uses Suess 
(1949) in blue, and also using (2) their equation for 1000lnDαCH4(g)-H2(g) combined with the 
1000lnDαH2O(l)-H2(g) equation determined in this study in green. Plotted in red are black smoker 





Figure A4: (A) 1000ln13αCH4(g)-H2(g) vs. 1000/T (K-1) of the DBO-corrected PIMC polynomial fit from 
this study, experimental data from this study, and experimental data from Horibe and Craig (1995) 
(HC95). (B) Zoom-in showing just HC95 data and the PIMC fit from this study. Note the offset between 
HC95 data and the theoretical line. (C) Difference plot of data from this study and from HC95 relative to 
PIMC calculations from this study. The PIMC calculations were done at the same experimental 
temperatures for both our experimental results and those from Horibe and Craig (1995). Error bars are 1 
s.e.
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Table A1: Diagonal Born-Oppenheimer corrections for the pairs of molecules considered in this 
study. The corrections are computed by Zhang and Liu (2018) and given here in cm-1 units.
a Note that Bardo and Wolfsberg (1976) used 3.8 cm-1 as calculated using the RHF method with double-ζ polarized 
basis set for water and a 54-term wavefunction for hydrogen (Kolos and Wolniewicz, 1964)
Pair of molecules H2O vs H2 (cm-1)
CH4 vs H2 
(cm-1)
CH4 vs H2O 
(cm-1)
CH4 vs CO2 
(cm-1)
 (CCSD/aug-cc-pCVTZ)Δ𝐶 6.384a 0.066 6.450 0.051
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 1000ln DαCH4(g)-H2(g) 
1:4b 5 -675.0 -106.7 2.7409 0.006 1008.3 2.4
1:2c 7 -663.0 -62.4 2.7671 0.011 1017.8 3.9
1:1 4 -630.1 21.3 2.7613 0.015 1015.7 5.3
2:1 4 -575.0 165.0 2.7412 0.012 1008.4 4.5
2:1 3 -570.0 189.0 2.7548 0.022 1017.1 8.0
2:1 2 -569.7 185.4 2.7653 0.004 1013.3 1.6
a n = the number of replicate mass spectrometric injections
b 3 of 5 DH2 and 2 of 5 DCH4 are excluded from the averages presented here on the basis of peak area, see Section 
2.4
c 3 of 7 DH2 and 4 of 7 DCH4 are excluded from the averages presented here on the basis of peak area, see Section 
2.4
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Table A3: Calculated PIMC 1000lnDα values for hydrogen equilibrium
CH4/H2 CH4/H2O H2O/H2
T (°C)
Without DBO With DBO difference Without DBO With DBO difference
Without 
DBO With DBO difference
0.98 1288.1 1288.4 0.3 -140.6 -106.7 33.9 1428.7 1395.2 -33.5
2.94 1274.9 1275.3 0.4 -141.2 -107.6 33.6 1416.2 1382.9 -33.3
9.9 1231.9 1232.2 0.3 -141.7 -109.0 32.7 1373.6 1341.2 -32.4
14.57 1203.3 1203.6 0.3 -142.3 -110.0 32.3 1345.5 1313.6 -31.9
25.4 1142.8 1143.1 0.3 -144.1 -113.0 31.1 1286.9 1256.1 -30.8
35.4 1090.8 1091.1 0.3 -144.3 -114.3 30.0 1235.1 1205.3 -29.8
50.9 1015.7 1016.0 0.3 -146.1 -117.4 28.7 1161.8 1133.5 -28.3
75.65 911.2 911.4 0.2 -147.2 -120.6 26.6 1058.3 1032.0 -26.3
99.9 822.7 823.0 0.3 -147.6 -122.7 24.9 970.3 945.7 -24.6
127.4 736.3 736.6 0.2 -147.4 -124.3 23.2 883.8 860.8 -23.0
157.35 656.1 656.3 0.2 -146.2 -124.7 21.5 802.3 780.9 -21.4
180 602.9 603.1 0.2 -145.3 -124.8 20.5 748.2 727.9 -20.3
200.2 560.5 560.7 0.2 -144.0 -124.4 19.6 704.5 685.1 -19.4
203.35 554.1 554.4 0.2 -143.7 -124.2 19.5 697.9 678.6 -19.3
219.88 522.7 522.9 0.2 -142.9 -124.1 18.8 665.6 646.9 -18.7
264.07 450.0 450.2 0.2 -138.9 -121.6 17.3 588.8 571.8 -17.1
302.55 396.8 397.0 0.2 -135.3 -119.2 16.1 532.2 516.2 -16.0
364.58 327.1 327.3 0.2 -129.1 -114.6 14.6 456.2 441.8 -14.4
407 288.5 288.6 0.1 -124.4 -110.8 13.6 412.9 399.4 -13.5
458.1 249.7 249.9 0.1 -118.8 -106.1 12.7 368.5 356.0 -12.6
476.5 237.3 237.4 0.1 -116.6 -104.2 12.4 353.9 341.6 -12.3
503.4 220.5 220.6 0.1 -113.6 -101.7 11.9 334.2 322.3 -11.9
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Table A4: Calculated PIMC 1000ln13α values for carbon equilibrium
CH4/CO2T (°C)
Without DBO With DBO difference
1.85 -76.87 -77.13 -0.26
11.85 -72.83 -73.09 -0.25
26.85 -67.62 -67.87 -0.24
51.85 -60.08 -60.30 -0.23
76.85 -53.72 -53.92 -0.21
101.85 -48.41 -48.60 -0.20
126.85 -43.82 -44.00 -0.18
176.85 -36.43 -36.59 -0.16
226.85 -30.78 -30.92 -0.14
276.85 -26.29 -26.42 -0.13
326.85 -22.69 -22.82 -0.12
376.85 -19.75 -19.87 -0.11
426.85 -17.31 -17.42 -0.10
476.85 -15.29 -15.39 -0.10
526.85 -13.57 -13.67 -0.09
601.85 -11.50 -11.58 -0.08
801.85 -7.76 -7.83 -0.07
1001.85 -5.56 -5.62 -0.06
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