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Introduction
In the mid 1980’s the mathematician Gromov [3] discovered a very unex-
pected property of canonical transformations (and hence of Hamiltonian mo-
tion). That property, often dubbed the “principle of the symplectic camel”,
seems at first sight to be in conflict with the common conception of Liou-
ville’s theorem; it actually only shows that canonical transformations have a
far more “rigid” behavior than usual volume-preserving mappings. Here is
one description of Gromov’s result (another will be given a moment). Let us
cut a circular hole with radius r in any of the conjugate coordinate planes
qj , pj in phase-space R
2N , and consider a phase-space ball with radius R
larger than r. Clearly, we cannot push the ball through the hole: it is too
big. However, we can always squeeze it through the hole by deforming it
using volume-preserving transformations: conservation of volume does not
imply conservation of shape, and we will be able to turn the ball into, for
instance, a long ellipsoid with smallest half-axis inferior to r and pass it
through the hole. Now, Hamiltonian flows are volume-preserving because of
Liouville’s theorem, and we could therefore hope to use such a flow to per-
form the squeezing of the ball. But Gromov proved that this is impossible
because such a squeezing can never be done if one limits oneself to canonical
transformations (and hence, in particular, to Hamiltonian flows): the prover-
bial camel will never pass through the eye of the needle if it is symplectic!
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Here is an alternative statement of the principle of the symplectic camel; it
has a strong quantum mechanical flavor –although everything is expressed
in classical terms. Consider again a phase-space ball with radius R. Its or-
thogonal projection on any of the phase-space planes qi, pj , qi, qj , or pi, pj is
obviously a circle with area πR2. Suppose now we let a Hamiltonian flow act
on the ball. It will start distorting; after some time it will perhaps occupy
a very large region of phase-space. Some part of this “blob” will thus have
to become very thin, and one can hence expect that the areas of at least
some of the orthogonal projections on the coordinate planes will shrink and
become very small. However Gromov’s theorem implies that the areas of the
projections of the distorted ball on the conjugate planes qj , pj will never de-
crease below their original value πR2! This is of course strongly reminiscent
of Heisenberg’s uncertainty principle1: suppose that we choose R =
√
ℏ; then
the area of the projection of the deformed ball on the conjugate planes will
always remain ≥ 1
2
ℏ as time elapses (see [5] for an explicit derivation of a
“classical” equivalent form Heisenberg inequalities).
Gromov had stumbled onto something big: his theorem has led to a
thriving development of a new field of mathematics, symplectic topology,
which is related to the theory of periodic orbits for Hamiltonian systems (see
[7] and the references therein). The purpose of this Letter is to show that his
principle of the symplectic camel also can be used in physics to cast some new
light on semiclassical quantization, in particular EBK quantization. This is
because the principle of the symplectic camel allows the definition of a new
quantity, the symplectic area, which coincides with the usual notion of area in
the two-dimensional case and can be viewed as a generalization of the notion
of action. We will show that symplectic area is a better candidate than
volume for the quantization of phase space; because it allows to recover the
usual EBK quantum levels for integrable systems by merely assuming that
phase-space is subdivided in “quantum blobs” with symplectic area (n+ 1
2
)h.
1 Symplectic Area
Let Ω be a subset of R2N ( in our applications it will be the interior of an
energy shell H(q, p) = E). We call symplectic radius of Ω, and denote by
RΩ, the supremum of all R ≥ 0 such that the phase-space ball
B(R) : |q − q0|2 + |p− p0|2 ≤ R2
1Especially since the property ceases to hold if qj , pj is replaced by any pair of noncon-
jugate coordinates.
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can be sent inside Ω using arbitrary canonical transformations (not just those
arising from Hamiltonians). By definition, the symplectic area2 of Ω is the
number SA(Ω) = πR2
Ω
. Notice that it can happen that SA(Ω) = 0 (no ball
can be sent inside Ω) or that SA(Ω) = +∞ (every ball, no matter its radius,
can be sent inside Ω). Symplectic area coincides with the usual area in two-
dimensional phase-space R2: the radius of the largest disk that can be sent
inside a surface with area πR2 using canonical transformations is precisely
R (because canonical transformations are just the area preserving mappings
when N = 1, as already remarked before), hence the symplectic area of
this region is just its ordinary area πR2. However, in higher dimensions
symplectic area is not generally directly linked to volume (see however (2)
below). For instance, the symplectic area of a ball B(R) in R2N is obviously
SA(B(R)) = πR2 (1)
while its volume is
VolB(R) =
πNR2N
N !
=
1
N !
(SA(B(R))N . (2)
An essential observation is that symplectic area is a symplectic invariant :
it is conserved by canonical transformations, that is
ϕ canonical =⇒ SA(ϕ(Ω)) = SA(Ω). (3)
One can thus say that while volume is the natural invariant for volume-
preserving mappings, symplectic area is the natural invariant for canonical
transformations.
A noticeable feature of the symplectic area of a ball with given radius
is that it is independent of the dimension of the ambient phase-space (as
opposed to its volume). As the number of degrees of freedom increases, the
volume of a ball B(R) decreases towards zero, while its symplectic area re-
mains equal to πR2. Also, sets with infinite volume can have finite symplectic
areas. Consider for instance the phase-space cylinder Zj(R) with radius R
and based on the conjugate coordinate plane qj, pj : a point (q, p) is inside (or
on) Zj(R) if and only if its j-th coordinates qj and pj satisfy q
2
j + p
2
j ≤ R2.
The cylinder Zj(R) has infinite volume if N > 1 (if N = 1 it is just a circle in
phase-plane), but its symplectic area is πR2. This readily follows from Gro-
mov’s theorem: suppose we could deform, using canonical transformations,
a ball with radius R′ > R so that it becomes a volume Ω fitting inside Zj(R).
2Some authors call it ”symplectic capacity” but we find this denomination slightly
misleading in our context.
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We could then also let Ω ”fall through the hole”” q2j + p
2
j ≤ R2 in the plane
qj , pj; since translations are canonical transformations, and the compose of
two canonical transformations still is canonical, we would thus have violated
the principle of the symplectic camel. More generally, using the fact that
symplectic area is an increasing function of size, we see that any subset Ω of
phase-space containing a ball and which is itself contained in a cylinder Zj
with same radius as the ball will have symplectic area πR2:
B(R) ⊂ Ω ⊂ Zj(R) =⇒ SA(Ω) = πR2. (4)
We said in the Introduction that symplectic area generalizes the notion of
action. Here is why. Suppose that Ω = Ω(E) is bounded by an energy shell
Σ(E) : H(q, p) = E for some smooth Hamiltonian H3. One shows ([2, 7])
that when Ω(E) is both compact and convex, then its symplectic area is
equal to the lower limit of all the action integral calculated along periodic
Hamiltonian orbits on the energy shell Σ(E):
SA(Ω(E)) = inf
γ
∮
γ
pdq (γ p.o. on Σ(E)) (5)
with pdq ≡ p1dq1 + · · · + pNdqN . Moreover, there exists a minimal periodic
orbit γmin for which equality effectively occurs:
SA(Ω(E)) =
∮
γ
min
pdq. (6)
This property (the proof of which is far from being trivial; see [2, 7]) does
not hold in general if one does not assume Ω(E) is compact and connected.
Consider for instance a long “Bordeaux bottle” fitting exactly inside a cylin-
der Zj(R), and whose neck has a smaller radius r < R. The capacity of the
bottle is πR2 in view of (4), but the action of a closed orbit encircling its
neck is πr2 < πR2, contradicting formula (6).
2 “Quantum Blobs” vs. Quantum Cells
The use of hN as the volume of a “quantum cell” in phase-space in statistical
quantum mechanics is justified by inference from a few special cases. It turns
out that the consideration of the same particular cases justifies the following
definition:
3In fact every hypersurface Σ in phase-space can be viewed as an energy shell for some
Hamiltonian: just choose H equal to E near Σ.
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Definition. A quantum blob is any subset of phase space with symplectic
area (n + 1
2
)h, where n is an integer ≥ 0.
Remark 1. Since symplectic area is a symplectic invariant, a quantum blob
will remain a quantum blob in any system of canonical coordinates.
Remark 2. Notice that dimension does not matter in this definition: the
symplectic area of a quantum blob is independent of which R2N we choose to
be a host, as it always is (n+ 1
2
)h. Also, as opposed to a quantum cell, a quan-
tum blob can have infinite volume. For instance, any ball B(
√
(2n+ 1)~) is
a quantum blob, and so are the cylinders Zj(
√
(2n+ 1)~) for j = 1, ..., N ;
the latter have infinite volume as soon as N > 1.
We now make the following “Quantum Blob Ansatz” (QBA):
Ansatz: The only admissible semiclassical motions are those who take place
on the boundary of a quantum blob.
We are going to see that this Ansatz leads, in spite of its simplicity, to the
correct semiclassical quantum levels for all integrable systems. We begin by
showing, as a first application, that it leads to the correct quantum features
of an ensemble of N linear harmonic oscillators with collective Hamiltonian
H =
1
2m
(|p|2 +m2ω2|q|2) =
N∑
j=1
1
2m
(p2j +m
2ω2q2j ). (7)
The energy shell Σ(E) : H(q, p) = E is the boundary of the ellipsoid
1
2m
(|p|2 +m2ω2|q|2) = E (8)
with interior Ω(E). Performing the symplectic change of variables
(qj , pj) 7−→ ((mω)−1/2qj , (mω)1/2pj) (j = 1, ..., N)
in (8) the ellipsoid Σ(E) becomes the ball
ω
2
(|p|2 + |q|2) = E
with radius
√
2E/ω. Since canonical transformations do not affect symplec-
tic areas (see (3)) we have
SA(Ω(E)) = CapB(
√
2E/ω) =
2πE
ω
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and the requirement that Ω(E) should be a quantum blob is thus equivalent
to
2πE
ω
= (n + 1
2
)h.
It follows that the energy can only take the values
E = (n+ 1
2
)ω
h
2π
= (n + 1
2
)~ω
and we have thus recovered the energy levels predicted by quantum mechan-
ics. The volume of the ball B(
√
2E/ω) being related to its symplectic area
by formula (2) we have
VolB(
√
2E/ω) =
1
N !
(
SA(B(
√
2E/ω)
)N
=
1
N !
(
E
~ω
)N
and we hence recover the density of states predicted by statistical mechanics:
g(E) =
∂Vol(E)
∂E
=
(
1
~ω
)N
EN−1
(N − 1)!
where Vol(E) is the volume of B(
√
2E/ω).
3 Quantum Blobs and EBK Quantization
Let us now broaden the discussion to the more general case of arbitrary
N -dimensional integrable systems; the Hamiltonian is H = H(q, p). We
claim that the “quantum blob Ansatz” leads to the semiclassical energy levels
predicted by semiclassical mechanics. We are in fact going to show more,
namely that the Lagrangian manifolds (“invariant tori”) T associated to H
automatically satisfy the EBK quantum condition
1
h
∮
γ
pdq − 1
4
µ(γ) is an integer ≥ 0 (9)
for all loops4 γ drawn on T (µ(γ) is the Maslov index of γ; see e.g [4, 6]).
The semiclassical approximation to the quantum energy is then obtained by
calculating the energy along the classical trajectories of H satisfying (9). The
first step of the proof consists in introducing action-angle variables (φ, I) =
4It is sometimes mistakingly believed that the γ have to be periodic orbits of the
Hamiltonian itself.
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(φ1, ..., φN ; I1, ..., IN). Hamilton’s function becomes K(I) = H(p, q) and the
corresponding equations of motion are
φ˙j =
∂K(I)
∂I
≡ ωj(I) , I˙j = 0 , j = 1, ..., N .
In these coordinates T becomes a new Lagrangian manifold Tφ,I defined by
the condition I = I(0) =constant, and can be parametrized by the angles φj.
The next step is to define a new Hamiltonian function by
K0(I) = ω1(0)I1 + · · ·+ ωN(0)IN
where we have set ωj(0) = ωj(I(0)) for 1 ≤ j ≤ N . The trajectory for K0
passing through (ϕ(0), I(0)) at time t = 0 will lie on Tφ,I . We now make
a new canonical change of variables (φ, I) 7−→ (Q,P ) where the Qj , Pj are
obtained from the φj , Ij as the modified polar coordinates
Qj =
√
2Ij cos φ , Pj =
√
2Ij sinφ.
This transformation brings the Hamiltonian K0 into the form
H0(Q,P ) =
ω1(0)
2
(P 2
1
+Q2
1
) + · · ·+ ωN(0)
2
(P 2N +Q
2
N) (10)
and Tφ,I becomes in these coordinates the torus TQ,P = C1×· · ·×CN , where
the Cj are the circles
Cj : P
2
j +Q
2
j = ωj(0)Ij(0)
lying in the Qj, Pj plane. Let now γ be an orbit for the Hamiltonian H0,
starting from some point of TQ,P . That orbit will not only wind around TQ,P
but also around each cylinder Zj(
√
ωj(0)Ij(0)); in view of the quantum blob
Ansatz that cylinder must be a quantum blob if the motion is semiclassically
admissible, and hence
πωj(0)Ij(0) = (nj +
1
2
)h (11)
for some integer nj ≥ 0. Choose a topological basis ǫ′1, ..., ǫ′N of TQ,P consist-
ing of the circles Cj parametrized as Qjk(t) = Pjk(t) = 0 if k 6= j and
Qjj(t) = ωj(0)Ij(0) cos t , Pjj(t) = ωj(0)Ij(0) sin t ( 0 ≤ t ≤ 2π)
for j = 1, ..., N ; we have∮
ǫ′
j
PdQ =
∮
ǫ′
j
PjdQj = (nj +
1
2
)h. (12)
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Returning to the original coordinates q, p and denoting by ǫ1, ..., ǫN the topo-
logical basis ǫ′
1
, ..., ǫ′N expressed in these coordinates, we finally get∮
ǫj
pdq =
∮
ǫ′
j
PdQ = (nj +
1
2
)h
since action integrals around loops are invariant under canonical transforma-
tions. Hence
∮
γ
pdq =
N∑
j=1
νj
∮
ǫj
pdq = h
N∑
j=1
νjnj +
1
2
h
N∑
j=1
νj ; (13)
since the Maslov index is, by definition,
µ(γ) = 2
N∑
j=1
νj
formula (13) implies that
1
h
∮
γ
pdq =
1
4
µ(γ) + integer
which is precisely the announced EBK condition (9).
4 Concluding Remarks
All the existing proofs of Gromov’s theorem are difficult and make use of
sophisticated mathematical techniques. It is probably the reason why it has
taken two hundred years after Lagrange5 wrote down “Hamilton’s equations”
to discover the principle of the symplectic camel! We refer to [2, 3, 7, 9] for
detailed proofs; a heuristic justification is given in [4].
In the present state of the art symplectic areas are very difficult to cal-
culate explicitly, outside a few particular cases (one of which being the sit-
uation of the double inclusion (4)). The notions introduced in this Letter
might therefore be for the moment of a more theoretical than practical value.
We hope that they might provide some insights in related fields of current
research such as Bose-Einstein condensation (in which we obtain a single
quantum state: for a BEC the notion of “number of particles” does not
make sense, so it might be viewed as a gigantic quantum blob immersed
5We recall that Lagrange proposed the letter H in his Me´chanique Analytique to honor
Huygens –not Hamilton who still was in his early childhood at that time!
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in some (indefinite dimensional) phase space), or in a better understanding
of the Casimir effect (which is related to renormalization questions for the
ground energy levels). A natural, less grandiose, application would of course
be to find out whether the quantum blob Ansatz would be of some utility
in the study of semiclassical quantization of non-integrable Hamiltonian sys-
tems. This is plausible, because symplectic area seems to be related to the
notion of adiabatic invariance, and one could then envisage applying it to the
method of adiabatic switching (see [8]; also [1] in the context of ergodicity).
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