The distributions of the largest and the smallest eigenvalues of a p-variate sample covariance matrix S are of great importance in statistics. Focusing on the null case where nS follows the standard Wishart distribution Wp(I, n), we study the accuracy of their scaling limits under the setting: n/p → γ ∈ (0, ∞) as n → ∞. The limits here are the orthogonal Tracy-Widom law and its reflection about the origin.
Introduction
Understanding the behavior of the extreme eigenvalues of a sample covariance matrix S is important in a large number of multivariate statistical problems. As an example, consider one of the most common inference problems: testing the null hypothesis that the population covariance is identity. Roy's union intersection principle [29] suggests that we reject the null hypothesis for large values of the largest eigenvalue of S (or for small values of the smallest eigenvalue). Naturally, the next question is: How should the p-value be calculated?
To address this issue, and many others, it is necessary to examine the null distributions of the extreme sample eigenvalues. In this paper, we restrict ourselves to the Gaussian framework. In particular, let X be an n × p data matrix whose row vectors are i.i.d. samples from the N p (0, I) distribution. The p× p matrix A = X ′ X then follows a standard Wishart distribution: A ∼ W p (I, n), and is called a (real) white Wishart matrix. The The exact evaluation of the marginal distributions of these eigenvalues is difficult, even in the null case considered here. See, for example, Muirhead [24] , Section 9.7. An alternative approach is to approximate them by their asymptotic limits. For the problem we are concerned with, Anderson [2] , Chapter 13, summarized the classical results under the conventional asymptotic regime: p holds fixed and n tends to infinity.
However, for a wide range of modern data sets (microarray data, stock prices, weather forecasting, etc.), the number of features p is very large while the number of observations n is much smaller than or just comparable to p. For these situations, the classical asymptotics is not always appropriate and different asymptotic theories are needed. Borrowing tools from random matrix theory, especially those established by Tracy and Widom [32] [33] [34] , Johnstone [15] showed that under the asymptotic regime p → ∞, n = n(p) → ∞ and n/p → γ ∈ (0, ∞),
the largest eigenvalue λ 1 in A has the weak limit
where the centering and scaling constants are defined as
Here F 1 denotes the orthogonal-Tracy-Widom law [33] , the scaling limit of the largest eigenvalue in real Gaussian Wigner matrices. Slightly prior to [15] , as a by-product of his analysis on the random growth model, Johansson [14] proved that the scaling limit for the largest eigenvalue in the complex white Wishart matrix is the unitary Tracy-Widom law F 2 . Recently, El Karoui [9] extended the asymptotic regime (1) to include the cases where n/p → 0 or ∞. For the smallest eigenvalue, when γ > 1, Baker et al. [3] showed that the reflection of F 2 about the origin is the scaling limit for complex Wishart matrices, and Paul [28] gave the Tracy-Widom limits in the case where n/p → ∞ for both complex and real Wishart matrices. Although this type of asymptotic result has emerged only recently in the statistics literature, it has already found its relevance to applications with modern data. For instance, based on (2), Patterson et al. [27] developed a formal procedure for testing the presence of population heterogeneity with SNP (single nucleotide polymorphism) data.
From a statistical point of view, to inform the use of any asymptotic result in practice, we need to understand how closely the asymptotic limit approximates the finite sample distributions. In the motivating example, this dictates the accuracy of the nominal pvalue.
In this paper, we first establish a rate of convergence result for the Tracy-Widom approximation to the distribution of the rescaled largest eigenvalue, but with more carefully chosen constants than (3) . Set a ∧ b = min(a, b) and m ± = m ± modifying the centering and scaling constants to µ n,p = (
results in better approximation. The difference between the distribution of (λ 1 − µ n,p )/σ n,p and F 1 reduces to the 'second order', being O((n ∧ p) −2/3 ) rather than O((n ∧ p) −1/3 ), that would apply by using (3) . See Theorem 1. Numerical work in Section 2.2.1 suggests that the improvement is substantial.
Further assuming γ > 1 in (1), we find that, with a log transform, the scaling limit of log λ p is the reflected Tracy-Widom law G 1 (defined by G 1 (s) = 1 − F 1 (−s)) [28] . Moreover, with appropriate rescaling constants, the accuracy of the limit also reaches the second order: O(p −2/3 ). See Theorem 2 and Section 2.2.2. In the literature, El Karoui [10] established a parallel result for Johansson's theorem for the largest eigenvalue on the complex domain and Choup [6] studied the same problem via an Edgeworth expansion approach. Recently, Johnstone [16] obtained both scaling limit and convergence rates for the extreme eigenvalues of an F -matrix, on both complex and real domains. As is usual in the Random Matrix Theory literature, results on the real domain are founded in part on those for complex data but require significant additional constructs and arguments. This is explained for our setting in Sections 3 and 4.
The rest of the paper is organized as follows. In Section 2, we present theorems for both the largest and the smallest eigenvalues, together with supporting numerical results, related statistical settings, a real data example and a brief discussion. Section 3 proves the theorem on the largest eigenvalue and Section 4 sketches the proof of the one on the smallest eigenvalue. Finally, Section 5 establishes necessary Laguerre polynomial asymptotics, which is first used without proof in Section 3. Technical details are collected in the Appendix.
Main results and their applications
In this section, we first state two main theorems of this paper, which are concerned with the convergence rates of the largest and the smallest eigenvalues in finite Wishart matrices to their Tracy-Widom limits. The theorems are then complemented and further justified by a series of numerical experiments, in which the Tracy-Widom approximation is reasonably good even when n and/or p are as small as 2. After that, we review several related statistical settings and consider a real data example. Finally, we end the section with a brief discussion.
Main theorems
We begin with the largest eigenvalue, for which we have the following rate of convergence result. Theorem 1. Let A ∼ W p (I, n) with n = p and λ 1 its largest eigenvalue. Define (µ n,p , σ n,p ) as in (4) . Under condition (1), for any given s 0 , there exists an integer N 0 (s 0 , γ), such that when n ∧ p ≥ N 0 (s 0 , γ) and is even, for all s ≥ s 0 ,
where C(·) is continuous and non-increasing.
We also obtain an analogous result for the smallest eigenvalue. Refine condition (1) to
Define µ
, and let
Then we have the following theorem.
Theorem 2. Let A ∼ W p (I, n) with n − 1 ≥ p and λ p as its smallest eigenvalue. De- (6) . Under condition (5), we have
with G 1 (s) = 1 − F 1 (−s), the reflected Tracy-Widom law. In addition, for any given s 0 , there exists an integer N 0 (s 0 , γ), such that when p ≥ N 0 (s 0 , γ) and is even, for all s ≥ s 0 ,
While we only prove rigorous bounds for even p, numerical experiments show that the approximation works just as well in the odd case, and for the largest eigenvalue, also in the square case. See Tables 1 and 2 .
Numerical performance
An important motivation for the current study is to promote practical use of the TracyWidom approximation. To this end, we conduct here a set of experiments to investigate its numerical quality.
The largest eigenvalue
Distributional approximation We first computed the empirical cumulative probabilities of λ 1 (after rescaling), at a collection of F 1 percentiles, using R = 40 000 replications. This is done for three different categories of (n, p) combinations: (1) the square case, Table 1 . Simulations for finite n × p vs. Tracy-Widom limit: the largest eigenvalue. For each (n, p) combination, we show in the first row empirical cumulative probabilities for λ1, rescaled by (4) , and the second row, with parentheses, rescaled by (3), both computed from R = 40 000 repeated draws from Wp(n, I) using the method in [7] . Conventional significance levels are highlighted in bold font and the last row gives approximate standard errors based on binomial sampling. F1 was computed by the method in [8] where n = p = 2, 5, 25 and 100; (2) the rectangular case, where p = 2, 5, 25 and 100 and n/p is fixed at 4:1; (3) the 'thin' case, where p = 5 and 10 but n/p could be as high as 100:1 and 1000:1. In some sense, this category could also be thought of as in the situation where n/p → ∞ as discussed in [9] . For comparison purpose, we rescaled λ 1 using both the new constants (4) and the old ones (3). The results are summarized in Table 1 . Numerical accuracy with the new constants could be viewed from two aspects. First, for the conventional significance levels of 10%, 5% and 1% that correspond to right tails Table 2 . Simulations for finite n × p vs. Tracy-Widom limit: the smallest eigenvalue. For each (n, p) combination, empirical cumulative probabilities are computed for (log λp − ν − n,p )/τ − n,p using R = 40 000 draws from Wp(I, n). Methods for sampling, computing F1 and obtaining percentiles are the same as in Table 1 of the distributions, the approximation looks good even when p is as small as 2! In addition, it improves as p becomes larger and starts to match the finite distributions almost exactly when p is no greater than 25. See the last three columns of Table 1 . Second, when p is large, for instance, in the 100 × 100 and 400 × 100 cases, F 1 provides reasonable approximation over the whole range of interest. As regards the comparison between different rescaling constants, neither choice seems superior to the other in the square cases (see the first block of Table 1 ). However, when the ratio n/p is changed to 4:1 or higher (see the second and the third blocks), the improvement by using new constants (4) is self-evident.
As a remark, better performance on right tails and improvement by using the new constants, as reflected in this simulation study, agree well with the mathematical statement in Theorem 1.
Approximate percentiles We can also use F 1 to calculate approximate percentiles for the finite distributions, whose accuracy can be measured by the relative error r α = θ T W α /θ α − 1. Here, θ α is the exact 100αth percentile of the rescaled largest eigenvalue in the finite n × p model and θ
T W α
is its counterpart from F 1 . In Figure 1 , we plot r α for α = 0.95 and 0.99, with p ranging from 2 to 5 and n from 2 to 50. Although n ∧ p is no greater than 5, the approximation is reasonably satisfactory. For the 95th percentile, |r 0.95 | ranges from 5% to 10% for most cases and slightly exceeds 10% only when p = 2 and the n/p ratio is high. The approximation works even better for the 99th percentile, with |r 0.99 | ≤ 5% for most cases. Due to computational limitation [20] , we could not obtain exact percentiles when n and p are large. We expect the approximate percentiles to become more accurate as a consequence of better distributional approximation.
(a) (b) Figure 1 . Plots of relative errors rα for approximate percentiles using F1: (a) 95th percentile; (b) 99th percentile. Exact finite n × p distributions are computed in MATLAB using Koev's implementation [20] and F1 is computed using the method in [8] . The percentiles are obtained from inverse interpolation.
The smallest eigenvalue
For the smallest eigenvalue, we perform a simulation study to investigate the distributional approximation. We chose two n/p ratios: 2:1 and 4:1, both with p = 2, 5, 25 and 100. For each (n, p) combination, we used R = 40 000 replications. The simulation results shown in Table 2 demonstrate similar performance as in the case of the largest eigenvalue and agree well with Theorem 2.
Related statistical settings
Here, we review several settings in multivariate statistics to which our results are applicable. Throughout the subsection, we only use the largest eigenvalue to illustrate.
Principal component analysis
′ is a Gaussian data matrix. Write the sample covariance matrix S = (n − 1) −1 X ′ HX, where H = I − n −1 11 ′ is the centering matrix and principal component analysis (PCA) looks for a sequence of standardized vectors a 1 , . . . , a p in R p , such that a i successively solves the following optimization problem:
where a 0 is the zero vector. Then, successive sample eigenvaluesl 1 ≥ · · · ≥l p satisfŷ ℓ i = a ′ i Sa i . One basic question in PCA application is testing the hypothesis of isotropic variation, that is, the population covariance matrix Σ = τ 2 I. For simplicity, assume that τ 2 = 1
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(otherwise we divide S by τ 2 ). Then (n − 1)S ∼ W p (I, n − 1). The largest eigenvaluel 1 of S is a natural test statistic under the union intersection principle. Our result applies to (n − 1)l 1 . If τ 2 is unknown, we could estimate it by tr S/p. See [25] .
Testing that a covariance matrix equals a specified matrix
′ has as its row vectors i.i.d. samples from the N p (µ, Σ) distribution. We want to test the hypothesis H 0 : Σ = Σ 0 , where Σ 0 is a specified positive definite matrix.
Suppose µ is unknown, and let S = (n − 1) −1 X ′ HX be the sample covariance matrix. The union intersection test uses the largest eigenvalue of Σ
Singular value decomposition
For X a real n × p matrix, there exist orthogonal matrices U (n × n) and V (p × p), such that
where
This representation is called the singular value decomposition of X [13], Theorem 7.3.5, with d i the ith singular value of X. Theorem 1 then provides an accurate distributional approximation for d 2 1 when the entries of X are independent standard normal random variables.
The score data example
We consider now the score data example extracted from [23] . The data set consists of the scores of 88 students on 5 subjects (mechanics, vectors, algebra, analysis and statistics). Taking account of centering, we have n = 87 and p = 5.
One might expect that there are several common factors that determine the students' performance on the tests. Moreover, one might assume that the joint effects of the common factors are observed in isotropic noises, in which case the covariance structure of the scores (after proper diagonalization) follows a spiked model Σ = τ 2 Σ m , where
is the saturated model and is indistinguishable from Σ = τ 2 Σ 5 .) To determine m, we are led to test a nested sequence of hypotheses H k : Σ = τ 2 Σ m with some m ≤ k, for 0 ≤ k ≤ 3. To compute the p-value of testing H k , we could (i) estimate τ 2 byτ 2 p−k as the mean of the p − k smallest sample eigenvalues; (ii) construct the test statistic as
Step (iii) is justified as follows. Let L(λ j |n, p, Σ) denote the law of the jth largest sample eigenvalue of a W p (n, Σ) matrix. By the interlacing properties of the eigenvalues [13] , Theorem 7.3.9 (see also [15] , Proposition 1.2), L(λ 1 |n, p − m, I p−m ) could be used to compute the conservative p-value for the null distribution L(λ k+1 |n, p, Σ m ) for all k ≥ m, which is further approximated by F 1 . We summarize the values of T k and the corresponding p-values in Table 3 .
From Table 3 , we could see a noticeable difference between the values of T k and the corresponding p-values by using different rescaling constants. The p-values obtained from the new constants are typically smaller than those from the old constants. Noting that the p-values are already conservative, the new constants (4) prevent further unnecessary conservativeness that would otherwise be caused by the old constants in this example.
Discussion
We discuss below two issues related to our results.
Log transform
One notable difference between Theorems 1 and 2 is the logarithmic transformation of the smallest eigenvalue before scaling.
Indeed, for the largest eigenvalue, a similar O(N −2/3 ) convergence rate can be obtained for the distribution of (log λ 1 − ν n,p )/τ n,p , with ν n,p = log(µ n,p ) and τ n,p = σ n,p /µ n,p . However, when n or p is small, its numerical results are not as good as those obtained from direct scaling. In comparison, for the smallest eigenvalue, the transform yields substantial numerical improvement. Therefore, we recommend the log transform for the smallest eigenvalue.
As no theoretical analysis justifying the choice of the transform is currently available, we attempt some heuristics in the following. First, observe that sample covariance matrices are positive semidefinite. So, for λ p , the hard lower bound at 0 truncates the left tail of its density function on any linear scale, and hence obstructs the asymptotic approximation by G 1 that is supported on the whole real line. However, by a map x → log x, we map the support to the whole real line and avoid the 'hard edge' effect. The largest eigenvalue does not necessarily benefit from this transform, for it is on the 'soft edge', that is, the right edge of the covariance matrix spectrum, which does not have a deterministic upper bound. Such heuristics are supported by related studies on Gaussian Wigner matrices [17] and F -matrices [16] .
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There have been works on the numerical evaluation of the Tracy-Widom distributions [4, 5, 8] and the exact finite n × p distributions of the extreme eigenvalues [19, 20] . In addition, the author and colleagues have developed an R package RMTstat [18] that is intended to provide an interface for using the Tracy-Widom approximation in multivariate statistical analysis.
The largest eigenvalue
This section is devoted to the proof of Theorem 1. We use the operator norm convergence framework developed in [35] , for the joint eigenvalue distribution of white Wishart matrices is essentially the same as the Laguerre orthogonal ensemble in random matrix theory (RMT).
In the proof, we first give the determinantal representations for the finite and limiting distribution functions and work out explicit formulas for related kernels, in which Widom's formula (12) plays the central role. Then, a Lipschitz-type inequality shows that the difference in determinants is bounded by the difference in kernels. The representation of the finite sample kernel involves weighted generalized Laguerre polynomials, while that of the limiting kernel uses Airy function. A decomposition of the kernel difference then enables us to transfer bounds on the convergence of Laguerre polynomials to Airy function to bounds on the kernel difference and eventually to bounds on the difference of the probabilities.
Determinantal laws
Following RMT notational convention, we replace the dimension parameter p of a white Wishart matrix A by N , and use x i instead of λ i to denote its eigenvalues. Henceforth, we assume that N is even, n = n(N ) ≥ N + 1 and n/N → γ ∈ [1, ∞) as N → ∞. The cases γ ∈ (0, 1] are easily obtained by interchanging n and N .
In the RMT literature, for an integer N ≥ 2 and any α > −1, the Laguerre orthogonal ensemble with parameters N and α, denoted by LOE(N, α), refer to joint eigenvalue densityp
If further α is a non-negative integer, (7) matches the density function of ordered eigenvalues
Henceforth, we identify the LOE(N, α) model with eigenvalues of A ∼ W N (I, n) by (8) .
Thinking of α and n as functions of N , in what follows we sometimes drop explicit dependence of certain quantities on them.
For LOE(N, α), [34] , Section 9, features the following determinantal formulã
Here χ = 1 x>x ′ and K N is an operator with 2 × 2 matrix kernel
In L, ∂ 2 is the differential operator with respect to the second argument, ε 1 is the convolution operator acting on the first argument with the kernel ε(x − y) = 1 2 sgn(x − y) and T K(x, y) = K(y, x) for any kernel K.
To give an explicit formula for S N,1 , introduce the generalized Laguerre polynomials {L [36] derived a formula for S N,1 , which can be rewritten in a form more convenient to us [1] , equation (4.3), as
where S N,2 is the unitary correlation kernel
, and define as in [10] , Section 2, functions
ψ(x; α) = (−1)
Write a ⋄ b for the operator with kernel (a ⋄ b)(x, y) = ∞ 0 a(x + z)b(y + z) dz. Then S N,2 has the integral representation [10, 15] 
By [31] , equations (5.1.13) and (5.1.14), the second term on the right-hand side of (12) equals
Hence, we obtain
with S N,2 (x, y) given in (14) . Together with (9) and (10), this gives the determinantal representation of the finite sample distribution on the original scale. The Tracy-Widom limit has a corresponding determinantal representation [35]
where f = 1 s>s ′ and the operator K GOE has the matrix kernel
Introduce the right tail integration operatorε as in [16] , where (εg)(s) =
is the Airy kernel, and Ai(·) is the Airy function ( [26] , page 53, equation (8. 01) ).
Let
Ai, and define matrix operators
We can write K GOE in a compact form as
Rescaling the finite sample kernel
Under the current RMT notation, the rescaling constants (4) are translated to
Introduce the linear transformation τ (s) = µ n,N + sσ n,N and let
, that is, the largest eigenvalue of A ∼ W N (I, n), rescaled by (19) .
Define the rescaled kernelK τ as
Since K N andK τ share the spectrum,
To work out a representation forK τ , apply the τ -scaling to φ, ψ and S N,2 to define
and
Then we obtain from (15) that
This, together with (10) and (20), leads tō
Observe that det(I −K τ f ) remains unchanged if we divide the lower left entry by σ n,N and multiply the upper right entry by σ n,N . Thus, we obtain
with
To match the representation (18) of K GOE , and to facilitate later arguments, it is helpful to rewrite LS R τ , and hence K τ , usingε. To this end, observe that ψ τ = 0 and let
By the identity (εg)(s) = g − (εg)(s), we obtain εφ τ = β N −εφ τ and εψ τ = −εψ τ , and so
. Since 2(ε 1 +ε 1 ) equals integration over R in the first argument and ψ τ = 0, we obtain
The second equality holds, for (
Generalized Fredholm determinants
For any fixed s 0 ∈ R, we are interested in the convergence rate of
In what follows, we show that this relies on the operator convergence of K τ to K GOE .
First, we note that the determinants in (9), (16) and (24) are not the usual Fredholm determinants (see, e.g., [21] for an introduction to the Fredholm determinant), as the ε term on the lower-left position of the matrix kernels is not of trace class. Tracy and Widom [35] first observed the problem and proposed a solution by introducing weighted Hilbert spaces and regularized 2-determinants, which we adopt here.
Consider the determinant in (9) . Letρ be a weight function such that (1) its reciprocal
is Hilbert-Schmidt and K N can be regarded as a 2 × 2 matrix kernel on the space
). In addition, by the second condition onρ, the diagonal elements of K N are trace class on
For a Hilbert-Schmidt operator T with eigenvalues µ k , its regularized 2-determinant [12] is defined as det 2 
If the diagonal elements of T are trace class, then we define the generalized Fredholm determinant for T as
As remarked in [35] , the definition (28) is independent of the choice ofρ and allows the derivation in [34] that yields (9), (10) and eventually (15) . Change the domain to (s ′ , ∞) with s ′ = τ −1 (x ′ ) and the weight function to ρ =ρ • τ , and abbreviate L 2 ((s ′ , ∞); ̺) as L 2 (̺) for any suitable ̺. Then, K τ and K GOE are members of the operator class A of 2 × 2 Hilbert-Schmidt operator matrices on
) with trace class diagonal entries. Definition (28) and previous derivations in Section 3.2 remain valid.
In order to make the latter argument more explicit, it is convenient to make a specific choice of the weight function ρ. In particular, on the s-scale, we choose
This implies that on the x-scale, we specify the weight functionρ = ρ • (τ −1 ) as
It is straightforward to verify that the required conditions are all satisfied.
With rigorous definition of the determinants, we now relate the convergence of F N,1 to F 1 to that of K τ to K GOE . First of all, simple manipulation leads to
To bound the difference between the determinants, we have the following Lipschitz-type inequality. Here and after, · 1 and · 2 denote the trace class norm and Hilbert-Schmidt norm, respectively. Proposition 1. Let A, B ∈ A, and det(I − A), det(I − B) defined as in (28) . If
Proof. [16] , Proposition 3, established a similar bound to (31), but with M (B) replaced by
We now bound C(A, B) by the above claimed constant M (B).
Observe that for |x| ≤ 1/2, |e x − 1| ≤ 2|x|. Therefore, when
Hence, for the terms in C(A, B), we have
Moreover, we observe that
Plugging all these bounds into C (A, B) , we obtain the claimed form of M (B). 
Decomposition of K τ − K GOE
By Proposition 1, to prove Theorem 1 is essentially to control the entrywise convergence rate of K τ to K GOE . To this end, we construct a telescopic decomposition of K τ − K GOE into sums of simpler matrix kernels whose entries are more tractable.
To explain the intuition behind the decomposition, we introduce constantsμ n,N andσ n,N as
In [10] , it was shown that (µ n,N , σ n,N ) = (μ n−1,N −1 ,σ n−1,N −1 ) is 'optimal' for ψ τ in the sense that |ψ τ − G| = O(N −2/3 ), but suboptimal for φ τ as |φ τ − G| = O(N −1/3 ). However, later in Proposition 2, we will show that |φ
(For a proof, see Section A.5.) These bounds suggest that, in the decomposition, we align ψ τ with G, and φ τ with
This, together with (18) and (27) , leads to the decomposition
Laguerre asymptotics and operator bounds
Here we collect a set of intermediate results to be used repeatedly in the proof of Theorem 1.
To start with, we consider the asymptotics of φ τ and ψ τ and their derivatives. Recalling
Ai and G N = G + ∆ N G ′ , we have the following.
Proposition 2. Let φ τ , ψ τ and ∆ N be defined as in (21) and (33) . Assume that (8) holds, and that as N → ∞, n = n(N ) → ∞ with n/N → γ ∈ [1, ∞). Then, for any given s 0 , there exists an integer N 0 (s 0 , γ) such that when N ≥ N 0 (s 0 , γ), for all s ≥ s 0 ,
Integrating these bounds over [s, ∞), we know that they remain valid if we replace ψ τ , φ τ , G and G N withεψ τ ,εφ τ ,εG andεG N on the left-hand sides. The proof of Proposition 2 involves careful Liouville-Green analysis on the solution of certain differential equations and will be discussed in detail later in Section 5.
On the other hand, for G and G N , we have the following bounds from [26] , page 394. Note that the bounds for G N and G 
where C(s 0 ) is continuous and non-increasing.
For a proof of the lemma, see [22] . Integrating the bounds for |G| and |G N | over [s, ∞), we obtain that |εG| and |εG N | are also bounded by C(s 0 )e −βs . For a later operator convergence argument, we will need simple bounds for certain norms of operator D :
, where {ρ 1 , ρ 2 } ⊂ {ρ, ρ −1 } with ρ given in (29) . In particular, we have
Then the Hilbert-Schmidt norm satisfies
where C = C(a 1 , α 1 , b 1 , β 1 ). If ρ 1 = ρ 2 , the trace norm D 1 satisfies the same bound.
Operator convergence: Proof of Theorem 1
Abbreviate the terms in the decomposition (34) as
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We work out below entrywise bounds for each of these δ terms and then apply Proposition 1 to complete the proof of Theorem 1. In what follows, we use the abbreviation D (k) f , k = −1, 0, 1 to denoteεf , f and f ′ , respectively. Moreover, the unspecified norm · denotes the Hilbert-Schmidt norm · 2 for off-diagonal entries and trace class norm · 1 for diagonal ones.
Regardless of the signs, we have the following unified expression for the entries of δ R :
for i, j ∈ {1, 2}, k ∈ {−1, 0} and l ∈ {0, 1}. By Proposition 2 and Lemma 1, we find that for any of the four terms in (41), condition (39) is satisfied with α 0 = β 0 = 1,
By a simple triangle inequality, we can choose C(s 0 ) in the last display as the sum of products of continuous and non-increasing functions, which can be seen from the term (α 0 β 0 a 0 b 0 )/(a 1 + b 1 ) in (40). Moreover, the term C in (40) is a universal constant for fixed a 1 , α 1 , b 1 and β 1 here. Hence, the final C(s 0 ) function remains continuous and non-increasing.
Finite rank terms
For a rank one operator a ⊗ b :
with kernel a(s)b(t), its norm is
Here, the norm can be either trace class or Hilbert-Schmidt, since the two agree for rank one operators. In addition, for any ̺, a
. Write · + and · − for · 2,ρ and · 2,ρ −1 , respectively. [16] , equation (213) gives the following bound
First consider δ F 0 . We reorganize it as
The entries of δ 
Observe that for η ≥ 2 we have
Together with Proposition 2 and Lemma 1, this implies
These bounds, together with the triangle inequality and (43), yield
Similarly, we obtain the bounds for the other entries. In summary, we have
Switch to δ
Due to their similarity, we take δ 
By (43), the essential elements we need to bound are 
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In a similar vein, the same bound can be obtained for (δ . Therefore, we conclude that
Now we prove Theorem 1.
Proof of Theorem 1. By the decomposition (34) and bounds (42), (45) and (46), the triangle inequality gives the following bound for the norm of each entry in K τ − K GOE :
We then apply Proposition 1 with A = K τ and B = K GOE to get
On the other hand, we have
In principle, one can show that, for each (i, j), (K GOE ) ij ≤ C(s 0 ), with C(s 0 ) continuous and non-increasing. Take (K GOE ) 11 1 as an example. Let H τ and G τ be HilbertSchmidt operators with kernels φ τ (x + y) and ψ τ (x + y), respectively, then as an operator
Each norm on the right-hand side of the last inequality is the square root of an integral of a positive function on (s ′ , ∞) or (s ′ , ∞) 2 that is bounded by the corresponding integral over (s 0 , ∞) or (s 0 , ∞)
2 , which in turn is continuous and non-increasing in s 0 . Hence, (K GOE ) 11 1 ≤ C(s 0 ). A similar argument applies to other entries. So, we can control M (K GOE ) by a continuous and non-increasing C(s 0 ). Finally, we complete the proof by noting (30) and the fact that 1/F 1 (s 0 ) is continuous and non-increasing.
The smallest eigenvalue
This section is dedicated to the proof of Theorem 2.
Recall that two key components in the proof of Theorem 1 were: (1) determinantal representations for both the finite and the limiting distributions; (2) a closed-form formula for the finite sample kernel that yields a convenient decomposition of its difference from the limiting kernel.
In what follows, we first establish the rate of convergence for matrices with even dimensions. This is achieved by working out the above two components in the case of the smallest eigenvalue. Then, we prove weak convergence for matrices with odd dimensions using an interlacing property of the singular values.
Determinantal formula
As before, we follow RMT notation to replace p with N , and identify LOE(N, α) with eigenvalues of A ∼ W N (I, n) by (8) .
Assume that N is even. For the smallest eigenvalue x N , for any x ′ ≥ 0, [34] gives
where χ = 1 0≤x≤x ′ and K N is given in (10) . Due to a nonlinear transformation to be introduced, the formula (12) that we previously used to represent S N,1 , the key component in K N , is not most appropriate here. Instead, we find an alternative (yet equivalent) formula given in [1] , Proposition 4.2, more convenient. Indeed, letφ
with a N = N (N + α). Then [1] , Proposition 4.2, asserts that
. (50) We write out the explicit dependence of these kernels on the parameter α as they are different on the two sides of the equation. As a comparison, the previous representation (15) could be rewritten as
Its equivalence to (50) is given in the Appendix of [1] . Now, introduce the nonlinear transformation
where ν − n,N and τ − n,N are the rescaling constants in (6), with p replaced by N . Incorporating the transformation into K N , we definē
Let F N,N be the distribution of (log x N − ν 
. (53) Using [11] , Proposition 5.4.2, we obtain
On the other hand, simple manipulation yields that the second term in (50), with x = π(s) and y = π(t), equals (−π
In addition, we have
Supplying these equations to (10), we obtain that
Observe that det(I −K π ) remains unchanged if we premultiplyK π with U −1 (s 0 ) and postmultiply it with U (s 0 ). Denoting the resulting kernel by K π , we obtain that
Thus, as in the case of the largest eigenvalue, by Proposition 1, to prove Theorem 2 is to control the entrywise norm of K π − K GOE . For this purpose, a convenient decomposition of K π − K GOE is crucial, to which we now turn.
Kernel difference decomposition
We derive below a decomposition of K π − K GOE . Despite the differences in actual formulas, the general guideline of the decomposition is the same as that in Section 3.4.
To start with, we rewrite (55) using the right tail integration operatorε. To this end, observe that ψ π = 0 and that
By the same argument that leads to (27) , we obtain
with the unspecified components given by
Abbreviate the terms in (18) as
Then,
We remark that Proposition 2 remains valid if we replace φ τ and ψ τ with φ π and ψ π , respectively. The proof is similar to that to be presented in Section 5 for Proposition 2. With these estimates, for each term in (56), we apply Lemma 2 to bound their entrywise norms as in Section 3.6. This completes the proof of the rate of convergence part in Theorem 2.
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Weak convergence in the odd N case
We now establish weak convergence to the reflected Tracy-Widom law in the odd N case. This is achieved by employing an interlacing property of the singular values. The strategy follows from [30] , Remark 5. Assume that N is odd and n − 1 ≥ N . Let X N +1 be an (n + 1) × (N + 1) matrix with i.i.d. N (0, 1) entries and X N the n × N matrix obtained by deleting the last row and the last column of X N +1 . Denote the smallest singular values of X N +1 and X N by ι N +1 and ι N , respectively. We apply [13] , Theorem 7.3.9, twice to obtain that ι N ≤ ι N +1 . Repeat the deletion operation on X N to obtain the (n − 1) × (N − 1) matrix X N −1 and denote its smallest singular value by ι N −1 . Then we obtain the 'sandwich' relation:
Observe that for k = N − 1, N and N + 1, X ′ k X k are white Wishart matrices with the smallest eigenvalues
They together imply that the weak limits for the odd N and the even N sequences must be the same. This completes the proof of Theorem 2.
Laguerre polynomial asymptotics
In this section, we complete the proof of Proposition 2. The proof has the following components. First, we take the Liouville-Green approach to analyze an intermediate function that is connected to both φ τ and ψ τ . After recollecting some previous results in [10, 15] for ψ τ , we give a detailed analysis of ψ ′ τ , ψ ′ τ − G ′ and also strengthen a previous bound on ψ τ − G. Finally, we transfer the bounds on quantities related to ψ τ to those related to φ τ by a change of variable argument.
Liouville-Green approach
Recall (μ n,N ,σ n,N ) in (32) and α in (8) . We introduce the intermediate function
as in [15] , equation (5.1), and [10] , Section 2.2.2. (Note: α = α N − 1 for the constant α N used in [15] and [10] .) Then φ τ is related to F n,N as
Replacing the subscripts (n− 1, N − 1) by (n− 2, N ) inμ n−1,N −1 ,σ n−1,N −1 and F n−1,N −1 on the right-hand side, we also obtain the expression for φ τ (s).
Due to the close connection of ψ τ and φ τ to F n,N , the key element in the proof of Proposition 2 becomes asymptotic analysis of F n,N and its derivative. To this end, the Liouville-Green (LG) theory set out in Olver [26] , Chapter 11, is useful, for it comes with ready-made bounds on the difference between F n,N and the Airy function, and also on the difference between their derivatives.
To start with, we observe that F n,N satisfies a second-order differential equation,
The zeros of f are given by ξ ± = 2 ± 4 − ω 2 N for ω N = 2λ N /κ N . They are called the turning points of the differential equation, for each separates an interval in which the solutions are oscillating from one in which they are of exponential type. The LG approach introduces a new independent variable, ζ, and dependent variable, W , as
Then the differential equation takes the form W ′′ (ζ) = {κ 
where, uniformly for ξ ∈ [2, ∞), the error term ε 2 satisfies
In the bounds, M, E are the modulus and weight functions for the Airy function and N the phase function for its derivative ( [26] , pages 394-396). On the real line, E ≥ 1 and is increasing, 0 ≤ M ≤ 1 and N ≥ 0. Moreover, for all x,
As x → ∞, their asymptotics are given by
In addition, in the bounds (59) and (60), λ 0 . = 1.04 and the analysis in [10] , A.3, shows that, uniformly for ξ ∈ [2, ∞), for large enough N ,
Come back to F n,N . The alignment in [10] , equation (5) and A.1, shows that
This representation serves as the starting point for all the subsequent asymptotic analysis on φ τ , ψ τ and their derivatives. From now on, without notice, all the inequalities are understood to hold uniformly for N ≥ N 0 (s 0 , γ).
Summary of previous analysis: Bound for |ψ τ (s)|
Here, we summarize the previous analysis of F n,N in [10, 15] , which gives the desired bound for |ψ τ (s)| in (35) and a crude estimate for |ψ τ − G|.
Let x n,N (s) =μ n,N + sσ n,N and define
Asσ −1/2 n,N N 1/6 < 1, we obtain that, for all s ≥ 0,
where the latter inequality was obtained in [15] , A.8. If s 0 < 0, then ξ = x n,N (s)/κ N ≥ 2 uniformly for all s ≥ s 0 . In addition, Lemma 3 later shows that |R N (ξ)| ≤ 1 + CN −2/3 |s| for s ∈ [s 0 , 0]. Therefore, we apply (59), (63) and (64) to obtain that 
Hence, uniformly for s ≥ s 0 ,
Finally, for any ̺ N = 1 + O(N −1 ), El Karoui [10] , Section 3.2, showed that, for all s ≥ s 0 ,
For ψ τ (s), observe that (µ n,N , σ n,N ) = (μ n−1,N −1 ,σ n−1,N −1 ). Using Sterling's formula, we obtain that ψ τ (s) =
. Then, we apply the last two displays to obtain
uniformly for s ≥ s 0 . Here, the first inequality gives the bound for |ψ τ |, while the bound on |ψ τ (s) − G(s)| could be further improved; see (75). Note that we cannot apply these results directly to φ τ since the 'optimal' rescaling constants (μ n−2,N ,σ n−2,N ) for F n−2,N do not agree with the global constants (µ n,N , σ n,N ). 
Asymptotics of |ψ
In what follows, we deal with the two terms in order.
The T N,1 term Recall thatμ n,N /x n,N (s) ≤ 2 for large N . So, we focus onσ n,N F 
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Due to different strategies used for the asymptotics on the s-scale, we divide [s 0 , ∞) into I 1,N ∪ I 2,N , with I 1,N = [s 0 , s 1 N 1/6 ) and I 2,N = [s 1 N 1/6 , ∞). The choice of s 1 is worked out in Section A.6. Here, we note that s 1 ≥ 1 and that, for s ≥ s 1 ,
In addition, we will repeatedly use the following facts. 
Proof of Lemma 3 is given in [22] . Case s ∈ I 1,N Consider D 
On the other hand, as 0 ≤ M ≤ 1, (59), (61) and (63) together imply
For s ≥ 0, Lemma 3 implies κ 2/3 N ζ ≥ s/2. Since E is monotone increasing, by (62),
If s 0 ≤ 0, we can replace the C on the rightmost side with C(s 0 ) = max{C, max s∈[3s0/2,0] E −1 (s)}, which is continuous and non-increasing in s 0 . Together with (70), we obtain that
(Here and after, we derive more stringent bounds with the N −2/3 term whenever possible. Although they are not necessary for bounding |ψ ′ τ |, they are useful in the later study of |ψ
, we obtain
For |Ai ′ (κ 
N /σ n,N , (60) and (63) imply (63), we obtain that for N ≥ N 0 (s 0 , γ),
Observe that, uniformly on I 2,N ,
For a proof of (72), see [22] . On the other hand, (69) holds on I 2,N . Thus, 
. By (60), (61) and (63) and the identity R 
Together with (66), this implies that for all
Summing up By (68), the bounds on T N,1 and T N,2 transfer to
uniformly for s ≥ s 0 . On the other hand, we note that 
Bound for |ψ
By the triangle inequality, we bound |ψ
, by (73), we bound the first term by C(s 0 )N −1 exp(−s). In what follows, to bound the second term in (74), we focus on |∂ s θ n,N (x n,N (s)) − Ai ′ (s)|, which can first be split into two parts as:
The T N,1 (s) term For this term, we separate the arguments on I 1,N = [s 0 , s 1 N 1/6 ) and 
Observe that |μ n,N /x n,N (s)| ≤ 2 on I 1,N . Thus, by previous bounds on D i n,N , we obtain that, for i = 1, 2 and 4, |D x n,N (s)
The last inequality holds asσ n,N /μ n,N = O(N −2/3 ), r N = 1 + O(N −1 ), and for large N , |s +μ n,N /σ n,N | ≥ 1 2μ n,N /σ n,N uniformly for s ∈ I 1,N . On the other hand, Lemma 1 implies that |Ai ′ (s)| ≤ C(s 0 ) exp(−3s/2). Putting the two parts together, we obtain
Assembling all the bounds on the D 
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The T N,2 (s) term The T N,2 (s) term is the same as T N,2 (s) defined previously in the study of ∂ s θ n,N (x n,N (s)) and hence we quote the bound derived there directly as This is exactly what we claimed in Proposition 2.
Asymptotics for quantities related to φ τ (s)
In this part, we employ a trick in [15] to transfer the bounds on the quantities related to ψ τ to those related to φ τ . Recall that, forρ N = 1 + O(N −1 ) (see Section A.5 for its proof), If the x n−1,N −1 (s) term on the right-hand side were x n−2,N (s), then all the bounds we have proved for ψ τ would also be valid for φ τ . As this is not the case, we introduce a new independent variable s ′ as:
x n−1,N −1 (s) = x n−2,N (s ′ ), 
