The optimal minimum distance (OMD) estimator for models of covariance structures is asymptotically efficient but has much worse finite-sample properties than does the equally-weighted minimum distance (EWMD) estimator. This paper shows how the bootstrap can be used to improve the finite-sample performance of the OMD estimator.
INTRODUCTION
Estimates of covariance structures are important in the analysis of a variety of economic processes. See, for example, Card (1987, 1989) , Behrman et al. (1994) , Griliches (1979) , and Hall and Mishkin (1982) .
Estimates of covariance structures can be obtained by minimizing the weighted distance between sample moments and the estimated population moments.
Weighting all sample moments equally produces the equally-weighted minimum distance (EWMD) estimator, whereas choosing the weights to maximize asymptotic estimation efficiency produces the optimal minimum distance (OMD) estimator.
The OMD estimator dominates the EWMD estimator in terms of asymptotic efficiency, but it has been found to have poor finite-sample properties in applications (Abowd and Card 1989) . Segal (1994, 1996) carried out an extensive Monte Carlo investigation of the finite-sample performance of the OMD estimator. They found that the estimator is badly biased with samples of the sizes often found in applications and that its finite-sample root-meansquare estimation error (RMSE) often greatly exceeds the RMSE of the asymptotically inefficient EWMD estimator. Altonji and Segal also found that the true coverage probabilities of asymptotic confidence intervals based on the OMD estimator tend to be much lower than the nominal coverage probabilities. Thus, estimation and inference based on the OMD estimator can be highly misleading with finite samples.
This paper shows how the bootstrap can be used to overcome these problems. The bootstrap is a method for estimating the distribution of an estimator or test statistic by resampling one's data. It amounts to treating the data as if they were the population for the purpose of evaluating the distribution of interest.
If the data were, in fact, the population, the coverage probability of a confidence interval and the bias of an estimator could be computed with arbitrary accuracy by Monte Carlo simulation.
Moreover, subtracting the bias from the estimator would yield an unbiased estimator with increased finite-sample efficiency. Since, the data are not the population, the bootstrap provides only an approximation to the coverage probability of a confidence interval or the bias of an estimator. It turns out, however, that the bootstrap approximation is often more accurate than the approximation obtained from asymptotic distribution theory. As a result, the bootstrap often provides estimates of coverage probabilities of confidence intervals that are more accurate than estimates obtained from asymptotic distribution theory. Moreover, the use of the bootstrap to reduce the bias of an estimator often produces very large increases in finite-sample estimation efficiency.
Section 2 of this paper explains why the bootstrap often provides approximations that are more accurate than the approximations of asymptotic distribution theory. Section 3 presents the results of Monte Carlo experiments in which the bootstrap is applied to the estimation of covariance structures using simulated data. In experiments in which the kurtosis of the sampled population is low, the bootstrap essentially eliminates the finitesample bias of the OMD estimator and the errors in the coverage probabilities of confidence intervals based on the OMD estimator. Moreover, with lowkurtosis populations, the finite-sample RMSE of the bias-corrected OMD estimator is less than that of the EWMD estimator. The bootstrap is less successful in removing bias and correcting coverage probabilities when the kurtosis of the sampled population is high. Section 4 shows that this problem can be overcome by modifying the OMD estimator in a way that improves the estimate of the OMD weight matrix. In the Monte Carlo experiments with highkurtosis populations, application of the bootstrap to the modified OMD estimator produces estimates with little bias and RMSE's that are equal to or smaller than those of the EWMD estimates. The true coverage probabilities of confidence intervals obtained from the bootstrap and the modified OMD estimator are very close to the nominal probabilities. Section 5 presents an empirical example based on the data used by Segal (1994, 1996) .
Section 6 presents concluding comments.
Sections 2c, 2d, and 4b include step-by-step instructions for implementing the bootstrap procedures that are described. These instructions may be carried out without detailed study of the theoretical arguments that justify them.
THE THEORY OF THE BOOTSTRAP
This section explains how the bootstrap can be used to reduce the bias of an estimator and why the bootstrap often provides an approximation to the coverage probability of a confidence interval that is more accurate than the approximation of asymptotic distribution theory. Most of the material in this section is not new, and the discussion is informal. Mathematically rigorous treatments are available in Beran (1988) , Beran and Ducharme (1991 ), and Hall (1986 , 1992 .
To provide focus for the discussion, Section 2a provides a brief description of the EWMD and OMD estimators of covariance structures. See Abowd and Card (1989) and Altonji and Segal (1996) for more detailed presentations. Section 2b describes the bootstrap sampling and estimation procedures. The use of the bootstrap to reduce bias is explained in Section 2c. Section 2d explains how the bootstrap can be used to obtain an improved approximation to the coverage probability of a confidence interval.
a. The EWMD and OMD estimators Let X be a l×1 random variable with mean µ and covariance matrix V. In general, V has l(l + 1)/2 unique elements. However, some of these elements may be assumed to equal zero a priori. Let q ≤ l(l + 1)/2 be the number of unique elements of V that are not assumed to equal zero. In the applications of interest in this paper, further a priori restrictions on the covariance structure of X reduce the number of unique, non-zero elements of V to r < q.
These restrictions set some elements of V equal to others but do not specify their numerical values. For example, the l components of X may be assumed to have equal but unspecified variances. Let θ denote the r×1 vector of unique elements of V under the a priori restrictions that are imposed, excluding any elements of V that are assumed to equal zero. The statistical problem of interest in this paper is to obtain point and interval estimates of θ.
To obtain the EWMD and OMD estimators, let {X i : i = 1,...,n} be a random sample of X. Let V n denote the sample covariance matrix:
where = n -1 Σ i1 X i . Let S be a q×1 vector containing the unique elements of V n corresponding to elements of V that are not a priori zero. Let e be the q×r matrix of zeros and ones that maps elements of θ into elements of S. Then eθ = S, and e'e = I r×r , the r×r identity matrix. The EWMD and OMD estimators of θ have the form
where Ω n is a q×q, positive-definite matrix. The EWMD estimator, θ n,EWMD , is obtained by setting Ω n = I q×q , the q×q identity matrix. The OMD estimator, θ n,OMD , is obtained by setting Ω n equal to the inverse of an estimator of the population covariance matrix of S. One such estimator is Ω n = Σ n -1
, where Σ n is a matrix with elements of the form
(X i -) (r) denotes the r'th element of X i -, and (r,s) and (t,u) are the indices of non-zero elements of V.
The EWMD estimator is unbiased, though inefficient, because S is an unbiased estimator of the unique, nonzero elements of V. The OMD estimator is biased in finite samples, though it is asymptotically unbiased and efficient, because the OMD version of Ω n is a random variable that is not independent of S. The bias of the OMD estimator is a source of finite-sample (but not asymptotic) inefficiency. The finite-sample efficiency of the OMD estimator could be increased if its bias could be reduced without greatly increasing its variance. Section 2c shows how this can be accomplished with the bootstrap.
The EWMD and OMD estimators are both asymptotically normally distributed with means of zero and covariance matrices that can be estimated consistently.
Accordingly, each can be used to construct asymptotic confidence intervals for components of θ. However, Monte Carlo evidence presented by Segal (1994, 1996) shows that the true coverage probabilities of asymptotic confidence intervals based on the OMD estimator often are far below the nominal coverage probabilities. Section 2d shows how the bootstrap can be used to alleviate this problem.
b. The Bootstrap Sampling and Estimation Procedures
The bootstrap treats the estimation data as if they were the population.
Bootstrap "data" are generated by sampling the estimation data randomly with replacement. Let {X i *: i = 1,..., n} be a bootstrap sample that is obtained this way.
A bootstrap OMD estimator of θ is an estimator that is obtained from the bootstrap sample and that mimics the distributional properties of the OMD version of θ n,OMD . An obvious way to obtain such an estimator is to replace {X i } with {X i *} in (2.1)-(2.3). This method is unsatisfactory, however.
To see why, observe that the population value of θ is identified by the moment condition E(S -eθ) = 0, which holds when θ = θ 0 , the population value of θ, but not otherwise. In bootstrap sampling, the population expectation, E, is replaced by E*, the expectation with respect to the probability distribution that places mass 1/n at each data point X i . The population parameter value θ 0 is replaced by θ n,OMD . It is not difficult to show that E*S* = [(n -1)/n]S. Therefore, the bootstrap analog of the population moment condition that identifies θ is E*(S* -eθ) = [(n -1)/n]S -eθ = 0. It is clear from (2.2), however, that [(n -1)/n]S -eθ n,OMD ≠ 0 except, possibly, in special cases. Therefore, replacing {X i } with {X i *} in (2.1)-(2.3) yields a bootstrap estimator of θ that is based on a moment condition that does not hold in the population that the bootstrap samples. As a result, this version of the bootstrap does not provide reductions in bias or in the differences between the true and nominal coverage probabilities of confidence intervals.
This problem can be solved by recentering the bootstrap moment condition so that it holds at θ = θ n,OMD . The recentered moment condition is E*(S* -eθ -R ) = 0, (2.4) n where R n = [(n -1)/n]S -eθ n,OMD . OMD estimation of θ based on (2.4) yields the following bootstrap OMD estimator:
where Ω n * is obtained from (2.3) by replacing X i with X i * and with * = n -1
c.
Using the Bootstrap to Reduce Bias
This section shows how the bootstrap can be used to reduce the finitesample bias of θ n,OMD .
It follows from (2.2) that -1 θ -θ = (e'Ω e) e'Ω (S -eθ ) n,OMD 0 n n 0 Let θ nj,OMD and θ 0j , respectively, denote the j'th components of θ n,OMD and θ 0 .
Then θ nj,OMD -θ 0j can be written in the form
where Z is a vector consisting of components of X and products of up to four components of X, and g j is a differentiable 1×q vector-valued function. Let µ Z = E(Z), and let G j (•) be the q×q matrix of derivatives of g j with respect to the components of Z. Under regularity conditions, a Taylor series expansion of (2.6) yields
where ε nj is a remainder term with the property that E(ε nj ) = o(n -1 ) as n → ∞.
Therefore,
) the bias of θ nj,OMD is
If B j were known, θ nj,OMD -B j would be a reduced-bias OMD estimator of θ 0j .
Of course, B j is not known in applications, but it can be estimated by the bootstrap. To do this, observe that the bootstrap analog of (2.6) is
where Z* is a vector of bootstrap sample moments. The bootstrap estimate of the bias of θ nj,OMD is B j * = E*(θ nj,OMD * -θ nj,OMD ). The bootstrap reduced-bias OMD estimator of θ 0j is θ nj,OMD -B j *. B j * can be computed with arbitrary accuracy in an application by the following Monte Carlo procedure:
B1. Use the estimation data to compute θ nj,OMD .
B2.
Generate a bootstrap sample of size n by sampling the estimation data randomly with replacement. Compute θ nj,OMD * by applying (2.5) to the bootstrap sample.
B3.
Compute E*θ nj,OMD * by averaging the results of many repetitions of step B2. Set B j * = E*θ nj,OMD * -θ nj,OMD .
It remains to determine how B j * and B j are related. A Taylor series argument similar to that leading to (2.7) shows that under regularity
(2.9) j almost surely. By comparing (2.8) with (2.9), it can be seen that the only differences between B j and the leading term of B j * are that replaces µ Z in B j *, and the empirical expectation, E*, replaces the population expectation, E.
This observation together with arguments based on the strong law of large numbers lead to the result that B j * = B j + o(n -1 ) almost surely. Therefore, use of the bootstrap bias estimate B j * almost surely provides the same bias reduction that would be obtained if the infeasible population value B j could be used. This is the source of the bootstrap's ability to reduce the bias of the OMD estimator.
d. The Bootstrap and Confidence Intervals
This section explains how the bootstrap can be used to reduce the difference between the true and nominal coverage probabilities of a confidence interval for θ 0j .
Let σ nj be the standard error of θ nj,OMD . The t statistic based on θ n,OMD for testing the hypothesis H 0 : θ j = θ 0j is T nj = (θ nj,OMD -θ 0j )/σ nj .
Let t nα be the exact, finite-sample critical value of a symmetrical t test of H 0 based on T nj .
Then t nα is the 1 -α quantile of the finite-sample distribution of T nj . An exact 1 -α symmetrical confidence interval for θ 0j is
This confidence interval cannot be computed in applications because t nα is unknown. A feasible asymptotic 1 -α confidence interval can be obtained by replacing t nα in (2.10) with the asymptotic critical value of the symmetrical t test. The asymptotic critical value is the 1 -α/2 quantile of the standard normal distribution, which will be denoted by z α/2 . The resulting asymptotic confidence interval is
Asymptotic distribution theory insures that the true coverage probability of (2.11) approaches 1 -α, the nominal coverage probability, as n → ∞.
However, the Monte Carlo results of Segal (1994, 1996) show that the true and nominal coverage probabilities can be very different with samples of the sizes encountered in applications. The bootstrap alleviates this problem by providing a feasible critical value that is more accurate than the asymptotic one.
To see how the bootstrap does this, let the exact finite-sample cumulative distribution function (CDF) of T nj be H n (z,F) ≡ P(T nj ≤ z), where F is the CDF of X. Let F n be the empirical distribution function (EDF) of the estimation data {X i }. The finite-sample critical value t nα satisfies H n (t nα ,F) -H n (-t nα ,F) = 1 -α. Under regularity conditions, H n has an Edgeworth expansion of the form
uniformly over z, where Φ is the standard normal CDF, p 1 and p 2 are functionals of (z,F), p 1 (z,F) is an even function of z for each F, p 2 (z,F) is an odd function of z, and p 2 (z,F n ) → p 2 (z,F) almost surely as n → ∞ uniformly over z.
It follows from (2.11) and the symmetry of Φ, p 1 , and p 2 that for any z > 0
(2.12) nj 2
Now consider the bootstrap. The bootstrap samples a population whose CDF is F n . Let T nj * be the t statistic based on θ nj,OMD * for testing the bootstrap hypothesis H 0 *: θ j = θ nj,OMD . T nj * = (θ nj,OMD * -θ nj,OMD )/σ nj *, where σ nj * is the standard error that is obtained by replacing sample quantities with their bootstrap analogs in the formula for σ nj . Denote the CDF of T nj * conditional on the estimation data by H n *(z,F n ). Under regularity conditions, H n *(z,F n ) has the following asymptotic expansion:
uniformly over z almost surely. The leading terms of (2.11) and (2.13) are identical. Therefore, because p 1 is even and p 2 (z,F n ) → p 2 (z,F) almost surely, the distributions of T nj  and T nj * are almost surely identical through
). This is the source of the bootstrap's ability to provide improved critical values for T nj and improved coverage probabilities for confidence intervals.
To obtain the improved critical value for the symmetrical t test, let t nα * denote the α-level critical value for testing H 0 *. This can be computed with arbitrary accuracy by the following Monte Carlo procedure:
C1. Use the estimation data to compute θ nj,OMD .
C2.
Generate a bootstrap sample of size n by sampling the estimation data randomly with replacement. Compute T nj * from this sample.
C3. Use the results of many repetitions of C2 to compute the EDF of T nj *.
Set t nα * equal to the 1 -α quantile of this EDF.
It follows from (2.13) and p 2 (t nα *,F n ) -p 2 (t nα *,F) → 0 almost surely that nα 2 nα almost surely. Combining (2.12) and (2.14), yields the result that ). Therefore, the bootstrap approximation to t nα is more accurate than the approximation provided by asymptotic distribution theory. Equation (2.15) can also be used to show that
Thus the difference between the true and nominal coverage probabilities of a symmetrical confidence interval for θ 0j based on the bootstrap critical value
) when the asymptotic critical value is used. Therefore, the use of the bootstrap critical value reduces the error in the coverage probability.
The foregoing results depend critically on the fact that T nj is an asymptotically pivotal statistic under H 0 . That is, its asymptotic distribution does not depend on unknown population parameters. The bootstrap reduces the error in the coverage probability of a symmetrical confidence interval only if the interval is based on an asymptotically pivotal statistic.
If a statistic that is not asymptotically pivotal is used (θ nj,OMD -θ 0j , for example), the error in the coverage probability with a bootstrap critical value is O(n -1 ), which is the same as the error with the asymptotic critical value.
3.
This section reports the results of a Monte Carlo investigation of the numerical accuracy of the bootstrap as a means of reducing the bias of the OMD estimator and the differences between the true and nominal coverage probabilities of confidence intervals based on this estimator.
The theory outlined in Section 2 shows that the bootstrap can be used to improve the finite-sample performance of the OMD estimator. However, the bootstrap bias correction and critical value are only approximations to the exact, finite-sample bias and critical value. Although the bootstrap approximations are more accurate than those of asymptotic theory (in the sense that the errors of the bootstrap approximations converge to zero more rapidly as n → ∞), nothing in the theory guarantees that the bootstrap will provide high numerical accuracy with a sample of fixed size. The Monte Carlo results provide information about numerical accuracy.
The data-generation processes used in the experiments are taken from the correlated-moments processes of Altonji and Segal (1994) . These are used instead of the independent-moments processes of Segal (1994, 1996) because θ n,OMD is asymptotically more efficient than θ n,EWMD with the correlatedmoments processes but not the independent-moments ones. In each experiment, X has 10 components, and n = 500. The j'th component of X, X (j) (j = 1,...,10), is generated by X (j) = (Z (j) + ρZ
, where Z
,..., Z (11) are iid random variables with means of zero and variances of 1, and ρ = 0.5. The Z's are sampled from five different distributions, depending on the experiment.
These are the uniform, normal, Student t with 10 degrees of freedom, exponential, and lognormal, all standardized to have means of zero and variances of one. It is assumed that ρ is known and that the components of X are known to be identically distributed and to follow MA(1) processes.
Therefore, the estimation problem in the experiments is to infer the scalar parameter θ that is identified by the moment conditions Var(X ,..., X
.
Experiments were carried out using both the EWMD and OMD estimators.
Since the EWMD estimator is unbiased, the experiments with it consisted of computing its empirical RMSE and the empirical coverage probability of a nominal 95% confidence interval for θ based on the asymptotic critical value of the t statistic. In the experiments with the OMD estimator, the empirical bias, RMSE, and coverage probability of a nominal 95% confidence interval based on the asymptotic critical value were computed. In addition, the empirical bias and RMSE of the OMD estimator following bootstrap bias reduction were computed as was the empirical coverage probability of a nominal 95% confidence interval based on the bootstrap critical value. The experiments with bootstrapping were carried out by applying steps B1-B3 and C1-C3 in Sections 2c and 2d at each Monte Carlo replication of the datageneration process. There were 1000 Monte Carlo replications per experiment.
Bootstrap bias corrections and critical values were computed using 500 bootstrap resamples at each replication.
The results of the experiments are shown in Table 1 . θ n,OMD is biased and its RMSE exceeds that of θ n,EWMD for all distributions of Z except the uniform.
Moreover, the coverage probabilities of confidence intervals based on θ n,OMD with asymptotic critical values are far below the nominal value of 0.95 except in the experiment with uniform Z's. In contrast, the coverage probabilities of confidence intervals based on θ n,EWMD with asymptotic critical values are close to nominal in all of the experiments except the one with lognormal Z's.
In the lognormal experiment, the error in coverage probability is much smaller with θ n,EWMD than with θ n,OMD . These results are consistent with those of Segal (1994, 1996) . In the experiments with normal, Student t, or uniform Z's, the bootstrap essentially eliminates the bias of θ n,OMD and the errors in the coverage probabilities of the confidence intervals. Moreover, the RMSE of the bias-corrected θ n,OMD in these experiments is 12-50% less than that of θ n,EWMD .
In the experiments with exponential or lognormal Z's, the bootstrap reduces but does not eliminate the bias of θ n,OMD and the errors in the coverage probabilities of the confidence intervals. The bootstrap also reduces the RMSE of θ n,OMD . However, with exponential or lognormal Z's, the RMSE and error in coverage probability are larger for θ n,OMD with bootstrap bias reduction and bootstrap critical values than for θ n,EWMD .
The relatively poor performance of the bootstrap in the experiments with exponential or lognormal Z's is due to the poor precision of Σ n in (2.3) as an estimator of the covariance matrix of S and, therefore, of Ω n as an estimator of the inverse covariance matrix, when Z is exponentially or lognormally distributed. This problem is illustrated by the coefficient of variation of e'Ω n e in the experiments. It is 0.066, 0.083, 0.10, 0.16, and 0.35 in the experiments with uniform, normal, Student t, exponential, and lognormal Z's, respectively. Section 4 describes an estimator of the covariance matrix of S that is more precise in finite samples. The numerical performance of the bootstrap in the experiments with exponential and lognormal Z's is greatly improved when this estimator is used in place of Σ n .
AN IMPROVED COVARIANCE-MATRIX ESTIMATOR a. Description of the Estimator
The exponential and lognormal distributions both have high kurtosis (6 and 111, respectively, compared to -1.2, 0 and 1 for the uniform, normal, and
Student t distributions).
In the experiments based on exponential and lognormal distributions, Σ n is an imprecise estimator of the covariance matrix of S because it is strongly influenced by outlier values of X. Koenker, et al. (1994) provide a theoretical analysis of this problem. The problem can be alleviated by trimming observations of X to reduce the influence of outliers on Σ n .
To describe the resulting covariance-matrix estimator, let {a n } be a sequence of positive real numbers that increases to ∞ at a suitable rate as n → ∞. The required rate of increase is discussed in Section 4b. Let X i (j) denote the j'th component of the i'th observation of X, and let (j) be the sample average of the j'th component. That is,
= n -1
The trimmed covariance estimator is the version of Σ n that is obtained by applying (2.3) to observations X i for which δ i (a n ) = 1. Denote this estimator by n . n consists of terms of the form
Let n,OMD denote the OMD estimator that is obtained by using n instead of Σ n to estimate the covariance matrix of S. n,OMD is asymptotically equivalent to θ n,OMD but has better finite-sample properties. The arguments leading to this conclusion are outlined in the Appendix.
The usefulness of the trimmed covariance-matrix estimator is illustrated
in Table 2 , which shows the results of the experiments with exponential and lognormal Z's when a n is selected by Monte Carlo to minimize the RMSE of the estimator. With exponential Z's, the estimator obtained using n,OMD , bootstrap bias reduction, and bootstrap critical values, is essentially unbiased and its RMSE is the same as that of θ n,EWMD . The error in the coverage probability of a nominal 95% confidence interval is not statistically significantly different from zero. With lognormal Z's, the RMSE of the estimator based on n,OMD is 9% below that of θ n,EWMD . The coverage probability of the OMD-based confidence interval is close to the nominal value and closer to nominal than the coverage probability of the EWMD-based interval. Thus, the bootstrap combined with the improved covariance-matrix estimator largely eliminates the poor finite-sample performance of the OMD estimator.
The values of a n in Table 2 are in the range 2-2.5. Since X has a standard deviation of 1, only observations that are 2-2.5 standard deviations from the mean are trimmed in the computation of n . Nonetheless, trimming eliminates 21% of the observations from the computation of n when Z is exponentially distributed and 27% when Z is lognormally distributed. This reflects the relatively high frequency of outliers with these high-kurtosis distributions.
Of course, the Monte Carlo method used to choose a n in the experiments is not available in applications. However, it is possible to construct a Monte Carlo procedure that mimics the one used in the experiments and is feasible in applications. This procedure is described in Section 4b.
b. Choosing a n in Applications
This section describes an empirical method for selecting the trimming parameter a n in n . The discussion is informal and the arguments heuristic.
The procedure consists of using Monte Carlo simulation to compute a m for some m < n and then multiplying a m by a scale factor to obtain a n . Suppose for To understand the rationale for this procedure, note that each sample obtained in step A2 is a random sample of size m from the true but unknown process that generated the estimation data. Therefore, for the determination of a m , the only differences between steps A1-A4 and the infeasible Monte Carlo procedure used in Section 4a are that (1) A1-A4 chooses a m to minimize the bias of m,OMD relative to θ n,EWMD rather than relative to the true but unknown population value of θ, and (b) E m is an average over finitely many, nonindependent samples of size m. Accordingly, a m reflects random sampling error in θ n,EWMD and in E m . However, the sampling error in θ n,EWMD becomes negligible as n → ∞, and sampling error in E m becomes negligible as m → ∞ in such a way that (m/n) → 0.
Thus, the procedure for selecting a m is justified asymptotically. A similar argument would hold if θ n,OMD were used instead of θ n,EWMD . The random sampling error of the computed a m would be larger, however, because θ n,OMD has a larger finite-sample RMSE than does θ n,EWMD .
If θ is a vector, so is B m (a), and (4.2) can be replaced by minimization of the distance of B m (a) from zero in any desired metric.
It remains to determine how a m should be scaled to yield an estimate of a n . The Appendix presents an argument showing that the rate of increase of a n as n → ∞ is less than n With n/m = 3, (4.3) yields a m ≤ a n < 1.32a m . This range of uncertainty in a n is acceptable in the empirical example of Section 5. There is little variation in the results as a n varies over this range.
AN EMPIRICAL EXAMPLE
This section illustrates the bootstrap methods discussed in Sections 2-4 by using them to estimate the covariance structure of year-to-year changes in the logarithms of annual earnings and working hours of male heads of households in the Panel Study of Income Dynamics (PSID). The data are those used by Segal (1994, 1996) and are similar to those of Card (1987, 1989) , who also used data from the PSID. The data are based on observations of annual earnings and hours worked by 1536 individuals over an 11-year period (1969-1979) . The logarithms of earnings and hours have been adjusted for labor-market experience and year effects, and dollar values have been adjusted to 1967 levels using the Consumer Price Index. See Segal (1994, 1996) for further details on the preparation of the data.
The data provide 10 observations per individual on year-to-year changes in the logarithms of earnings and hours. Accordingly, the matrix V in (2.1) contains 210 separate moments for the various years and lags. However, Card (1987, 1989) found that the covariances of observations separated by more than two years are negligible. Accordingly, the estimates reported here are based on a vector S consisting of q = 98 variances and covariances with time lags of up to 2 years. The estimated model is stationary, so θ consists of r = 11 parameters. These are the hours variance, the earnings variance, 2 hours autocovariances, 2 earnings autocovariances, and 5 hours/earnings covariances.
Point estimates and confidence intervals for θ were obtained using EWMD The trimming parameter a n required for the modified OMD estimator was computed using the procedure described in Section 4b with m = 500. This yielded a m = 0.5, so 0.5 ≤ a n < 0.66 by (4.3). The sample standard deviations of the changes in the logarithms of earnings and hours are in the range 0.28-0.47. Thus, in the computation of n , an observation is trimmed away if it is 1.06-2.36 standard deviations from the mean. The exact trimming threshold in standard deviation units depends on the year, whether the observation is of earnings or hours, and the value of a n within the range 0.5-0.66.
The estimation results are shown in Table 3 . The EWMD and unbootstrapped OMD estimates (columns 1 and 2) are similar to those of Segal (1994, 1996) but not identical because Altonji and Segal used all available lags in estimation. As in Segal (1994, 1996) , the EWMD and OMD point estimates are very different. Moreover, the half-widths of the OMD confidence intervals are only about half those of the EWMD intervals, which suggests that the OMD estimates are much more precise than the EWMD estimates.
In This interpretation is suggested by the Monte Carlo results of Section 3, in which the true coverage probability of the EWMD confidence interval is less than the nominal probability when the kurtosis of the population distribution is high. Segal (1994, 1996) obtained a similar results in the experiments in which they resampled the estimation data randomly with replacement.
In summary, the estimation results suggest that with the PSID data, there is no great advantage to using OMD instead EWMD. The results do suggest, however, that using the modified OMD weight matrix together with bootstrap bias reduction and critical values overcomes the poor finite-sample performance of the standard OMD estimator. This finding is consistent with the Monte Carlo results reported in Section 4.
CONCLUSIONS
The OMD estimator of covariance structures is asymptotically efficient, but its finite-sample performance is poor. With samples of the sizes encountered in applications, it is often badly biased, its RMSE can be much larger than that of the asymptotically inefficient EWMD estimator, and there can be large differences between the true and nominal coverage probabilities of confidence intervals.
This paper has demonstrated the ability of the bootstrap to reduce the finite-sample bias and RMSE of the OMD estimator and to reduce the differences between the true and nominal coverage probabilities of confidence intervals based on the OMD estimator.
In numerical experiments in which the sampled population had low kurtosis, the bootstrap essentially eliminated the finitesample bias of the OMD estimator and the errors in the coverage probabilities of confidence intervals. Moreover, the RMSE of the OMD estimator after bootstrap bias reduction was below that of the EWMD estimator. Similar results were obtained in experiments with high-kurtosis populations when the estimator of the OMD weight matrix was modified to reduce the influence of outlier observations. Thus, in the data-generation processes used in the experiments, the bootstrap combined with the modified weight-matrix estimator overcomes the poor finite-sample performance of the OMD estimator.
These results are subject to the usual qualifications about attempting to generalize from numerical evidence. Certainly, there is no guarantee that the OMD estimator with bootstrapping and the modified weight-matrix estimator will always perform as well as they did in the experiments described here. There is also no guarantee that bootstrapping and weight-matrix modification will always produce an OMD estimator that is more efficient in finite samples than the EWMD estimator. The results presented here do show, however, that there are situations in which OMD estimation with bootstrapping is considerably more efficient in finite samples than EWMD estimation. Segal (1994, 1996) concluded that EWMD estimation is almost always preferable to standard OMD estimation with samples of the sizes found in applications. Nothing in this paper contradicts that conclusion. This paper has shown, however, that there are situations in which OMD estimation with bootstrapping may be preferable to EWMD.
APPENDIX
This appendix outlines the arguments leading to (4.3). To minimize the complexity of the discussion, it is assumed that the components of X are known by the analyst to be independently distributed with means of zero and common variance θ.
Only the scalar parameter θ has to be estimated, and the OMD weight matrix is diagonal. The arguments for the general case are similar, but the notation and algebra are much more complex.
Under the foregoing assumptions, the j'th component of the q-vector S is
Ω n is the q×q diagonal matrix whose (j,j) component is nj
 ≤ a n ), and I(•) is the indicator function. The modified OMD estimator of θ satisfies
Assume that the components of X have moments through order 8. Suppose for the moment that a n = ∞ for all n. Then, it follows from the theory of Edgeworth expansions (see, e.g., Hall, 1992) that the bias and variance of ), which happens if a n ~ n 1/(d -5) as n → ∞. Existence of the expansion (A2) requires the components of X to have moments through order 8, so d > 9. Accordingly, the rate of increase of a n as n → ∞ is slower than n 1/4
. If f j (x) decreases at an exponential or faster rate as x → ∞, then a similar argument shows that a n has a logarithmic rate of increase as n → ∞.
The rate of increase of a n is still slower than n 1/4
. 
