We consider the equation and assume that where ⊂ R N is a appropriately smooth open domain. Equation (1) is with hyperbolicparabolic mixed type, arises from the reaction diffusion problem (Wu et al. 2001) , the stationary boundary layer theory (Oleinik and Samokhin 1999) .
If we want to consider the initial boundary value problem of Eq. (1), the initial value is always imposed But can we impose Dirichlet homogeneous boundary value as usual? When the equation is of weakly degenerate, i.e. there is not interior point in the set {s : a(s) = 0}, we can impose Dirichlet homogeneous boundary condition (4). One can refer to Wu et al. (2001) and the references therein. When the equation is of strongly degenerate, i.e. there is an interior point in the set {s : a(s) = 0}, there are two ways to deal with the corresponding problem. In one way, the entropy solution u is a BV function, which means that It is well-known that the BV function is the weakest function that one can define the trace on the boundary. In this way, we can directly answer whether (4) is true or not in the sense of the trace, and the general result is that, instead of (4), only a partial boundary value such as is imposed, where � 1 ⊆ ∂� is a relative open subset of ∂�. The representative works by Wu and Zhao (1983a, b) had been accomplished in early 1980s, later, one can refer to Yin and Wang (2007) . In the other way, the boundary value condition is not directly shown in the sense of the trace as (4), but is elegantly implicitly contained in a family entropy inequalities. Moreover, the entropy solutions defined in this way are only in L ∞ space, the existence of the traditional trace [which was called the strong trace in Kobayasi and Ohwa (2012) ] on the boundary is not guaranteed, so the boundary value condition is satisfied in a weaker sense than the sense of the trace, one can refer to Carrillo (1999) , Li and Qin (2012) , Lions et al. (1994) , Kobayasi and Ohwa (2012) for more details.
Recently, by the parabolic regularization method, the author Zhan (2015a) had shown the explicit formula of 1 in (5). Let us give some details.
For small η > 0, let Obviously h η (s) ∈ C(R), and
Here and in what follows, {n i } N i=1 is the inner normal vector of . Clearly,
Basing on (9), if the domain is bounded, the existence of the entropy solution had been proved in Zhan (2015a) . Assuming that the stability of the solutions also had been proved in Zhan (2015a) . Here d(x) = dist(x, ∂�), and � = {x ∈ �, d(x) < }, when is small enough. If the domain = R N + is the half space of R N , recently in Zhan (2015b) , the author had shown that if
no any boundary value condition is necessary, the solution of the equation is free from any limitation of the boundary value condition. Now, inspired by Zhan (2004 Zhan ( , 2015a and Zhao and Zhan (2005) , we give a new definition of the entropy solution.
Definition 1 A function u is said to be the entropy solution of Eq. (1) with the initial value (3) and with the partial boundary value (5), if 1. u satisfies 2. For any ϕ ∈ C 2 0 (Q T ), ϕ ≥ 0, for any k ∈ R, for any small η > 0, u satisfies where 3. The homogeneous boundary value (5) is satisfied in the sense of that for any k, η. Here γ u means that the equality is true in the sense of the trace. 4. If the domain is bounded, the initial value is true in the sense that
If the domain is unbounded, the initial value is true in the sense that where � R = B(0, R) �.
The existence of the entropy solution in the sense of Definition 1 can be proved similar as that in Zhan (2015a), we omit the details here. In our paper, we are mainly concern with the stability of the entropy solutions of Eq. (1) without the condition (10). For simplicity, only some special domains, for examples, the unite n−dimensilnal cube and the half space R N + , are considered. By choosing special test functions, we will prove the following theorem. 
Compared Theorem 1 to the results obtained in Zhan (2015a) , the essential innovation lies in that, without the condition (10), by skillfully constructing the testing function, we still can obtain the stability. At the last section, we also study the similar problem on half space R N + and get the similar result, this result is just the same as that in Zhan (2015b), but we supply a simpler proof. Now, let us give some analysis in the boundary value condition (5) or (12) to see the rationality. By the definition of � 1ηk , we know that
The last inequality (17) is in according with the classical Fichrea-Oleinik theory, one can refer to the explanation in previous works (Zhan 2015a, b) 
Let us come back our definition. On the unite n−dimensilnal cube D 1 , according to the homogeneous boundary value condition (5), and by (17), we have For example, when we consider the boundary plane {x N = 0}, n = {0, 0, . . . , 0, 1}, (17)
is true on {x N = 0}, we should give the boundary value on {x N = 0}, while, on {x N = 1} we can not give the boundary value. If b ′ N (0) > 0 , then (18) is true on {x N = 1}, which implies that we should give the boundary value on {x N = 1}, while, on {x N = 0} we can not give the boundary value. Certainly, if b ′ N (0) = 0, both on {x N = 0} and on {x N = 1}, no boundary value condition is imposed.
Kruzkov's bi-variables method
Let Ŵ u be the set of all jump points of u ∈ BV (Q T ), v the normal of Ŵ u at X = (x, t), u + (X) and u − (X) the approximate limits of u at X ∈ Ŵ u with respect to (v, Y − X) > 0 and (v, Y − X) < 0 respectively. For continuous function p (u, x, t) and u ∈ BV (Q T ), define which is called the composite mean value of p. For a given t, we denote Ŵ t u , H t , (v t 1 , . . . , v t N ) and u t ± as all jump points of u(·, t), Housdorff measure of Ŵ t u , the unit normal vector of Ŵ t u , and the asymptotic limit of u(·, t) respectively. This lemma can be proved in a similar way as Zhan (2004); Zhao and Zhan (2005) , we omit the details here. Now, we will show that how Kruzkov's bi-variables method, which was used to deal with the conservation law equation (Kružkov 1970) originally, can be used to prove the stability of the solutions to Eq. (1). Let u, v be two entropy solutions of Eq. (1) with initial values and with the boundary values (14)- (15)
Here (22) 
(26)
and where Now, we will combine the last term on the right hand of (28) with the last term on the right hand side of (29). In details, by Lemma 1, at one hand, we have
At the other hand, we have
(31) Zhan SpringerPlus (2016 ) 5:1811 By (30) (31), we have as η → 0.
Let us come back (29). Since we have
Combing (26)- (28) with (32)- (33), and letting η → 0, h → 0 in (26). We obtain By Kruzkov's bi-variables method it means that, by a process of limit, we can choose a suitable test function φ ∈ C 1 0 (Q T ) in (34), to obtain the stability of the solutions.
Proof of Theorem 1
The proof of Theorem 1 Let x = {x 1 , x 2 , . . . , x i , . . . , N } and define
For small enough , we set Zhan SpringerPlus (2016 ) 5:1811 Let 0 ≤ η(t) ∈ C 1 0 (t) and choose the test function in (34) as
Then
For (39) in (34),
According to the definition of the trace of BV functions (Enrico 1984) , when x ∈ 1 , γ u = γ v = 0, let → 0 in (41). We have Let → 0 in (41). Then Let 0 < s < τ < T, and
Here α ε (t) is the kernel of mollifier with α ε (t) = 0 for t / ∈ (−ε, ε). Then (37)
(38)
(39)
(40) 
On the half space
At the last section of the paper, let's consider Eq. (1) (45) is true in the sense that the traces γ u = γ v = 0 on ∂R N + as usual.
A function u is said to be the entropy solution of Eq. (43) with the initial value (44), if u satisfies Definition 2 except the fourth point. In this case, no boundary value condition is required.
|u(x, t) − u 0 (x)|dx = 0. Now, we actually are able to prove the existence of the solutions defined as Definition 2-3 in a similar way as Zhan (2015b) 
Proof By Kruzkov's bi-variables method, as we have done in section "Kruzkov's bi-variables method", we can get Now, we can choose φ in (50) by where η(t) ∈ C ∞ 0 (0, T ), and ω (x) ∈ C 2 0 (�) is defined as follows: for any given small enough 0 < , 0 ≤ ω ≤ 1, ω| ∂� = 0, and when x N ≥ , when 0 ≤ x N ≤ , Clearly, Then by (50), 
Conclusion
The paper shows that there is an essential difference of the boundary conditions between the strongly degenerate parabolic equation and the weakly degenerate parabolic equation. Instead of the whole boundary ∂�, only a part of ∂� on which we can impose the boundary value if the well-posedness of the solutions to a strongly parabolic equation is considered. In physics, for example, if we consider a special case of Eq. (1), we consider the nonlinear heat conduction equation if k(0) = 0, it means there is not heat flux across the boundary. Then the partial boundary 1 = ∅, so there is no any boundary condition is necessary. u t = div(k(u)∇u),
