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A logarithmic Sobolev inequality, analogous to Gross’ inequality, is proved 
on the circle. From this inequality it follows that the Poisson and heat semigroups 
on the circle satisfy Nelson’s hypercontractive estimates. 
0. INTRODUCTION 
Logarithmic Sobolev inequalities were introduced by Gross [l 1] in order 
to give a much simplified proof of Nelson’s sharp hypercontractive estimates 
for the Hermite semigroup [13]. Quite a few new proofs of this result have 
since appeared [l, 2, 4, 7, 15, 171. Also, the techniques used by Gross and 
Nelson have led to several additional results [5, 6, 8, 14, 20, 211, perhaps the 
most significant of which is Beckner’s sharp form of the Hausdorff-Young 
inequality for the Fourier transform [2]. In this paper we will prove a logarithmic 
Sobolev inequality on the circle, and thereby prove that Nelson’s sharp hyper- 
contractive estimates hold for the Poisson and heat semigroups on the circle. 
In order to state the results more precisely we recall the definitions of the 
three semigroups mentioned above. For the Hermite semigroup, let p be a 
(centered) Gaussian probability measure on R and let h, , m = 0, I, 2,..., 
be the Hermite polynomials on R, normalized to be an orthonormal basis 
for,??(p). Then the Hermite semigroup eetN for t 3 0 applied tof = Cm”=, am& 
in L2(p) is given by 
.+Nf = 5 anectmh,,, . 
m=o 
For the Poisson and heat semigroups on the circle we identify the circle with 
[0,2rr], where 0 and 27r are considered to be the same point. Also we use 
normalized Lebesgue measure &/27r on [0,2~]. Then the functions eims, 
m = 0, &l, f2,..., form an orthonormal basis for L2(d0/2n). The Poisson 
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and heat semigroups for t 3 0 applied to f(0) = C”,=-, ameime in L2(dfl/27) 
are respectively 
[exp(-t(-d)112)f](0) = t a,e-tlmkims, 
7%=--a 
(efAf)(0) = 2 a, exp(-M) eimne. 
n&=-m 
We recall that one often writes [exp( -t( -o)l/z)f](0) as (Prf)(@ where 7 = ect; 
and regarded as a function of reis in the unit disc, (Prf)(e) is simply the harmonic 
extension off. 
The following properties of these semigroups are well known. All three 
semigroups map the constant function 1 into itself. All three semigroups are 
positivity improving; i.e. iff > 0 but not 0 almost everywhere, then ectNf > 0 
everywhere for all t > 0, and similarly for the other two semigroups. All 
three semigroups are Lp contractive. In other words, for any p, 1 < p < co, 
e-tN extends or restricts to a map LQ) -+ Lp(p) with norm equal to 1. 
(e-tN1 = 1, so the norm could not be less than 1.) The same thing holds for 
the other two semigroups on Lp(dB/2n), 1 < p 9 co. Also, the spectra of N 
and (--d)lj2 are the same: the non-negative integers. Finally, both N and 
--d are “Dirichlet operators,” i.e. 
Nelson’s theorem says that if 1 < p < IJ < co and e--2t < (p - l)/(q - 1), 
then e-tN is bounded from LP(p) into U(p) with norm 1. If 1 > e-2t > 
(p - l)/(q - l), then e- tN is not bounded from L+) into 0’(p). One naturally 
wonders if the Poisson and heat semigroups share these properties. First of 
all we remark that if t > 0 (and so 0 < r = e-t < 1) and 1 Q p < q < co, 
then P, and etA are both bounded from Lp(d8/2v) into Lq(dB/2n), and in this 
they differ from the Hermite semigroup. The proof is easy: if f~ LD then P,f 
and etAf are both C-“, hence in Lq; boundedness then follows from the closed 
graph theorem. The norms of these operators are certainly bigger than or 
equal to 1; and as t --f 0 for fixed p < p, these norms must blow-up. On the 
other hand, because of the gap in the spectra of (-d)l/2 and --d above 0, 
it follows from an argument due to Glimm, [lo, Lemma 5.11 (see also Simon 
[17]), that for fixed 1 < p < Q < co and sufficiently large t (i.e. small r), 
P,. and etA map LP into LQ with norm equal to 1. 
The main result of this paper is that for 1 < p < q < CD, P,: L”(de/Zm) -+ 
LQ(d8/2m) has norm 1 if and only if 9 .< (p - l)/(q - 1) and etA: Lp(dl3/2r) - 
LQ(dt?/2~) has norm 1 if and only if e- 2t < (p - l)/(g - 1). The necessity 
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of the condition r2 = e-2t < (p - l)/(p - 1) follows easily by applying P,. 
and et4 to f(0) = 1 + a sin 0 for small a and expanding the Lp and Lg norms 
with the binomial theorem. Thus, we need only verify the sufficiency of the 
condition. We remark that Bonami [3, Theorem 111.5], has proved the result 
for P, in the case p = 2 and q is an even integer. 
In Section 1 below we prove a logarithmic Sobolev inequality on the circle, 
analogous to Gross’ logarithmic Sobolev inequality. In Section 2 we show 
how the logarithmic Sobolev inequality implies the “hypercontractive estimates” 
for P, and et* mentioned earlier. Also, we show, using an argument due to 
S. Janson [12], that the hypercontractive result for P, implies an analogous 
but stronger result for HP norms of holomorphic functions in the disc. Finally, 
in Section 3 we show that the logarithmic Sobolev inequality of Section 1 
can be improved considerably and that this is related to the fact that P, and 
et*, unlike the Hermite semigroup, are bounded from LP(d8/2a) into L~(d0/27r) 
for all t > 0. 
The following notation and conventions will be used throughout the rest 
of this paper. Jf means (271.)-l li” f (0) de and (f,g) stands for sfg We write 
LP for LP(d0/2rr) and the norm 11 jje is always taken with respect to de/27r on 
[0,2~r]. We say that f is continuous (respectively CL) on the circle to mean 
not only that f is continuous (respectively Ck) on [0,27r], but also that f (0) = 
f (2n), (respectively all derivatives off up through order K are the same at 0 
and 277). 
1. THE LOGARITHMIC SOBOLEV INEQUALITY 
This section is devoted to proving the following result. 
THEOREM 1. Let f (0) = C~=-, aneine be in. L2 and suppose f (0) > 0 almost 
everywhere. Then 
s f"l%f < f I~l/~,I"+Ilfll~~~~Ilfl!, *=-m (1.1) 
in the sense that if the right hand side is Jinite, then so is the left hand side and 
the inequality holds. (02 log 0 is taken to be 0.) 
Proof. Assume first that 
f(e) = 1 + c a,eine = 1 + x(e) > 0 
n#=o 
where the sum is jkite and x(8) = f(0) - 1. Since )I f 11: = 1 + II x II:, it 
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follows that llflli log llfl12 3 4 II x Ii . W e establish (1.1) by proving the slightly 
stronger inequality 
For complex r, let 
(Prf)P) =1 + c a,rlnleins = 1 + x,(e), 
n#4 
where we write x,(8) for (P?x)(~). S’ mce f is continuous andf(B) > 0 everywhere, 
it follows from the maximum principle for harmonic functions that (Prf)(0) 
is positive and bounded away from 0 uniformly for 0 < Y < 1 and 0 < 0 < 257. 
Hence, Re P,f(0) is strictly positive for all 6J E [0,27r] and all r in some complex 
neighborhood of the interval [0, 11. Thus, using the standard branch of the 
logarithm, we can consider the right hand side of (1.2) with f replaced by P,.f, 
for r in some complex neighborhood of [0, I]: let 
G(r) = C I n I y21n’ I a, I2 + 4 II x, II: - j P,f 1” log PTf. 
Formula (1.2) says that G( 1) > 0. It is straightforward to verify that G(r) 
is analytic in some complex neighborhood of [0, 11. Consequently, G(1) 2 0 
will follow if we show that all the coefficients in the power series expansion 
of G(Y) at r = 0 are nonnegative. 
In order to compute the power series for G(r) around 0, note that for complex 
r sufficiently close to 0, 1 x,(e)1 < 1 - E for all 0 E [0, 27~1. Thus, the expansion 
Prf )” 1% P,f = (1 + %I2 lodl + 4 
= x, + 3~,.~/2 + 2 2 (-l)‘+lx,“(n - 3)!/n! 
n=3 
converges uniformly for f3 E [0,27r] and complex r close to 0. Integrating this 
expression, we see that for small complex r 
- 
G(r) = 2 f (n - 1) r2n 1 a, 12 + 2 f -)“$ 3)! n=2 n=3 
J xm, (1.3) 
where we have used the facts that s x, = 0 and that, since f is real, a-, = an . 
Note that g,(r) = (-l)“[(n - 3)!/n!] sxT 12 is a polynomial in r and that the 
series CzD=3g,(r) converges uniformly on a small disc around the origin. The 
limit is therefore analytic near 0 and all the derivatives likewise converge 
uniformly near 0. (This, by the way, shows G(r) to be analytic near 0.) Hence 
the coefficients in the power series expansion of CyBag,(r) around r = 0 are 
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the limits of the coefficients in the power series expansion of Cr=sgJr) around 
r = 0. 
We therefore need to express Sxrn explicitly as a polynomial in Y. Now 
se is the sum of those terms in the multinomial expansion of [x,(6)]” which 
are independent of 0. Let 
M=(mEZ:m#Oanda,#O), 
M+={meM:m>O}. 
Also, Z,+ denotes the non-negative integers. By the multinomial theorem, 
the expansion for [x,(e)]” is 
(1.4) 
where the summation is taken over all functions p: M + Z,,+ such that 
CmeMp(m) = 71. The sum in (1.4) is finite since only finitely many a, are 
non-zero. Furthermore, the terms in this expansion which are independent 
of 0 are just those with CM mp(m) = 0; and so, with this restriction on the sum, 
we may eliminate the factors eirns from formula (1.4) in order to get an expression 
for J x,“. 
For notational convenience, we let a(m) = p(-m) for m > 0. Then, since 
a, = a=, , we get that Jx,” equals 
(1.5) 
where now the sum is taken over all pairs of functions p, q: M+ -+ Z,+ such that 
JZ+PW + ,C+ q(m) = n 
and 
C w(m) = 2 w(m). 
M+ 
For a function p: M+ + Z,+ let 
B(p) = fl (-a,)P(m)/p(m)!. 
M+ 
Then (1.5) becomes 
(-l)fin! f r”“CB(p)B(q) 
1=2 
U-6) 
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where the second summation is over aI1 p and q such that 
and 
C mp(m) = 1 mq(m) = E. 
M+ M+ 
Since C&m) < C p( ), f 11 m m It o ows that for a fixed z, 1 must be at least n/2. 
In particular, n > 3 implies I >, 2. 
At this point, for 1 > 2 and k > 1, we let 
where the sum is over all p: M+ - 2,; with 
C p(m) = k C mp(m) = 1. 
M+ Mf 
(The empty sum is taken to be 0.) We thus arrive at the desired expression 
for Jqn, namely: 
(1.7) 
Recall that this is in fact a polynomial in r with lowest power being at least rz. 
From this last expression for sx,“, we see that Cf=ag,(r) equals 
Thus for iV > 21, the coefficient of rzl in the expansion of Cf=sg,(r) is 
i i (i + j - 3)! C(i, 1) C(.i, 9. 
ix1 j=l 
i+ia3 
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Consequently, by the remark made earlier, this must also be the coefficient 
of r*r in the expansion of Cz=sg,(r). Therefore, from (1.3) we see that the 
coefficient of rzn (n >, 2) in the expansion of G(Y) around 0 is 
where 
Consequently, to show that these coefficients are non-negative, it suffices 
to show that the matrices A,, defined by (1.8), n > 2, are positive semi-definite. 
Note that the cofactor of the upper left entry of A, is a positive semi-definite 
matrix. Indeed, 
; v&i +j - 3)! = ; viujlm ti+j-3e-t dt 
zzz (viti)(vitj) t-%-t dt > 0 
since the square matrix with every entry equal to 1 is positive semi-definite. 
Furthermore, a real symmetric matrix is positive semi-definite if and only 
if all the lower right square submatrices (including the matrix itself) have 
non-negative determinant (Strang [19, Sections 6.2 and 6.31). Thus, to show 
that the A, are positive semi-definite, it now suffices to show that det A,, > 0. 
Finally, we show det A n+l >, 0 for 1z 3 1 by expanding in cofactors along 
the top row. This gives 
det A n+l = n det A:,, + i (I - I)!(-1)” det A:,, , (l-9) 
Z=l 
where A’ n+l , 0 < I < n, is the n x 11 matrix whose (i,j) entry, 1 < i, j < n, is 
AfL+l(i,j) = 
i 
(i -t j - 44 i<l 
(i+j- I)!, i>l+l. 
We will show in the appendix that 
det A;,, = [1!2!3! -** n!]2[Z!l!(n - /)!]-I, n > 1. (1.10) 
Thus, we need to verify that 
nh! + t (1 - l)!(--1)~[1!Z!(n - /)!]-I > 0, 
I=1 
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which says simply that 
(1.11) 
where (7) is the binomial coefficient n!/l!(n - Z)!. To prove (1.11) let 
a(x) = i2 (7) qy, x E [O, 11. 
Then 
m’(x) = f ( ‘f ) (4)” = (1 - x>n - 1 + nx, 
r=2 
and so a’(x) > 0 for x E (0, 1). Consequently a( 1) 3 0, which is precisely (1.11). 
The logarithmic Sobolev inequality (1.1) h as now been proved for all strictly 
positive trigonometric polynomials with constant term equal to 1. Since (1.1) 
is homogeneous, the inequality must hold for all positive trigonometric 
polynomials. 
To prove (1.1) in general we use an approximate identity argument. Let 
Q,(e) = Ck (1 I-F e )” 
where the ck are chosen so that j Qk = 1. (See Rudin [16] Section 4.24.) Now 
choose f(0) = xzX;_W aneins in L2, non-negative (but not 0 almost everywhere), 
such that Cz==_, 1 n 1 / a, I2 < co. Then Qk *fis a strictly positive trigonometric 
polynomial, and so (1.1) holds for Qk * f. The nth Fourier coefficient of Q, * f 
is qk,nun , where q,,; is the nth Fourier coefficient of Qk . Thus (1.1) for Qk *f 
reads 
f (0, *f)” *odQk *f> < f I n I I qk,n I21 a, l2 + IIQ, *fli”, log /I Q, *f~:~. r&.--o’ 
(1.12) 
As k-co, Q, *f +-f in L2. Furthermore, if g(B) = Cz==_, 1 n /r/a a&n@, 
then Q, *g +g in L2 and 
Thus, the right hand side of (1.12) converges to the right hand side of (1.1) 
as k --f co. Finally, since the measure space is finite and the functions 
(Qk *J)” log(Q, *f) are bounded below by the minimum of ~2 log x for s > 0, 
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we may apply Fatou’s lemma to the left hand side of (1.12), and therefore 
deduce that (1.1) holds for the given f. 
This concludes the proof of Theorem 1. 
2. THE HYPERCONTRACTIVE ESTIMATES 
In this section we come to the main result of the paper. 
THEOREM 2. Let 1 < p < q < co. Then P,.: Lp -3 LQ has norm 1 if and 
only if 9 < (p - l)/(q - 1); and e tA: L” + LQ has norm 1 if and only if e--2t < 
(P - I)/(q - 1). 
In the case of the heat semigroup, Theorem 2 follows from the logarithmic 
Soholev inequality of Section 1 essentially by Theorems 1 and 6 and Corollary 2.1 
in Gross [I 11, adapted to the measure d0/2r on the circle. For the Poisson 
semigroup some additional arguments are needed. Therefore, we prove 
Theorem 2 for the Poisson semigroup. 
For convenience we let H = (-4)1/2. Then for f(e) = Cz=-, a,eine, 
(Hf)(e) = Zz==_, a, I n I eins, where the domain of H in L2 is the set of all f 
in L2 such that Hf so defined is in L 2. In particular, cE_, 1 n / / alL I2 = 
(Hf, f >. Now ertH is a contraction C,, semigroup in LP, 1 < p < 00; and so 
we can consider D,(H), the domain of H as a generator in L”. Clearly D,(H) C 
D,(H) for 1 < p < 2; also, it is an easy exercise to show that D,(H) = 
(f ELP n D,(H): H~ELP} for p >, 2. Note that if f is C2 on the circle, then 
f E D,(H) for all 1 < p < co. Indeed, if f is C2 on the circle, then 
y, n4 / a, I2 < CD, and so 1 j n 1 1 a, / < 00. This implies Hf is continuous on 
the circle; hence f E D,(H). 
We have need of the following technical results, the first of which is the 
key new ingredient for the Poisson semigroup. 
PROPOSITION 2.1. Let f > 0 be C2 on the circle and let 1 < p < co. Then 
P2 
(H(f”‘“)t f “‘> < 4(p _ I) (Hf, f p-1). (2.1) 
Proof. Note that f p/a is also C2 on the circle. Let u and v be the harmonic 
extensions to the closed unit disc D off and f pf2 respectively: 
u(reie) = Prf(8), v(rete) = P,[f p/2](0). 
Then u and v are CrJ on the interior of D and Cl on D, i.e. the first order 
derivatives extend continuously to the boundary. Furthermore, note that 
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Hf = a,u and Hf 9/Z = &v, where a, is the outward normal derivative on the 
boundary of D. 
Thus, by Green’s theorem and harmonicity of v, 
<Hf Tf pi2> = (2?r)-l j,, vap de = (2+1 jj+ 1 vv 12 dx, (2.2) 
D 
where dx is two dimensional Lebesgue measure. Now v and upI2 are both 
Cl on D and agree on aD. Furthermore v is harmonic in the interior of D. 
Consequently, by Dirichlet’s principle (Folland [9, pp. 115-1161) 
/j- 1 Vv I2 dx < jj-1 V(U”‘s))~ dx. 
D D 
(2.3) 
Now / V(UP/~)~~ = (p2/4) UP-~ ( Vu 12; and since u > 0 we have (Stein [18], 
p. 86) A(@‘) = p(p - 1) UP-~ 1 Vu j2. Thus 
P I vw2v = 4(p _ 1) 44. (2.4) 
Putting (2.2), (2.3), and (2.4) all together and using Green’s theorem again, 
we get that (Hf Pip, f p12) is less than or equal to 
d(up)dx = ’ ’ 1 
4(P- l)% aD 
a,p) d% 
1 
= 4(ppy 1) g EDpUn-lavu d0 = 
s 4cppf_ 1) <Hf> f *--I>. 
This proves the proposition. 
PROPOSITION 2.2. Let f > 0 be in D,(H), 1 < p < co, and suppose LY: 
[0, T] -+ (1, co) is continuously differentiable with dolldt > 0. Then F(t) = 
11 e-“Hf \lrr(t) is continuously diflerentiable on [0, T] and 
dF 
F(t)+1 dt = ( -HedtHf, (ectHf )“-l> 
+ i 2 [j (e-““f )” log eetHf - /I e-““f 11: log Jj e-““f \la], (2.5) 
where 01 stands for a(t). 
Proof. This follows immediately from Lemma 1.1 in [ll] or Proposition 1 
in [20]. 
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Proof of Theorem 2. As pointed out in the introduction, e-2t ,( (p - l)/ 
(a - 1) is a necessary condition for e- tH: Lp -+ Lq to have norm 1. We must 
therefore show that if a(t) = 1 + e2t(p - l), then e-tH: LS ---f Laft) does 
indeed have norm 1. 
Let f > 0 be C2 on the circle; then so is f s/2 for 1 < s < co. Theorem 1 
applied to f sj2 says that 
s f" logfs'2 < (Hf"'2,fs'2) + llfs'2 II: 1% //fs'2 II2 -
Using Proposition 2.1, we see that 
I f”logf G 2(s s_ 1) G!f,fs-l) + llfll: 1% llfll, - (2.6) 
Now, using Gross’ idea, we fix p, 1 < p < co, and substitute a(t) for s and 
e-““f for f in (2.6). This can be done since e-tHf is also positive and C2 on the 
circle. Since dol/dt = 2(4t) - l), th e resulting inequality (by Proposition 2.2) 
says simply that (d/&) // e-““f IJolu) < 0 for t 3 0. Thus 
II e-tHflldt) < llfll, (2.7) 
for t 2 0. 
This inequality holds for f positive and C2 on the circle. Using the same 
approximate identity employed at the end of Section 1, one easily shows that 
(2.7) holds for all f > 0 in LP, and thus since e-tH is positivity preserving, 
for all f ELP. This proves Theorem 2 for the Poisson semigroup. 
Remarks. (a) We can improve an observation made earlier; namely, if f 
is 19 on the circle, thenfE D,(H) for all 1 < p < co. Ifp < 2 this is immediate 
since f is certainly in D,(H). If p > 2, we observe that Hf is the (harmonic) 
conjugate function of the derivative f ‘. Now f’ is continuous, hence in Lp; 
and by the theorem of M. Riesz Hf must be in L*. Thus f E D,(H), 
(b) The proof of Theorem 2 for et* exactly parallels the proof for e-tH. 
Theorem 1 is certainly true with C 1 n I [ a, j2 replaced by C n2 j CI, 12. Also, 
if f(0) = C a,ein8 then -Of (13) = C n2a,eine with the obvious domain in L2, 
and (-Af, f> = C n2 I a, I2 for f 6 D,(A). Furthermore, if f is C2 on the 
circle, then Af is continuous on the circle; so f is in D,(A) for all 1 < p < co. 
Finally, note that if H is replaced by -A, then equality holds in (2.1), and 
(2.5) is still valid. The rest of the proof goes over word for word. 
We conclude this section with a corollary to Theorem 2, due to S. Janson [ 121. 
(The special case p = 1 and 4 = 2 is found in Bonami [3, Theorem III.71.) 
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COROLLARY 2.1. Suppose F(x) is analytic on the open unit disc. For 0 < Y < 1, 
let F7(z) = F(W). Then for 0 < p < q < 00 and r2 < p/q, 
Furthermore, r2 = p/q is the largest value so that (2.8) holds for all F. 
Proof. We make the following preliminary observation. Let u(z) be a non- 
negative subharmonic function in an open set containing the closed unit disc 
and let f,.(O) = u(reie). Then for 1 <p < q < 00, if r2 < (p - l)/(q - l), it 
follows that llfr /Ia < Iif IL, . The reason is simply that fr < Prf, by sub- 
harmonicity. 
To prove (2.8) we may assume by standard limiting arguments that F is 
analytic in some open set containing the closed unit disc. Also, it suffices to 
show the result for r2 <p/q. But if r2 < p/q, then for sufficiently large n, 
r2 < (np - l)/(nq - 1). Furthermore, j F(z)ll/” is non-negative and sub- 
harmonic in an open set containing the closed unit disc. Consequently, by 
the above observation, 
II IF, I1ln IIHm < II IF Pin /I p* ; 
and this clearly implies (2.8). 
That r2 = p/q is the largest possible value follows by considering F(z) = 
1 + az for small positive a. 
3. A STRONGER INEQUALITY 
In this section we observe that the inequality in Theorem 1 can be improved 
and investigate some of the consequences of the improved inequality. 
THEOREM 3. Theorem 1 is still true with the stronger inequality 
.r f”logf Q f B(lnI) I a, I2 + llfll~WIfl12, ?&=-co (3.1) 
where /3(O) = 0, /3(l) = 1, and 
n-1 
P(n) = 1 + C (l/4 n > 2. 
k=l 
(3.2) 
In particular, it follows that for every E > 0, there exists Y(E) > 0 such that 
s f” logf < E t I n I I a, I2 + 74~) llf IIt + Ilf !I: log llf /12, (3.3) 1L=--7) 
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for every f(B) = En”-, uneine non-negative in L2 for which C / n ) J a, I2 < c0. 
One possible (but not the best) choice for Y(E) is 
+) = ]A,- E - 1% 62 O<E<I 
E > 1. 
Finally, if 1 < p < q < co and T > 0, then the norm of the Poisson semigroup 
e-*H as a map from Lp into Lq is less than or equal to 
infexp2~~s-“/j2(~(s)l)) ds (3.5) 
where the inJimum is taken over all continuous h: [p, q] + (0, CD) such that 
s; ds/h(s) = T. 
Proof. To prove (3.1) we start by repeating the proof of (1.1) with /?(I n I) 
replacing ) n I. The proof goes over with the obvious modifications through 
formula (1.10). Instead of (l.ll), we must show 
$)~c/3(n+l)-l, n>l. (34 
Let b,(x) = CL, (y)(- 1)z-1 xl/l. Then 
xb;(x) = - f ( ‘2) (-x)” = 1 - (1 _ x)“; 
Z=l 
and so, for n 3 2, 
b,( 1) = j-s1 ’ - (lx- x)” dx 
=f 
1 l-(l-x)“-1 
0 X 
dx + j- 
l (1 - x)+1 - (1 - X)n dx 
0 X 
= b,-,(l) + ;. 
Since b,(l) = 1, we get b,(l) = Cz==, (l/k), which gives equality in (3.6). 
The rest of the proof goes over without change. 
To prove (3.3), we need to find y(e) such that /3(n) < en + y(e) for n = 
0, 1, 2 )... . Certainly if E > 1, y(c) = 0 works. Let 0 < E < 1. Since for 71 3 2, 
/3(n) < 2 + log(n - l), it suffices to find Y(E) such that 
all x E [0,2] 
all x > 2. 
Elementary calculus shows that Y(E) given by (3.4) is acceptable. 
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Finally we turn to the norm estimate. Let f > 0 be C2 on the circle and 
1 < s < 00. Putting f $I2 into (3.3) and using Proposition 2.1, as in the proof 
of Theorem 2, we get 
I f” kf G qs: 1) wf~P-9 + +hrl!: + llfll~ log llfll, * (3.7) 
Now suppose h: [p, 41 -+ (0, CD) is continuous with j: &/h(s) = T. Let ol: 
(0, T] -f [p, 41 be the continuously differentiable function such that 01(o) = p, 
(Y(T) = 4, and dor/dt = h(ol(t)) for t E [0, T]. (Indeed, a(t) is the inverse function 
of t(a) = j; &/h(s).) 
If in (3.7) we replacef by ctHf and s by a(t), then by Proposition 2.2 we have 
dF 
F(t)“-1 dt- < (-He-tHf, (e-“Hf )“-I) 
+ A si [2(Z 1) (HctHf, (e-tHf)a-l) + Jf$‘/j ~+~fll~] 
for any E > 0, where F(t) = )I e-tH’lj,(,) and a: stands for a(t). Now we let E 
depend on t by setting 
e(t) = 2(4) - 1) ; 
dolldt 
and we see that 
Therefore, 
$ (log F(t)) < 2cr2(dor/dt) y ( 2(;a;t1) ). 
II e-THfll, _ F(T) 
IIf I!* 
- - < exp 2 
F(O) 
joT ci(t)-2(dol/dt) y ( 2($& ‘) ) dt 
=exp2j:s-2y(2(l(s)1))ds. 
This inequality holds for all f > 0, C2 on the circle, hence for all f in L”. 
This concludes the proof of Theorem 3. 
Remarks. (a) It seems unlikely that /3(n) defined by (3.2) gives the sharpest 
inequality in (3.1). One reason is that for f(0) = 1 + x(0) > 0, where 
Jx(r9) = 0, something stronger than (3.1) holds: the term jlf1ji log \\f& can be 
replaced by 3 (/ x 11: . Furthermore, in proving (3.1) we showed that an analytic 
function was non-negative at r = 1 by showing all its derivatives at Y = 0 
to be non-negative. Surely that is not necessary. It would be interesting to 
know what the smallest values of /3(n) allowable in (3.1) are. 
(b) Similarly, it would be interesting to know the smallest possible Y(E) 
allowable in (3.3). One hopes that with the best values of Y(E), the actual norm 
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of edTH: LP -+ Lq is given by (3.5). Of course, there remains the problem of 
finding the minimizing function h (if it exists), but that might turn out to be 
easy once the correct values for Y(E) are known. 
(c) Letting E depend on t is a potentially crucial ingredient in the norm 
estimate (3.5). There is no reason to believe that the minimizing curve 
01: [0, T] --f [p, 41 will satisfy da/dt = c(a(t) - 1). Indeed, in Section 6 of [20] 
the exact norms for the heat semigroup as a map LP(lFP, dx) -+ Lq(W, dx) are 
derived from a logarithmic Sobolev inequality analogous to (3.7). In that case 
the minimizing curve a: [0, T] -+ [p, q] turns out to be given by 
1 --- 
P 
&) = ($-#L 
and the corresponding h(s) is s2(p-l - q-l)/T. (Warning: the point of view 
taken in [20] is slightly different from that in this paper, as is the notation. 
In particular, the roles of p and 4 are reversed.) 
4. APPENDIX: COMPUTATION OF THE DETERMINANTS 
In this section we prove formula (1.10). For n 2 1, 0 < 1 < n, and m 2 0, 
let cu(n, I, m) be the determinant of the n x n matrix whose (i,j) entry, 
1 <i,j<n,is 
(m+i+j-2)!, for i < 1, 
(m + i +j - I)!, for 1.>Z+l. 
We now reduce this matrix as follows. If 1 > I and n > 2, multiply row (n - 1) 
by m + n - 1 and subtract it from row 71. Then multiply row (n - 2) by 
m + n - 2 and subtract it from the new row (n - 1). Continue this procedure 
until row 1 is multiplied by m + 1 subtracted from the new row 2. The resulting 
matrix has all zeroes in the first column except for the top entry, which is m!. 
One easily now computes that 
a(n,Z,m) =m!n!l-h(n-- l,Z- I,m+ l), 12 1 and n 3 2. 
If I = 0 and n > 2, a similar reduction, but with different multipliers, leads 
to the formula 
OL(~, 0, m) = (m + l)!(n - l)! a(n - I, 0, m + 1), n 3 2. 
Also, we clearly have 
~(1, I, m) = (m + 1 - I)! 
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Iterating these results, we find that 
1-l 
a(n, 1,m) = a(n - I, 0, m + 1) n (m + k)!(n - A)!(1 - k)-' 
k=O 
and 
n-Z-1 
13(n - Z,O,m + Z) = (~(l,O,m + 72 - 1) n (m + l+ k)!(n - I - k)! 
k=l 
n-1 
Therefore 
= zl (m + I + k)!(n - E - k)!. 
ci(n, 2, m) = [(m + Z)! Z!(n - 1)!]-l fj (m + k)!(n - k)!; 
k=O 
and finally 
det A" ?I+1 = a(n, 1, 0) = [Z!Z!(n - I)!]-1 fj k!(n - K)! 
k=O 
which is precisely formula (1.10). 
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