I. INTRODUCTION
The data dependence between successive outputs of recursive filters restricts the use of pipelining techniques to derive high throughput rate [l] . A new scattered look-ahead method to pipeline recursive filters has been proposed by Parhi [2] . It releases the dependence of y(n) on y(n -1) to y(n) on y(n -R). The new recursive loop can then be pipelined by R stages and achieve R times throughput rate.
Conventionally, the design of these pipelined recursive filters is employing a pole-zero cancellation technique [2]. A simple nonpipelined T. Lin and M. Kawamata, "A counterexample to 2-D Lyapunov equations by Mertzios," IEEE Trans. Circuits Syst., vol. CAS-32, pp. 1310 -1311 , Dec. 1985 . Q M. Kawamata and T. Higuchi, "Synthesis of 2-D separable denominator digital filters with minimum roundoff noise and no overtlow oscillations," IEEE Trans. Circuits Syst., vol. CAS-33, pp. 365-372, Apr. 1986. filter Hi@)
x b z . z-' , we may prefer the time domain approach. However, little literature concerned with the synthesis of pipelined recursive filters from the time domain approach. In this paper, we want to formulate the direct synthesis problem of (1) based on the time domain approach. We expect to develop an efficient design method to save the pole-zero cancellation overheads.
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SYNTHESIS OF PIPELINED RECURSIVE RLTERS
Let a desired infinite impulse response h k and the corresponding transfer function be specified as
H ( z ) = h o + h l z -' + . . . + h k~-~+
The problem is to find the coefficients { o t 1 i = 1.2,. . . , n } and {b, I j = 1 , 2 , . . . , m } of the pipelined recursive filter (1) so that the error measure to minimize the error (2). If we substitute the new denominator coefficients { ql I j = 1,2, . . . , n R } into (2) and apply the Parseval's theorem, we find where QO = no = 1, and r z = h k h k + z is the autocorrelation sequence about h k . Minimizing this error with respect to b k yields the coefficients bk to be Some coefficients qj can be constrained to be zero inherently if we rewrite (6) as (7) where K is a symmetrical matrix whose elements are given by
k=--00 (8) There are not restrictions about the coefficients a,. The minimization of (7) does not need any constrained programming methods.
By the Lagrange multipliers method [13] , the minimal value of (7) 
Coefficient a can be solved from (9) by computing the last column of K -' and normalizing it so that the last element is unity. Coefficients b k are then calculated from (5).
Although our design criterion c in (2) is a modification of the standard least-squares error [ 101 the designed result can be reasoned in the sense of least-squares. This is because the least-squares error (IO) is bounded by the product of the error E and the maximum value of ID(+')/-'. If the designed E vanishes, so does the least-squares error for a stable filter. The designs by our approach, therefore, have the similar meaning as those by the least-squares criterion. Some differences between these two methods are discussed in [14] and not mentioned here. We mainly use the important fact that the modified least-squares provides a quadratic form of the designed variables. Thus the original constrained filter design can be easily simplified.
STABILITY CHARACTERIZATION
For a pipelined recursive filter with transfer function as that in (l), we define a power companion matrixA in terms of the denominator coefficients as 1 0
... This matrix has a very useful property that the Rth power of each pole of the filter corresponds to one eigenvalue ofA. Thus, if m a t r i d has all eigenvalue magnitudes less than unit, the filter will be stable. The desired and designed impulte response\ of example 1. Fig. 1 . 
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Let us refer to the upper left 11 x I I portion of matrix K , denoted as K I , and the matrixA. Using the solution (9), we find that rather than the entire infinite one. It follows that (7) can be merely minimized to a positive value. The matrix K is positive definite. As a result, all the matrices A, b, K I , L and (1 I ) satisfy the Lyapunov stability-theorem [ 151. All the eigenvalues of the power companion matrix A therefore have the magnitudes less than unit. The filter designed by our method is then proved to be stable.
IV. ILLUSTRATIVE EXAMPLES
To show the effectiveness of our method, we design two different filters in this section. The quantity defined in [16] , [I71 for time domain design comparison is used as the specification. The finite truncation, F, is selected to be 99. The specification is G-(") 5 9. The designed results for different pipelining stages are summarized in Table I . Some coefficients of the designed filter are 
V. CONCLUSIONS
An efficient technique has been developed in this paper for the synthesis of pipelined recursive filters directly from their time domain specifications. Based on the modified least-squares approximation, the error measure is expressed in the quadratic form of the denominator coefficients. Furthermore, the demand that the denominator polynomial contains only powers of z -~ is served simply by constructing a special matrix K rather than constraining some denominator coefficients to be zero. Design result is derived via a matrix inversion operation and pipelinability has been satisfied inherently. No any complex programming is need. Several examples have been illustrated to show the effective reduction of the pole-zero cancellation overheads. Besides, we have proved the designed filters can always be ensured to be stable. This offers more attractions to the proposed method.
