A digital method of calculating the radar backscattering diagrams is presented. The method uses a digital model of an arbitrary scattering object in the 3D graphics package "OpenGL" and calculates the backscattered signal in the physical optics approximation. The backscattering diagram is constructed by means of rotating the object model around the radar-target line.
INTRODUCTION
The task, which represents a constant interest in radiolocation, is constructing a scattering diagram of an object illuminated by a radar. This task has been resolved more than once by the accurate mathematical methods of electrodynamics [1, 2, 3] , by experimental modeling of the radar systems [4, 5] , by digital modeling of irradiated objects as combination of elements with known backscattering diagrams (such as pieces of the flat plates) [6, 7, 8, 9, 10] . The various methods for electromagnetic field modeling are comprehensively summarized in [11] . A review of generalized moment methods in the differential equations of electromagnetics is given in [12] .
At present, the first method widely uses the numerical solution of the problem. Digital electromagnetics simulation allows accurate modeling of physical systems in combination with an accurate numerical solution of either differential or integral formulations of Maxwell's equations. This computational electromagnetics can be applied to many practical engineering problems, for example, antenna design, calculation, backscattering diagrams, targets recognition, and so forth. However, the accurate analysis and synthesis of complex electromagnetic systems have remained beyond the limits of computer capabilities up to now.
The most reliable approach has always been a method of natural modeling. It means that the model of object, constructed of real metallic or other materials, is irradiated by a real radar transmitter, and a real radar receiver gets the scattered signals. In this case, the very important thing is to keep the necessary proportions between the irradiated wavelength, the sizes of the object model, and the distance between the radar and the object. These conditions are not always feasible. Besides, the natural and analog modeling are rather expensive and available for big organizations such as the White Sands Missile Range (WSMR), which possesses a highly specialized range instrumentation, technical laboratories, and facilities to support the continuing testing of NASA foreign and commercial systems. The modeling capabilities of the complex include tools for performing electromagnetic analysis, simulating electromagnetic wave propagation, and calculating antenna patterns. By the way, NASA publishes data of experimental measurements of radar cross sections for different shapes of radar targets [13] .
Another and one of the most economical methods is modeling objects as the combination of elements such as pieces of the flat plates [8, 9, 10, 14] . In [8] , this modeling is used for simulating aircrafts and is performed in two steps. First, digital models are generated by the aircraft simulator tool. It provides information about the real shape and dimension of an aircraft. Aircraft surfaces are described by means of the following geometrical primitives: cylinder, frustum of cone, parallelepipeds, dihedral, and trihedral. Then this model (file description) is used to perform the second step of the model: a flat plates description of the aircraft. It uses three-dimensional (3D) representation and each small flat plate is characterized by its position and orientation with respect to the aircraft reference system. Each flat plate is an elementary scattering center that provides contribution to the signal echo received by radar. Physical optics theory of backscattering is used in order to simulate real signal. Although this approach can be realized by modern computers, it demands hard programmer efforts to construct every new object model. Recently, attempts have been made to apply the element approach to curved patches [15] although most of the works employ flat piecewise representation.
In this article, the method which represents the digital modeling of an object with the use of 3D graphics package "OpenGL" is proposed. This method simulates a scalar electromagnetic radiation of the object, but this task may be modeled also in the case of the polarized irradiation.
THE FORMULA DESCRIPTION OF THE SCATTERED SIGNAL
In the approximation of physical optics, the complex amplitude of a signal, reflected by a target and received by the radar position, disposed in the point R 0 , can be described by the Kirchhoff integral [16, 17, 18 ]. An approximate derivation of the Kirchhoff integral theorem is given in the appendix. If the locations of the transmitter and the receiver coincide ( R 0 = R 1 ), the complex amplitude of the received signal can be described by the formula (up to a constant complex multiplier)
Here δ(x) is the delta function, r is the coordinate vector of the point of the object,
is the equation of the surface of object,
A 0 is the complex amplitude of the radar irradiation, | r − R 0 | is the distance from the point r to the point of the radar position R 0 , λ is the length of the wave of the radar irradiation, and n( r ) is the vector of the exterior normal to the surface of the object in the point r. For the visible part of object
If we could model the integral (1) in the various aspects of an object to the radar, we would get the scattering diagram of the object illuminated by the radar with wavelength λ.
DESCRIPTION OF THE MODEL
Practically, any 3D object can be modeled in the package OpenGL. This package allows to build spheres, cylinders, cones, prisms, polygons, and lines. Most complex objects can be constructed of all these elements. The every point of the surface of the constructed object has a 3D description in the package: a two-dimensional (2D) position of the point on the computer screen (X, Y ) and the distance of the point to the screen (Z coordinate). The object can be rotated relatively in any point in the space in an arbitrary way. It can be irradiated by the source of illumination disposed in an arbitrary space point. All these program properties permit to exactly simulate the radar system practically. And this package is suitable enough for calculating the backscattering diagram of the objects with various shapes. The calculation procedure is as follows.
(1) The object is placed on the screen plane and the radar irradiates the object in the direction perpendicular to the screen.
The irradiating scene and the model elements are shown in Figure 1 . The position of the center mass of the object will be designed as r 0 , and this point r 0 lies in the screen (in the center of the window which is to be processed). For each real point of the object r, we will introduce the screen coordinates
(2) Every point of the object r , visible in the screen, has coordinates (X, Y ) in the screen and coordinate Z (its distance from the screen). (3) Every point of the object r , disposed on its surface and visible in the screen, gives a complex scattered amplitude A( r ) in the point of radar R 0 :
where all designations of the values are the same as in (1), (2b), and (2c).
In the process of modeling, we will suppose the vector r − R 0 as follows:
where e = (0, 0, 1) is the normalized vector of the direction of the radar irradiation, directed perpendicularly to the screen.
is created automatically in the process of the 3D object modeling, as the package OpenGL simulates 3D objects and takes into account the direction of light source irradiation. So, we can get the value of intensity E(X, Y ) of the screen pixel with the screen coordinates (X, Y ):
For getting the visible part of the surface, the package calculates only values E(X, Y ) > 0. If the object is disposed in a far zone, the condition is true:
and we can write the distance of each point to the radar as follows:
Here Z 0 = | r 0 − R 0 | is the distance from the screen to the radar and Z is the distance of the point to the screen. So (3) can be rewritten as follows:
(4) We must summarize all the amplitudes (8) over the whole visible and illuminated part of the object surface to get the whole signal received by the radar from the range Z:
In (9), the function δ(Z i , Z) is as follows:
Z i is the distance from the screen of the pixel with the screen coordinates X i , Y i and I is the whole summarized number of pixels in the visible part of the object surface. (5) To get the signal S 0 received by the radar, we have to summarize the signals (9) over all the band of the range values and calculate the total amplitude:
where M is the whole number of the discrete ranges in the band of ranges. (6) Notice that the signal S 0 is the function of the angles of the object rotation relative to the radar, that is,
where α, β, and γ are the angles of rotation around axes Y , X, and Z, correspondingly. If the object is an axissymmetrical body, then expression (12) is the function of the single angle α between the axis of symmetry and direction e (formula (4)) to the radar:
In this case, the construction of the scattering diagram leads to the calculation of all the meanings (13) over the whole range of values α. And this sequence is the scattering diagram.
THE RESULTS OF THE DIGITAL MODELING
The process of calculations consists of the following operations:
(1) rotating the object around the vertical axis Y at the angle α. In all the figures, the axis Y is directed from the bottom to top; (2) calculating the complex signal (8) from each pixel of the screen belonging to the visible part of the object; (3) summarizing these signals from the pixels lying at the same distance Z from the screen by formula (9) . As a result, we get a coherent complex wideband signal from the object; (4) accumulating signals of all ranges and calculating the amplitude of the signal by formula (11); (5) recording the diagram for value α; (6) calculating the new angle α for the new object aspect; (7) transfering to the point of calculations (1).
The results of modeling are shown in Figures 2, 3 , 4, 5, 6, and 7 for the sphere, cylinder, cone, and object representing the combination of the cone and cylinder.
In all the figures, the relative position of the object to the screen (just the same as to the radar) is shown at the moment of getting the current point of the diagram. The graphic of the diagram is being drawn moving with a discrete of angle α equal to delα = 0.5
• (Figures 2, 3 , 4, 5, 6, and 7). The initial angle α = 45
• in all the figures and the meanings of α are decreasing (rotating over y-axis in the clockwise direction).
It is necessary to notice that all the dimensions of objects, pointed below, were used in the process of calculations, but these dimensions are not exactly supported in Figures 2, 3 , 4, 5, 6, and 7. Some of the objects are increased in sizes for the better visualization of the figures. In Figures 3, 4 , and 5, the angle values Fi are shown, which are equal to the corresponding value of angle α at the moment.
All the calculations have been performed in the windows with the dimension of 360 × 360 pixels in Figures 2, 3 , and 4, and in Figures 5, 6 , and 7 in the window with the size of 400×400 pixels. The width of the single pixel was taken equal to λ/15.0 in all the calculations. Figure 2 shows the diagram from the sphere, which is constructed by 32 vertical slices. The radius of the sphere is equal to 50 pixels. Figure 2 shows the whole diagram when angle α becomes equal to α = 45
• − 360
• and the sphere is turned at the angle of −360
• . From Figure 2 , it is seen that the signal repeats itself 32 times round the y-axis. It matches the reflection from the 32 identical slices. If the number of slices streams to infinity, the sphere will be entirely smooth and its signal will be the same in all the directions. Figure 3 shows the diagram of a cylinder. The cylinder is 200 pixels long and it has radius of 30 pixels. As the cylinder is an axis-symmetrical body, all the diagram is symmetrical relative to the main maximum. This maximum is received from the lateral surface of the cylinder as the lateral surface has the maximal radar cross section (in this example). This maximum is the narrowest among the others because the height of the cylinder is approximately 3 times more than the diameter of the bottom.
Two maximums of the second magnitude are produced by the bottom of the cylinder.
In Figure 3 , the cylinder is turned to the angle of −360
• from its start angle position α = 45
• . Figure 4 shows the diagram of a cone. The cone is 100 pixels long and has a bottom radius of 30 pixels. As the cone is an axis-symmetrical body, all the diagram is symmetrical relative to the main maximum. This maximum is received from the bottom of the cone, as the bottom has the maximal radar cross section (in this example). This maximum is the widest among the others because the diameter of the bottom is ∼1.7 times less than the height of the cone.
Two maximums of the second magnitude are produced by the flank of the cone when the direction to the radar receiver has the perpendicular angle to the flank surface of the cone. At this moment, α becomes equal to α = β, where 2β is an angle at the top of the cone and β = arctg(0.3) ≈ 17
• , and the cone is turned at the angle of β − 45
• . The two more small maximums of the diagram are obtained when the visible part of the cone has the largest surface, but the normal is not directed to the radar receiver.
At last, the smallest maximum is provided by the nose of the cone from the direction opposite to the direction of the main maximum.
In Figure 4 , the cone is turned to the angle of −360
• . Figures 5, 6 , and 7 show the diagram from a cone plus a cylinder composition. The cylinder is 200 pixels long and has a radius of 30 pixels. The cone is 100 pixels long and has a bottom radius of 30 pixels. The composition is also the axis-symmetrical body and all the diagram (Figure 4 ) is symmetrical relative to the maximum received from the bottom of the cylinder. The main maximum is given by the lateral surface of the composition at the moment when the direction to the radar receiver has the perpendicular angle to the lateral surface of the cylinder. All the construction has the maximal radar cross section in this aspect. This maximum is the narrowest among the others as the length of the construction is more than the diameter of the cylinder bottom.
Two maximums of the second magnitude are produced by the flank of the cone when the direction to the radar receiver has the perpendicular angle to the flank surface of the cone. The central maximum is provided by the bottom of the cylinder. Figure 5 shows the whole diagram when angle α becomes equal to 45
• −360
• and the construction is turned at the angle of −360
• . Figures 6 and 7 are given as an illustration of processing the diagrams. The drawings of the diagrams built until the moment and the aspect of the construction at the moment are shown. Figure 6 shows the maximum of the diagram from the lateral side of the cylinder when the direction to the radar receiver has the perpendicular angle to the lateral surface of the cylinder. At this moment, α becomes equal to 0
• and the whole construction is turned at the angle of −45
• . Figure 7 shows the maximum of the diagram from the bottom of the cylinder.
Analysis of Figure 5 shows a good coincidence with analogue results obtained in [19] for analogue composition. In Figure 8 , a diagram is shown, which was obtained by the method of flat plates for the cone-cylinder combination in [19] . Correspondingly, in Figure 9 , the diagram of conecylinder ( Figure 5 ) is unrolled in the angle space. The positions of maximums from the flank surface of the cone are different because the cone in Figure 8 has the angle at its top equal to 40
• , and in Figure 9 , it is equal to 34 • . A ratio λ/ Dim, where Dim is a size of the whole object, is higher in Figure 8 . That is why all the lobes in Figure 8 are wider than in Figure 9 . The diagram in Figure 8 is given in dB/m 2 ; in other words, it is normalized to the cross section, and in Figure 9 , it is given simply in logarithmic scale. But the whole pattern of the diagrams is the same.
There is a need to say that accurate building of diagrams with thorough drawing all the side lobes is achievable only when the ratio of each pixel width to the wave lambda λ is small enough. In the calculations of the paper, this ratio was taken equal to 1/15. So the accurate calculation of the large objects diagrams will demand the displays of large sizes.
DISCUSSION
The digital modeling of the physical optics integral (1) by the 3D graphics methods gives results (Figures 2, 3 , 4, 5, 6, and 7) rather close to those obtained by the methods of flat places [19] . The described approach seems to be much less labor-intensive because it uses the ready-made 3D model of the object, and the algorithm only substitutes the coordinates and intensity of the screen pixels into the sum (9) .
Using the flat places, approximation includes both the construction of an object and the calculation of (1). The whole volume of the works using this method can be estimated from [8, 9] . Some steps have to be made: the first step is the definition of the whole set of the object flat plates; the next one is the analysis of elementary flat plates visible from the radar, and the calculation of the radar cross section of each scattering center of the object as function of flat plate orientation and position. After this, the complex echo signal received from each center and the total power of the echo signal for each radar resolution cell are calculated.
As it has been previously mentioned, the nature modeling may appear to be expensive or not available in the conditions of the theoretical laboratories.
As for the method of building backscattering diagrams by means of numerical solutions of Maxwell's equations, it should be mentioned that the equations are usually digitized with the help of a set of known expansion functions. This leads to a linear system of equations with N unknowns, where N is the number of expansion functions. In this case, the computer requirements are at least proportional to N 2 in terms of both computer time and memory. Since N may be very large, these requirements are beyond the capabilities of today's computers (e.g., 76 GB RAM if N = 100.000) [20, 21] .
To resolve the problem, researchers have developed the fast multipole method (FMM) and the multilevel fast multipole algorithm (MLFMA) [22, 23, 24] . It has been demonstrated that, using this MLFMA procedure, the calculations can be performed with order N log N complexity. Additionally, improved MLFMA approach is developed in [25] . This approach is more efficient computationally, especially as the number of N increases.
In the presented method of modeling, the main computational requirements are imposed on the speed of reading pixels from the screen, in other words, on the speed of performing the OpenGL functions. The whole diagram of 720 points with reading all the pixels in the window of 400 × 400 pixels was calculated in 4.5 minutes at the computer with 256 MB RAM and 1300 MHz clock rate.
By the way, the method calculates the wideband signal in the process of building diagram (formula (9)), which can be used in a lot of radar simulation software.
So the presented results allow to draw a conclusion that the digital modeling of object with the use of 3D graphics package OpenGL gives opportunity of simulating electromagnetic radiation of the object. This method can reduce the workload of radar data simulation by using 3D graphics package constructed by many compilers. This method can be used by researchers who have no radar data simulation software.
The algorithm, proposed in this article, requires the presentation of the object with the dimensions of pixels much less than the length of wave λ for the proper working. It is only the serious restriction on the method because a large object consists of large number of pixels and it will enlarge the time of calculations and will require a big display.
APPENDIX
The Fresnel-Kirchhoff approximation to diffraction is well known [16, 17, 18] . It is Fresnel diffraction principle that states that every unobstructed point of a wavefront, at a given instant time, serves as a source of spherical secondary waves (with the same frequency as that of the primary wave). The amplitude of the field at any point beyond is the superposition of all these waves (considering their amplitudes and phases). This rather hypothetical principle has been later on developed in a more rigorous way by Kirchhoff, who proved that it can be derived from the scalar diffraction theory.
Consider a radar transmitter and a receiving position disposed in the points R 0 and R 1 , respectively.
The electromagnetic field at the receiver is a solution of the wave equation
We can express the solution in the form P(t, R) =P( R )e jkct (where c is the light speed, k = 2π/λ is the wave number, λ is the wavelength, ω = kc). Substituting this in the wave equation, we obtain the Helmoltz equation:
Solving this equation with the help of Green's theorem leads to an expression of the field at point R 1 of the receiver in terms of the field and its gradient assigned on an arbitrary scattering surface S enclosing R 1 :
which is known as the Kirchhoff integral theorem. In (A.3) , r designates the coordinates of the surface S point, dS is the differential of the surface, and ∇ n( r ) f ( r ) designates the gradient of f ( r ) along the normal n( r ) to the surface S in the point r. The boundary conditionsP( r )| S and ∇ n( r )P ( r )| S can be chosen as the values of the primary spherical wave irradiated by the transmitter and its gradient projections to the vector n( r ), respectively.
The primary radiated spherical wave in the surface point r has the form
| r − R 0 | is the distance from the transmitter in the point R 0 to the point of the surface r, and A is the wave amplitude at the unit distance from the transmitter. By direct calculations of (A.3), we can obtain the expression for the field in the point of observation R 1 :
Here e 0 ( r ) and e 1 ( r ) are the normalized vectors of view from the transmitter and the receiver, respectively,
Neglecting the small terms of the values 1/| r − R 0 | and 1/| r − R 1 |, we can write the final expression for the received field:
In recent years, increased demand for fast Internet access and new multimedia services, the development of new and feasible signal processing techniques associated with faster and low-cost digital signal processors, as well as the deregulation of the telecommunications market have placed major emphasis on the value of investigating hostile media, such as powerline (PL) channels for high-rate data transmissions. Nowadays, some companies are offering powerline communications (PLC) modems with mean and peak bit-rates around 100 Mbps and 200 Mbps, respectively. However, advanced broadband powerline communications (BPLC) modems will surpass this performance. For accomplishing it, some special schemes or solutions for coping with the following issues should be addressed: (i) considerable differences between powerline network topologies; (ii) hostile properties of PL channels, such as attenuation proportional to high frequencies and long distances, high-power impulse noise occurrences, time-varying behavior, and strong inter-symbol interference (ISI) effects; (iv) electromagnetic compatibility with other well-established communication systems working in the same spectrum, (v) climatic conditions in different parts of the world; (vii) reliability and QoS guarantee for video and voice transmissions; and (vi) different demands and needs from developed, developing, and poor countries.
These issues can lead to exciting research frontiers with very promising results if signal processing, digital communication, and computational intelligence techniques are effectively and efficiently combined.
The goal of this special issue is to introduce signal processing, digital communication, and computational intelligence tools either individually or in combined form for advancing reliable and powerful future generations of powerline communication solutions that can be suited with for applications in developed, developing, and poor countries.
Topics of interest include (but are not limited to)
• Multicarrier, spread spectrum, and single carrier techniques • Channel modeling Authors should follow the EURASIP JASP manuscript format described at the journal site http://asp.hindawi.com/. Prospective authors should submit an electronic copy of their complete manuscripts through the EURASIP JASP manuscript tracking system at http://www.hindawi.com/mts/, according to the following timetable:
The cross-fertilization between numerical linear algebra and digital signal processing has been very fruitful in the last decades. The interaction between them has been growing, leading to many new algorithms.
Numerical linear algebra tools, such as eigenvalue and singular value decomposition and their higher-extension, least squares, total least squares, recursive least squares, regularization, orthogonality, and projections, are the kernels of powerful and numerically robust algorithms.
The goal of this special issue is to present new efficient and reliable numerical linear algebra tools for signal processing applications. Areas and topics of interest for this special issue include (but are not limited to):
• Singular value and eigenvalue decompositions, including applications.
• Fourier, Toeplitz, Cauchy, Vandermonde and semiseparable matrices, including special algorithms and architectures.
• Recursive least squares in digital signal processing.
• Updating and downdating techniques in linear algebra and signal processing.
• Stability and sensitivity analysis of special recursive least-squares problems.
• Numerical linear algebra in:
• Biomedical signal processing applications.
• Adaptive filters.
• Remote sensing.
• Acoustic echo cancellation.
• Blind signal separation and multiuser detection.
• Multidimensional harmonic retrieval and direction-of-arrival estimation.
• Applications in wireless communications.
• Applications in pattern analysis and statistical modeling.
• Sensor array processing.
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Call for Papers
Many important applications of multimedia revolve around the detection of humans and the interpretation of human behavior, for example, surveillance and intrusion detection, automatic analysis of sports videos, broadcasts, movies, ambient assisted living applications, video conferencing applications, and so forth. Success in this task requires the integration of various data modalities including video, audio, and associated text, and a host of methods from the field of machine learning. Additionally, the computational efficiency of the resulting algorithms is critical since the amount of data to be processed in videos is typically large and real-time systems are required for practical implementations.
Recently, there have been several special issues on the human detection and human-activity analysis in video. The emphasis has been on the use of video data only. This special issue is concerned with contributions that rely on the use of multimedia information, that is, audio, video, and, if available, the associated text information.
Papers on the following and related topics are solicited:
• Video characterization, classification, and semantic annotation using both audio and video, and text (if available).
• Video indexing and retrieval using multimedia information.
• Segmentation of broadcast and sport videos based on audio and video.
• Detection of speaker turns and speaker clustering in broadcast video.
• Separation of speech and music/jingles in broadcast videos by taking advantage of multimedia information.
• Video conferencing applications taking advantage of both audio and video.
• Human mood detection, and classification of interactivity in duplexed multimedia signals as in conversations.
• Human computer interaction, ubiquitous computing using multimedia.
• Intelligent audio-video surveillance and other security-related applications. 
Biometric identification has established itself as a very important research area primarily due to the pronounced need for more reliable and secure authentication architectures in several civilian and commercial applications. The recent integration of biometrics in large-scale authentication systems such as border control operations has further underscored the importance of conducting systematic research in biometrics. Despite the tremendous progress made over the past few years, biometric systems still have to reckon with a number of problems, which illustrate the importance of developing new biometric processing algorithms as well as the consideration of novel data acquisition techniques. Undoubtedly, the simultaneous use of several biometrics would improve the accuracy of an identification system. For example the use of palmprints can boost the performance of hand geometry systems. Therefore, the development of biometric fusion schemes is an important area of study. Topics related to the correlation between biometric traits, diversity measures for comparing multiple algorithms, incorporation of multiple quality measures, and so forth need to be studied in more detail in the context of multibiometrics systems. Issues related to the individuality of traits and the scalability of biometric systems also require further research. The possibility of using biometric information to generate cryptographic keys is also an emerging area of study. Thus, there is a definite need for advanced signal processing, computer vision, and pattern recognition techniques to bring the current biometric systems to maturity and allow for their large-scale deployment.
This special issue aims to focus on emerging biometric technologies and comprehensively cover their system, processing, and application aspects. Submitted articles must not have been previously published and must not be currently submitted for publication elsewhere. Topics of interest include, but are not limited to, the following:
• 
Information theoretic methods for modeling are at the center of the current efforts to interpret bioinformatics data. The high pace at which new technologies are developed for collecting genomic and proteomic data requires a sustained effort to provide powerful methods for modeling the data acquired. Recent advances in universal modeling and minimum description length techniques have been shown to be well suited for modeling and analyzing such data. This special issue calls for contributions to modeling of data arising in bioinformatics and systems biology by information theoretic means. Submissions should address theoretical developments, computational aspects, or specific applications. Suitable topics for this special issue include but are not limited to:
• Normalized maximum-likelihood (NML) universal models • Minimum description length (MDL) techniques • Microarray data modeling • Denoising of genomic data • Pattern recognition • Data compression-based modeling
