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Abstract
In a recent survey, Olkin [The 70th anniversary of the distribution of random matrices: A
survey, Linear Algebra Appl. 354 (2002) 231–243] has looked into 70 years of development
on random matrices, giving special attention to rectangular matrices. Gupta and Richards
[Multivariate Liouville distributions, J. Multivariate Anal. 23 (1987) 233–256] have looked
into generalizations of the Dirichlet family of distributions for the multivariate case. Mathai
[An Introduction to Geometrical Probability: Distributional Aspects with Applications, Gordon
and Breach Scientific Publishers, New York, 1999] developed a gamma type distribution on
rectangular matrices in connection with the distributional aspects of random volumes. This
idea is developed further in the present article to define rectangular matrix-variate gamma type,
beta type and Dirichlet type distributions with location and scale matrices; connections among
these distributions and various properties are pointed out. This paper discusses the complex
matrix-variate cases and the corresponding real cases are also listed along with each result.
The complex rectangular matrix-variate t and Cauchy distributions are obtained as particular
cases.
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1. Introduction
The first discussions on matrix random variables occurred some seventy-five years
ago. According to Olkin [21], the derivation of the Wishart distribution published in
1928 was the first step in multivariate statistical analysis. Nowadays, matrix random
variables in the real and complex domains play vital roles in many disciplines in
the statistical, physical, social and medical sciences. When dealing with functions
of matrix random variables, Jacobians of various types of matrix transformations are
required. The development of such Jacobians in the real case is due in major part to
Olkin and his associates. Some of the references in this direction are Olkin [19,20] and
Olkin and Sampson [22]. In the latter, a novel technique based on functional equations
is developed for the derivation of such Jacobians; this method differs substantially
from the classical approaches for deriving Jacobians. A systematic treatment of Jaco-
bians of matrix transformations in the real cases and the corresponding developments
in the complex cases are available from Mathai [13]. Some developments on random
matrices are presented in Carmeli [3] and Mehta [16]. Gupta and Richards [6] provided
some generalizations of the Dirichlet family of distributions for the matrix-variate
case.
The study of statistical distributions in the complex domain seems to have been
accelerated with the work of Goodman [4,5] on the complex Gaussian and Wishart dis-
tributions. Many researchers have contributed to this area, see for example Hayakawa
[7], Khatri [8] and numerous references in Mathai [13]. Wooding [26] obtained some
distributional results on the complex multivariate Gaussian distribution and pointed
out an application in connection with certain problems involving random noise sig-
nals. Brillinger [2] showed that the matrix of spectral densities obtained from strictly
stationary time series has an asymptotic complex Wishart distribution. MacNeill [12]
showed that, asymptotically, certain tests for the periodic components in multiple
time series involve the complex normal and complex Wishart distributions. Berger [1]
derived the exact distribution of the sample correlation coefficient for n observations
from a complex bivariate Gaussian distribution. Pillai and Nagarsenker [23] expressed
the distribution of the likelihood ratio statistic for the sphericity test for complex
normal populations in terms of Meijer’s generalized hypergeometric function. Li
et al. [11] considered the analogue of testing for the complex multivariate normal and
complex Wishart distributions. Kooperberg and O’Sullivan [9] made use of a complex
distribution in connection with the spatio-temporal decomposition of climatological
fields. Mohanty and Pourahmadi [17] and Wahba [25] showed that certain tests in
connection with multivariate stationary time series involve complex distributions.
Krishnaiah et al. [10] derived a likelihood ratio statistic for making inference on
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the covariance matrix of complex multivariate normal populations and Turin [24]
made use of Hermitian quadratic forms. Nagar and Arias [18] introduced complex
rectangular analogues to the matrix-variate t and Cauchy distributions. Recently,
Mathai [15] introduced a general real matrix-variate probability model which covers
matrix-variate beta, gamma and exponential type distributions.
The present article is mainly concerned with matrix random variables of the rect-
angular type. Some relevant definitions and preliminary results are given below. If one
lets X be a p × r matrix of full rank p  r , then S = XX′ is a p × p symmetric and
positive definite matrix whenX is real, a prime denoting the transpose; similarly, when
X˜ is in the complex domain, S˜ = X˜X˜∗ is ap × pHermitian positive definite matrix, a
tilde indicating a complex matrix and an asterisk indicating the conjugate transpose.
Decompositions of X in terms of a triangular and semiorthonormal matrices, and
the singular value decomposition and the associated Jacobians, when X is real, are
considered in Olkin [21].
Matrix random as well as mathematical variables will be denoted X, Y, . . . when
real, whereas when the elements are in the complex domain, these will be denoted with
a tilde, X˜, Y˜ , . . .Constant matrices in the real or complex domains, will be denoted by
A,B,C, . . .The wedge product of differentials inX and X˜ will be denoted by dX and
dX˜, respectively. |(·)| will denote the determinant of (·), whereas |det(·)| denotes the
absolute value of the determinant of (·). |(·)| will also be used to denote the absolute
value of (·); tr(·) will denote the trace of (·). Also (·) > 0 will indicate that the matrix
(·) is positive definite when real and Hermitian positive definite when in the complex
domain. The identity matrix will be denoted by I . The notation 0 < A < I means
that A > 0 and I − A > 0. Some of the Jacobians that are needed in the present
discussions will be listed here without proofs for completeness. For proofs and other
details in connection with these Jacobians, the reader is referred to Mathai [13].
Let X and Y be p × r matrices of functionally independent real variables and
let Ap×p and Br×r be constant nonsingular matrices; then
Y = AXB ⇒ dY = |A|r |B|p dX. (1)
When X˜ and Y˜ are p × r matrices of functionally independent complex variables,
then
Y˜ = AX˜B ⇒ dY˜ = |det(AA∗)|r |det(BB∗)|p dX˜ (2)
where Ap×p and Br×r are nonsingular constant matrices, in the real or complex
domains.
Let X and Y be symmetric p × p matrices of functionally independent real
variables and let A be a nonsingular constant matrix; then
Y = AXA′ ⇒ dY = |A|p+1 dX. (3)
When X˜ and Y˜ arep × p Hermitian matrices of functionally independent complex
variables and Ap×p is a nonsingular constant matrix, then
Y˜ = AX˜A∗ ⇒ dY˜ = |det(AA∗)|p dX˜. (4)
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Let X be a p × p nonsingular matrix of functionally independent real variables
and let X−1 denote its regular inverse. Then
Y = X−1 ⇒ dY =|X|−2p dX for a general X
=|X|−(p+1) dX when X = X′
=|X|−(p−1) dX when X = −X′
=|X|−(p+1) dX when X is lower or upper triangular. (5)
When X˜ is a p × p nonsingular matrix of complex variables, then
Y˜ = X˜−1 ⇒ dY˜ =|det(XX∗)|−2p dX˜ for a general X˜
=|det(XX∗)|−p dX˜ for X˜ = X˜∗ or X˜ = −X˜∗. (6)
Let X be a p × p symmetric positive definite matrix and let T = (tij ) be a triangular
matrix of functionally independent real variables with tjj > 0, j = 1, . . . , p; then
X = T T ′ ⇒ dX=2p

p∏
j=1
t
p+1−j
jj
 dT when T is lower triangular,
=2p

p∏
j=1
t
j
jj
 dT when T is upper triangular. (7)
When X˜ is a p × p Hermitian positive definite matrix and T˜ = (˜tij ) is a triangular
matrix of functionally independent complex variables where the diagonal elements
of T˜ are real and positive, that is, tjj > 0, j = 1, . . . , p, then
X˜ = T˜ T˜ ∗ ⇒ dX˜=2p

p∏
j=1
t
2(p−j)+1
jj
 dT˜ when T˜ is lower triangular,
=2p

p∏
j=1
t
2(j−1)+1
jj
 dT˜ when T˜ is upper triangular. (8)
Let X be a p × r , r  p, matrix of full rank p, T be a p × p lower triangular matrix
with distinct nonzero diagonal elements and U1 be a unique p × r semiorthonormal
matrix, that is,U1U ′1 = Ip, Ip denoting the identity matrix of orderp, whereX, T , U1
are matrices of functionally independent real variables; then
X = T U1 ⇒ dX =

p∏
j=1
|tjj |r−j
 dT g(U1), (9)
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where∫
g(U1) dU1 = 2
pπ
pr
2
p( r2 )
(10)
with
p(α)=π p(p−1)4 (α)(α − 1/2) · · ·(α − (p − 1)/2), 
(α) > (p − 1)/2,
=
∫
Y=Y ′>0
|Y |α− (p+1)2 e−tr(Y ) dY, (11)

(·) denoting the real part of (·). When X˜ is a p × r matrix of full rank p, T˜ is
a p × p lower triangular matrix with real and positive diagonal elements and U˜ is
a p × r semiunitary matrix, that is, U˜ U˜∗ = Ip, all matrices being of functionally
independent complex variables, then
X˜ = T˜ U˜ ⇒ dX˜ =

p∏
j=1
|tjj |2(r−j)+1
 dT˜ h(U˜), (12)
where∫
h(U˜) dU˜ = 2
pπpr
˜p(r)
(13)
with
˜p(α)=π p(p−1)2 (α)(α − 1) · · ·(α − (p − 1)), 
(α) > p − 1,
=
∫
Y˜=Y˜ ∗>0
|det(Y˜ )|α−pe−tr(Y˜ ) dY˜ . (14)
Let X be a p × r , r  p, matrix of full rank p and U1 be an p × r semiortho-
normal matrix, that is, U1U ′1 = Ip, all matrices being of functionally independent
real variables, and let S = XX′. Then
dX = 2−p|S| r2− p+12 dS g(U1) (15)
with ∫
g(U1) dU1 = 2
pπ
pr
2
p( r2 )
. (16)
When X˜ a p × r matrix of full rank p and U˜ is a p × r semiunitary matrix, that
is, U˜ U˜∗ = Ip, all matrices being of functionally independent complex variables, and
S˜ = X˜X˜∗, then
dX˜ = 2−p|det(S˜)|r−pdS˜ h(U˜) (17)
with ∫
h(U˜) dU˜ = 2
pπrp
˜p(r)
. (18)
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In the present article, we will concentrate on rectangular matrix random variables
in the complex domain with scale and location matrices. First, a rectangular complex
matrix-variate gamma type distribution is defined in Section 2 as a complex matrix-
variate analogue of the model specified in Theorem 3.2.1 of Mathai [14]. Then, the
rectangular complex analogues of type-I and type-II matrix-variate beta and Dirichlet
densities are studied in Sections 3 and 4, and 5 and 6, respectively. The correspond-
ing real cases are listed along with each result and in each case, the connection to
independently distributed gamma type random matrices is pointed out. These results
will extend the study of matrix-variate distributions in standard distribution theory.
2. Complex rectangular matrix-variate gamma type density
We begin with complex rectangular matrix random variables with location and
scale matrices having real-valued scalar functions as densities which could be cate-
gorized as gamma type densities. Let X˜ be ap × r complex matrix of full rankp  r,
having real-valued density function
f1(X˜)= c1|det(A− 12 (X˜ −M)B−1(X˜ −M)∗A− 12 )|α
× e−tr
[
A
− 12 (X˜−M)B−1(X˜−M)∗A− 12
]
, (19)
where Ap×p and Br×r are Hermitian positive definite constant matrices, and M is a
p × r constant matrix.
The normalizing constant c1 can be determined as follows. Let Y˜ = A− 12 (X˜ −
M)B− 12 ; then in view (2), dY˜ = |det(AA∗)|− r2 |det(BB∗)|− p2 dX˜ where A− 12 and
B− 12 are the Hermitian positive definite square roots of A−1 and B−1, respectively,
and
1 = c1|det(AA∗)| r2 |det(BB∗)| p2
∫
Y˜
|det(Y˜ Y˜ ∗)|αe−tr(Y˜ Y˜ ∗) dY˜ .
Now letting S˜ = Y˜ Y˜ ∗, one has from (17) and (18)
1 = c1|det(AA∗)| r2 |det(BB∗)| p2 2p π
rp
˜p(r)
2−p
∫
S˜
|det(S˜)|α+r−pe−tr(S˜) dS˜,
where, in light of (14), the above complex matrix-variate gamma integral is equal to
˜p(α + r). Hence
c1 = ˜p(r)
πrp|det(AA∗)| r2 |det(BB∗)| p2 ˜p(α + r)
for 
(α + r) > p − 1. (20)
When X is a real matrix, A and B being real symmetric positive definite matrices,
the structure of the density remains unchanged; however, the normalizing constant
becomes
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c11 = p
(
r
2
)
π
pr
2 |A| r2 |B| p2 p
(
α + r2
) for 
 (α + r2) > p − 12 , r  p (21)
with p(·) as defined in (11).
3. Complex rectangular matrix-variate type-I beta type density
Consider the p × r complex matrix X˜ of rank p  r , and let its associated real-
valued density be given by
f2(X˜)= c2
∣∣∣det (A− 12 (X˜ −M)B−1(X˜ −M)∗A− 12 )∣∣∣α
×
∣∣∣det (I − A− 12 (X˜ −M)B−1(X˜ −M)∗A− 12 )∣∣∣β−p , (22)
where M is a p × r constant matrix, and Ap×p and Br×r are Hermitian positive
definite constant matrices.
The normalizing constant c2 can be determined as follows. Let Y˜ = A− 12 (X˜ −
M)B− 12 ; then from (2), dY˜ = |det(AA∗)|− r2 |det(BB∗)|− p2 dX˜, and
1 = c2|det(AA∗)|− r2 |det(BB∗)|− p2
∫
Y˜
|det(Y˜ Y˜ ∗)|α|det(I − Y˜ Y˜ ∗)|β−p dY˜ ;
(23)
then, letting S˜ = Y˜ Y˜ ∗ and evaluating the integral with the help of a complex matrix-
variate type-I beta integral, see Example 3.5 of Mathai [13], one has
1= c2|det(AA∗)|− r2 |det(BB∗)|− p2 2
pπrp
˜p(r)
2−p
×
∫
S˜
|det(S˜)|α+r−p|det(I − S˜)|β−p dS˜
= c2|det(AA∗)|− r2 |det(BB∗)|− p2 π
rp
˜p(r)
˜p(α + r)˜p(β)
˜p(α + β + r)
(24)
for 
(α + r) > p − 1, 
(β) > p − 1, r  p. Hence,
c2 = ˜p(r)˜p(α + β + r)
πrp ˜p(α + r)˜p(β)|det(AA∗)| r2 |det(BB∗)| p2
. (25)
When the elements ofX are real andA andB are real symmetric and positive definite
matrices, the structure of the density remains unchanged except that the exponent
β − p is to be replaced by β − (p+1)2 and the normalizing constant becomes
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c21 = p(
r
2 )p(α + β + r2 )
π
rp
2 |A| r2 |B| p2 p(α + r2 )p(β)
(26)
for 
 (α + r2 ) > p−12 , 
(β) > p−12 , r  p.
3.1. Connection to independently distributed gamma type matrices
Let X˜j be a p × rj complex rectangular random matrix of full rank p  rj having
the real-valued matrix-variate gamma type density
fj (X˜j )dX˜j = ˜p(rj )
πrjp|det(AjA∗j )|
rj
2 |det(BjB∗j )|
p
2 ˜p(αj + rj )
×|det(A−
1
2
j (X˜j −Mj)B−1j (X˜j −Mj)∗A
− 12
j )|αj
×e−tr[A
− 12
j (X˜j−Mj )B−1j (X˜j−Mj )∗A
− 12
j ]dX˜j (27)
for j = 1, 2, whereAj , Bj andMj are constant matrices of dimensions p × p, rj ×
rj and p × rj , respectively, Aj and Bj being Hermitian positive definite matrices.
Assuming that X˜1 and X˜2 are independently distributed and letting
V˜ =A−
1
2
1 (X˜1 −M1)B−11 (X˜1 −M1)∗A
− 12
1
+A−
1
2
2 (X˜2 −M2)B−12 (X˜2 −M2)∗A
− 12
2 , (28)
we would like to determine the density of
W˜1 = V˜ − 12
{
A
− 12
1 (X˜1 −M1)B
− 12
1
}
.
The joint density of X˜1 and X˜2 is the product f1(X˜1)f2(X˜2) dX˜1 dX˜2. Now, consider
the transformations Y˜2 = A−
1
2
2 (X˜2 −M2)B
− 12
2 and U˜ = Y˜2Y˜ ∗2 . The joint density of
X˜1 and U˜ is then given by
fX˜1,U˜ (X˜1, U˜ ) dX˜1 dU˜
= p(r1)
πr1p|det(A1A∗1)|
r1
2 |det(B1B∗1 )|
p
2 ˜p(α1 + r1)˜p(α2 + r2)
× |det(A−
1
2
1 (X˜1 −M1)B−11 (X˜1 −M1)∗A
− 12
1 )|α1
× |det(U˜)|α2+r2−pe−tr
[
U˜+A−
1
2
1 (X˜1−M1)B−11 (X˜1−M1)∗A
− 12
1
]
dX˜1 dU˜ . (29)
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Let V˜ = U˜ + A−
1
2
1 (X˜1 −M1)B−11 (X˜1 −M1)∗A
− 12
1 for fixed X˜1; then dU˜ = dV˜ and
denoting A
1
2
1 (X˜1 −M1)B−11 (X˜1 −M1)∗A
− 12
1 by X˜, the joint density of X˜1 and V˜ is
given by
fX˜1,V˜ (X˜1, V˜ ) dX˜1 dV˜
= ˜p(r1)
πr1p|det(A1A∗1)|
r1
2 |det(B1B∗1 )|
p
2 ˜p(α1 + r1)˜p(α2 + r2)
×|det(X˜)|α1 |det(V˜ − X˜)|α2+r2−pe−tr(V˜ ) dX˜1 dV˜
= ˜p(r1)
πr1p|det(A1A∗1)|
r1
2 |det(B1B∗1 )|
p
2 ˜p(α1 + r1)˜p(α2 + r2)
×|det(V˜ )|α2+r2−p|det(X˜)|α1
×|det(I − V˜ − 12 X˜V˜ − 12 )|α2+r2−pe−tr(V˜ ) dX˜1 dV˜ . (30)
Letting V˜ − 12A−
1
2
1 (X˜1 −M1)B
− 12
1 = Z˜1 (of dimension p × r1) for fixed V˜ ,
dX˜1 = d(X˜1 −M1) = |det(V˜ V˜ ∗)|
r1
2 |det(A1A∗1)|
r1
2 |det(B1B∗1 )|
p
2 dZ˜1
and
fZ˜1,V˜ (Z˜1, V˜ )dZ˜1 dV˜
= ˜p(r1)|det(A1A
∗
1)|
r1
2 |det(B1B∗1 )|
p
2
πr1p|det(A1A∗1)|
r1
2 |det(B1B∗1 )|
p
2 ˜p(α1 + r1)˜p(α2 + r2)
×|det(V˜ )|α1+α2+r1+r2−p|det(Z˜1Z˜∗1)|α1
×|det(I + Z˜1Z˜1)|α2+r2−pe−tr(V˜ ) dZ˜1 dV˜ . (31)
On integrating out V˜ by making use of a complex matrix-variate gamma density (see
(14)), one has
fZ˜1(Z˜1) dZ˜1 =
˜p(r1)˜p(α1 + α2 + r1 + r2)
πr1p˜p(α1 + r1)˜p(α2 + r2)
×|det(Z˜1Z˜∗1)|α1 |det(I − Z˜1Z˜∗1)|α2+r2−p dZ˜1 (32)
for
(α1 + r1) > p − 1,
(α2 + r2) > p − 1, r1  p, r2  p, which happens to be
a standardized complex rectangular matrix-variate type-I beta type density. Letting
S˜ = Z˜1Z˜∗1 , one obtains the density of a complex matrix-variate type-I beta distribution
with parameters α1 + r1 and α2 + r2, that is,
˜p(α1 + α2 + r1 + r2)
˜p(α1 + r1)˜p(α2 + r2)
|det(S˜)|α1+r1−p|det(I − S˜)|α2+r2−p dS˜.
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When X1, p × r1, r1  p and X2, p × r2, r2  p, are of rank p with real
elements, A1, A2, B1, B2 being real symmetric positive definite matrices, the struc-
ture of the density specified in (32) remains unchanged except that the exponent
α2 + r2 − p becomes α2 + r22 − p+12 and the normalizing constant changes to
c23 = p
(
r1
2
)
p
(
α1 + α2 + r12 + r22
)
π
r1p
2 p
(
α1 + r12
)

(
α2 + r22
) (33)
for 
 (α1 + r12 ) > p−12 , 
 (α2 + r22 ) > p−12 , r1  p, r2  p.
4. Complex rectangular matrix-variate type-II beta type density
Consider the following real-valued density for thep × r complex matrix X˜ of rank
p, r  p:
f3(X˜) = c3
∣∣∣det (A− 12 (X˜ −M)B−1(X˜ −M)∗A− 12 )∣∣∣α
×
∣∣∣det (I + A− 12 (X˜ −M)B−1(X˜ −M)∗A− 12 )∣∣∣−(α+β) , (34)
whereA andB are Hermitian positive definite constant matrices,M is ap × r constant
location matrix and c3 is the normalizing constant, which is determined below. Clearly,
1 = c3
∫
X˜
∣∣∣det (A− 12 (X˜ −M)B−1(X˜ −M)∗A− 12 )∣∣∣α
×
∣∣∣det (I + A− 12 (X˜ −M)B−1(X˜ −M)∗A− 12 )∣∣∣−(α+β) dX˜. (35)
Letting Y˜ and S˜ be as defined in Sections 2 and 3, one has
1 = c3|det(AA∗)| r2 |det(BB∗)| p2
×
∫
Y˜
|det(Y˜ Y˜ ∗)|α|det(I + Y˜ Y˜ ∗)|−(α+β) dY˜ (36)
and, in light of Eqs. (17) and (18),
1 = c3|det(AA∗)| r2 |det(BB∗)| p2 2
pπpr
˜p(r)
2−p
×
∫
S˜
|det(S˜)|α+r−p|det(I + S˜)|−(α+β) dS˜.
On evaluating the above integral with the help of a complex matrix variate type-II
beta integral, see Example 3.2.2 of Mathai [13], one has
1 = c3|det(AA∗)| r2 |det(BB∗)| p2 2
pπpr2−p
˜p(r)
˜p(α + r)˜p(β − r)
˜p(α + β)
(37)
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for 
(β) > r + p − 1,
(α + r) > p − 1. Hence
c3 = ˜p(r)˜p(α + β)
πrp|det(AA∗)| r2 |det(BB∗)| p2 ˜p(α + r)˜p(β − r)
(38)
for
(α + r) > p − 1, 
(β − r) > p − 1,A andB being Hermitian positive definite
matrices.
WhenX is a real matrix, andA andB are real symmetric positive definite matrices,
the structure of the density remains unchanged except that the normalizing constant
becomes
c31 = p
(
r
2
)
p(α + β)
π
rp
2 |A| r2 |B| p2 p
(
α + r2
)
p
(
β − r2
) (39)
for 
(α + r2 ) > p−12 , 
(β − r2 ) > p−12 .
4.1. Connection to independently distributed gamma type matrices
Consider again two independently distributed p × r1 and p × r2 matrices X˜1 and
X˜2 of full rank p. Let X˜1 and X˜2 have a complex rectangular gamma type distribution
as defined in Section 2 with location matricesM1 andM2, and scale matrices (A1, B1)
and (A2, B2), respectively. The real-valued joint density of X˜1 and X˜2 is then
fX˜1,X˜2 dX˜1 dX˜2
= ˜p(r1)˜p(r2) (˜p(α1 + r1)˜p(α2 + r2))
−1
π(r1+r2)p|det(A1A∗1)|
r1
2 |det(A2A∗2)|
r2
2 |det(B1B∗1 )|
p
2 |det(B2B∗2 )|
p
2
×
∣∣∣det(A− 121 (X˜1 −M1)B−11 (X˜1 −M1)∗A− 121 )∣∣∣α1
×
∣∣∣det(A− 122 (X˜2 −M2)B−12 (X˜2 −M2)∗A− 122 )∣∣∣α2
×e−tr[A
− 12
1 (X˜1−M1)B−11 (X˜1−M1)∗A
− 12
1 +A
− 12
2 (X˜2−M2)B−12 (X˜2−M2)∗A
− 12
2 ] dX˜1 dX˜2.
(40)
Letting U˜ = V − 12A−
1
2
1 (X˜1 −M1)B
− 12
1 and V˜ = A
− 12
2 (X˜2 −M2)B−12 (X˜2 −M2)∗
A
− 12
2 , the density of U˜ can be obtained as follows: Let Y˜2 = A
− 12
2 (X˜2 −M2)B
− 12
2 so
that V˜ = Y˜2Y˜ ∗2 , and Y˜1 = A
− 12
1 (X˜1 −M1)B
− 12
1 so that U˜ = V˜ −
1
2 Y˜1. Then, in light
of (2) and (17), the joint density of Y˜1 and V˜ is given by
fY˜1,V˜ (Y˜1, V˜ )dY˜1 dV˜ =
˜p(r1)
πr1p˜(α1 + r1)˜(α2 + r2)
×|det(Y˜1Y˜ ∗1 )|α1 |det(V˜ )|α2+r2−p
×e−tr[V˜+Y˜1Y˜ ∗1 ] dY˜1 dV˜ . (41)
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Noting that
tr[V˜ + Y˜1Y˜ ∗1 ] = tr
[
V˜
(
I + V˜ − 12 Y˜1Y˜ ∗1 V˜ −
1
2
)]
and letting
U˜ = V˜ − 12 Y˜1, so that dY1 = |det(V˜ )|r1 dU˜ for fixed V˜ ,
the joint density of U˜ and V˜ is seen to be
fU˜,V˜ (U˜ , V˜ ) dU˜ dV˜ =
˜p(r1)|det(UU˜∗)|α1 |det(V˜ )|α1+r1+α2+r2−p
πr1p ˜(α1 + r1)˜(α2 + r2)
×e−tr[V (I+U˜ U˜∗)] dU˜ dV˜ . (42)
Now letting
W˜ = (I + U˜ U˜∗) 12 V˜ (I + U˜ U˜∗) 12 for fixed U˜ , (43)
so that dW˜ = |det(I + U˜ U˜∗)|p dV˜ and observing that
tr[V˜ (I + U˜ U˜∗)] = tr[(I + U˜ U˜∗) 12 V˜ (I + U˜ U˜∗) 12 ],
where both V˜ and I + U˜ U˜∗ are Hermitian positive definite matrices, the joint density
of U˜ and W˜ is then
fU˜,W˜ (U˜ , W˜ ) dU˜ dW˜
= ˜p(r1)
πr1p˜p(α1 + r1)˜p(α2 + r2)
|det(I + U˜ U˜∗)|−(α1+α2+r1+r2)
×|det(U˜ U˜∗)|α1 |det(W˜ )|α1+α2+r1+r2−pe−tr(W˜ ) dU˜ dW˜ . (44)
On integrating out W˜ by making use of a complex matrix-variate gamma integral,
one obtains the following representation of the density of p × r1 matrix U˜ :
fU˜ (U˜) dU˜ =
˜p(r1)
πr1p
˜p(α1 + α2 + r1 + r2)
˜p(α1 + r1)˜p(α2 + r2)
|det(U˜ U˜∗)|α1
× |det(I + U˜ U˜∗)|−(α1+α2+r1+r2) dU˜ (45)
for
(α1 + r1) > p − 1, 
(α2 + r2) > p − 1, r1  p, r2  p, which is a standard-
ized complex rectangular matrix-variate type-II beta type density.
Remark. Letting α1 = 0, r1 = r and α2 + r2 = p in the density specified by (45),
one obtains the generalized matrix-variate Cauchy distribution. We can also introduce
location and scale matrices in this distribution by replacing U˜ with
U˜ = A−
1
2
3 (X˜ −M3)B
− 12
3 ,
where M3 is a p × r constant matrix and A3 and B3 are Hermitian positive defi-
nite constant matrices, A3 being p × p and B3, r × r . In this case, the normalizing
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constant is to be multiplied by |det(A3A∗3)|−
r
2 |det(B3B∗3 )|−
p
2
. Similarly, letting α1 =
0, r1 = r and α2 + r2 = n+ p − 1 leads to the generalized complex matrix-variate
t–distribution.
WhenX1, p × r1, r1  p andX2, p × r2, r2  p, both being of rank p, are real
matrices, and A1, A2, B1, B2 are real symmetric positive definite constant matrices
withA1 andA2 of dimensionp × p, andB1 andB2 of dimensions r1 × r1 and r2 × r2,
respectively, the structure of the density of U in (45) remains unchanged except that
the exponent−(α1 + α2 + r1 + r2) and the normalizing constant respectively become
−(α1 + α2 + r12 + r22 ) and
c32 = p
(
r1
2
)
p
(
α1 + α2 + r12 + r22
)
π
r1p
2 p
(
α1 + r12
)

(
α2 + r22
) (46)
for 
(α1 + r12 ) > p−12 , 
(α2 + r22 ) > p−12 , r1  p, r2  p.
5. Complex rectangular matrix-variate type-I Dirichlet type density
Let thep × rj matrices X˜j of full rankp  rj for j = 1, . . . , k have the following
real-valued joint density
f (X˜1, . . . , X˜k) dX˜1 . . . dX˜k
= c

k∏
j=1
∣∣det(A− 12j (X˜j −Mj)B−1j (X˜j −Mj)∗A− 12j )∣∣αj

×
∣∣∣∣∣∣det
I − k∑
j=1
[
A
− 12
j (X˜j −Mj)B−1j (X˜j −Mj)∗A
− 12
j
]∣∣∣∣∣∣
αk+1−p
× dX˜1 . . . dX˜k, (47)
where Aj , j = 1, . . . , k, are p × p Hermitian positive definite constant matrices,
Bj , j = 1, . . . , k, are rj × rj Hermitian positive definite constant matrices, and
Mj, j = 1, . . . , k, are p × rj constant matrices. The normalizing constant
c4 =
{∏k
j=1 ˜p(rj )
}
π(r1+···+rk)p
{∏k
j=1
(
|det(AjA∗j )|
rj
2 |det(BjB∗j )|
p
2
)}
× ˜p(α1 + · · · + αk + r1 + · · · + rk + αk+1){∏k
j=1 ˜p(αj + rj )
}
˜p(αk+1)
, (48)
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(αj + rj ) > p − 1, j = 1, . . . , k,
(αk+1) > p − 1, can be determined as follows.
We make the transformations
Y˜j = A−
1
2
j (X˜j −Mj)B
− 12
j , j = 1, . . . , k,
and
Z˜j = Y˜j Y˜ ∗j , j = 1, . . . , k,
which will account for{∏k
j=1 ˜p(rj )
}
π(r1+···+rk)p
1{∏k
j=1 |det(AjA∗j )|
rj
2 |det(BjB∗j )|
p
2
} ;
now, evaluating the integral over Z˜1, . . . , Z˜k with the help of the standard complex
matrix-variate type-I Dirichlet integral, see for example Mathai [13], we obtain the
remaining gamma product.
When Xj , p × rj , rj  p, j = 1, . . . , k, of rank p are real matrices, Aj ,
p × p, j = 1, . . . , k, and Bj , rj × rj , j = 1, . . . , k are real symmetric positive defi-
nite constant matrices andMj, p × rj , j = 1, . . . , k, are constant matrices, the struc-
ture of the density remains the same except that the exponent αk+1 − p is to be
replaced by αk+1 − p+12 and the normalizing constant becomes
c41 =
{∏k
j=1 p
( rj
2
)}
π
(r1+···+rk )p
2
{∏k
j=1 |Aj |
rj
2 |Bj | p2
}
×p(α1 + · · · + αk +
r1
2 + · · · + rk2 + αk+1){∏k
j=1 p
(
αj + rj2
)}
p(αk+1)
(49)
for rj  p, 

(
αj + rj2
)
>
p−1
2 , 
(αk+1) > p−12 , j = 1, . . . , k.
5.1. Connection to independently distributed gamma type matrices
Let thep × rj matrices X˜j of full rankp  rj , j = 1, . . . , k + 1,be independently
distributed complex rectangular matrix-variate gamma type matrix random vari-
ables with the parameter matrices (Aj , Bj ,Mj ), j = 1, . . . , k + 1, as described in
Section 2. Let
V˜ =

k∑
j=1
A
− 12
j (X˜j −Mj)B−1j (X˜j −Mj)∗A
− 12
j

+A−
1
2
k+1(X˜k+1 −Mk+1)B−1k+1(X˜k+1 −Mk+1)∗A
− 12
k+1
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and
Y˜j = V − 12
[
A
− 12
j (X˜j −Mj)B
− 12
j
]
, j = 1, . . . , k.
Let us determine the joint density of Y˜1, . . . , Y˜k . We make the following transfor-
mations: (X˜1, . . . , X˜k, X˜k+1)→ (Y˜1, . . . , Y˜k, Y˜k+1), X˜k+1 → Y˜k+1 → S˜ = Y˜k+1
Y˜ ∗k+1 → V˜ for fixed Y˜1, . . . ,Y˜k . Observing that the joint density of X˜1, . . . , X˜k+1
is the product of the marginal densities and performing those transformations, the
normalizing constant reduces to{∏k
j=1 ˜p(rj )
}
π(r1+···+rk)p
{∏k+1
j=1 ˜p(αj + rj )
} ,
while the functional part of the joint density of Y˜1, . . . , Y˜k, V˜ is seen to be
k∏
j=1
|det(Y˜j Y˜ ∗j )|αj

∣∣∣∣∣∣det
I − k∑
j=1
Y˜j Y˜
∗
j
∣∣∣∣∣∣
αk+1+rk+1−p
×|det(V˜ )|α1+···+αk+1+r1+···+rk+rk+1−p e−tr(V˜ ).
Now, since∫
V˜
|det(V˜ )|α1+···+αk+1+r1+···+rk+rk+1−p e−tr(V˜ ) dV˜
= ˜p(α1 + · · · + αk+1 + r1 + · · · + rk + rk+1)
for 
(αj + rj ) > p − 1, j = 1, . . . , k + 1, one has the following joint density for
Y˜1, . . . , Y˜k:
fY˜1,...,Y˜k (Y˜1, . . . , Y˜k) dY˜1 . . . dY˜k
=
{∏k
j=1 ˜p(rj )
}
˜p(α1 + · · · + αk+1 + r1 + · · · + rk + rk+1)
π(r1+···+rk)p
{∏k+1
j=1 ˜p(αj + rj )
}
×

k∏
j=1
|det(Y˜j Y˜ ∗j )|αj

∣∣∣∣∣∣det
I − k∑
j=1
Y˜j Y˜
∗
j
∣∣∣∣∣∣
αk+1+rk+1−p
dY˜1 . . . dY˜k
for 
(αj ) > p − 1, j = 1, . . . , k, 
(αk+1 + rk+1) > p − 1, rj  p, j = 1, . . . ,
k + 1, which is a standardized complex rectangular matrix-variate type-I Dirichlet
type density.
For the real case, that is, if the Xj ’s, p × rj , rj  p, j = 1, . . . , k + 1, of rank
p are independently distributed rectangular real matrix-variate gamma type random
variables with parameter matrices (Aj , Bj ,Mj ), j = 1, . . . , k + 1, Aj , p × p, and
Bj , rj × rj ,being real symmetric positive definite constant matrices, andMj, p × rj ,
being constant matrices, j = 1, . . . , k + 1, letting
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V =
k+1∑
j=1
A
− 12
j (Xj −Mj)B−1j (Xj −Mj)′A
− 12
j
and
Yj = V − 12A−
1
2
j (Xj −Mj)B
− 12
j , j = 1, . . . , k,
one has that the joint density of Y1, . . . , Yk has the same form as above except that the
exponent αk+1 + rk+1 − p is now αk+1 + rk+12 − p+12 and the normalizing constant
becomes{∏k
j=1 p
( rj
2
)}
π
(r1+···+rk )p
2
p
(
α1 + · · · + αk+1 + r12 + · · · + rk2 + rk+12
){∏k+1
j=1 p
(
αj + rj2
)}
for 
 (αj + rj2 ) > p−12 , j = 1, . . . , k + 1.
6. Complex rectangular matrix-variate type-II Dirichlet density
For obtaining a complex rectangular matrix-variate type-II Dirichlet density, it
suffices to replace the last factor in (47) with∣∣∣∣∣det
(
I +
k∑
i=1
A
− 12
i (X˜i −Mi)B−1i (X˜i −Mi)∗A
− 12
i
)∣∣∣∣∣
−v
,
v = α1 + · · · + αk+1 + r1 + · · · + rk,
the normalizing constant c4 remaining the same.
In the real case, one would let v = α1 + · · · + αk+1 + r12 + · · · + rk2 and use the
normalizing constant c41 specified by (49).
6.1. Connection to independently distributed gamma type matrices
Let thep × rj matrices X˜j of full rankp  rj , j = 1, . . . , k + 1, be independently
distributed complex rectangular matrix-variate gamma type matrix random variables
with the parameter matrices (Aj , Bj ,Mj ), j = 1, . . . , k + 1. Letting
W˜ = A−
1
2
k+1(X˜k+1 −Mk+1)B−1k+1(X˜k+1 −Mk+1)∗A
− 12
k+1
and
U˜j = W˜− 12A−
1
2
j (X˜j −Mj)B
− 12
j , j = 1, . . . , k
and making the transformations of variables
X˜k+1 → Y˜k+1 = A−
1
2
k+1(X˜k+1 −Mk+1)B
− 12
k+1 → W˜ = Y˜k+1Y˜ ∗k+1,
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the joint density of U˜1, . . . , U˜k and W˜ becomes
fU˜1,...,U˜k,W˜ (U˜1, . . . , U˜k, W˜ ) dU˜1 . . . dU˜k dW˜
=
{∏k
j=1 ˜p(rj )
}
π(r1+···+rk)p
{∏k+1
j=1 ˜p(αj + rj )
}
×

k∏
j=1
|det(U˜j U˜∗j )|αj
 |det(W˜ )|α1+···+αk+1+r1+···+rk+1−p
× e−tr[W˜ (I+
∑k
j=1 U˜j U˜∗j )] dU˜1 . . . dU˜k dW˜ .
On integrating out W˜ , the joint density of U˜1, . . . , U˜k turns out to be that of a stan-
dardized complex rectangular matrix-variate type-II Dirichlet density:
fU˜1,...,U˜k (U˜1, . . . , U˜k) dU˜1 . . . dU˜k
=
{∏k
j=1 ˜p(rj )
}
π(r1+···+rk)p
˜p(α1 + · · · + αk+1 + r1 + · · · + rk+1){∏k+1
j=1 ˜p(αj + rj )
}
×

k∏
j=1
|det(U˜j U˜∗j )|αj

×
∣∣∣∣∣∣det
I + k∑
j=1
U˜j U˜
∗
j
∣∣∣∣∣∣
−(α1+···+αk+1+r1+···+rk+1)
dU˜1 . . . dU˜k
for 
(αj + rj ) > p − 1, rj  p, j = 1, . . . , k + 1.
In the real case, the structure of the density remains the same except that the rj ’s
are replaced by rj2 for j = 1, . . . , k + 1.
Remark. There are various generalizations of the standard type-I and type-II Dirich-
let densities. By making use of the procedures described in this paper, one can extend
those densities to rectangular matrix-variate cases in the real as well as in the complex
domains.
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