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Ray nonsingular matrices are generalizations of sign nonsingular
matrices. The problem of characterizing ray nonsingular matrices is
still open. The study of the determinantal regions RA of ray pattern
matrices is closely related to the study of ray nonsingular matrices.
It was proved that if RA\{0} is disconnected, then it is a union of
two opposite open sectors (or open rays). In this paper, we char-
acterize those ray patterns whose determinantal regions become
disconnected after deleting the origin. The characterization is based
on three classes (F1), (F2) and (F3) of matrices, which can further be
characterized in terms of the sets of the distinct signed transversal
products of their ray patterns. Moreover, we show that in the fully
indecomposable case, a matrix A is in the class (F1) (or (F2), respec-
tively) if and only if A is ray permutation equivalent to a real SNS (or
non-SNS, respectively) matrix.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Raypatternmatrices and ray nonsingularmatrices [4,7] are generalizations of sign patternmatrices
and sign nonsingular matrices (i.e., SNS matrices). A square real matrix A is called an SNS matrix if all
the matrices with the same sign pattern as A are nonsingular. SNS matrices are extensively studied in
qualitative matrix theory, and is a useful mathematical tool in qualitative economics [1,8].
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Let a be a complex number. Its ray, denoted by ray(a), is defined as
ray(a) =
⎧⎨
⎩
a/|a|, a = 0;
0, a = 0.
Let A be a complex matrix. The matrix obtained from A by replacing its entries with their rays is called
the ray pattern of A, denoted by ray(A). The set of all matrices which have the same ray pattern as A is
called the ray pattern class of A, denoted by QR(A). Namely
QR(A) = { B | ray(B) = ray(A)}.
A is said to be ray nonsingular if all the matrices in QR(A) are nonsingular.
It is well-known that SNS matrices can be characterized in terms of the signed digraphs. Namely,
a sign pattern matrix A with a negative diagonal is sign nonsingular if and only if all the cycles of its
signed digraph have the negative sign.
On the other hand, up to now, the problem of characterizing the ray nonsingular matrices is still
open.
In order to study the ray nonsingularity of complex matrices, McDonald et al. [7] introduced and
studied the range of determinant (i.e., the determinantal region) of a ray pattern matrix. The determi-
nantal region of a complex square matrix A is defined to be
RA = {det B | B ∈ QR(A)}.
It is easy to see that A is ray nonsingular if and only if 0 /∈ RA.
An open sector from α to β (where α and β are two real numbers with α < β), denoted by S(α, β),
is defined to be:
S(α, β) = {reiθ | r > 0, α < θ < β},
and β − α is called the angle of this open sector. The angle of an open sector F is denoted by ang(F).
The following four basic properties of the determinantal regions RA were obtained in [4,7,9].
Property 1.1. Let A be a complex square matrix. Then
(1) RA is a connected nonempty set in the complex plane C.
(2) RA is closed under positive multiplication.
(3) RA\{0} is either an open set in C or contained in a line through the origin. Thus RA\{0} is either
a union of open sectors or a union of at most two open rays.
(4) If A is ray-nonsingular, then RA is either an open ray or an open sector.
The number of connected components of RA\{0} is denoted by nR(A). Equivalently from (3) of
Property 1.1, nR(A) is the number of open sectors (or open rays) that comprise RA\{0}. In this paper we
call a connected component of RA\{0} a determinantal regional component of A. It is easy to see from
(4) of Property 1.1 that if A is ray nonsingular, then nR(A) = 1.
In [11], we proved that nR(A)  2 for any complex square matrix A. The case nR(A) = 0 (i.e.,
RA = {0}) is trivial, since it is easy to see that RA = {0} if and only if A does not have the full term
rank [2]. For convenience, we may call a complex square matrix with full term rank to be in class i if
nR(A) = i (i = 1, 2). From this classification, the following problem naturally occurs:
Problem P1: Characterize the complex square matrices with nR(A) = 2.
This problem is also proposed in [9]. In [11], we give a characterization of the complex square
matrices with nR(A) = 2 in terms of the determinantal region RA, which asserts that nR(A) = 2 if and
only if either RA is a line through the origin, or there is an open sector F with the angle ang(F) ≤ π
such that RA = F ∪ {0} ∪ (−F).
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In this paper,wewill give a complete characterization of the complex squarematriceswith nR(A) =
2 in terms of A itself.
The characterization is based on the following three classes of matrices.
Definition 1.1. Let A be a complex square matrix, RA be its determinantal region.
(1) Define (F1) to be the class of matrices A for which RA is an open ray originating from the origin.
(In [10], matrices in class (F1) are also called DRU matrices.)
(2) Define (F2) to be the class of matrices A for which RA is a line through the origin.
(3) Define (F3) to be the class of matrices A for which RA is an open sector with an angle not exceed-
ing π .
InSection3,wewill giveacompletecharacterizationof thecomplexsquarematriceswithnR(A) = 2
(in Theorem 3.2). That is: a complex square matrix A has nR(A) = 2 if and only if A is permutation
equivalent to a semi-direct sum of some fully indecomposable matrices in the classes (F1), (F2) or
(F3), where at least one of them belongs to (F2), and the sum of the angles of the open sectors of the
(F3)-summands is no more than π .
The result of Theorem 3.2 turns the characterization problem P1 into three problems of charac-
terizing the fully indecomposable matrices in the classes (F1), (F2) and (F3), respectively. It has been
shown in [10] that a fully indecomposablematrix A is in the class (F1) if and only if A is ray permutation
equivalent to some real SNS matrix. In Theorem 3.5, we will show that a fully indecomposable matrix
A is in the class (F2) if and only if A is ray permutation equivalent to some real “non-SNS” matrix.
In Theorems 3.3 and 3.4, we also give characterizations of the matrices in the classes (F1), (F2)
and (F3) in terms of the set T(A), where T(A) is defined to be the set of distinct nonzero terms in
the determinant expansion of the matrix ray(A). In [7], a nonzero term in the determinant expansion
is also called a signed transversal product. It is obvious that T(A) can be computed directly from A
itself. These characterizations in terms of T(A) need the following notions which can also be found
in [4].
Definition 1.2. A set of distinct nonzero complex numbers S = {a1, a2, . . . , ar} is called balanced
if it is positively linearly dependent (i.e., some positive linear combination of it is zero). When S is
balanced, it is called weakly balanced if r = 2, and strongly balanced if r ≥ 3.
It is not difficult to see from the definition that S is weakly balanced if and only if r = 2 and
ray(a1) = − ray(a2). Also, S is strongly balanced if and only if the length of each arc on the unit circle
separated by those points ray(ai) (i = 1, . . . , r) is less than π [4, Lemma 3.1].
Using these notions, we give (in Theorems 3.3 and 3.4) the characterizations for the matrices in
class (F1), (F2) and (F3) in terms of the set T(A).
In order toprove the abovementionedmain results,weneed the resultwhich asserts that ifnR(A) =
2 andA is not in (F2), thenAmust be partly-decomposable. This result is stated in Section 3 (as Theorem
3.1) but proved in Section 4.
2. Preliminaries
In this section we give some basic definitions and propositions which will be used in the proofs
later.
Let A = (ajk)n×n be a square matrix of order n, and D(A) = (VA, EA) be the associated digraph of
A. Define a weight functionwA on the arc set EA as:wA(e) = ajk for each arc e = (j, k) ∈ EA. Then the
resulting arc-weighted digraph W(A) = (VA, EA, wA) is called the associated arc-weighted digraph
of A.
Conversely, let W = (V, E, w) be an arc-weighted digraph with V = {v1, . . . , vn}. Define the
matrix A(W) = (ajk)n×n as:
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ajk =
⎧⎨
⎩
w
(
(vj, vk)
)
, (vj, vk) ∈ E;
0, (vj, vk) /∈ E.
Then A(W) is called the adjacency matrix ofW .
The weight of a path or a cycle P in an arc-weighted digraphW = {V, E, w}, denoted by w(P), is
the product of the weights of all the arcs of P. The ray of P, denoted by ray(P), is the ray of the complex
number w(P).
Let S and T be two sets of complex numbers. Write S · T = {s · t | s ∈ S, t ∈ T}. It is easy to see
that S · T = T · S. Sometimes we write s · T instead of {s} · T for convenience.
For a positive integer n, we use 〈n〉 to denote the set {1, 2, . . . , n}.
Let bU(RA) be the intersection of the boundary of RA and the unit circle U, and T(A) be as defined
in Section 1. In [5,6], we have:
Lemma 2.1. (1) bU(RA) ⊆ T(A); (2) T(A) ⊆ RA.
By Theorem 5.2 in [9], we know that the following proposition holds.
Proposition 2.1.
(1) A closed ray originating at (and including) the origin is not the determinantal region of any complex
square matrix.
(2) If 0 < β −α  π , then S(α, β) ∪{0} is not the determinantal region of any complex square matrix.
3. Characterization of the matrices with nR(A) = 2
Let B and C be two square matrices. The matrix A is called a semi-direct sum of B and C if A =⎛
⎝ B 0
∗ C
⎞
⎠. Similarly we can define the semi-direct sum of several matrices.
A square matrix A is called partly-decomposable if A is permutation equivalent to a semi-direct
sum of some non-empty square matrices B and C. A is called fully-indecomposable if it is not partly-
decomposable. A matrix of order 1 is fully indecomposable if it is nonzero.
It is well known [2] that any square matrix A with full term rank is permutation equivalent to a
semi-direct sum of some fully indecomposable matrices. These fully indecomposable matrices are
called the fully indecomposable components of A.
Proposition 3.1. Let A be a semi-direct sum of two square matrices B and C. Then:
(1) RA = RB · RC;
(2) If nR(B) = 1 and nR(C) = 1, then nR(A) = 1.
Proof. (1) is obvious by the properties of the determinants.
For (2), it is easy to see from (1) that RA\{0} = (RB\{0}) · (RC\{0}).
Now nR(B) = nR(C) = 1 implies that both RB\{0} and RC\{0} are connected. So by (3) of Property
1.1 in Section 1, both RB\{0} and RC\{0} are either an open ray or an open sector. Therefore their
product RA\{0} is also either an open ray or an open sector, which is obviously connected. Thus we
have nR(A) = 1. 
The theorem below (which will be proved in Section 4) shows that there are some connections
between the number nR(A) and the part decomposability of A.
Theorem 3.1. Let A be a complex square matrix. If nR(A) = 2 and A is not in the class (F2), then A is
partly-decomposable.
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By [11], we know that if nR(A) = 2, then RA is either a line through the origin (then A is in (F2)), or
RA = F ∪ {0} ∪ (−F) (F is an open sector with ang(F)  π). Now the case ang(F) < π was proved
in [5], so we only need to consider the case ang(F) = π , which will be proved later in Section 4.
Now we use Theorem 3.1 to characterize the matrix Awith nR(A) = 2, which is the main result of
this paper.
Theorem 3.2. Let A be a complex square matrix. Then the following three conditions are equivalent:
(1) nR(A) = 2.
(2) A ispermutationequivalent toa semi-direct sumof some fully-indecomposablematrices in class (F1)–
(F3), with at least one of them in class (F2), and the sum of all the angles of the sectors corresponding
to the determinantal regions of the matrices in class (F3) does not exceed π .
(3) The same as (2) except that the summands in the semi-direct sum need not be fully-indecomposable.
Proof. (2) 
⇒ (3) is obvious.
(3) 
⇒ (1): Suppose that A is permutation equivalent to a semi-direct sum of A1, . . . , Ak , where
(without loss of generality) A1 ∈ (F2), A2, . . . , Ar ∈ (F1) ∪ (F2), and Ar+1, . . . , Ak ∈ (F3). Write
L = RA1 . . . RAr ; F = RAr+1 . . . RAk .
Then we have L is a line through the origin, and (if r < k) F is an open sector with ang(F) =∑k
i=r+1 ang(RAi) ≤ π . Thus we have
RA =
k∏
i=1
RAi = L (if r = k),
and
RA =
k∏
i=1
RAi = L · F = eiθ (F ∪ {0} ∪ (−F)) for some θ (if r < k).
In both cases we have nR(A) = 2.
(1) 
⇒ (2): Since nR(A) = 0, A has full term rank. So by [2, Theorem 4.2.6] A is permutation
equivalent to a semi-direct sum of some fully-indecomposable square matrices A1, A2, . . . , Ak . By
using (2) of Proposition 3.1 and the fact nR(A) = 2, we know there exist at least one matrix Aj such
that nR(Aj) = 2. Since Aj is fully-indecomposable, we know that Aj must be in class (F2) by Theorem
3.1. Now for each i ∈ 〈k〉\{j}, we consider the following two cases.
Case 1. nR(Ai) = 2.
Then Ai is in class (F2) by the similar reason as for Aj .
Case 2. nR(Ai) = 1.
Since nR(Ai) = 1, RAi\{0} is either an open ray or an open sector. We consider the following two
subcases.
Subcase 2.1. RAi\{0} is an open ray.
By (1) of Proposition 2.1 we know that RAi = RAi\{0} is an open ray, so it belongs to class (F1).
Subcase 2.2. RAi\{0} is an open sector.
In this case, if the angle of RAi\{0} is greater than π , then RAj · RAi = C, which would imply that
RA = ∏kt=1 RAt = C, contradicting to nR(A) = 2. So the angle of RAi\{0} is no more than π , by (2) of
Proposition 2.1, we know Ai is in (F3).
Finally, if the sum of all the angles of the open sectors corresponding to the determinantal regions
of the matrices in (F3) is greater than π , we would still have RA = ∏kt=1 RAt = C, a contradiction. 
Now we consider the characterizations of the matrices in the class (F1) and in the class (F2). We
first show in the following theorem that thematrices in the class (F1) and in the class (F2) can be easily
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characterized in terms of the set T(A) (recalling that T(A) is the set of distinct nonzero terms in the
determinantal expansion of the matrix ray(A), which can be easily determined by A itself).
The sufficient part of the following theorem can also be found in [9, Theorem 6.3].
Theorem 3.3. Let A be a complex square matrix. Then:
(1) A belongs to the class (F1) if and only if |T(A)| = 1.
(2) A belongs to the class (F2) if and only if T(A) is weakly balanced.
Proof. (1) Necessity. If A ∈ (F1), then RA is an open ray. Thus by the property T(A) ⊆ RA in Lemma
2.1, we have |T(A)| = 1.
Sufficiency. If |T(A)| = 1, then RA is an open ray since each element in RA is a positive linear
combination of the numbers in T(A).
(2) Necessity. If A ∈ (F2), then RA is a line through the origin. Thus the property T(A) ⊆ RA in Lemma
2.1 implies that |T(A)| ≤ 2. By (1), |T(A)| = 1, so |T(A)| = 2. In this case it is easy to see that T(A) is
weakly balanced since T(A) ⊆ RA.
Sufficiency. If T(A) is weakly balanced, then RA is completely contained in a line through the origin
since each element in RA is a positive linear combination of the numbers in T(A). Now by (1) A is not
in the class (F1), so RA must be a line through the origin, namely, A is in the class (F2). 
Now we give a characterization of the matrices A in (F3) in terms of T(A).
Theorem 3.4. Let A be a complex square matrix. Then A belongs to class (F3) if and only if |T(A)| ≥ 2 and
T(A) is not balanced.
Proof. Necessity: First we show that |T(A)| ≥ 2.
If |T(A)| = 0, then RA = {0}. If |T(A)| = 1, then RA is an open ray, and so A ∈ (F1). In both cases
we get a contradiction.
Next we show that T(A) is not balanced. Suppose that T(A) is balanced.
Case 1. T(A) is weakly balanced. Then A ∈ (F2) by Theorem 3.3, a contradiction.
Case 2. T(A) is strongly balanced. Then by Lemma 3.1 of [4], T(A) can not be completely contained in
a closed half plane of C.
On the other hand, A ∈ (F3) implies that RA is some open sector with the angle not exceeding π .
So RA is contained in some closed half plane ofC, which implies that T(A) is contained in some closed
half plane of C since T(A) ⊆ RA by Lemma 2.1. Combining these two aspects we get a contradiction.
Sufficiency: Let PA be the set of positive linear combinations of the elements of T(A). Then by the
determinant expansion we have RA ⊆ PA.
Now T(A) is not balanced, so by Definition 1.2 we have 0 ∈ PA, which implies that 0 ∈ RA. Thus
A is ray-nonsingular, and so RA is either an open ray or an open sector by (4) of Property 1.1. By the
hypothesis |T(A)| ≥ 2, we see that RA is not an open ray, so RA is an open sector.
On the other hand, T(A) is not balanced, so T(A) is contained in some closed half plane H of C by
Lemma 3.1 of [4]. It follows that PA ⊆ H and thus RA ⊆ PA ⊆ H. This implies that RA, as an open sector,
has the angle not exceeding π . Thus RA ∈ (F3).
This completes the proof of the theorem. 
In the fully indecomposable case, thematrices in the class (F1) (and in the class (F2)) can be further
characterized in theway of being ray permutation equivalent to some real SNS (andnon-SNS)matrices,
where two matrices A and B are said to be ray permutation equivalent if B can be obtained from A by
suitably permuting its rows and columns and multiplying its rows and columns by nonzero complex
numbers.
The matrices in (F1) are also called DRU (Determinant Ray Unique) matrices in [10], and it is proved
that a fully-indecomposable matrix A is a DRU matrix if and only if A is ray permutation equivalent to
some real SNSmatrices [10, Theorem 4.1]. In the following we show that a similar characterization for
the fully-indecomposable matrices in (F2) holds.
Y. Liu et al. / Linear Algebra and its Applications 435 (2011) 3139–3150 3145
Theorem 3.5. Let A be a fully-indecomposable complex square matrix with order n ≥ 2. Then A belongs
to class (F2) if and only if A is ray permutation equivalent to a real matrix which is not sign nonsingular.
Proof. The sufficiency part is obvious since A is fully-indecomposable implies that RA = {0}.
The proof of the necessity is similar to that of Theorem 4.1 in [10]. Firstly, by proper permutations
andmultiplying nonzero complex numbers on its rows and columns,wemay assume that the diagonal
entries of A are all negative, then all the elements in T(A) must be real and RA = R since A ∈ (F2),
thus the rays of all the cycles inW(A) are real.
Secondly, since W(A) is strongly connected by the full-indecomposability of A, we may assume
W(A) = S1 + P, where S1 is a maximum proper strongly connected subdigraph of W(A) while P is
either a direct path with only the two end vertices in S1 or a cycle with only one vertex in S1 (see [3,
p. 108]). Then by induction (since all the cycles inW(S1) are real) we may assume that A(S1) is a real
matrix.
Thirdly, by suitably using the operation eiθ -vertex ray changing defined in [10] (a special kind
of row and column multiplications which preserves the rays of cycles, further more, preserves the
determinantal regions), we can make the rays of the arcs of P into real numbers one by one (without
changing the rays of the arcs in S1) unless for the last arc e, and denote the resulting arc-weighted
digraph by S∗, then A is ray permutation equivalent to A(S∗). Since the operationwe use also preserves
the rays of cycles, the rays of cycles in S∗ are all real, which means that ray(e) must be real since e
lies on some cycle C in S∗ and all the arcs of C except e have the real ray. It follows that A(S∗) is a real
matrix, completing the proof. 
4. Proof of Theorem 3.1
In this section, we give a proof of Theorem 3.1 which asserts that if nR(A) = 2 and A is not in (F2)
(i.e., RA = F ∪ {0} ∪ (−F)with ang(F) ≤ π ), then Amust be partly-decomposable.
In [5], the case ang(F) < π had been proved. So in this section,we only need to prove the remaining
case ang(F) = π . The details of the proofs of these two cases are quite different, although the basic
ideas and procedures of the proofs of these two cases are more or less similar. Before giving the proof,
we need to review some definitions and lemmas in [5].
A digraph D is called a permutation digraph if the in-degree and out-degree of each vertex of D are
all 1. It is easy to see that a digraph is a permutation digraph of order n if and only if it is a vertex
disjoint union of cycles and loops with total length n.
Suppose A is a square matrix of order n, a set of disjoint cycles and loops in W(A) with the total
length n is called a permutation cycle set of W(A). Let C ∗(A) be the class of all the permutation cycle
sets ofW(A).
The following Lemmas 4.1–4.3 were used in the proof of the case ang(F) < π .
Lemma 4.1 [5]. Let A be a square matrix of order n, then
det A = (−1)n ∑
L∈C∗(A)
∏
C∈L
(−w(C)). (4.1)
Let A = (ajk)m×n and B = (bjk)m×n be twomatrices. If for any bjk = 0we have ray(bjk) = ray(ajk),
then B is called ray majorized by A, and denoted by B  A.
A sequence of cycles C1, . . . , Cn in a digraph is called a cycle chain if it satisfies:
(1) Two cycles Cj and Ck have common vertices if and only if |j − k|  1.
(2) There is no other cycle in the digraph induced by C1, . . . , Cn.
In this case n is called the length of the cycle chain, and C1, Cn are called the two end cycles.
The next lemma shows the existence of cycle chains in strongly connected digraphs.
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Lemma 4.2 [5]. Let D be a strongly connected digraph, C1 and C2 be two vertex disjoint cycles in D. Then
there exists a cycle chain with C1 and C2 as its two end cycles.
The lemma below is used to calculate the determinant of a cycle chain digraph (together with all
the loops).
Lemma 4.3 [5]. Let A be a square matrix with order n and all the diagonal elements −1. Suppose that
C1, . . . , Cq is a cycle chain in the arc-weighted digraph W(A), denote by N0 the arc-weighted digraph
consisting of n loops with weights−1. For j ∈ 〈q〉, let Nj = Nj−1 ∪ Cj (in the sense of the arc union). Then
we have
det A(Nj) = −w(Cj) · det A(Nj−2) + det A(Nj−1) (j = 2, . . . , q),
where det A(N0) = (−1)n, det A(N1) = (−1)n · (1 − w(C1)).
Lemma 4.4 [9, Lemma 3.1]. Let A be a complex square matrix and A1, A2 ∈ QR(A) satisfying:
(1) det A1 = det A2.
(2) A1 and A2 differ only in one row.
Then there exists an open line segment L in RA containing det A1 and det A2.
The following Lemma 4.5 gives some relationships between RA and some matrix B with B  A.
Lemma 4.5. Let A, B be two square matrices of the same order with B  A. Assume that there are two
matrices B1 and B2 in QR(B) satisfying:
(1) B1 and B2 differ only in one row (or column).
(2) det B1 = det B2.
(3) The line determined by det B1 and det B2 in the complex plane does not pass through the origin.
Let S(B1, B2) be the open sector with det B1 and det B2 on its boundary and whose angle is less than π .
Then S(B1, B2) ⊆ RA.
Proof. Write B(x) = x · B1 + (1 − x) · B2. Then there is some sufficiently small positive number ε1
such that:
(1) B(−ε1) ∈ QR(B), B(1 + ε1) ∈ QR(B).
(2) B(−ε1) and B(1 + ε1) differ only in one row (or column).
(3) S(B1, B2) ⊂ S(B(1 + ε1), B(−ε1)).
For the positive number ε1 mentioned above, write A1(x) = B(1 + ε1) + x · A and A2(x) =
B(−ε1) + x · A, we know that when x > 0, A1(x), A2(x) ∈ QR(A) and they differ only in one row
(or column). Since lim
x→0+
A1(x) = B(1 + ε1) and lim
x→0+
A2(x) = B(−ε1), there exists a sufficiently
small positive number ε2 such that S(B1, B2) ⊂ S(A1(ε2), A2(ε2)). Thus by Lemma 4.4 on A1(ε2) and
A2(ε2) together with the property that RA is closed under positive multiplication we get the desired
result. 
Corollary 4.1. Let A be a complex square matrix, RA = S(0, π) ∪ {0} ∪ S(π, 2π). If B  A and 0 /∈ RB, then
either RB ⊆ RA or RB ⊆ R.
Proof. Since 0 /∈ RB, RB is either an open ray or an open sector.When RB is an open ray, the proposition
obviouslyholds. In the followingweassumeRB is anopensector. In this case,wewill showthatRB ⊆ RA.
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Suppose to the contrary that RB  RA. Then RB ∩ (R\{0}) = φ. Since RB is an open sector, there
exists two matrices B′, B′′ ∈ QR(B) such that det B′ is above the real axis and det B′′ is below the real
axis.
Replace the rowsofB′ by the corresponding rowsofB′′ onebyone,we canget a sequence ofmatrices
in QR(B), denoted by:
B′ = B0, B1, . . . , Bn = B′′,
where Bj is obtained from Bj−1 by replacing the jth row of Bj−1 by the jth row of B′′.
Next we discuss the following two cases:
Case 1. There exists 0  j  n− 1 such that det Bj is above the real axis and det Bj+1 is below the real
axis.
In this case, since Bj and Bj+1 differ only in one row, the open line segment L connecting det Bj and
det Bj+1 is completely contained in RB by Lemma 4.4. So 0 ∈ RB implies 0 ∈ L. On the other hand,
L ∩ R = φ since det Bj is above the real axis and det Bj+1 is below the real axis. Therefore we have
0 /∈ L(det Bj, det Bj+1), where L(det Bj, det Bj+1) denotes the line passing through det Bj and det Bj+1.
Applying Lemma 4.5 (since B  A), we know that S(Bj, Bj+1) ⊆ RA. So we have
RA ∩ (R\{0}) ⊇ S(Bj, Bj+1) ∩ (R\{0}) ⊇ L ∩ (R\{0}) = L ∩ R = φ
which contradicts RA = S(0, π) ∪ {0} ∪ S(π, 2π).
Case 2. Case 1 does not occur.
Then there must exist some k with 1  k  n − 1, such that det Bk is real. Denote by j the least
such k, then det Bj−1 is above the real line. Write:
Bj(x) = x · Bj−1 + (1 − x) · Bj.
Since there is only one different row between Bj−1 and Bj , we have
det Bj(x) = x · det Bj−1 + (1 − x) · det Bj.
Then there exists some sufficiently small  > 0 such that Bj(−) ∈ QR(B) and det Bj(−) is below the
real axis. At this time, Bj−1 and Bj(−) also differs only in one row. Using Case 1 on Bj−1 and Bj(−)
we get a similar contradiction.
Combining the above two cases, we obtain our result. 
Let C be an arc-weighted directed cycle or a loop. Then it is called an upper cycle if Im(ray(C)) > 0,
a lower cycle if Im(ray(C)) < 0, a positive cycle if ray(C) = 1, and a negative cycle if ray(C) = −1,
sometimes they are abbreviated as u-cycle, 	-cycle, p-cycle and n-cycle.
The following lemma gives some graph theoretical necessary conditions for the matrices we are
discussing.
Lemma 4.6. Let A be a complex square matrix with order n and all the diagonal entries −1. If RA =
S(0, π) ∪ {0} ∪ S(π, 2π), then the following properties about the arc-weighted digraph W(A) hold:
(1) W(A) contains some u-cycle or some 	-cycle, but not both.
(2) Suppose there exist a set of pairwisely disjoint u-cycles (or 	-cycles) C1, . . . , Cp, where ray(Cj) =
−eiθj (0 < |θj| < π, j = 1, . . . , p), then∑pj=1 |θj|  π .
(3) There exist two disjoint cycles one of which is a p-cycle, and the other is either a u-cycle or an 	-cycle.
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Proof. Without loss of generality, we may assume that A is a ray pattern matrix.
(1) Since T(A)\{±1} = φ, there exists at least one type of u-cycles and 	-cycles.
Suppose to the contrary that there are two cycles inW(A), denoted by C1 and C2, with
ray(C1) = eiθ1 , ray(C2) = −eiθ2 (0 < θ1, θ2 < π).
Let the length of the two cycles be p1 and p2, respectively, and let p = max{p1, p2}.
Take sufficiently small  > 0, multiplying the entries corresponding to the arcs of Ci by  and
multiplying the remaining off-diagonal entries by p+1, we obtain matrix Ai() ∈ QR(A) for i = 1, 2.
By calculating, we have:
det A1() = (−1)n · (1 − eiθ1 · p1) + o(p), (4.2)
det A2() = (−1)n · (1 + eiθ2 · p2) + o(p). (4.3)
Replace the rows of A1() by the corresponding rows of A2() one by one, and denote the matrices
wegetbyA1() = B0(), B1(), . . . , Bn() = A2(). It is easy tosee that for j = 0, 1, . . . , n, Bj() ∈
QR(A) and
det Bj() = (−1)n · 1 + o(). (4.4)
In the following, without loss of generality, we may assume n is even. According to (4.2), (4.3) and
(4.4), it is easy to see that when  is sufficiently small, the real part of det B0(), det B1(), . . . ,
det Bn() are all positive, and det B0() lies below the real axis while det Bn() lies above the real axis.
So there exist some j such that:
Im(det Bj())  0  Im(det Bj+1()). (4.5)
Then by Lemma 4.4 we have R+ ⊆ RA, contradicting RA = S(0, π) ∪ {0} ∪ S(π, 2π).
(2) LetW be theweighted spanning subdigraph ofW(A) determined by the arc union of C1, . . . , Cp
and all the loops, and let ϕ = ∑pj=1 |θj| = ∑pj=1 θj . Let A(W) be the adjacency matrix of W , then
A(W)  A and RA(W) = (−1)n · S(0, ϕ). By Corollary 4.1 we know that ϕ  π . (The proof for the case
of 	-cycles is similar.)
(3) We only give the proof in case (−1)n = 1 and there exist 	-cycles inW(A).
SinceRA = S(0, π)∪{0}∪S(π, 2π), there exists some θ ∈ (π, 2π) such that eiθ ∈ T(A)because each
number in RA is a positive linear combination of the elements of T(A). Let L be a permutation cycle set
inC ∗(A) such that the ray of the corresponding term in the determinant expansion ofA is eiθ . Let L−i be
the set of all the 	-cycles in L. Write L−i = {C1, . . . , Cp}, ray(Cj) = −eiθj (0 < θj < π, j = 1, . . . , p)
andϕ = θ1+· · ·+θp. Let L1 and L−1 be the sets of all the p-cycles and all the n-cycles in L, respectively.
Since there do not exist u-cycles inW(A) by (1), we have:
eiθ = (−1)n ∏
C∈L
(− ray(C))
= ∏
C∈ L−i
(− ray(C)) ∏
C∈ L1
((−1) × 1) ∏
C∈ L−1
((−1) × (−1))
=
p∏
j=1
eiθj
∏
C∈ L1
(−1)
= eiϕ ∏
C∈ L1
(−1).
By (2) we know that 0 ≤ ϕ  π . Compare the two sides of the above equation, we can see that
both L−i and L1 are not empty since θ ∈ (π, 2π). Now the cycles in L are all pairwisely disjoint, so
there exist a p-cycle in L1 and an 	-cycle in L−i which are disjoint. 
Y. Liu et al. / Linear Algebra and its Applications 435 (2011) 3139–3150 3149
Now we are ready to prove the theorem.
Theorem 4.1. Let A be a complex square matrix with order n. If RA = F ∪ {0} ∪ (−F), where F is an open
sector with angle π , then A is partly-decomposable.
Proof. Without loss of generality we may assume F = S(0,π), then (−1)n ∈ bU(RA) ⊆ T(A). After
suitable row permutations, we may assume that the product of the n diagonal elements of A has ray
(−1)n. Multiplying each row of A by suitable nonzero complex numbers whose product is positive,
we may further assume that all the diagonal elements of A are−1, meanwhile keeping RA = S(0, π) ∪{0} ∪ S(π, 2π).
Now we give the proof for the case when n is even and there exist 	-cycles inW(A) (the proofs of
the other cases are almost the same).
Suppose to the contrary that A is fully-indecomposable, then the arc-weighted digraph W(A) as-
sociated to A is strongly connected.
By (3) of Lemma 4.6, there exist two disjoint cycles one of which is a p-cycle and the other one is an
	-cycle. Choose a shortest cycle chain joining a p-cycle and a disjoint 	-cycle. Denote this cycle chain
by C1, C2, . . . , Cq, where ray(C1) = 1, ray(Cq) = −eiθ (0 < θ < π) and q  3. Let N0,N1, . . . ,Nq
be the weighted spanning subdigraphs of W(A) defined as in Lemma 4.3, and write B = A(Nq), then
B  A. Denote w(Cj) by wj . We now discuss the following cases according to ray(C2):
Case 1. ray(C2) is real.
Then ray(Cj) are all real for j ∈ {3, . . . , q − 1}, since the cycle chain is shortest. First we want to
prove that 0 ∈ RB.
Take any B˜ ∈ QR(B).Multiplying the rowsof B˜by suitable positivenumbers,wemayassume that the
diagonal entriesof B˜areall−1. Let N˜j be theweightedspanningsubdigraphofW (˜B)whichhas thesame
underlying digraph as Nj , and w˜j be the corresponding new weight of the cycle Cj , (j = 0, 1, . . . , q).
Applying Lemma 4.3, we have:
det A(N˜0) = 1, det A(N˜1) = 1 − w˜1,
det A(N˜j) = −w˜j · det A(N˜j−2) + det A(N˜j−1) (j = 2, . . . , q), (4.6)
det B˜ = det A(N˜q) = eiθ · |w˜q| · det A(N˜q−2) + det A(N˜q−1). (4.7)
Since ray(Cj) are all real for j ∈ {1, 2, . . . , q − 1}, we know that det A(N˜1), . . . , det A(N˜q−1) are
all real. By (4.6) we have
⎛
⎜⎝ det A(N˜j−1)
det A(N˜j)
⎞
⎟⎠ =
⎛
⎜⎝ 0 1−w˜j 1
⎞
⎟⎠
⎛
⎜⎝ det A(N˜j−2)
det A(N˜j−1)
⎞
⎟⎠ (j = 2, . . . , q).
By induction on j, we know that det A(N˜q−2) and det A(N˜q−1) are not both zero, since det A(N˜0) = 0.
If det A(N˜q−2) = 0, then det B˜ = det A(N˜q−1) = 0; If det A(N˜q−2) = 0, then Im(det B˜) = 0 by (4.7).
In both cases det B˜ = 0 which implies that 0 ∈ RB.
On the other hand, it is easy to see that T(B) = {±1, ±eiθ }. So RB is not an open ray which implies
that RB is an open sector. By (2) of Lemma 2.1, T(B) ⊆ RB, we can further see that the angle of RB is
greater than π . But by Corollary 4.1, we have RB ⊆ RA = S(0, π) ∪ {0} ∪ S(π, 2π), a contradiction.
Case 2. ray(C2) = −eiϕ(0 < ϕ < π).
We discuss the following two subcases according to q.
Subcase 2.1. q = 3.
By Lemma 4.3, for any matrix B˜ ∈ QR(B)with all the diagonal entries −1, we have
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det B˜ = −w˜3 det A(N˜1) + det A(N˜2)
= |w˜3| · eiθ (1 − |w˜1|) + 1 − |w˜1| + |w˜2| · eiϕ
= (|w˜3| · eiθ + 1)(1 − |w˜1|) + |w˜2| · eiϕ. (4.8)
By the definition of cycle chain, two cycles have vertices in common only when they are adjacent
in the sequence. So for each Cj(j = 1, 2, 3), there is always an arc in Cj that belongs to no other cycles,
denote this arc by ej . Then |w˜1|, |w˜2|, |w˜3| can be any independent positive numbers (when B˜ goes
through all thematrices inQR(B)with all the diagonal entries−1). Take |w˜1| = 2, and fixedλ2 = |w˜2|
sufficiently small, write λ3 = |w˜3|, we get from (4.8) that:
det B˜ = −λ3eiθ − 1 + λ2eiϕ. (4.9)
Take different weights of e3 (corresponding to different λ3 > 0 in (4.9)), we can get a B1 ∈ QR(B)
with det B1 above the real axis and sufficiently close to −1, and a B2 ∈ QR(B) with det B2 below the
real axis but also sufficiently close to−1. Thus the line determined by det B1 and det B2 does not pass
through the origin. Also B1 and B2 differ only in one row since only the arc e3 in W(B1) and W(B2)
have different weight.
It follows that R− ⊆ S(B1, B2) ⊆ RA by Lemma 4.5 (since B  A), a contradiction.
Subcase 2.2. q  4.
LetW = N2 ∪ Cq (in the sense of arc union), then the adjacency matrix A(W)  A. Also A(W) is a
direct sum of two matrices B and C, where RC = S(0, θ), and T(B) = {1,−1, eiϕ} which implies that
B ∈ (F3) (by Theorem 3.4) and RB = S(0, π) since T(B) ⊆ RB. So RA(W) = RB · RC = S(0, π) · S(0, θ) =
S(0, π+θ), contradicting Corollary 4.1. 
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