Abstract. We prove that the well-known Anick automorphism (see [3] , p. 343) of the free associative algebra F hx; y; zi over an arbitrary field F of characteristic 0 is wild.
Introduction
Let B n ¼ F hy 1 ; y 2 ; . . . ; y n i be the free associative algebra with free generators y 1 ; y 2 ; . . . ; y n over a field F , and let Aut B n be the automorphism group of B n . Let f ¼ ð f 1 ; f 2 ; . . . ; f n Þ denote an automorphism f of B n such that fðy i Þ ¼ f i , 1 e i e n. An automorphism sði; a; f Þ ¼ ðy 1 ; . . . ; y iÀ1 ; ay i þ f ; y iþ1 ; . . . ; y n Þ; where 0 3 a A F , f A F hy 1 ; . . . ; y iÀ1 ; y iþ1 ; . . . ; y n i, is called elementary. The subgroup TAðB n Þ of Aut B n generated by all elementary automorphisms is called the tame automorphism group, and the elements of this subgroup are called the tame automorphisms of B n . Nontame automorphisms of B n are called wild.
In 1968 P. Cohn [1] proved that the automorphisms of free Lie algebras with a finite set of generators are tame. It is well known [4] , [9] , [10] , [11] that the automorphisms of polynomial algebras and free associative algebras in two variables are tame. It was recently proved in [14] , [15] , [18] that the well-known Nagata automorphism (see [12] ) s ¼ À x þ ðx 2 À yzÞz; y þ 2ðx 2 À yzÞx þ ðx 2 À yzÞ 2 z; z Á of the polynomial algebra F ½x; y; z over a field F of characteristic 0 is wild.
In the case of free associative algebras the question about the existence of wild automorphisms was open and was formulated in [6] , Problem 1.74, as a problem of P. Cohn. The best known candidate to be nontame was the Anick automorphism (see [3] , p. 343) d ¼ À x þ zðxz À zyÞ; y þ ðxz À zyÞz; z Á of the algebra F hx; y; zi.
It is well known [16] that the Nagata and the Anick automorphisms are stably tame.
This paper is devoted to prove that the Anick automorphism d of the free associative algebra F hx; y; zi over a field F of characteristic 0 is wild. In fact, we prove that the Anick automorphism d induces a wild automorphism of the free metabelian associative algebra in three variables.
The paper is organized as follows. In Section 2 we recall the definition of Fox derivatives of free associative algebras and formulate the main technical result of the paper (Theorem 2.1). It was proved by P. Cohn [2] that the matrix qdðxÞ qx qdðyÞ qx qdðxÞ qy qdðyÞ qy
is not a product of elementary matrices over the polynomial algebra F ½z 0 n 1; 1 n z. From this fact we deduce that the Anick automorphism d is wild.
In Section 3 we begin to study automorphisms of the free metabelian algebra C with free generators z 1 , z 2 , z 3 . A description of defining relations of the tame automorphism group TAðAÞ of the polynomial algebra A ¼ F ½x 1 ; x 2 ; x 3 was given in [20] . Using this result, we get a characterization of tame automorphisms of C modulo the tame automorphisms of A (Theorem 3.1).
In Section 4 we study the Jacobian matrices of tame automorphisms of the free metabelian associative algebra C. Given properties of these matrices imply the proof of Theorem 2.1.
The results of this paper were first published in [19] .
Main results
First we recall the definition of Fox derivatives of free associative algebras (see, for example [5] ). Let D be an arbitrary associative algebra (with unit 1) over F . We denote by D 0 the algebra anti-isomorphic to D and the corresponding anti-isomorphism we denote by 
Then the mapping
is called the universal derivation of D [5] . Note that
Let us consider the free associative algebra B n ¼ F hy 1 ; y 2 ; . . . ; y n i. In this case I B n is a free right UðB n Þ-module [5] with free generators
Then the Fox derivatives qf qy i of an arbitrary element f A B n can be uniquely defined by the formula
Note that the Fox derivatives qf qy i also can be defined as a linear mapy i : B n ! UðB n Þ; 1 e i e n; such that 
is called the Jacobian matrix of j. For arbitrary endomorphisms j and c we have
Consequently, JðjÞ is invertible over UðB n Þ if j is an automorphism. The converse statement is also true [5] , [13] .
Let us consider automorphisms of the algebra B ¼ F hy 1 ; y 2 ; y 3 i. For an arbitrary automorphism j of B we put
Consider the homomorphism
Note that the kernel R of the homomorphism p is the commutator ideal of B. If
We say that the automorphism pðyÞ is induced by y.
If f : D ! H is a homomorphism of associative algebras, then the homomorphism UðDÞ ! UðHÞ defined as f 0 n g 7 ! fð f Þ 0 n fðgÞ we will also denote by f.
We now consider the homomorphism
Note that UðF ½y 3 Þ ¼ F ½y 0 3 n 1; 1 n y 3 is a polynomial algebra in 2 variables.
By e ij denote the standard matrix units. A matrix E ij ðdÞ ¼ E þ de ij , where i 3 j and d A D, is called an elementary matrix over D. By E 2 ðDÞ we denote the subgroup of SL 2 ðDÞ generated by all elementary matrices.
Our main technical result is the following Theorem 2.1. Assume that j is a tame automorphism of the free associative algebra B ¼ F hy 1 ; y 2 ; y 3 i over an arbitrary field F of characteristic 0 such that pðjÞ ¼ id. Then
We prove this theorem in Section 4. Now we give some essential corollaries.
of the free associative algebra F hx; y; zi over a field F of characteristic 0 is wild.
Proof. We have
It is well known [2] that n À J 2 ðdÞ Á B E 2 ðF ½z 0 n 1; 1 n zÞ. Put ds ¼ c, where
We can immediately check that
Consequently, n À J 2 ðcÞ Á B E 2 ðF ½z 0 n 1; 1 n zÞ. It follows from Theorem 2.1 that c B TAðBÞ. Therefore d B TAðBÞ, i.e., d is wild. r Corollary 2.2. Let j ¼ ð f ; g; zÞ be an automorphism of the free associative algebra F hx; y; zi over a field F of characteristic 0 such that deg x; y f ; deg x; y g e 1. Then j is tame if and only if J 2 ðjÞ A GL 2 ðF ÞE 2 ðF ½z 0 n 1; 1 n zÞ:
Proof. Assume that the matrix J 2 ðjÞ satisfies the condition of the corollary. Without loss of generality we can suppose that J 2 ðjÞ A E 2 ðF ½z 0 n 1; 1 n zÞ:
Since deg x; y f ; deg x; y g e 1, to each elementary matrix of E 2 ðF ½z 0 n 1; 1 n zÞ corresponds an elementary transformation of the first two coordinates of j. Applying elementary transformations corresponding to a decomposition of J 2 ðjÞ, we can get À x þ aðzÞ; y þ bðzÞ; z Á from j. Consequently, j is tame. Now, assume that j is tame. Then j induces a tame automorphism of A. Since deg x; y f ; deg x; y g e 1, it is not di‰cult to find a tame automorphism c ¼ ð f 0 ; g 0 ; zÞ such that pðjcÞ ¼ id, deg x; y f 0 ; deg x; y g 0 e 1, and J 2 ðcÞ A GL 2 ðF ÞE 2 ðF ½z 0 n 1; 1 n zÞ:
We have also J 2 ðjcÞ ¼ J 2 ðjÞj À J 2 ðcÞ Á . Using Theorem 2.1, we obtain J 2 ðjcÞ A GL 2 ðF ÞE 2 ðF ½z 0 n 1; 1 n zÞ:
Consequently, J 2 ðjÞ satisfies the condition of the corollary. r
A characterization of tame automorphisms
Let us remind that the variety of associative algebras defined by the identity ½x; y½z; t ¼ 0 is called metabelian [17] . This important variety of algebras are playing the role of the metabelian groups in combinatorial group theory. In [17] there were introduced and investigated the Jacobian matrices of endomorphisms of free metabelian associative algebras.
Let us denote by C n the free metabelian associative algebra (with unit 1) with the set of free generators Z ¼ fz 1 ; z 2 ; . . . ; z n g and by A n ¼ F ½x 1 ; x 2 ; . . . ; x n the polynomial algebra in the variables x 1 ; x 2 ; . . . ; x n . By C denote the free metabelian associative algebra with free generators z 1 , z 2 , z 3 .
It was proved in [17] that every automorphism of the polynomial algebra A n can be lifted to an automorphism of the algebra C n . Then C has wild automorphisms since the al-gebra A has them. Note that the Anick automorphism d induces a tame automorphism of A. Later we see that d induces a wild automorphism of C.
The tame automorphism group TAðC n Þ of C n is generated by all elementary automorphisms sði; a; f Þ ¼ ðz 1 ; . . . ; z iÀ1 ; az i þ f ; z iþ1 ; . . . ; z n Þ; ð3Þ where 0 3 a A F , f A F hz 1 ; . . . ; z iÀ1 ; z iþ1 ; . . . ; z n i.
The following relations between elementary automorphisms are known [20] 
where 1 e k 3 s e n, ðksÞ ¼ sðs; À1; z k Þsðk; 1; Àz s Þsðs; 1; z k Þ, and z j ¼ ðksÞðz i Þ.
However the relations (4)-(6) may fail to be a full system of defining relations of the group TAðC n Þ. It was proved in [20] that the relations (4)-(6) are defining relations of the tame automorphism group TAðAÞ with respect to the generators (3).
Consider the homomorphism
Note that the kernel I ¼ Ker t of the homomorphism t is the commutator ideal of C. According to [8] , elements of the type
where j 1 e j 2 e Á Á Á e j k and i > i 1 e i 2 e Á Á Áe i s , are a basis of I .
It is easy to check that the map
is a group homomorphism. We denote by T the restriction of t Ã to TAðCÞ, i.e.,
T : TAðCÞ ! TAðAÞ; TðyÞ ¼ t Ã ðyÞ; y A TAðCÞ:
Obviously, any automorphism of the form sði; a; f Þ; a ¼ 1; f A I ; ð7Þ is contained in Ker T. as a normal subgroup of the group TAðCÞ, is generated by all automorphisms of the form (7).
Proof. Let N be a normal subgroup of TAðCÞ generated by all elements of the form (7) . Since N L Ker T, the homomorphism T induces the group homomorphism
We show that m is an isomorphism. Every element f A C has a unique representation in the form f ¼ f 0 þ f 1 , where f 0 is a linear combination of the words z Since sði; 1; f 1 Þ A N, the group G is generated by all elements of the form sði; a; f 0 ÞN; f A C: ð8Þ
Consequently, m establishes a one to one correspondence between the set of generators (8) of the group G and the set of generators (3) of the group TAðAÞ. Of course, the relations (4)-(6) are also true for the elementary automorphisms of C. They induce the same relations for the elements (8) . According to [20] , the relations (4)-(6) are defining relations of the group TAðAÞ with respect to the generators (3). Then there exists a homomorphism o : TAðAÞ ! G which is inverse to m on the set of generators. Consequently, m is an isomorphism. r For every j A Aut C we denote by j the induced automorphism of A, i.e. j ¼ t Ã ðjÞ A Aut A.
Corollary 3.1. Let j be a tame automorphism of the algebra C such that j ¼ id. Then
where f i are automorphisms of the form (7), s i A TAðCÞ, and a b ¼ b À1 ab is the group conjugation.
Jacobian matrices of tame automorphisms
Let us recall the definition of Fox derivatives for the free metabelian algebra C [17] . Consider the homomorphism e : B ! C; eðy i Þ ¼ z i ; 1 e i e 3:
Note that KerðeÞ ¼ R 2 , where R is the commutator ideal of B. For any endomorphism j of the algebra C the Jacobian matrix JðjÞ and the matrix J 2 ðjÞ can be defined as in Section 2. Instead of (2), in this case for arbitrary endomorphisms j and c of the algebra C we have
The Jacobian matrix JðjÞ is invertible over UðAÞ i¤ j is an automorphism [17] .
The commutator ideal I of the algebra C has a right UðCÞ-module structure with respect to the action
Since I 2 ¼ 0, this action induces a right UðAÞ-module structure on I . If f A I , then f can be written in the form
Using (1), we can easily get
We denote by e i the vector-row of length 3 whose ith component is 1 and the others are 0; 1 e i e 3.
Lemma 4.1. Let j be an automorphism of the algebra C of the type (7) and let c A Aut C. Then
Proof. Assume that j ¼ sði; 1; f Þ, where f A I . Then JðjÞ ¼ E þ qð f Þ Á e i . We have
For an arbitrary automorphism j of C we put
For every 0 3 l A UðAÞ by U l ðAÞ denote the localization of UðAÞ with respect to fl i g if0 . Note that U l ðAÞ is the subalgebra of the quotient algebra Q À UðAÞ Á generated by UðAÞ W fl À1 g.
By diagða; bÞ denote the diagonal square matrix with the diagonal entries a, b. Now we put From here we get
Lemma 4.3. Let j be an automorphism of C of the form (7) and let c A TðCÞ. Then
Proof. Since cjc À1 ¼ id, it follows that det À Jðcjc À1 Þ Á ¼ 1. By Lemma 4.2, we have hðlÞ ¼ 1, i.e. l 3 0.
Assume that j ¼ sði; 1; f Þ, where f A I . Then Therefore we can assume that c is a product of the automorphisms sð1; a; gÞ; X ij ðbÞ ¼ sð j; 1; bx i Þ; 1 < j; i 3 j: ð13Þ
Consider c ¼ c 1 c 2 . . . c k , where c i , 1 e i e k, are automorphisms of the form (13) . We now begin an induction on k. Above we have checked that the lemma is true if k ¼ 0.
Assume that the statement of the lemma is valid for
. By Lemma 4.3, we have
Since j 1 ¼ id, it follows that
We first consider the case when c 1 ¼ sð1; a; gÞ. We have
An immediate calculation gives
Hence
It follows from (12) that Q 1 A S m . By (12), we can also assume that Q 1 ¼ P 1 D, where
We have
It follows from (12) that
where n ¼ l 1 m ¼ detðQÞ. Since m j n, we have U m ðAÞ L U n ðAÞ and
We now assume that c 1 ¼ X ij ðbÞ, j > 1, i 3 j. We have
By (12), we can assume that P ¼ DP 1 , where
Suppose that i ¼ 2. Then j ¼ 3 and
By (12) , in this case we can assume that P ¼ DP 1 , where
Now suppose that i ¼ 3. Then j ¼ 2 and Proof of Theorem 2.1. Since j ¼ ð f 1 ; f 2 ; f 3 Þ is a tame automorphism of the algebra B ¼ F hy 1 ; y 2 ; y 3 i and pðjÞ ¼ id, it follows that c ¼ e Ã ðjÞ ¼ À eð f 1 Þ; eð f 2 Þ; eð f 3 Þ Á A TAðCÞ
