Gene selection algorithms for microarray data based on least squares support vector machine by Tang, EK et al.
 
 
Gene selection algorithms for microarray data
based on least squares support vector machine
Tang, EK; Suganthan, PN; Yao, Xin
DOI:
10.1186/1471-2105-7-95
License:
Creative Commons: Attribution (CC BY)
Document Version
Publisher's PDF, also known as Version of record
Citation for published version (Harvard):
Tang, EK, Suganthan, PN & Yao, X 2006, 'Gene selection algorithms for microarray data based on least
squares support vector machine', BMC Bioinformatics, vol. 7, 95. https://doi.org/10.1186/1471-2105-7-95
Link to publication on Research at Birmingham portal
Publisher Rights Statement:
This is an Open Access article distributed under the terms of the Creative Commons Attribution License
(http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.
General rights
Unless a licence is specified above, all rights (including copyright and moral rights) in this document are retained by the authors and/or the
copyright holders. The express permission of the copyright holder must be obtained for any use of this material other than for purposes
permitted by law.
•	Users may freely distribute the URL that is used to identify this publication.
•	Users may download and/or print one copy of the publication from the University of Birmingham research portal for the purpose of private
study or non-commercial research.
•	User may use extracts from the document in line with the concept of ‘fair dealing’ under the Copyright, Designs and Patents Act 1988 (?)
•	Users may not further distribute the material nor use it for the purposes of commercial gain.
Where a licence is displayed above, please note the terms and conditions of the licence govern your use of this document.
When citing, please reference the published version.
Take down policy
While the University of Birmingham exercises care and attention in making items available there are rare occasions when an item has been
uploaded in error or has been deemed to be commercially or otherwise sensitive.
If you believe that this is the case for this document, please contact UBIRA@lists.bham.ac.uk providing details and we will remove access to
the work immediately and investigate.
Download date: 01. Feb. 2019
BioMed CentralBMC Bioinformatics
ssOpen AcceResearch article
Gene selection algorithms for microarray data based on least 
squares support vector machine
E Ke Tang1, PN Suganthan*1 and Xin Yao2
Address: 1School of Electrical & Electronic Engineering, Nanyang Technological University, Singapore and 2School of Computer Science, 
University of Birmingham, Birmingham B15 2TT, UK
Email: E Ke Tang - tangke@pmail.ntu.edu.sg; PN Suganthan* - epnsugan@ntu.edu.sg; Xin Yao - X.Yao@cs.bham.ac.uk
* Corresponding author    
Abstract
Background: In discriminant analysis of microarray data, usually a small number of samples are
expressed by a large number of genes. It is not only difficult but also unnecessary to conduct the
discriminant analysis with all the genes. Hence, gene selection is usually performed to select
important genes.
Results: A gene selection method searches for an optimal or near optimal subset of genes with
respect to a given evaluation criterion. In this paper, we propose a new evaluation criterion, named
the leave-one-out calculation (LOOC, A list of abbreviations appears just above the list of
references) measure. A gene selection method, named leave-one-out calculation sequential
forward selection (LOOCSFS) algorithm, is then presented by combining the LOOC measure with
the sequential forward selection scheme. Further, a novel gene selection algorithm, the gradient-
based leave-one-out gene selection (GLGS) algorithm, is also proposed. Both of the gene selection
algorithms originate from an efficient and exact calculation of the leave-one-out cross-validation
error of the least squares support vector machine (LS-SVM). The proposed approaches are applied
to two microarray datasets and compared to other well-known gene selection methods using
codes available from the second author.
Conclusion: The proposed gene selection approaches can provide gene subsets leading to more
accurate classification results, while their computational complexity is comparable to the existing
methods. The GLGS algorithm can also better scale to datasets with a very large number of genes.
Background
Recently, discriminant analysis of microarray data has
been widely used to assist diagnosis [1-3]. Given some
microarray data characterized by a large number of genes'
expressions, a typical discriminant analysis constructs a
classifier based on the given data to distinguish between
different disease types. In practice, a gene selection proce-
dure to select the most informative genes from the whole
gene set is usually employed. There are several reasons for
performing gene selection. First, the cost of clinical diag-
nosis can be reduced with gene selection since it is much
cheaper to focus on only the expressions of a few genes for
diagnosis instead of the whole gene set. Second, many of
the genes in the whole gene set are redundant. Although
the training error of a classifier on the given data will
decrease as more and more genes are included, the gener-
alization error when classifying new data eventually will
increase. A preceding gene selection procedure can
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and computational complexity of the following discrimi-
nant analysis, and possibly reduce the generalization
error. Finally, gene selection can provide a more compact
gene set, which can help understand the functions of par-
ticular genes and plan the diagnosis process.
From the perspective of pattern recognition, the gene
selection problem is a special case of the feature selection
problem. Given a set of training data represented by a set
of features, a typical feature selection method aims to
select a feature subset leading to a low generalization error
(i.e. low error in future classification). It searches for an
optimal or near optimal subset of features with respect to
a given criterion, and thus consists of two basic compo-
nents: an evaluation criterion and a search scheme. Fea-
ture selection methods can generally be categorized into
three major groups: marginal filters, wrappers and embed-
ded methods [4]. Marginal filter approaches are usually
mentioned as individual feature ranking methods. They
evaluate a feature based on its marginal contribution to
the class discrimination without considering its interac-
tions with other features. The selection procedure is inde-
pendent of the classification procedure because a classifier
is not built when evaluating a feature. Some comparative
studies on the criteria employed in a marginal filter
method can be found in [5]. In a wrapper method, usually
a classifier is built and employed as the evaluation crite-
rion. One such example is to use the training or cross-val-
idation error of the classifier on the training data as the
evaluation criterion. Because the finally selected feature
subset has the highest value on the criterion, the feature
selection procedure is closely related to the decision
mechanism of the classifier and therefore the wrapper
methods are expected to generate better feature subsets for
classification than the marginal filter methods. If the cri-
terion is derived from the intrinsic properties of a classi-
fier, the corresponding feature selection method will be
categorized as an embedded approach [6]. For example, in
the SVM Recursive Feature Elimination (SVM-RFE) algo-
rithm, a support vector machine is trained first. then the
features corresponding to the smallest weights in the vec-
tor normal to the optimal hyperplane is sequentially elim-
inated [7]. Nevertheless, wrapper and embedded methods
are often closely related to each other.
Because the marginal filter methods evaluate features sep-
arately and there is no other search scheme for them, we
mainly discuss the search schemes for the wrapper and
embedded methods. In a wrapper or embedded feature
selection algorithm, if the whole feature subset space is
explicitly (such as using an exhaustive search) or implic-
itly searched (such as using the branch-and-bound
scheme [8]), it is guaranteed to discover the optimal fea-
ture subset with respect to the evaluation criterion. How-
ever, an exhaustive search or the branch-and-bound
scheme is computationally prohibitive except for small
problems. Therefore, one usually searches a part of the
whole feature subset space, which is more practicable but
provide no optimality guarantees [9]. The sequential for-
ward selection, sequential floating forward selection,
sequential backward elimination, sequential floating
backward elimination and so on [10] belong to this class.
The sequential forward scheme starts from an empty set,
and sequentially includes a new feature into the feature
subset so that the largest improvement on the evaluation
criterion can be achieved. Once a feature is selected, it will
not be removed from the subset. Differently, the sequen-
tial floating forward selection scheme contains two steps.
First, the feature leading to the largest improvement is
included, then the scheme backtracks the search path and
removes some previously selected features if improve-
ment can be achieved by doing so. Sequential backward
elimination scheme sequentially remove features from
the whole feature set until an optimal feature subset is
remained. And the sequential floating backward elimina-
tion allows including previously removed features to the
current feature subset. Hence, the floating schemes cover
a larger portion of all the possible feature subsets, while it
is more time consuming [10]. Recently, genetic algo-
rithms (GA) have also been employed as the search
schemes [11-13]. Compared with the traditional search
schemes, GAs provide a more flexible search procedure,
the feature subset space is searched in parallel and multi-
ple feature subsets instead of a single subset are evaluated
simultaneously to avoid being trapped in a local opti-
mum. GAs are generally even more time consuming than
the floating schemes, although it can cover more feature
subsets.
In the context of microarray data analysis, many of the
methodologies discussed above have been used. In addi-
tion to those marginal filter methods using t-statistics,
Fisher's ratio and information gain, different evaluation
criteria were proposed for wrapper and embedded meth-
ods, such as the SVM-based criteria [14] and the LS bound
measure, which is based on a lower bound of the leave-
one-out cross-validation error of the least squares support
vector machine (LS-SVM) [15]. They can be combined
with any kinds of search scheme. Several GA-based algo-
rithms are also available in the literature of gene selection
[12,13,16]. Two issues should be considered when assess-
ing these gene selection methods: the generalization error
that can be achieved on the selected gene subset and the
time requirement of the selection procedure. Specifically,
a good feature selection method should contain following
characteristics: The evaluation criterion can guarantee low
generalization error, computational cost for a single eval-
uation is low, the search scheme requires a small number
of evaluations while can still search a large portion of thePage 2 of 16
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ones. Therefore, among all the methods discussed above,
the marginal filter methods are the most efficient, but the
selected feature subsets are usually sub-optimal. The
wrapper/embedded methods using an exhaustive search
are the most time consuming, but optimality can be guar-
anteed. All the other methods lie between these two cases,
providing a trade-off between optimality and computa-
tion cost. The wrapper methods using sequential selection
schemes are more efficient than the wrapper methods
using GA based algorithms, but are more likely to select a
sub-optimal gene subset. Furthermore, in addition to
finding an optimal gene subset for classification, identify-
ing important genes is another goal of gene selection.
Identifying important genes is essentially different from
finding a single optimal gene subset. For the microarray
data, a classifier may be able to achieve the lowest gener-
alization error on many different gene subsets, and all of
them consist of important genes. Knowing these different
gene subsets can help gain more insight into the functions
of genes.
In the present study, we first propose an evaluation crite-
rion called leave-one-out calculation (LOOC) measure for
gene selection. The LOOC measure is derived from an
exact and efficient calculation of the leave-one-out cross-
validation error (LOOE) of LS-SVM. By combining the
LOOC measure with the sequential forward selection
scheme, we proposed the leave-one-out calculation
sequential forward selection (LOOCSFS) gene selection
algorithm. Moreover, we also present a novel gene selec-
tion algorithm, named gradient-based leave-one-out gene
selection (GLGS) algorithm. Employing none of the tradi-
tional search schemes, it combines a variant of the LOOC
measure with the gradient descent optimization and the
principal component analysis (PCA). Performance of the
proposed methods is evaluated experimentally on two
microarray datasets.
Results
Datasets
In this section, we present performance of the proposed
gene selection algorithms, i.e. the LOOCSFS and the
GLGS algorithms on two public domain datasets.
Hepatocellular carcinoma dataset
This dataset comprises information of 60 patients with
hepatocellular, with oligonucleotide microarrays repre-
senting 7129 gene expression levels [2].
Glioma dataset
All the 50 samples of the Glioma dataset [3] are expressed
by 12625 genes. Twenty eight of the samples are glioblas-
tomas and the other 22 are anaplastic oligodendroglio-
mas.
Experimental setup
We acquire the two datasets directly from [17]. We further
standardize the data to zero mean and unit standard devi-
ation for each gene. The experiments and results are based
on the pre-processed data and are implemented in the
Matlab environment on a computer with 3 GHz P4 CPU
and 1024 MB RAM.
There are two objectives for the experiments. One is to
evaluate the performance of LOOCSFS and GLGS algo-
rithms, and compare them with other gene selection algo-
rithms. The other goal of the experiments is to identify
important genes of the two datasets.
For the first objective, we compare our leave-one-out cal-
culation sequential forward selection (LOOCSFS) and
gradient-based leave-one-out gene selection (GLGS) algo-
rithms with other five gene selection algorithms. First,
although it usually selects a sub-optimal gene subset for
classification, a marginal filter method using Fisher's ratio
is employed to provide a baseline for the comparison on
generalization errors. Fisher's ratio is a criterion that eval-
uates how well a single gene is correlated with the separa-
tion between classes. For every gene the Fisher's ratio is
defined as , where µ1, µ2, σ1, σ2 denote the
means and standard deviations of two classes. Further,
our methods are compared with the Mahalanobis class
separability measure (MAHSFS) [8] and the LS bound
measure combined with sequential forward selection
scheme (LSSFS) [15], SVM-RFE [7], the LS bound measure
with sequential floating forward selection scheme (LSS-
FFS) [15]. The comparisons are conducted based on the
generalization error achieved on the selected gene subset
and the time requirement of the selection procedure. In
two previous works, Ambroise and McLachlan and Simon
et al. demonstrated that cross-validation or bootstrap sam-
ples should be kept external to a gene selection algorithm
[18,19]. Ambroise and McLachlan [18] also assessed sev-
eral techniques for estimating the generalization error.
They showed that the external 10-fold cross-validation
error and the external B.632+ error are the two most unbi-
ased estimators of the generalization error. Since cross-
validation is claimed to have a relatively higher variance
for small sample size problems [20], the external B.632+
error appears to be the best choice. Hence we use the exter-
nal B.632+ technique [21] to compare the generalization
error achieved on the selected gene subsets. The B.632+
technique employs the bagging [22] procedure to generate
different training and testing sets (which are called boot-
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are applied to the bootstrap samples as well as the original
data. Specifically, we employ 200 replicates of balanced
bootstrap samples to reduce variance of the B.632+ error,
i.e. each sample in the original dataset is restricted to
appear exactly 200 times in total in all the 200 balanced
bootstrap samples. A standard SVM is employed as the
final classifier for all seven gene selection methods. All the
compared algorithms will terminate if a predefined
number of genes are selected. We set this number as 100.
Furthermore, we conduct another experiment to study the
computational complexity and scalability of the seven
gene selection algorithms. The required computational
time of the algorithms are studied with respect to the
number of genes to be selected (t) and the size of the
whole gene set (d). This experiment is conducted on the
Hepatocellular Carcinoma dataset, but similar scenario
can be easily shown on the Glioma dataset.
The second objective of identifying important genes is
essentially different from selecting a single gene subset for
classification. Some researchers claimed that the gene
selection procedure should not be applied only once on
the original data, but should be run repeatedly on differ-
ent subsets of the training data [13,23-25]. Since we apply
our algorithms to 200 bootstrap samples for the first
objective, we can actually achieve 200 different gene sub-
sets for these bootstrap samples. By looking at the fre-
quency of genes appearing in all the 200 gene subsets, we
can find some insights on the genes that are important for
classification. Therefore, for both LOOCSFS and GLGS
The external B.632+ error for Hepatocellular Carcinoma dataset, shown vs the number of selected genesFigure 1
The external B.632+ error for Hepatocellular Carcinoma dataset, shown vs the number of selected genes.Page 4 of 16
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quently selected based on the 200 bootstrap samples.
Results
Figures 1 and 2 present the external B.632+ errors
achieved on the genes selected by the seven gene selection
algorithms. It can be observed that the GLGS algorithm
generally achieves the lowest external B.632+ error among
the compared methods on both datasets. The LOOCSFS
algorithm does not perform as well as the GLGS algo-
rithm. As shown in the figures, LOOCSFS is consistently
superior to the marginal filter method, LSSFS. It also out-
performs the MAHSFS and SVM-RFE on the Hepatocellu-
lar Carcinoma datasets, and the results are mixed on the
Glioma dataset. Furthermore, although a gene selection
algorithm employing the sequential forward selection
scheme is expected to be inferior to the methods employ-
ing the sequential floating forward selection scheme
(because the sequential forward selection scheme searches
a smaller portion of the feature subset space than the
sequential floating forward selection scheme), it also out-
performs the LSSFFS on both datasets.
From the perspective of computational complexity, the
scalability of a gene selection algorithm should also be
considered when evaluating it. The required computa-
tional time of the algorithms are plotted with respect to
the number of genes to be selected (t) and the size of the
whole gene set (d) in Figures 3 and 4. As shown in the two
figures, the marginal filter method is always the most effi-
cient one among all the approaches. The computational
costs of LSSFS, MAHSFS, LOOCSFS and LSSFFS all
The external B.632+ error for Glioma dataset, shown vs the number of selected genesFigure 2
The external B.632+ error for Glioma dataset, shown vs the number of selected genes.Page 5 of 16
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FFS is the most time consuming since the sequentially
floating forward selection scheme is employed. MAHSFS
also requires expensive computation. The LSSFS and the
LOOCSFS can be calculated more efficiently than LSSFFS
and MAHSFS. The LOOCSFS requires slightly more time
than the LSSFS. The computational time of SVM-RFE and
GLGS do not change significantly with t, and SVM-RFE is
more time consuming than GLGS. In Figure 4, computa-
tional costs of all methods except GLGS increase signifi-
cantly with d, with the LSSFFS being the most time
consuming and the other four are comparable. Hence the
GLGS algorithm can better scale to microarray data with
large number of genes as well as the problems that require
selecting a large number of genes from the original gene
set.
Hepatocellular carcinoma dataset
The 20 genes most frequently selected by LOOCSFS and
GLGS are listed in Table 1 and 2 respectively. Some com-
ments about the selected genes are worthy of mention.
Genes M59465, X75042, Y10032, L08895, AB000409,
L11695, X15341 and L76927 are frequently selected by
both algorithms. Among them, M59465, X75042,
Y10032 and L08895 are also used to construct an SVM
classifier in the original work [2]. The Y10032 and
M59465 are claimed as greatly downregulated in hepato-
cellular carcinoma with venous invasion and the levels of
The computational time of seven gene selection algorithms on Hepatocellular Carcinoma dataset, shown vs the number of sel cted genesFigur  3
The computational time of seven gene selection algorithms on Hepatocellular Carcinoma dataset, shown vs the number of 
selected genes.Page 6 of 16
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response to osmotic changes or cell volume changes [2].
In addition, LOOCSFS also frequently select gene X00274,
which is downregulated in hepatocellular carcinomas
with early intrahepatic recurrence and this downregula-
tion might permit tumour cells to escape from host
immune surveillance [26].
Glioma dataset
In their original work, Nutt et al. identified 77 important
genes that were used to construct a 20-gene k-NN classifier
in a leave-one-out cross-validation procedure [3]. Tables 3
and 4 present the 20 most frequently selected genes by
LOOCSFS and GLGS. We found from Tables 3 and 4 that
the genes L39874 (Please note that according to the origi-
nal work, L39874-630_at and L39784-631_g_at are two
different features obtained by applying the same probe set
to different regions of a same gene), AB007960 and
D29643 may be very important since they are both fre-
quently selected in the original work as well as by our two
algorithms. In addition, the gene Y00815 is also identified
by both LOOCSFS and GLGS algorithm. Hence, it may
also be important.
Another interesting observation on the two datasets is that
a gene is usually less frequently selected by GLGS than by
LOOCSFS, which indicates that the 200 gene subsets
selected by GLGS are more different from one another
(more diverse) than the gene subsets selected by
LOOCSFS. Since the training sets for the 200 bootstrap
The computational time of seven gene selection algorithms on Hepatocellular Carcinoma dataset, shown vs the size of the gene setFigur  4
The computational time of seven gene selection algorithms on Hepatocellular Carcinoma dataset, shown vs the size of the 
gene set.Page 7 of 16
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fication are also expected to be different. Hence, this
observation is consistent with the fact that GLGS can
select gene subsets leading to lower generalization per-
formance as seen in figures 1 and 2.
Discussion
In practice, choosing a gene selection algorithm for discri-
minant analysis usually depends on the problem
involved. According to the presented experimental results,
if only one gene subset that leads to the lowest generaliza-
tion error is needed, the GLGS is more appealing. How-
ever, in some cases we have to trade some accuracy for
efficiency. Among the seven discussed gene selection
methods, the marginal filter approach is the most effi-
cient, but it generates the highest generalization error. If
d<1000 and t<100, the GLGS algorithm is more time con-
suming than the approaches employing the sequential
forward selection schemes. In this case, if one wants to
obtain the solution faster and also achieve higher accuracy
than a marginal filter method, the LOOCSFS and SVM-
RFE may be more suitable than the GLGS. If the number
of samples is relatively larger than the number of genes,
which is quite unlikely for microarray data, the MAHSFS
may be a better choice. Finally, the GLGS algorithm
appears to be a good choice for small number of samples
with large d and t, which is true for most microarray-based
gene selection scenarios.
If the LOOCSFS or GLGS is chosen to carry out gene selec-
tion, one needs to define the number of the genes to be
selected. In our experiments, we set this number as 100 for
both datasets, of course 100 may not be the optimal
number for achieving lowest generalization error on all
microarray datasets and in practice one may need to esti-
mate the optimal one for different datasets. Although our
aim in this paper is not to investigate this point thor-
oughly, some suggestions can be found in previous stud-
ies [14]. One approach is to terminate the selection
procedure when a given criterion does not improve signif-
icantly when more genes are incorporated. This strategy
can be easily included in the program so that the algo-
rithm can terminate automatically, and the criterion can
be the LOOC measure, or simply the cross-validation
error. Another approach is selecting a sufficiently large
number of genes. Then by looking at the curve of general-
ization error, a human expert can determine the optimal
number of genes to be selected so that the generalization
error does not decrease significantly when more genes are
selected. Based on the last approach and the experimental
results presented in figures 1 and 2, we are further able to
recommend some choices of the number of selected genes
for the discussed two datasets. Our recommendation is
based on the results of GLGS algorithm since it achieves
the lowest external b.632+ error on the two datasets. For
the Hepatocellular Carcinoma dataset, after selecting 40
features, including more genes can only result in no more
than 1% reduction in the external b.632+ error. If 40 is a
relatively large number for a gene subset, we can select 20
genes. It can be observed from figure 1 that the error
increases significantly when the number of selected genes
is less than 20. Therefore, we recommend 20 and 40 as
Table 1: 20 most frequently selected genes of Hepatocellular Carcinoma data selected by LOOCSFS
Gene no. Freq. of selection Description
X03100 198 HLA-SB alpha gene (class II antigen) extracted from Human HLA-SB(DP) alpha gene
M33600 196 Human MHC class II HLA-DR-beta-1 (HLA-DRB1) mRNA
X16663 194 Human HS1 gene for heamatopoietic lineage cell specific protein
U19713 193 Human allograft-inflammatory factor-1 mRNA
L36033 193 Human pre-B cell stimulating factor homologue (SDF1b) mRNA
X00274 192 Human gene for HLA-DR alpha heavy chain a class II antigen (immune response gene) of the major 
histocompatibility complex (MHC)
L08895 191 Homo sapiens MADS/MEF2-family transcription factor (MEF2C) mRNA
X15341 190 Human COX VIa-L mRNA for cytochrome c oxidase liver-specific subunit VIa (EC 1.9.3.1)
M59465 190 Human tumor necrosis factor alpha inducible protein A20 mRNA
HG1872-HT1907 190 Major Histocompatibility Complex, Dg
L11695 189 Human activin receptor-like kinase (ALK-5) mRNA
Y10032 185 H.sapiens mRNA for putative serine/threonine protein kinase
M13560 184 Human Ia-associated invariant gamma-chain gene
L76927 182 Human galactokinase (GALK1) gene
X16323 181 Human mRNA for hepatocyte growth factor (HGF)
U69546 181 Human RNA binding protein Etr-3 mRNA
AB000409 180 Human mRNA for MNK1
X75042 177 H.sapiens rel proto-oncogene mRNA
HG3576-HT3779 175 Major Histocompatibility Complex, Class Ii Beta W52
M87503 175 Human IFN-responsive transcription factor subunit mRNAPage 8 of 16
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Similarly, we can find from figure 2 that 15 and 30 can be
good choices for the glioma dataset.
To identify important genes and study the possible inter-
actions between them, one may need to select a number
of different gene subsets that can all solve the classifica-
tion problem with similar high accuracy. For this purpose,
we feel that not only different training data (as in [23]),
but also different selection algorithms should also be
employed to render a comprehensive exploration of the
useful genes. In this case, our methods can be used
together with many other approaches. In the context of
machine learning, this approach is referred as an ensem-
bling, which has also been used to the gene selection
problems. It should be noted that generally any algorithm
that selects a single gene subset could be used as a compo-
nent of such an ensemble system. Therefore, our work can
be viewed as providing new choices to build an ensemble
system.
Conclusion
In this study, we have proposed two gene selection algo-
rithms, the LOOCSFS and the GLGS algorithms based on
an efficient and exact calculation of the leave-one-out
cross-validation error of LS-SVM. The GLGS algorithm is
different from traditional gene selection algorithms for
that it solves the involved optimization problem in a
much lower dimensional space, thus significantly reduces
the computational cost of the selection procedure, while
still GLGS selects genes from the original gene set. As both
LOOCSFS and GLGS algorithms are derived from the
exact calculation of leave-one-out cross-validation error,
they are promising to select gene subsets leading to low
generalization error. Experimental results show that the
GLGS is also more efficient than traditional algorithms
when the microarray data are represented by a large
number of genes or a large number of genes to be selected
from the whole gene set. Furthermore, our algorithms can
be easily incorporated into more sophisticated ensemble
systems to enhance overall gene selection performance.
Methods
Least square support vector machines
Belonging to the large family of so-called kernel methods
[27], the least squares support vector machine (LS-SVM)
[28,29] is a modification of the standard support vector
machine. Suppose we are given n training sample pairs
{xi, yi} where xi is a d-dimensional column vector repre-
senting the ith sample, and yi is the class label of xi, which
is either +1 or -1. The LS-SVM employs a set of mapping
functions Ö to map the data into a reproducing kernel
Hilbert space (RKHS), and performs classification in it.
Using the kernel function k(xi, xj) = xiTxj, the linear deci-
sion boundary of the LS-SVM can be formulated as
wTx+b = 0  (1)
where w = [w1, w2, ..., wn]T and b is a scalar. w and b can
be obtained by solving the optimization problem:
Table 2: 20 most frequently selected genes of Hepatocellular Carcinoma data selected by GLGS
Gene no. Freq. of selection Description
AB000409 128 Human mRNA for MNK1
L11695 109 Human activin receptor-like kinase (ALK-5) mRNA
X15341 105 Human COX VIa-L mRNA for cytochrome c oxidase liver-specific subunit VIa (EC 1.9.3.1)
U79294 105 Human clone 23748 mRNA
Y10032 103 H.sapiens mRNA for putative serine/threonine protein kinase
L76927 103 Human galactokinase (GALK1) gene
D28915 80 Human gene for hepatitis C-associated microtubular aggregate protein p44
L08895 79 Homo sapiens MADS/MEF2-family transcription factor (MEF2C) mRNA
M64925 75 Human palmitoylated erythrocyte membrane protein (MPP1) mRNA
X75042 73 H.sapiens rel proto-oncogene mRNA
X58377 72 Human mRNa for adipogenesis inhibitory factor
M59465 70 Human tumor necrosis factor alpha inducible protein A20 mRNA
X15422 68 Human mRNA for mannose-binding protein C
D78335 66 Human mRNA for 5 -terminal region of UMK
U26710 64 Human cbl-b mRNA
L36033 64 Human pre-B cell stimulating factor homologue (SDF1b) mRNA
HG4063-HT4333 61 Transcription Factor Hbf-2
D90086 60 Human pyruvate dehydrogenase (EC 1.2.4.1) beta subunit gene, exons 10-Jan
U03105 59 Human B4-2 protein mRNA
L22343 58 Human nuclear phosphoprotein mRNAPage 9 of 16
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where ei denotes regression error for sample xi, e = [e1, e2,
..., en] and γ is a given positive constant introduced to
adjust the compromise between generalization and train-
ing errors. After introducing Lagrangian multipliers, the
optimization problem can be converted to the following
linear system:
where Y = [y1, y2, ..., yn] T, Ù = {yiyjxi Txj},  = [1, 1, ..., 1]T,
a = [α1, α2, ..., αn]Tand I is the identity matrix. Similar to
the standard SVM, given a testing sample x, the discrimi-
nant function of the LS-SVM takes the form:
and the sign of f (x) is taken as the class label of x.
The main difference between the standard SVM and the
LS-SVM is that for the standard SVM the equality con-
straints in Eq. (3) are replaced by inequality constraints,
thus SVM involves solving a quadratic programming (QP)
problem, which requires more expensive computation
than solving a linear system. On the other hand, accord-
ing to an empirical study [29], the LS-SVM is capable of
achieving comparable performance as the standard SVM
on many real-world problems. It has also achieved satis-
factory classification accuracy on microarray data [17].
The LOOC gene selection criterion
As mentioned before, a good evaluation criterion for fea-
ture selection should guarantee low generalization error
and can be computed efficiently. Although the B.632+
technique has been proven to be the best estimator of gen-
eralization error [18], computing B.632+ error for every
candidate gene subset is computationally too costly.
Therefore, the B.632+ error is seldom employed as the
evaluation criterion during the gene selection process. On
the other hand, as it is proven that the leave-one-out cross-
validation error (LOOE) is an almost unbiased estimator
of the generalization error [30], and it can be easily com-
puted as we will demonstrate in Eq. (9), it is acceptable to
use LOOE as the evaluation criterion for feature selection.
Basically,, the direct calculation of the LOOE requires
repeating the whole training procedure for n times, where
n is the number of training samples. This is still time con-
suming. To simplify the calculation of LOOE for the
standard SVM, several approaches have been discussed
[31,32]. These approaches generally require training the
min ( )
w,e
w,e w wJ eT i
i
n
= + ( )
=
∑12 2 221
γ
0 0
4
1
Y
Y 1
T b
Ω α+










=





 ( )− →γ I
1
→
w x= ( )
=
∑αi i i
i
n
y
1
5
f y bi i
T
i
i
n
( )x x x= + ( )
=
∑α 6
1
Table 3: 20 most frequently selected genes of Glioma data selected by LOOCSFS
Gene no. Freq. of selection Description
zL39874 (630_at) 199 Homo sapiens deoxycytidylate deaminase gene
zL39874 (631_g_at) 199 Homo sapiens deoxycytidylate deaminase gene
U84007 195 Human glycogen debranching enzyme isoform 1 (AGL) mRNA
U84573 194 Homo sapiens lysyl hydroxylase isoform 2 (PLOD2) mRNA
AL079277 192 Homo sapiens mRNA full length insert cDNA clone
AB007960 191 chromosome 1 specific transcript KIAA0491
AF070546 190 Homo sapiens clone 24607 mRNA sequence
AB028964 189 Homo sapiens mRNA for KIAA1041 protein
AB026436 189 Homo sapiens mRNA for dual specificity phosphatase MKP-5
AB020684 189 Homo sapiens mRNA for KIAA0877 protein
M97388 188 Human TATA binding protein-associated phosphoprotein (DR1) mRNA
Y00815 185 Human mRNA for LCA-homolog. LAR protein (leukocyte antigen related)
AW006742 185 wr28g10.x1 Homo sapiens cDNA
D29643 185 Human mRNA for KIAA0115 gene
U42390 182 Homo sapiens Trio mRNA
W25874 181 14e9 Homo sapiens cDNA
Z98946 181 Human DNA sequence from clone 376D21 on chromosome Xq11.1–12
X82676 180 Homo sapiens mRNA for tyrosine phosphatase
Z35307 178 H.sapiens mRNA for endothelin-converting-enzyme
L13278 177 Homo sapiens zeta-crystallin/quinone reductase mRNAPage 10 of 16
(page number not for citation purposes)
BMC Bioinformatics 2006, 7:95 http://www.biomedcentral.com/1471-2105/7/95SVM only once with the whole training set. Many of them
are later extended as evaluation criteria for feature selec-
tion [14]. But, determined by the nature of SVM, all these
approaches involve solving the QP problem, which still
requires expensive computation. In the context of LS-
SVM, Cawley and Talbot in [33] and Van Gestel et al. in
[34] showed that the leave-one-out error of an LS-SVM
can be efficiently and exactly evaluated. This approach is
then successfully implemented in the LS-SVMlab toolbox
[35]. Since the LS-SVM can be implemented more effi-
ciently, we focus on the LS-SVM in this paper. First of all,
an alternative efficient calculation of the LOOE of the LS-
SVM is presented as our starting point based on the
Lemma below:
Lemma 1
Given n training samples, let wi and bi denote the w and b
achieved by training the LS-SVM after sample xi is
removed, and denote the testing result of sample xi in the
leave-one-out procedure as:
Then Eq. (8) holds:
yifi(x) = 1-αi/(H-1)ii  (8)
where , K = {xi Txj} is the kernel
matrix, and (H-1)ii denotes the ith diagonal element of the
matrix H-1 (The proof of Lemma 1 is available in Addi-
tional file 1). An exact calculation of the LOOE of LS-SVM
can be derived from Eq. (8) as:
It should be noted that although they take different forms,
Eq. (9) and the works presented in [33] and [34] generally
share equivalent performance and property. Eq. (9) itself
can be directly employed as the evaluation criterion for
gene selection. But for a microarray dataset, which usually
contains only a small number of samples, it is very likely
that many candidate feature subsets may provide the same
LOOE. Hence, based on Eq. (8), we propose the C bound
as the supplementary criterion of Eq. (9):
where (x)- = min(0, x). Eq. (10) is motivated by the fol-
lowing consideration: A sample xi is misclassified in the
leave-one-out procedure if yifi(xi) is negative, and absolute
value of yifi(xi) indicates how close this sample is to the
decision boundary. Therefore, for those samples misclas-
sified in the LOO procedure (i.e. yifi(xi) is negative), a
f y bi i i
T
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Table 4: 20 most frequently selected genes of Glioma data selected by GLGS
Gene no. Freq. of selection Description
AB007960 118 chromosome 1 specific transcript KIAA0491
U65002 107 Human zinc finger protein PLAG1 mRNA
D29643 101 Human mRNA for KIAA0115 gene
AB007975 95 Homo sapiens mRNA, chromosome 1 specific transcript KIAA0506
L34075 92 Human FKBP-rapamycin associated protein (FRAP) mRNA
AJ010228 91 Homo sapiens mRNA for RET finger protein-like 1
M12625 90 Human lecithin-cholesterol acyltransferase mRNA
zL39874 (630_at) 86 Homo sapiens deoxycytidylate deaminase gene
zL39874 (631_g_at) 86 Homo sapiens deoxycytidylate deaminase gene
J00077 84 Human alpha-fetoprotein (AFP) mRNA
Y00815 83 Human mRNA for LCA-homolog. LAR protein (leukocyte antigen related)
AF013588 82 Homo sapiens mitogen-activated protein kinase kinase 7 (MKK7) mRNA
M73481 80 Human gastrin releasing peptide receptor (GRPR) mRNA
X52486 78 Human mRNA for uracil-DNA glycosylase
AB020678 76 Homo sapiens mRNA for KIAA0871 protein
AL031432 76 Human DNA sequence from clone 465N24 on chromosome 1p35.1–36.13
AB000275 73 Homo sapiens mRNA for DAP-2
U95044 72 Human zinc finger protein (FDZF2) mRNA
U25801 72 Human Tax1 binding protein mRNA
J05581 71 Human polymorphic epithelial mucin (PEM) mRNAPage 11 of 16
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BMC Bioinformatics 2006, 7:95 http://www.biomedcentral.com/1471-2105/7/95small absolute value of the term yifi(xi) is more preferable.
Because a small value means that the sample is close to the
decision boundary and might be classified correctly with
a few more training data, while a large absolute value indi-
cates that it is difficult to classify even if we are given more
training data. By combining Eq. (9) with Eq. (10), we can
now obtain the LOOC measure for the gene selection
problem. The optimal gene subset for dicriminant analy-
sis is the one leading to the smallest LOOE, if the same
LOOE can be achieved on several gene subsets, the one
with the largest value of the C bound is preferred (note
that the C bound only requires negligible additional com-
putation since the term 1-αi/(H-1)ii has been computed
when calculating the LOOE). The advantage of the LOOC
measure is that it is derived from the leave-one-out proce-
dure and therefore is expected to be an accurate estimator
of the generalization error. Further, LOOC measure can be
calculated by training the LS-SVM with the whole training
set only once, which requires solving a linear system and
is much easier than solving a QP problem. Hence, the
LOOC measure can be calculated even more efficiently
than those SVM-based criteria [3,7]. By combining the
LOOC measure with the sequential forward selection
scheme, we propose the LOOCSFS gene selection algo-
rithm, which is described in Figure 5.
The gradient-based leave-one-out gene selection 
algorithm
In addition to the sequential forward selection, sequential
floating forward selection, sequential backward elimina-
tion and sequential floating backward elimination search
schemes, a possible alternative search scheme is the gradi-
ent descent method. Using gradient descent is not a totally
new idea in the literature of the standard SVM. Chapelle et
al. [32] employed the gradient descent approach to
choose parameters for the standard SVM, they also sug-
gested using the same framework to address feature selec-
tion problem. But the resultant algorithm requires using
gradient descent to repeatedly solve an optimization
problem, whose dimensionality is the same as the total
number of genes. As the number of genes is usually huge
in microarray data, this framework will be very time con-
suming for gene selection problems. Considering the spe-
cific properties of microarray data, we propose in this
subsection a novel gene selection algorithm, named gradi-
ent-based leave-one-out gene selection (GLGS) algorithm.
It is also based on the exact calculation of the LOOE of LS-
SVM, and employs a gradient descent approach to opti-
mize the evaluation criterion.
As we would like to use a gradient approach to optimize
the evaluation criterion, the criterion must be differentia-
ble, whereas both Eq. (9) and Eq. (10) are not. Hence, to
obtain a differentiable criterion, the logistic LOOC
(LLOOC) measure is proposed by modifying Eq. (9) as:
The LOOCSFS gene selection algorithmFigure 5
The LOOCSFS gene selection algorithm.
1. Initialize S as an empty set (S is the set of selected genes)
2. Initialize P as the full gene set (P is the candidate genes)
3. For i=1:t (t is the number of genes to be selected)
• for j=1:r (r=number of genes in P)
– Temporarily take gene j from P, put it into S, calculate LOOE
and C bound using all genes in S;
• end
• if more than one gene take the minimal LOOE
– Select the gene with the maximal C [Eq. (10)];
• else
– Select the gene with the minimal LOOE [Eq. (9)];
• end
• Remove the selected gene from P;
EndPage 12 of 16
(page number not for citation purposes)
BMC Bioinformatics 2006, 7:95 http://www.biomedcentral.com/1471-2105/7/95The logistic function 1/(1+exp(x)) is commonly used to
transfer output of an SVM-type classifier into a specific
region [36]. Different from the C bound, the LLOOC
measure ranges between (0,1). Hence it can be viewed as
a probability that represents the generalization error of a
classifier and can be useful for possible post-processing
procedure. More precisely, large positive value of the term
1-αi/(H-1)ii generally corresponds to a small LOOE and
LLOOC. Therefore, the genes can be evaluated by mini-
mizing the LLOOC measure.
In the present study, to design an LS-SVM based gene
selection algorithm, we introduce a diagonal matrix V,
whose diagonal elements are scaling factors {v1, v2, ..., vd},
into the kernel matrix K to modify k(xi, xj) = xiTxj as k(xi,
xj) = xiTVxj. Consequently, the LLOOC can be viewed as a
function of these scaling factors, and we can optimize the
scaling factors by solving the d-dimensional minimiza-
tion problem below:
Problem 1
Given a d-by-d diagonal matrix V, whose diagonal ele-
ments are the scaling factors {v1, v2, ..., vd}, minimize the
LLOOC measure with respect to V.
For the optimized scaling factors, a smaller absolute value
indicates that the corresponding gene is less important for
achieving the minimal LLOOC measure and thereby low
generalization error. Hence, genes can be selected accord-
ing to the absolute value of the scaling factors.
Given the above-described problem, we can observe that
the LLOOC measure is differentiable, and the partial
derivative of it with respect to a scaling factor vk can be cal-
culated by (Detailed derivations are available in Addi-
tional file 1):
where . Let xi = [xi1, xi2, ..., xid]T, then:
Therefore, we can solve the minimization problem by
using a gradient descent approach. However, d is usually
very large for microarray data, which means the Problem
1 is a high dimensional optimization problem in our case.
As we have mentioned, the gradient descent approach
takes a long time to converge for high dimensional opti-
mization problem. To overcome this situation, in the
GLGS algorithm, the scaling factors are not introduced
into the original data directly. Instead, we first apply a
principal component analysis (PCA) procedure to the
microarray data to resolve the high dimensionality prob-
lem, and scaling factors are then introduced into the trans-
formed data and optimized. In pattern recognition field,
PCA is a commonly used approach for dimensionality
reduction. Denoting the original high dimensional data
by a d-by-n matrix X, PCA first computes a transformation
matrix T, and then transforms X to a low dimensional
space by Xlow = TX, where Xlow denotes the transformed
data and is a dlow-by-n matrix. Each feature of the trans-
formed data is actually a linear combination of the fea-
tures of original data (we refer the features of transformed
data and original data as features and genes respectively),
and most information of the original data can be pre-
served by setting the value of dlow no larger than min(d, n)
(specifically, we recommend to use d = n for the presented
GLGS algorithm). In case of the microarray data analysis,
because the number of samples is usually very small while
the number of genes is huge, PCA can reduce dimension-
ality of the data significantly, which typically equals the
number of samples. By this means, we only need to solve
an optimization problem whose dimensionality is the
number of samples, thereby reducing the computational
cost.
After optimizing a dlow dimensional vector vlow of scaling
factors in the transformed space, the scaling factors of the
original genes, which are called pseudo scaling factors as
they are not truly optimized, can be estimated based on
three considerations: First of all, absolute values of the
scaling factors of the transformed features indicate the
importance of the transformed features for achieving the
minimal LLOOC measure. Second, absolute values of the
elements of T reveal how important the corresponding
genes are for constructing the transformed data. Finally,
correlation between genes plays an important part in gene
selection problems. Hence it is usually expected that a set
of uncorrelated genes are likely to be more informative. As
a result, the pseudo scaling factors for the original genes
can be estimated as:
v = RQabs(TT)N [abs(vlow)]  (14)
where R denotes the d-by-d correlation coefficient matrix
of the original gene set, v = [v1, v2, ..., vd] T and abs(TT) is
the matrix whose elements take the absolute value of the
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BMC Bioinformatics 2006, 7:95 http://www.biomedcentral.com/1471-2105/7/95elements of TT. The term Qabs(TT)N[abs(vlow)] evaluates the
genes' contribution for constructing the lower dimen-
sional space. However, if two or more important genes are
very similar to each other, they will have correspondingly
large pseudo scaling factors while including all of them
may not reduce the generalization error. In this case, we
only need to select one of them as a representation and
avoid selecting similar genes subsequently. Since the more
a specific gene correlated to other genes, the better it can
be viewed as a representation of many other genes, we
combine the correlation matrix R with the term
Qabs(TT)N[abs(vlow)] in the final selection procedure. Given
the scaling factors estimated for the original genes, we
select genes sequentially from the original gene set based
on the pseudo scaling factors and the evc criterion:
evc = (1-β)vk  (15)
where β is the largest correlation coefficient between kth
gene and one of the already selected genes. Although large
value of vk means the gene is possibly informative, large
value of β indicates that the kth gene is highly correlated
with at least one already selected gene. Hence, the term 1-
β is introduced to control similarity between the selected
genes. In each stage of the selection procedure, the gene
with respect to the largest evc is the most desirable one and
will be selected. The whole GLGS algorithm is described
in Figure 6.
According to the definitions in [4], the GLGS algorithm
can be categorized as an embedded method. Hence, it is
more time consuming than a marginal filter method. The
GLGS differs from previous wrapper and embedded
approaches because it optimizes the evaluation criterion
derived in a supervised manner in a transformed space
with significantly reduced dimensions instead of the orig-
inal space, while it selects genes from the original gene set
based on results of the optimization. One main advantage
of the GLGS over the other gene selection algorithms is
scaling well to high dimensional data. In a gene selection
algorithm, the evaluation criterion is computed repeat-
edly to assess candidate gene subsets. Hence, the compu-
tational cost of a gene selection algorithm is determined
not only by computational complexity of the evaluation
criterion, but also by the number of required evaluations.
Although we have experimentally shown that GLGS can
better scale to high dimensions and large number of
selected genes, it is worth analyzing the computational
complexity issue quantitatively. If the microarray data
contain d genes and t of them are to be selected, the
sequential forward selection and the sequential backward
elimination schemes require (2d-t+1)t/2 and (2d-t-1)(d-
t)/2 evaluations respectively. The sequential floating selec-
tion/elimination scheme requires more evaluations than
the former two schemes and GAs generally requires even
more evaluations than the floating schemes. As d and t
increase, the number of evaluations required by these
schemes will increase significantly. Since microarray data
usually contain thousands of genes, all the traditional
The GLGS gene selection algorithmFigure 6
The GLGS gene selection algorithm.
1. Initialize S as an empty set (S is the set of selected genes)
2. Initialize P as the full gene set (P is the candidate genes)
3. Calculate the normalized correlation matrix R.
4. Perform PCA: Xlow=TX
5. Introduce a vector vlow of scaling factors into Xlow, optimize it using Eq.
(11), Eq. (12) and a gradient descent algorithm.
6. Calculate the pseudo scaling factors of the original genes.
7. Select the first gene as the one corresponding to the largest vk
8. For i=2:t (t is the number of genes to be selected)
• Calculate evc for all genes in P;
• Select the gene corresponding to the largest evc
• Remove the selected gene from P
EndPage 14 of 16
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BMC Bioinformatics 2006, 7:95 http://www.biomedcentral.com/1471-2105/7/95schemes are highly time consuming for the gene selection
problem even if we employ an evaluation criterion that is
easy to compute. In contrast to these traditional methods,
because the computational complexity of Eq. (11) and Eq.
(12) is mainly determined by the number of samples
rather than the size of the whole gene set or the number
of genes to be selected, time requirement of the GLGS
algorithm will not increase much when d or t increases, as
can be observed in Figure 3 and Figure 4. By performing
minimization of Eq. (11) in the lower dimensional PC
space, it requires much less evaluations for high dimen-
sional data than the sequential forward selection, sequen-
tial floating forward selection, sequential backward
elimination and sequential floating backward elimination
schemes. For example, if 50 genes are to be selected from
5000, then the LOOCSFS algorithm requires 123775 eval-
uations, and SVM-RFE requires solving the QP problem
for 4950 times because of its specific mechanism. For
GLGS algorithm, the computational complexity is domi-
nated by the PCA and gradient descent procedure. Gener-
ally, the gradient descent procedure can converge within
300 iterations. As the computational complexity of Eq.
(11) and Eq. (12) is approximately two times of Eq. (9)
and Eq. (10), the time requirement of the gradient descent
procedure in this case is comparable to 600 evaluations of
the LOOCSFS method, and less than 600 evaluations of
SVM-RFE. The computational cost of the PCA procedure is
a bit difficult to estimate, but our experimental results
show that it can almost be neglected when d and t are
large. Finally, as Eq. (11) is derived from the exact calcu-
lation of the LOOE of LS-SVM, GLGS also can select gene
subsets leading to a low generalization error.
All the related proofs/derivations, the data used in the
experiments and the programs of the LOOCSFS and GLGS
algorithms are provided in the additional files.
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