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Résumé
On donne dans et artile divers ritères d'indépendane algébrique pour les dérivées
suessives de solutions d'équations aux diérenes de rang 1. L'idée prinipale onsiste
à onstruire au moyen de l'opérateur de dérivation, qui ommute ave l'opérateur aux
diérenes, des extensions itérées du module aux diérenes initial. Le problème se ramène
alors au alul du groupe de Galois aux diérenes de telles extensions, alul qui lui-même
se réduit à une simple question d'algèbre linéaire. Les atégories tannakiennes mises en jeu
sont neutres, mais sur des orps parfois non algébriquement los, e qui onduit à étudier
le omportement des groupes de Galois par extension des orps de bases.
Abstrat
This paper deals with riteria of algebrai independene for the derivatives of solutions
of rank one dierene equations. The key idea onsists in deriving from the ommutativity of
the dierentiation and dierene operators a sequene of iterated extensions of the original
dierene module, thereby setting the problem in the framework of dierene Galois theory
and nally reduing it to an exerise in linear algebra. The involved tannakian ategories
are neutral over non neessarily algebraially losed elds, and this leads us to study the
behaviour of Galois groups under base eld extensions.
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1 Introdution
Dans et artile, on s'intéresse aux relations algébro-diérentielles satisfaites par les
solutions d'équations fontionnelles, plus partiulièrement aux diérenes. On dira qu'une
fontion f (indéniment dérivable) est hypertransendante sur un orps K s'il n'existe pas
de relations algébriques à oeients dans K liant f et ses dérivées, autrement dit si f ne
vérie pas d'équation diérentielle algébrique sur K.
L'exemple le plus lassique de fontion hypertransendante est elui de la fontion Γ qui
vérie l'équation fontionnelle Γ(z + 1) = zΓ(z) et qui est hypertransendante sur C(z).
Des résultats de même nature ont été établis par exemple par S. Bank (voir [3℄) dans le
adre d'équations aux τ -diérenes de rang 1 et par K. Ishizaki ([12℄) dans le adre d'équa-
tions aux q-diérenes non homogènes de rang 1.
Ces résultats se basent essentiellement sur des méthodes analytiques et sur des estimations
de la taille des oeients du développement de telles fontions, telles qu'étudiées dans
[18℄.
Dans et artile, on herhe à étendre es énonés à l'étude simultanée de plusieurs solu-
tions (autrement dit, à des questions d ' "hyperindépendane algébrique"), et e, par des
méthodes purement algébriques de théorie de Galois aux diérenes. Voii, dans le adre
des q-diérenes, le type de théorème auquel on aboutira.
Soit q ∈ C∗, |q| 6= 1. On désigne par Mer(C∗) le orps des fontions méromorphes sur
C∗, par σq l'automorphisme de Mer(C∗), qui à une fontion f(z) assoie la fontion f(qz)
et par CE le sous-orps de Mer(C∗) des fontions invariantes sous l'ation de σq, qui est
isomorphe au orps C(E) des fontions rationnelles sur la ourbe elliptique E = C∗/qZ.
On appelle diviseur elliptique d'une fontion f ∈ C(z) l'image dans le groupe des diviseurs
de la ourbe elliptique E = C∗/qZ de la partie première à 0 du diviseur de f .
Théorème 1.1 Soient a1, ..., an des éléments non nuls de C(z) et q un nombre omplexe
non nul de module diérent de 1. Pour tout i = 1, ..., n, soit fi 6= 0 une solution méromorphe
sur C∗ de l'équation aux q-diérenes σq(fi) = aifi. On suppose que les diviseurs elliptiques
des ai sont linéairement indépendants sur Z. Alors les fontions f1, ..., fn ainsi que leur
dérivées suessives sont algébriquement indépendantes sur CE(z).
On obtient un énoné similaire pour les τ -diérenes, qui entraîne, par exemple, que
les seules relations de dépendane algébriques liant les fontions polygamma ψ(k)(z +
α), ψ(k)(nz), k, n ∈ N, α ∈ C se déduisent de la relation de distribution satisfaite par la
fontion gamma.
L'outil essentiel de la démonstration du théorème 1.1 est la théorie de Galois aux dif-
férenes, qui permet de faire le lien entre groupe de Galois des équations et degré de
transendane des extensions de orps mises en jeu (tout omme en théorie des équations
diérentielles). Le prinipe de la preuve est le suivant.
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Soit (K, σ, ∂) un orps aux diérenes et diérentiel de aratéristique nulle, 'est à dire
un orps K muni d'un automorphisme de orps σ et d'un opérateur de dérivation ∂ tels
que σ ◦ ∂ = ∂ ◦ σ. On note Cσ (resp. C∂) le sous-orps de K formé des invariants sous σ
(resp. des onstantes diérentielles de K) et Dσ = K[σ, σ−1] l'anneau des polynmes en σ
et σ−1 à oeients dans K. Par exemple dans le as supra, on pourra prendre (K, σ, ∂) =
(CE(z), σq, zd/dz) (d'où Cσ = CE et C∂ = C), ou enore (K, σ, ∂) = (C(z), σq, zd/dz)(d'où
Cσ = C∂ = C).
On onsidère le système aux diérenes :
σY = AY, où A ∈ Gln(K) (1)
Soient L une extension aux diérenes diérentielle de K et Y ∈ Ln une solution de
(1). Notons A le Dσ-module assoié à e système et onsidérons le veteur
(
∂Y
Y
)
∈ L2n.
Puisque σ et ∂ ommutent, il vérie l'équation aux diérenes :
σ
(
∂Y
Y
)
=
(
A ∂A
0 A
)(
∂Y
Y
)
(2)
qui orrespond à une extension M(1) de A par A dans la atégorie des Dσ-modules.
En itérant m− 1 fois e proessus, et en notant que pour tout entier j ≥ 1,
σ(∂jY ) = ∂j(σY ) = ∂j(AY ) =
j∑
i=0
C ij∂
iA∂j−iY, (3)
on obtient le système aux diérenes
σ


∂mY
.
.
.
.
.
.
.
∂Y
Y


=


A · · · · · · Ckm∂
kA · · · C1m∂
m−1A ∂mA
0 A · · ·
.
.
. · · · · · ·
.
.
.
0 · · ·
.
.
. Ck−rm−r∂
k−rA ... · · · ∂m−rA
0 ... ... · · · · · · · · ·
.
.
.
0 ... ... A · · · · · ·
.
.
.
0 ... ... ...
.
.
. · · · ∂2A
0 ... ... ... ... A ∂A
0 ... ... ... ... 0 A




∂mY
.
.
.
.
.
.
.
∂Y
Y


; (4)
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'est la représentation matriielle d'un Dσ-moduleM(m), extension itérée m-fois de l'objet
A dans ette atégorie.
Le degré de transendane du orps K(Y, ∂Y, ..., ∂mY ) sur K s'interprète alors omme
la dimension de l'orbite de ette solution sous l'ation du groupe de Galois aux diérenes
G(M(m)) de M(m). De plus, lorsque A est omplétement rédutible la seule ation du
radial unipotent de G(M(m)) sut à ontrler le degré de transendane de la partie
diérentielle K(Y, ∂Y, ..., ∂mY )/K(Y ) de ette extension.
C'est ainsi au alul du radial unipotent de G(M(m)) qu'est onsaré l'essentiel de l'ar-
tile, pour A somme direte de Dσ-modules de rang 1. Sous les hypothèses du théorème
1.1, on verra qu'il est aussi grand que possible. Le théorème 1.1 et son analogue pour les
τ -diérenes en déoulent immédiatement.
Le plan de l' artile est le suivant.
Dans la partie 2, on étend les résultats de [4℄ et [2℄ sur le alul du radial unipotent
du groupe de Galois du produit de deux opérateurs diérentiels omplétement rédutibles
au adre d'une atégorie tannakienne T neutre sur un orps C de aratéristique 0 mais
non néessairement algébriquement los. Plus préisément, on détermine au théorème 2.1
le radial unipotent du groupe de Galois d'une extension de l'objet 1, élément unité de T,
par un objet Y omplétement rédutible. On obtient ainsi l'équivalene entre la omplexité
de l'extension et la taille de son groupe de Galois. On rappelle également (proposition 2.10)
omment le groupe de Galois ontrle le degré de transendane des solutions.
On peut extraire de la littérature plusieurs dénitions de groupes de Galois aux dif-
férenes, orrespondant à divers hoix de fonteurs bres. Par exemple, dans le as des
q-diérenes, elui des symboles de M. van der Put et M.F. Singer ([20℄) où la atégorie
tannakienne T est la atégorie des σq-modules de type ni sur K = C(z) (ou plus générale-
ment sur K = C(z) ave C algébriquement los) et où le groupe de Galois orrespond au
hoix d'un fonteur bre ω sur C (voir aussi [1℄, paragraphes 3.2 et 3.4). Les fonteurs
bres, de nature plus géométriques, de J. Sauloy ([19℄) fournissent enore des groupes de
Galois sur C. Les travaux de C. Praagman ([17℄) permettent en revanhe de onsidérer la
atégorie TE des σq-modules de type ni sur KE = CE(z) et un fonteur bre ωE (don
un groupe de Galois) sur le orps non algébriquement los CE. La nature même de nos ré-
sultats (étude de vraies" fontions, sur lesquelles agit une dérivation) onduit à privilégier
ette dernière approhe
1
, mais on montre dans la partie 3 que des extensions d'objets de
T indépendantes au sens de T le demeurent, après extension des salaires à KE , au sens
de TE (théorème 3.2). On établit d'ailleurs e fait dans un adre plus général, inspiré des
1
On trouvera au paragraphe 3.3 une démonstration fondée sur la première approhe et sur un as
partiulier des théorèmes de omparaison établis dans [6℄ entre groupes de Galois au sens de T et de TE
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méthodes de ohomologie galoisienne.
Dans la partie 4, on vérie que les extensions de la atégorie T mises en jeu au théorème
1.1 sont bien indépendantes. Dans le adre partiulier des équations aux q-diérenes de
rang 1 ou plus généralement des systèmes diagonaux, il s'agit là d'une simple question
d'algèbre linéaire (f remarque 4.14). On aboutit ainsi aux résultats d'hypertransendane
du théorème 1.1.
Enn, on donne dans la partie 5 l'analogue des théorèmes de la partie 4 dans le adre
des τ -diérenes.
Remarque
La onsidération simultanée de deux opérateurs, ii σq et ∂, agissant sur le même orps de
fontions n'est pas nouvelle, voir par exemple les travaux de J.P. Bézivin ([5℄) pour deux
opérateurs aux q-diérenes, σq1 et σq2 ave q1 6= q2. Dans e type de travail, les deux
opérateurs jouent un rle symétrique et on ne traite que d'équations linéaires en haun
des opérateurs.
L'idée lé du présent artile est la onsidération des extensions suessives M(n) dérites
plus haut. Les rles des opérateurs σq et ∂ ne sont plus symétriques, permettant ainsi
d'atteindre des équations diérentielles non linéaires. Signalons que e proessus s'adapte
à d'autres situations : voir ainsi le reent travail de A. Ovhinnikov [16℄, où σq est remplaé
par un operateur de derivation ∂x ommutant ave ∂z .
Remeriements
Je tiens a remerier sinérement D.Bertrand de m'avoir menée de façon si attentive
sur le hemin de es questions d'hypertransendene et de m'avoir aussi bien assistée à
haque pas du hemin. Je voudrais aussi remerier M. Singer et Z. Chatzidatkis pour nos
disussions ommunes et pour notre travail sur la dénition des groupes de Galois aux
diérenes.
2 Calul de groupes de Galois
Dans ette partie, C désigne un orps de aratéristique nulle. On ne suppose pas que
C soit algébriquement los.
Soit T une atégorie tannakienne neutre sur le orps C (au sens de Deligne [7℄, dont
on reprend dans tout l'artile les dénitions). On note 1 l'objet unité (en partiulier
End(1) = C) et ω un fonteur bre de T à valeurs dans la atégorie V ectC des C-espaes
vetoriels de dimension nie.
Le prinipal résultat de ette partie est la version tannakienne suivante des énonés
de [4℄ et [2℄, où l'on appelle groupe de Galois d'un objet M de T, noté GM, le groupe
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algébrique sur C représentant le fonteur Aut⊗(ω| <M >) (où <M > désigne la atégorie
tannakienne engendrée par M dans T).
Théorème 2.1 Soient Y un objet omplétement rédutible de T et U une extension dans
T de 1 par Y. Alors GU est égal au produit semi-diret du groupe rédutif GY par le groupe
vetoriel ω(V), où V désigne le plus petit sous-objet de Y tel que le quotient par V de l'élé-
ment U de Ext1(1,Y) soit une extension sindée.
L'existene du plus petit objet V de l'énoné préédent est justié au lemme 2.7 et la
preuve du théorème est donnée au paragraphe 2.2.
On déduit du théorème 2.1 le orollaire suivant, qui sura pour les appliations dérites
aux parties 4 et 5 de et artile.
Corollaire 2.2 Soient Y un objet omplétement rédutibles de T, ∆ l'anneau End(Y),
E1, ..., En, des extensions de 1 par Y telles que E1, ..., En soient ∆-linéairement indépen-
dantes dans Ext1
T
(1,Y). Alors le radial unipotent de GE1⊕...⊕En est isomorphe à ω(Y)
n
.
On onlut ette seonde partie par le lien entre le degré de transendane des solutions
et la dimension du groupe de Galois mis en jeu.
2.1 Groupe de Galois d'objets omplétement rédutibles
Soient don C un orps ommutatif de aratéristique nulle, T une atégorie tannaki-
enne neutre sur C, 1 l'objet neutre. On xe désormais ω un fonteur bre de T dans la
atégorie V ectC des espaes vetoriels de dimension nie et on s'autorise à omettre l'indie
ω dans les dénitions qui suivent.
On désigne par G = Gω le groupe proalgébrique sur C représentant le fonteur Aut⊗(ω),
par RepG la atégorie des représentations de G portées par des C-espaes vetoriels de di-
mension nie sur C, et par 1C l'objet neutre de RepG . On peut dérire les quotients de G
de type GM = Aut
⊗(ω| <M >) de la façon suivante.
Dénition 2.3 Pour tout objet M de T, on note Stab(M) le sous-shéma en groupe de
G vériant : pour tout σ ∈ Stab(M), et tout x ∈ ω(M), σ(x) = x. Alors, Stab(M) est un
sous-shéma en groupes distingué de G, et Gal(M) = G/Stab(M) ≃ GM est naturellement
muni d'une struture de groupe algébrique sur C. On dit que Gal(M) est le groupe de Galois
de M relatif à ω.
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Dénition 2.4 Soit X un objet de T. On dit que X est irrédutible s'il n'admet pas de
sous-objet propre. On dit que X est isotypique s'il est somme direte d'objets irrédutibles
isomorphes. On dit que X est omplétement rédutible s'il est somme direte d'objets ir-
rédutibles ou de façon équivalente s'il est somme direte de ses omposantes isotypiques
maximales.
Proposition 2.5 Soit X ∈ T et RepG omme i-dessus.
Les propriétés suivantes sont équivalentes.
1. X est omplétement rédutible dans T.
2. ω(X ) est omplétement rédutible dans RepG.
3. Gal(X ) est un groupe rédutif, 'est-à-dire son radial unipotent est trivial.
4. Tout Gal(X )-module est omplétement rédutible.
Démonstration
Le fonteur bre ω fournit une équivalene de atégorie entre T et RepG ([7℄). L'équivalene
entre 1) et 2) en déoule. Les énonés 2) et 4) sont équivalents ar G agit sur ω(X ) à travers
Gal(X ), et si un groupe admet une représentation dèle (ii ω(X )) omplétement rédutible,
toutes ses représentations sont alors omplétement rédutibles.
D'après [8℄, proposition 2.23 et remarque 2.28, p.141, un groupe algébrique G déni sur un
orps quelonque de aratéristique nulle est rédutif si et seulement si la atégorie RepG
est semi-simple. Les deux dernières propriétés sont don équivalentes.
Pour tout objet Y (resp. Y ) d'objets de T (resp. de RepG), notons Ext1T(1,Y) (resp.
Ext1RepG (1C , Y )) le groupe des lasses d'isomorphismes d'extensions de 1 (resp. 1C) par
Y (resp. Y ). Ces groupes sont naturellement munis d'une ation de C, qui en fait des C-
espaes vetoriels. Plus généralement, es groupes sont naturellement munis d'une struture
de module sur la C-algèbre ∆ = EndT(Y) ≃ EndRepG(Y )).
Proposition 2.6 Pour tout ouple (X ,Y) d'objets de T, les C-espaes vetoriels Ext1
T
(X ,Y),
Ext1RepG (ω(X ), ω(Y)) sont anoniquement isomorphes.
Démonstration
L'isomorphisme déoule de l'équivalene de atégories entre T et RepG .
2.2 Groupe de Galois d'une extension simple
On reprend les hypothèses et les notations du théorème 2.1. On note de plus GY =
Gal(Y) et GU = Gal(U), et on pose
Ru = Stab(Y)/Stab(U).
8
Ainsi Ru est distingué dans GU et GY est isomorphe à GU/Ru. On verra au ours de la
démonstration que Ru est un sous-groupe vetoriel de GU . Puisque Y est, par hypothèse,
omplétement rédutible, le groupe GU/Ru ≃ GY est rédutif (f. Proposition 2.5), et Ru
est don le radial unipotent de GU .
Avant de passer à la preuve du théorème 2.1, on démontre le lemme préliminaire suivant.
Lemme 2.7 (et dénition) Soient Y un objet omplétement rédutible de T, et U un
objet de T extension de 1 par Y. L'ensemble V = V(Y ,U) des sous-objets V de Y tel que
le quotient de l'extension U par V est une extension sindée admet un plus petit élément
pour l'inlusion. On l'appellera l'objet minimal de V(Y ,U).
Démonstration
Il s'agit de voir que si V1 et V2 sont des éléments de V, il en est de même de leur intersetion
W. Puisque Y est omplètement rédutible, il existe trois sous-objets V ′,W ′1,W
′
2 de Y tels
que :
1. V1 =W ⊕W ′1, V2 =W ⊕W
′
2.
2. Y = V1 ⊕W ′2 ⊕ V
′ = V2 ⊕W ′1 ⊕ V
′ =W ⊕W ′2 ⊕W
′
1 ⊕ V
On a :
Ext1(1,Y) ≃ Ext1(1,V1)×Ext
1(1,W ′2⊕V
′) et Ext1(1,Y) ≃ Ext1(1,V2)×Ext
1(1,W ′1⊕V
′).
Comme V1 et V2 sont dans V, U se projette de façon triviale sur Ext1(1,W ′2 ⊕ V
′) et sur
Ext1(1,W ′1⊕V
′). On en déduit que U se projette de façon triviale sur Ext1(1,W ′2⊕W
′
1⊕V
′)
et ainsi, que W est dans V.
Pour établir le théorème 2.1, il reste don à montrer que Ru est isomorphe au groupe
vetoriel ω(V), où V est l'objet minimal de V(Y ,U).
Démonstration du théorème 2.1
Par hypothèse, U s'insrit dans une suite exate
0 // Y
i // U
p
// 1 // 0 .
D'après la proposition 2.6, ω(U) se réalise omme extension de la représentation unité 1C
par ω(Y) dans la atégorie des G-modules de dimension nie. Soit s une setion C-linéaire
de la suite exate de C-espaes vetoriels
0 // ω(Y)
ω(i)
// ω(U)
ω(p)
// C
s
ll
// 0
et posons f = s(1) ∈ ω(U)(C).
Considérons le morphisme de C-shémas ζω(U) : GU → ω(Y) déni par la relation :
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∀σ ∈ GU , ζω(U)(σ) = (σ − 1)f.
C'est un oyle de GU à valeurs dans ω(Y) dont la restrition à Ru est un morphisme de
C-groupes algébriques injetif de Ru dans ω(Y).
Lemme 2.8 L'image W de Ru sous ζω(U) est un sous-GY-module de ω(Y).
Démonstration
Pour tout σ1 ∈ GY et σ2 ∈ Ru, on a
ζω(U)(σ1σ2σ1
−1) = σ1(ζω(U)(σ2)).
En eet, on a :
σ1ζω(U)(σ1
−1) = (1− σ1)f = −ζω(U)(σ1), (5)
et
ζω(U)(σ1σ2σ1
−1) = σ1(ζω(U)(σ2σ1
−1))+ζω(U)(σ1) = σ1(σ2(ζω(U)(σ1
−1))+ζω(U)(σ2))+ζω(U)(σ1).
De (5), on déduit que : σ1(σ2(ζω(U)(σ1
−1))) = −σ1σ2σ1
−1(ζω(U)(σ1)). Or σ1σ2σ1
−1
est un
élément de Stab(Y)/Stab(U) et ζω(U)(σ1) est dans ω(Y).
On en déduit que σ1(σ2(ζω(U)(σ1
−1))) = −ζω(U)(σ1). Ainsi σ1(ζω(U)(σ2)) = ζω(U)(σ1σ2σ1
−1)
appartient bien à W .
Proposition 2.9 L' image sous ω de l'objet minimal de V(Y ,U) oïnide ave l'image
sous ζω(U) de Ru.
Démonstration
Notons V l'objet minimal de V(Y ,U), et V son image sous ω. Alors, GU agit sur ω(U/V)
à travers GY (puisque U/V est une extension triviale de 1 par un quotient de Y). Don la
projetion de f = s(1) sur ω(U)/V est invariante sous Ru, et l'orbite {σf − f ; σ ∈ Ru} est
inluse dans V . Ainsi, ζω(U)(Ru) := W ⊂ V .
Réiproquement, l'imageW de Ru sous ζω(U) est, d'après le lemme 2.8, un sous-GY -module
de ω(Y) et est don de la forme ω(W) ave W ⊂ Y . Montrons que W est un élément
de V. Il est lair que Stab(Y) agit trivialement sur ω(U/W) puisque pour tout σ ∈ Ru =
Stab(Y)/Stab(U) et x ∈ ω(U), σ(x)−x ∈ W = ω(W). Don ω(U/W) est une représentation
de GY et 'est une extension de 1C par ω(Y/W). Comme GY est rédutif, ette extension
se sinde omme extension dans la atégorie RepGY . D'après la proposition 2.6, l'extension
U/W est don triviale dans ExtT(1,Y/W), et W ∈ V, d'où V ⊂ W par minimalité. Cei
onlut la preuve du la proposition, et du théorème 2.1.
10
Démonstration du orollaire 2.2
Pour toute extension U de 1 par Y , et tout α ∈ ∆, on désigne par α∗U le pushout de U
par α ; 'est ainsi que l'on dénit la struture de ∆-module de Ext1
T
(1,Y).
L'extension E1⊕ ...⊕En de 1n par Yn et son pull-bak E ∈ Ext1T(1,Y
n) par l'appliation
diagonale de 1 dans 1
n
engendrent dans T la même sous-atégorie tannakienne, et admet-
tent don le même groupe de Galois GE1⊕...⊕En = GE . Supposons que le radial unipotent
de e groupe ne remplisse pas ω(Yn) = ω(Y)n tout entier.
D'après le théorème 2.1, il existe un sous-objet V non trivial de Yn tel que le quotient de E
par V soit une extension triviale de 1 par Yn/V. L'objet Yn étant omplètement rédutible,
il existe un élément φ ∈ Hom(Yn,Y) non nul dont le noyau H ontienne V :
Yn

φ
&&M
M
M
M
M
M
M
M
M
M
M
Yn/V // Yn/H ≃ Y .
Erivons φ(X1, ..., Xn) = α1X1 + ... + αnXn, ave αi ∈ End(Y). Alors φ∗(E) = α1∗E1 +
α2∗E2 + ... + αn∗En est un quotient de E/V don une extension triviale de 1 par Y .
Ainsi l'extension α1E1+ ...+αnEn ∈ Ext1(1,Y) est triviale. Or les extensions E1, ..., En sont
∆-linéairement indépendantes dans Ext1
T
(1,Y), d'où la ontradition attendue.
2.3 Lien ave la transendane
Pour préparer aux notations de la partie suivante, on désigne ii par C ′ le orps noté
C préédemment. Rappelons qu'on ne le suppose pas algébriquement los. Comme dans
l'introdution, on onsidère un orps aux diérenes, noté ette fois (K ′, σ), de orps des
σ-onstantes CK ′ := C
′
. On désigne par Diff(K ′, σ) la atégorie des K ′[σ, σ−1]-modules de
dimension nie sur K ′. C'est une atégorie tannakienne C ′-linéaire, qu'on suppose neutre
dans l'énoné qui suit.
Proposition 2.10 Soit (K ′, σ) un orps aux diérenes de orps des onstantes CK ′ = C
′
de aratéristique nulle.
On suppose donnée une extension F de orps aux diérenes de K ′, de orps des onstantes
CF = C
′
vériant la propriété suivante : tout système aux σ-diérenes à oeients dans
K ′ admet une matrie fondamentale de solutions à oeients dans F .
On note ω le fonteur bre de Diff(K ′, σ) à valeurs dans V ectC′ orrespondant.
Soient M ∈ Diff(K ′, σ) et U une matrie fondamentale de solutions à oeients
dans F . On note G = Gal(M) le groupe de Galois de M relativement à ω.
Alors
degtr(K ′(U)/K ′) = dimC′G.
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Démonstration
La preuve qui suit étend la démonstration de [13℄ p. 38 au as d'un orps de onstantes
non algébriquement los.
Notons <M > la atégorie tannakienne engendrée par M dans Diff(K ′, σ), de sorte
que G est le C ′-groupe algébrique Aut⊗(ω| < M >). Soient M ⊂ M⊗K ′ F le C ′-espae
vetoriel ω(M), et v un élément de M(C ′). Alors, M est une C ′-représentation de G, et
l'image shématique G(v) du morphisme de G dansM attahé à v est un C ′-sous-shéma de
M (voir [21℄ 1.9.1 (iv)). L'annulateur de v⊗ 1 dans M∗ (K ′-dual de M) est un sous-objet
W de M∗ dans la atégorie <M >, et W := ω(W) est un sous-G-module du C ′-dual M∗
de M . Comme W ⊂ W ⊗K ′ F annule v et est G-stable, il doit annuler G(v). Ainsi, W est
ontenu dans l'annulateur S de G(v) dans V ∗. Comme S est stable sous G, il lui orrespond
par équivalene de atégories un sous-objet S de M∗ dans la atégorie <M >. Comme S
annule v, il en est de même de S ⊂ S ⊗C′ F , et on a S ⊂ W. Mais W ⊂ S, don S =W.
Ainsi, la dimension sur C ′ de l'espae des formes linéaires sur V annulant G(v) est égale à
la dimension sur K ′ de l'espae des formes linéaires sur M qui annulent v ⊗ 1.
En appliquant e résultat au veteur ⊕i≤nSymmi(v) et à l'objet ⊕i≤nSymmi(M) de
<M >, on obtient que le degré de transendane de K ′(v) sur K ′ est égale à la dimension
sur C ′ de G(v).
Enn, appliquons e dernier résultat à l'objetM′ := Hom(M⊗K ′,M) de <M >. Sa bre
ω(M′) s'identie à End(M) et G y agit par translation à gauhe. La matrie fondamentale
de solutions U de M orrespond à un élément de ω(M′) dans Gl(M)(C ′). Comme G agit
librement sur Gl(M)/C′ , on en déduit que
degtr(K ′(U)/K ′) = dimC′G.
3 Changement de base
Dans ette troisième partie, C désigne un orps algébriquement los de aratéristique
nulle, et C ′ une extension quelonque de C. En partiulier, on ne suppose pas que le orps
C ′ soit algébriquement los.
Soient (K, σ) un orps aux diérenes de orps des onstantes C, et (K ′, σ) une extension
aux diérenes de K, de orps des onstantes C ′. On désigne par DK = K[σ, σ−1] (resp.
DK ′ = K
′[σ, σ−1]) l'anneau des opérateurs polynomiaux en σ et σ−1 à oeients dans K
(resp. K ′) et par Diff(K, σ) (resp. Diff(K ′, σ)) la atégorie des DK (resp. DK ′) modules
de dimension nie sur K (resp. K ′).
On sait (voir [7℄ 6.20 ou [20℄) (resp. on suppose) qu'il existe un fonteur bre ω (resp. ω′)
de la atégorie tannakienne Diff(K, σ) (resp. Diff(K ′, σ)) vers la atégorie V ectC (resp.
V ectC′) ; en d'autres termes, que haune de es atégories tannakiennes est neutre. Les
prinipaux as qui nous intéresseront sont développés dans la partie 4 (q-diérenes) et
dans la partie 5 (τ -diérenes), où l'on verra que les hypothèses suivantes sont satisfaites.
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Hypothèse 3.1 1. On suppose qu'il existe un morphisme de groupes injetif i d'un
sous-groupe Γ du groupe GC = Aut(C
′/C) (groupe des automorphismes de C ′ sur
C laissant C invariant) dans GK = Aut(K
′/K) et on xe un tel i. On se permet
d'identier Γ à son image i(Γ).
2. i fournit un prolongement de l'ation naturelle de Γ sur C ′ à K ′ et on suppose que
ette ation ommute à l'ation de σ sur K ′ ; en partiulier, C ′ (resp. C ′∗) est un
sous-Γ-module de K ′ (resp. K ′∗).
3. On suppose que le orps des invariants de K ′ sous l'ation de Γ est le orps K lui-
même : K ′Γ = K ; en partiulier C ′Γ = C.
4. On suppose enn que pour tout entier n ≥ 1, l'appliation naturelle H1(Γ, Gln(C ′))→
H1(Γ, Gln(K
′)) est injetive.
Le résultat prinipal de ette partie 3 sera démontré au paragraphe 3.2. Il énone :
Théorème 3.2 On suppose les hypothèses 3.1 satisfaites. Soit Y un objet de Diff(K, σ).
L'appliation naturelle de Ext1Diff(K,σ)(1,Y) dans Ext
1
Diff(K ′,σ)(1,Y ⊗ K
′) est un mor-
phisme de groupe injetif.
3.1 Extension du orps des onstantes
On reprend les notations du début de la partie 3 et on suppose désormais que les orps
K et K ′ satisfont les hypothèses 3.1.
3.1.1 Stabilité des objets omplétement rédutibles
Lemme 3.3 Soit M un DK-module irrédutible. Alors le DK ′-module M⊗ K ′ est om-
plètement rédutible.
Démonstration
Notons tout d'abord que si N est un K-sous-espae vetoriel de M tel que N ⊗ K ′ soit
stable sous σ, alors N l'est aussi. En eet, σ(N ⊗ 1) ⊂ (M⊗ 1) ∩ (N ⊗K ′) = N ⊗ 1.
Ave les onventions de l'hypothèse 3.1.1, onsidérons l'ation semilinéaire de Γ surM⊗K ′
dénie par τ → id ⊗ τ . Soient C une omposante isotypique maximale de M⊗ K ′ dans
Diff(K, σ) et τ un élément de Γ. Alors τ(C) est à nouveau une omposante isotypique max-
imale de M⊗K ′ ar l'ation de Γ et elle de σ ommutent. L'ensemble des omposantes
isotypiques maximales deM⊗K ′ étant de ardinal ni, l'orbite de C sous Γ est nie. Notons
(τi(C))i les éléments de ette orbite ; omme e sont des omposantes isotypiques maximales,
elles sont linéairement indépendantes. Posons alors N ′ =
⊕
τi(C) =
∑
τ∈Γ τ(C). Le module
N ′ est un sous-DK ′-module deM⊗K ′ stable sous l'ation de Γ. D'après l'hypothèse 3.1.3,
il est déni sur K, 'est-à-dire de la forme N ⊗ K ′ où N est un K-sous espae vetoriel
de M, don d'après la remarque préliminaire, un DK-sous-module de M. Le DK-module
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M étant irrédutible, N = M. Don M⊗K ′ =
⊕
τi(C), somme direte de omposantes
isotypiques, est omplétement rédutible.
Corollaire 3.4 Soit M un DK-module omplétement rédutible. Alors M ⊗ K ′ est un
DK ′-module omplètement rédutible.
Démonstration
M est somme direte de DK-modules irrédutibles Mi. Don M⊗ K ′ =
⊕
Mi ⊗ K ′.
D'après le lemme 3.3, Mi ⊗K
′
est omplétement rédutible, don somme direte de DK ′-
modules irrédutibles Mji . Don M⊗K
′ =
⊕
Mji est bien somme direte d'objets irré-
dutibles de Diff(K ′, σ).
3.1.2 Compatibilité des Hom
Dénition 3.5 Soit M un objet de Diff(K, σ). On dit que M est trivial sur K s'il est
isomorphe à une somme direte de opies de 1. Tout objet M admet un plus grand sous-
objet N trivial sur K, et l'on a : N ≃ Hom(1,M)⊗C K.
On montre dans e paragraphe que sous les hypothèses 3.1, le plus grand sous-objet de
M′ =M⊗K K ′ trivial sur K ′ ('est-à-dire au sens de Diff(K ′, σ)) provient par extension
des salaires de K à K ′ du plus grand sous-objet de M trivial sur K ou, de façon équiva-
lente, que Hom(1,M)⊗C C
′ = Hom(1,M′). De façon générale, on peut énoner :
Lemme 3.6 On suppose que les hypothèses 3.1 sont satisfaites. Soient A et B deux objets
de Diff(K, σ). Alors :
HomDiff(K,σ)(A,B)⊗C C
′ ≃ HomDiff(K ′,σ)(A⊗K K
′,B ⊗K K
′)
Démonstration
Posant V = Hom(A,B), on se ramène à prouver que l'appliation naturelle ι de
HomDiff(K,σ)(1,V) ⊗C C ′ dans HomDiff(K ′,σ)(1 ⊗K K ′,V ⊗K K ′), qui est une injetion
C ′-linéaire, est également surjetive.
Notons φσ l'ation de σ sur V et posons
N ′ = HomDiff(K ′,σ)(1⊗K K
′,V ⊗K K
′) = {g ∈ V ⊗K ′ tels que φσ(g) = g},
de sorte que N ′ = N ′⊗K ′ le plus grand sous-objet de V ⊗K K
′
trivial sur K ′. Comme Γ et
σ ommutent, N ′ est de plus un sous-module de V ⊗K ′ stable sous l'ation de Γ. D'après
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l'hypothèse 3.1.3, N ′ est don déni sur K, 'est-à-dire de la forme N ⊗K K ′, où N un
sous-DK-module de V. On a :
N ′
φσ = N ′ = (N ⊗K K
′)φσ
Soient n la dimension de N sur K, et σ(Y ) = RY (∗) une équation aux diérenes
représentant N ave R ∈ Gln(K). Par dénition de N
′
, il existe une matrie fondamentale
U ∈ Gln(K ′) de solutions de (∗).
Pour tout τ ∈ Γ , τ(U) est une solution de (∗). Ainsi :
∀τ ∈ Γ, ∃Rτ ∈ Gln(C
′) tel que τ(U) = URτ .
Il est lair que τ 7→ Rτ est un oyle de Γ à valeur dansGln(C ′), trivial dansH1(Γ, Gln(K ′)).
D'après l'hypothèses 3.1.4 :H1(Γ, Gln(C
′)) →֒ H1(Γ, Gln(K ′)), il existe don un élément
β de Gln(C
′) tel que pour tout élément τ de Γ, Bτ = β
−1τ(β). Alors :
∀τ ∈ Γ, τ(Uβ−1) = Uβ−1.
Don Uβ−1 est un élément de Gln(K) solution de (∗). En d'autres termes, il existe un
C-sous-espae vetoriel N de dimension n de HomDiff(K,σ)(1,V) tel que N ′ = N ⊗C C ′.
Ainsi, N = N ⊗C K est un sous-module de V trivial sur K. Comme ι est injetive et que
N ′ = HomDiff(K ′,σ)(1 ⊗K K
′,V ⊗K K
′) est lui-même de dimension n sur C ′, on a nées-
sairement N = HomDiff(K,σ)(1,V). La relation N ⊗C C ′ = N ′ exprime alors la surjetivité
de l'appliation ι.
3.2 Injetion des groupes d'extensions
3.2.1 Démonstration du théorème 3.2
Soit 0 // X
i // U
p
// 1 // 0 une extension de 1 parX dans la atégorieDiff(K, σ).
On note φσ l'ation de σ sur U .
Dire que l'extension U se trivialise dans K ′ ('est-à-dire qu'elle appartient au noyau de l'ap-
pliation naturelle de Ext1Diff(K,σ)(1,Y) dans Ext
1
Diff(K ′,σ)(1,Y ⊗K
′)) signie qu'il existe
un élément f ∈ U ⊗K ′ tel que
φσ(f) = f et p(f) 6= 0. (6)
Posons N ′ = {g ∈ U ⊗K ′ tels que φσ(g) = g}, de sorte que N ′ = N ′⊗K ′ est le plus grand
sous-objet de U ⊗K ′ trivial sur K ′. D'après le lemme 3.6, N ′ = N ⊗K ′, où N est le plus
grand sous-objet de U trivial sur K.
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Ainsi, l'existene d'un élément f ∈ N ′ tel que p(f) 6= 0 et φσ(f) = f assure l'existene
d'un élément g de N ⊂ U tel que p(g) 6= 0 et φσ(g) = g. L'extension U est don alors
triviale dans Ext1Diff(K,σ)(1,Y).
3.2.2 Illustrations
Joint au théorème 3.2, le orollaire 2.2, appliqué à la atégorie Diff(K ′, σ), entraîne
immédiatement :
Corollaire 3.7 Soient Y un objet omplétement rédutible de Diff(K, σ), ∆ l'anneau
End(Y) et E1, ..., En des extensions de 1 par Y, qu'on suppose ∆-linéairement indépen-
dantes dans Ext1Diff(K,σ)(1,Y). Alors le radial unipotent de G(E1⊕...⊕En)⊗K ′ est isomorphe
à (ω(Y)⊗ C ′)n.
Voii une illustration onrète de la façon de vérier les hypothèses de e orollaire.
Rappelons que pour Y = 1, on a EndDiff(K,σ)(1) = C et EndDiff(K ′,σ)(1) = C
′
.
Proposition 3.8 Soient b1, ..., bn des éléments de K, et pour tout i = 1, ..., n, Ei l'exten-
sion de 1 par 1 dans la atégorie Diff(K, σ), de représentation matriielle donnée par(
1 bi
0 1
)
. Les propriétés suivantes sont équivalentes :
i) les extensions Ei sont C-linéairement indépendantes dans Ext1Diff(K,σ)(1, 1) ;
ii) les éléments bi sont C-linéairement indépendants modulo (σq − id)(K) ;
iii) les extensions Ei⊗K
′
sont C ′-linéairement indépendantes dans Ext1Diff(K ′,σ)(1, 1) ;
iv) le groupe de Galois G(E1⊕...⊕En)⊗K ′ est isomorphe à G
n
a/C′.
Plus généralement, soit δ la dimension du C-sous espae vetoriel engendré par b1, ..., bn
dans K/(σ − 1)(K). Alors, G(E1⊕...⊕En)⊗K ′ ≃ G
δ
a/C′ .
Démonstration
L'équivalene de (i) et (iii) résulte du théorème 3.2. Pour elle de (i) et (ii), noter que pour
tout n-uplet α1, ..., αn d'éléments de C, l'extension α1E1 + ...+ αnEn admet pour représen-
tation matriielle
(
1 b
0 1
)
, où b = α1b1 + ... + αnbn. Une telle extension orrespond à
l'équation aux diérenes non homogène σy − y = b, et est triviale dans Ext1Diff(K,σ)(1, 1)
si et seulement si b appartient à l'image de K sous l'opérateur σ − 1.
Puisque Y = 1 est ii trivial, le groupe de Galois G(E1⊕...⊕En)⊗K ′ oïnide ave son radial
unipotent, et l'impliation (i) (ou (iii)) ⇒ (iv) déoule du orollaire 3.7. La réiproque se
déduit de l'énoné plus préis fourni par la proposition 2.9.
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Soit enn {bi1 , ..., biδ} un système maximal extrait de {b1, ..., bn} et formé d'éléments C-
linéairement indépendants modulo (σ−1)(K). Alors, Ei1⊕...⊕Eiδ engendre la sous-atégorie
< E1 ⊕ ...⊕ En > de Diff(K, σq) , et la dernière assertion déoule des équivalenes préé-
dentes, appliquées à es δ extensions.
3.3 Comparaison des groupes de Galois aux diérenes
Ce paragraphe ne sera pas utilisé par la suite. On y donne une nouvelle démonstration
du orollaire 3.7, par le biais d'un énoné plus intrinsèque (théorème 3.9), qui permet de
limiter les aluls des radiaux unipotents Ru des groupes de Galois à eux de la atégorie
T. Ce théorème 3.9 est, pour l'essentiel, un as partiulier du théorème de omparaison
général établi dans [6℄, en vertu duquel, pour tout objet M de Diff(K, σ) et tout ouple
de fonteurs bres ω, ω′ de Diff(K, σ), Diff(K ′, σ) sur C,C ′ (notations du début du
paragraphe 3), on a, sous ertaines onditions sur l'extension K ′/K :
Aut⊗(ω| <M >)⊗C C ′ ≃ Aut
⊗(ω′| <M⊗K ′ >)⊗C′ C ′ (7)
où C ′ désigne une lture algébrique de C ′.
On se plae maintenant sous les hypothèses 3.1.
Théorème 3.9 On suppose que les hypothèses 3.1 sont satisfaites. Soient Y un objet om-
plétement rédutible de Diff(K, σ) et U une extension dans Diff(K, σ) de 1 par Y. Alors
Ru(Aut
⊗(ω| < U >))⊗ C ′ ≃ Ru(Aut
⊗(ω′| < U ⊗K ′ >)).
Grâe à et énoné, le orollaire 3.7 devient une onséquene immédiate du orollaire 2.2,
appliqué ette fois à la atégorie Diff(K, σ) : en eet, selon e dernier, Ru(GE1⊕...⊕En) ≃
ω(Y)n ; le théorème 3.9 entraîne alors que Ru(G(E1⊕...⊕En)⊗K ′) ≃ ω(Y)
n ⊗ C ′.
Remarque 3.10 La prinipale hypothèse sur K ′/K faite dans [6℄ est que K ′ = K(C ′) ;
tout omme les hypothèses 3.1, ette hypothèse sera remplie dans les exemples des parties
4 et 5. On notera par ailleurs que la omparaison des groupes de Galois de [6℄ impose de
passer à la lture algébrique de C ′. Dans le as des groupes unipotents abéliens, on peut
toutefois, en utilisant [21℄ 12.3.8, redesendre l'isomorphisme (7) jusqu'à C ′.
Démonstration du théorème 3.9
D'après le théorème 2.1, le radial unipotent du groupe de Galois de U (resp. U ⊗K ′) est
égal au groupe vetoriel ω(V) (resp. ω′(V ′)), où V (resp.V ′) est le plus petit sous-objet de
Y dans Diff(K, σ) (resp. de Y ⊗K ′ dans Diff(K ′, σ)) possédant la propriété suivante :
le quotient de l'extension U (resp. U ⊗K ′) par V (resp. V ′) est une extension sindée. On
en déduit que le quotient de l'extension U ⊗K ′ par V ⊗K ′ dans la atégorie Diff(K ′, σ)
est une extension sindée. Par onséquent, V ′ ⊂ V ⊗K ′.
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Réiproquement, onsidérons l'ation semilinéaire de Γ (τ → id⊗ τ) sur U ⊗K ′. Cette
ation permute les sous DK ′-modules de U ⊗ K ′. Soit τ ∈ Γ. Le quotient de l'extension
U ⊗ K ′ par τ(V ′) est une extension sindée. Don V ′ ⊂ τ(V ′) pour tout τ ∈ Γ ; omme
les dimensions sur K ′ de es deux modules sont égales, on a τ(V ′) = V ′. L'hypothèse 3.1.3
entraîne alors que V ′ est déni sur K, et il existe un sous DK-module W de U tel que
V ′ = W ⊗ K ′. En partiulier, l'extension (U ⊗ K ′)/V ′ de 1 par (Y ⊗ K ′)/V ′ se déduit
par hangement de base de K à K ′ de l'extension U/W de 1 par Y/W, et on déduit du
théorème 3.2 que ette dernière est sindée dans la atégorie Diff(K, σ). Ainsi V ⊂ W.
On a don
V ′ =W ⊗K ′ = V ⊗K ′.
D'après le théorème 2.1, Ru(Aut
⊗(ω| < U >)) ≃ ω(V) et Ru(Aut⊗(ω′| < U ⊗ K ′ >)) ≃
ω′(V ′) = ω′(V ⊗ K ′). Comme ω(V) ⊗ C ′ et ω′(V ⊗ K ′) ont même dimension sur C ′, ela
termine la démonstration du théorème 3.9.
4 Hypertransendane des solutions d'équations aux q-
diérenes
Soit q ∈ C∗ un nombre omplexe de module diérent de 1. On désigne par K = C(z)
le orps des frations rationelles à oeients omplexes, par F = Mer(C∗) le orps des
fontions méromorphes sur C∗ et par σq l'automorphisme de F qui à f(z) ∈ F assoie
f(qz). Comme dans l'introdution, on note CE l'ensemble des fontions de F xées par σq,
et KE = CE(z) le ompositum de CE et de K dans F . Les orps K,F et KE sont des orps
aux diérenes relativement à σq, admettant respetivement pour orps des σq-onstantes
C, CE et CE , et CE s'identie au orps des fontions rationnelles sur la ourbe elliptique
E = C∗/qZ.
On désigne par DK = K[σq, σq−1] (resp. DKE = KE[σq, σq
−1]) l'anneau des opérateurs
polynomiaux en σq et σq
−1
à oeients dans K (resp. dans KE), et par Diff(K, σq) (resp.
Diff(KE, σq)) la atégorie tannakienne C-linéaire (resp. CE-linéaire) des DK (resp. DKE)
modules de dimension nie sur K (resp. KE).
Dans [20℄, M.F. Singer et M. van der Put onstruisent un fonteur bre ω de la atégorie
Diff(K, σq) à valeur dans la atégorie V ectC des espaes vetoriels de dimension nie sur
C. Ce fonteur bre attahe à tout module aux q-diérenes M sur K une C-base de solu-
tions symboliques et munit Diff(K, σq) d'une struture de atégorie tannakienne neutre
sur C.
Dans [17℄, C. Praagman démontre que toute équation aux q-diérenes à oeients
méromorphes sur C∗ admet une CE-base de solutions méromorphes sur C
∗
. Cei permet de
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onstruire un fonteur bre ωE de Diff(KE, σq) à valeur dans V ectCE , qui attahe à tout
module aux q-diérenes sur KE le CE-espae vetoriel de ses solutions dans F =Mer(C∗)
et de munir Diff(KE, σq) d'une struture de atégorie tannakienne neutre sur le orps
(non algébriquement los) CE. Comme on l'a dit au début de l'artile, 'est e fonteur
bre que nous privilégierons, ar ontrairement à elui de [20℄, il onduit naturellement à
des extensions de orps aux diérenes diérentiels.
Plus préisément, l'automorphisme σq et la dérivation ∂ = zd/dz munissent le orps
F =Mer(C∗) et ses sous-orps KE et K de strutures de orps aux diérenes diérentiels,
puisque σq∂ = ∂σq (en eet, pour tout f ∈ F , on a σq∂f(z) = σq(z
d
dz
(f(z)) = qz( d
dz
f)(qz) =
z d
dz
(f(qz)) = ∂σqf(z)). Il en est de même du sous-orps de F engendré sur KE par toutes
les dérivées ∂mY,m ≥ 0 de la solution Y de l'équation (1) onsidérée dans l'introdution. À
l'exeption de K, es orps admettent haun CE omme orps de σq-onstantes. L'aent
portera don ii sur le orps aux diérenes diérentiel (KE := CE(z), σq, ∂ = z
d
dz
), et sur
la atégorie Diff(KE, σq). En partiulier, les groupes de Galois aux diérenes G = GalωE
alulés plus bas sont relatifs au fonteur bre ωE de Praagman, et sont don des groupes
algébriques sur CE .
Nous sommes maintenant en mesure de démontrer le théorème 1.1. On démontrera e
théorème dans le adre partiulier d'un objet de Diff(KE, σq) de rang 1 au théorème 4.12
et dans son adre général au théorème 4.18.
Notations 4.1 Si M est un objet de Diff(K, σq), on notera ME =M⊗K KE l'objet de
Diff(KE, σq) qu'on en déduit par hangement de base, et GalωE(M) le groupe de Galois
de ME relativement au fonteur bre ωE. Enn, on notera KE(M) le orps de dénition
des éléments de ωE(ME) ⊂ME⊗KE F relativement à la KE-struture deME, 'est-à-dire
le orps de dénition, noté KE(U) à la proposition 2.10, d'une matrie fondamentale de
solutions U de ME dans F .
4.1 Vériation des hypothèses 3.1
On se propose de vérier es hypothèses pour le ouple de orps aux diérenes formé de
K = C(z) et de son extension K ′ = KE = CE(z). On note GE = Aut(CE/C) (resp. GK =
Aut(KE/K)) le groupe des automorphismes de l'extension CE/C (resp. KE/K), et CE(X)
le orps des frations rationnelles en une variable à oeients dans CE . Pour tout élément
a de E(C), la translation par a dénit un automorphisme de la ourbe E ; on note γa ∈ GE
l'automorphisme orrespondant de l'extension CE/C, ainsi que son prolongement anonique
au orps CE(X), déni par son ation sur les oeients. L'ensemble Γ = {γa, a ∈ E(C)}
forme un sous-groupe de GE , isomorphe à E(C).
Lemme 4.2 Ave es notations,
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1. il existe un isomorphisme anonique φ de CE(X) sur KE, induisant un isomorphisme
de C(X) sur K ;
2. soit a un point de la ourbe elliptique E. Par transport de struture par φ, l'au-
tomorphisme γa de CE(X) dénit un automorphisme ga de l'extension KE/K, et
l'appliation i : γa 7→ ga est un homomorphisme injetif de Γ dans GK ;
3. CΓE = C, et K
Γ
E = K ;
4. l'appliation naturelle H1(Γ, Gln(CE))→ H1(Γ, Gln(KE)) est injetive ;
5. l'ation de Γ sur KE ommute à elle de σq.
Démonstration
1. Pour tout f(X) ∈ CE[X ], posons φ(f) = f(z), vu omme une fontion méromorphe
en z ∈ C∗. Alors , φ est un morphisme de CE[X ] sur KE. Par ailleurs, les sous-orps
CE et C(z) de F sont linéairement disjoints sur C (voir [10℄, p. 5, premier lemmme).
Par onséquent, toute relation de dépendane dans Mer(C∗) :
∑
ci(z)ki(z) = 0, ∀z ∈ C
∗
(8)
ave ci ∈ CE et ki ∈ K entraîne :∑
ci(z)ki(X) = 0, ∀z ∈ C
∗. (9)
L'appliation φ est don injetive. Ainsi, φ s'étend au orps des frations CE(X), et
son image est KE tout entier. Remarquons que, par dénition de φ, C(X) s'envoie
isomorphiquement sur K.
2. Cei déoule de la dénition de l' ation de Γ sur KE . Comme Γ agit trivialement sur
C(X), son ation sur K est aussi triviale.
3. Une fontion elliptique invariante par toutes les translations est onstante, don
CΓE = C. Par onséquent, CE(X)
Γ = C(X), et KΓE = K.
4. Soit a 7→ ca un oyle de Γ ≃ E(C) à valeurs dansGln(CE) trivial dansH1(Γ, Gln(KE)).
Alors, il existe
A(z) = (Pi,j(z) =
∑ni,j
k=0 c
k
i,j(z)z
k
∑n′i,j
k=0 c
′k
i,j(z)z
k
)i,j
ave cki,j, d
k
i,j, c
′k
i,j, d
′k
i,j ∈ CE, et A(z) ∈ Gln(KE) tels que :
∀a ∈ E(C), ca(z) = A(z)
−1A(az). (10)
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Posons
Pi,j(z,X) =
∑ni,j
k=0 c
k
i,j(z)X
k
∑n′i,j
k=0 c
′k
i,j(z)X
k
et A(z,X) = (Pi,j(z,X))i,j ∈ GLn(CE(X))
L'appliation φ étant injetive, la relation (10) implique que :
∀a ∈ E(C), ca(z) = A(z,X)
−1A2(az,X). (11)
Les frations rationnelles Pi,j(z,X), det(A(z,X)) ∈ CE(X) n'ayant qu'un nombre ni
de zéros et de ples, il existe un nombre omplexe t0 tel que pour tout i, j, et tout a
dans E(C),
Pi,j(az, t0), det(A(az, t0)) 6= 0, ∞ dans CE.
L'ation de ga sur KE ≃ CE(X) ommutant ave la spéialisation en t0, on déduit
que
∀a ∈ E(C), ca(z) = A(z, t0)
−1A(az, t0). (12)
Cette dernière relation exprime que le oyle ca est un obord à valeurs dansGln(CE),
e qui termine la démonstration.
5. Soit k un entier naturel et f(X) = cXk ave c ∈ CE . Alors
τ(σ(f)) = τ(cqkXk) = τ(c)qkXk = σ(τ(f))
pour tout τ ∈ Γ. Ainsi, l'ation de Γ ommute ave σ sur CE[X ]. Ces deux ations
ommutent don sur CE(X) ≃ KE .
Extension des salaires et q-diérenes
Le ouple (K,KE) vérie les hypothèses de la partie 3. On peut don appliquer le
théorème 3.2 au as des q-diérenes. On obtient, en reprenant les notations 4.1 :
Théorème 4.3 Soit Y un objet de Diff(K, σq). L'appliation naturelle de Ext1Diff(K,σq)(1,Y)
dans Ext1Diff(KE ,σq)(1,YE) est un morphisme de groupe injetif.
De même la proposition 3.8 entraîne, pour les groupes de Galois attahés au fonteur
bre ωE de Diff(KE, σq) :
Corollaire 4.4 Soient b1, ..., bn des éléments de K, et pour tout i = 1, ..., n, Ei l'exten-
sion de 1 par 1 dans la atégorie Diff(K, σ), de représentation matriielle donnée par(
1 bi
0 1
)
. Alors le groupe de Galois GωE(E1 ⊕ ... ⊕ En) est isomorphe à G
δ
a/CE , où δ
désigne la dimension du C-espae vetoriel engendré par b1, ..., bn dans K/(σq − 1)(K). .
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4.2 Equations du premier ordre
Dénition 4.5 Soit a ∈ K∗ = C(z)∗. On dira que a est standard ([20℄ hap.2) si, pour
tout c ∈ C∗ dans le support du diviseur de a, et tout entier m non nul, qmc n'apparaît pas
dans le diviseur de a.
Lemme 4.6 Soit a un élément de K∗.
1. Il existe un ouple (g, a), ave g ∈ K∗ et a standard, tel que a = aσq(g)
g
. Une telle
déomposition est dite forme standard de a.
2. Soient f (resp. f) une solution méromorphe sur C∗ de σq(f) = af (resp. σq(f) = af).
Pour tout n ≥ 0, les orps K(∂i(f); 0 ≤ i ≤ n) et K(∂i(f); 0 ≤ i ≤ n) oïnident.
Démonstration
Pour le premier point, voir [20℄ p 29 lemme 2.1 et 2.2, qui le traite dans le adre des τ -
diérenes. La démonstration est la même pour les q-diérenes. Le deuxième résulte du
fait que l'élément g induit des hangements de jauges rationnels entre les systèmes itérés
par dérivation relatifs à a et à a.
Remarque 4.7 Supposons que |q| < 1. Si on se restreint aux fontions a sans zéro ni ple
en 0, il en sera de même de a. Si on impose alors au support du diviseur de a d'appartenir
à la ouronne C = {z ∈ C∗, q < |z| ≤ 1}, la déomposition de a sous forme standard est
unique. En revanhe si 0 appartient au support du diviseur de a, la relation σq(z
n)
zn
= qn
montre que a ne peut être déni qu'à multipliation près par un élément de qZ.
Lemme 4.8 Soit a ∈ K∗. S'il existe un entier n 6= 0, un élément h ∈ K∗ et un nombre
omplexe µ ∈ C∗ tels que an = µσqh
h
, alors il existe un élément g ∈ K∗ et un nombre
omplexe λ ∈ C∗ tels que a = λσqg
g
et λn ∈ µqZ.
Démonstration
Il sut d'érire les fatorisations de h et de a en monmes, la relation sur an, de omparer
les deux formes standards de an auxquelles on aboutit et d'appliquer enn la remarque 4.7.
Dénition 4.9 Soient a ∈ C(z)∗. On appelle diviseur elliptique de a l'image divE(a) de la
partie première à 0 du diviseur de a par l'appliation naturelle de Div(C∗) dans Div(E) =
Div(C∗/qZ).
Autrement dit, si a(z) = λzr
∏
α∈C∗(z − α)
nα
, on a divE(a) =
∑
α∈C∗/qZ(
∑
α≡α nα).(α). En
érivant a sous forme standard (lemme 4.6), on voit que :
Lemme 4.10 Soient a ∈ C(z)∗. Alors divE(a) = 0 si et seulement si il existe un entier r,
un nombre omplexe µ ∈ C∗ et h ∈ K∗ tel que a = µzr σq(h)
h
.
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4.2.1 Solutions algébriques
Proposition 4.11 Soit a ∈ K∗ et soit f ∈Mer(C∗) une solution non nulle de l'équation
σq(y) = ay(∗). Alors, f est algébrique sur KE si et seulement s'il existe λ ∈ C∗ d'ordre ni
dans C
∗/qZ et g ∈ K∗ tels que a(z) = λσq(g)
g
.
Démonstration
Considérons le DK-module A de rang 1 assoié à l'équation (∗), et le DKE -module AE =
A ⊗KE . Soit G = GalωE(A) le groupe de Galois de AE relatif à ωE, et ρ : G → Gm/CE
la représentation orrespondante, de degré 1, de G. Si ρ(G) est un sous groupe propre de
Gm, alors il existe une entier n 6= 0 tel que
ρ⊗n(G) ≃ GalωE(A
⊗n) = {1}
Par équivalene de atégories, le DKE -module A
⊗n
E est don trivial sur KE (voir aussi [1℄
lemme 3.2.1.4). D'après le lemme 3.6, A⊗n est alors trivial sur K, et il existe h ∈ K∗ tel
que
an =
σq(h)
h
. (13)
Le lemme 4.8 permet alors de onlure.
Réiproquement, s'il existe un tel ouple (λ ∈ C∗, g ∈ K∗), où λ est lié à q par une relation
non triviale λn = qr, alors an = qr σq(g
n)
gn
= σq(g
nzr)
gnzr
, et A⊗n est trivial dans Diff(K, σ). Les
solutions de σq(y) = ay vérient don y
n ∈ K.CE, et sont bien algébriques sur KE .
4.2.2 Hypertransendane des solutions d'équations d'ordre 1
Le théorème suivant est un as partiulier du théorème 1.1, ou plus exatement, de la
version plus préise qu'il en sera donné plus bas (théorème 4.18), jointe à la remarque 4.19.
Nous en détaillons néanmoins la démonstration ar plusieurs de ses arguments seront repris
dans la preuve du théorème général.
Théorème 4.12 Soit a un élément de K∗ = C(z)∗ et f une solution non nulle dans
Mer(C∗) de l'équation aux q-diérenes σq(f) = af . Alors
1. f et ∂f sont algébriquement dépendantes sur CE(z) si et seulement si a est de la
forme µσq(g)/g, où µ ∈ C∗ et g ∈ C(z)∗.
2. f , ∂f et ∂2f sont algébriquement dépendantes sur CE(z) si et seulement si a est de
la forme µzrσq(g)/g, µ ∈ C∗, r ∈ Z et g ∈ C(z)∗.
3. Dans les autres as, f est hypertransendante sur CE(z).
Si f est algébrique sur KE, la proposition 4.11 montre que a satisfait bien la ondition
du point 1) (ave µ d'ordre ni dans C∗/qZ). Sans perte de généralité, on peut don désor-
mais supposer que f est transendante sur KE .
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Soit n un entier≥ 1. Notons tn le degré de transendane du orps Ln = KE(f, ∂f, ..., ∂nf)
sur KE , et δn la dimension du C-sous-espae vetoriel engendré par
∂a
a
, ∂(∂a
a
), ..., ∂n−1(∂a
a
)
dans K/(σq − 1)(K).
Lemme 4.13 On suppose f transendante sur KE. Alors, tn = δn + 1.
Démonstration
On se réfère aux notations 4.1 pour la dénition de KE(M).
Soit f une solution non nulle de l'équation σq(f) = af , A le DK-module orrespondant, et
M(n) l'objet de Diff(K, σq) de représentation matriielle M(n)


a · · · · · · Ckn∂
ka · · · C1n∂
n−1a ∂na
0 a · · ·
.
.
. · · · · · ·
.
.
.
0 · · ·
.
.
. Ck−rn−r∂
k−ra ... · · · ∂n−ra
0 ... ... · · · · · · · · ·
.
.
.
0 ... ... a · · · · · ·
.
.
.
0 ... ... ...
.
.
. · · · ∂2a
0 ... ... ... ... a ∂a
0 ... ... ... ... 0 a


. (14)
Une matrie fondamentale de solutions U(n) en est donnée par


f · · · · · · Ckn∂
kf · · · C1n∂
n−1f ∂nf
0 f · · ·
.
.
. · · · · · ·
.
.
.
0 · · ·
.
.
. Ck−rn−r∂
k−rf ... · · · ∂n−rf
0 ... ... · · · · · · · · ·
.
.
.
0 ... ... f · · · · · ·
.
.
.
0 ... ... ...
.
.
. · · · ∂2f
0 ... ... ... ... f ∂f
0 ... ... ... ... 0 f


(15)
En eet, pour tout ouple d'entiers (k, r), 0 ≤ r ≤ n−k, 0 ≤ k ≤ n, on a σq(∂n−k−rf) =∑n−k−r
l=0 C
l
n−k−r∂
la∂n−k−r−lf .
De plus,
M(n)U(n)(r,n−k) =
n−k−r∑
l=0
C ln−r∂
laCn−k−r−ln−l−r ∂
n−k−r−lf.
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Par onséquent, on a, pour tout ouple d'entiers (k, r) :
σq(C
n−k−r
n−r ∂
n−k−rf) =
n−k−r∑
l=0
Cn−k−rn−r C
l
n−k−r∂
la∂n−k−r−lf
=
n−k−r∑
l=0
C ln−r∂
laCn−k−r−ln−r−l ∂
n−k−r−lf = M(n)U(n)(r,n−k)
ar Cn−k−rn−r C
l
n−k−r = C
l
n−rC
n−k−r−l
n−r−l , pour tout entier l ≤ n− k − r.
Pour tout i = 0, ..., n − 1, soit par ailleurs Ei le DK-module de représentation ma-
triielle
(
1 ∂i(∂a
a
)
0 1
.
)
C'est un élément de Ext1Diff(K,σq)(1, 1), qui orrespond à l'équation
σq(z)− z = ∂i(∂a/a), dont une solution est donnée par ∂i(
∂f
f
). En eet, on a σqf
f
= a, d'où
σq(
∂f
f
)− ∂f
f
= ∂a
a
, et en dérivant i fois ette équation : σq(∂
i(∂f
f
))− ∂i(∂f
f
) = ∂i(∂a
a
). Ainsi,
pour tout i = 0, ..., n− 1, on a KE(Ei) = KE(∂i(
∂f
f
))
Pour tout entier k < n, la relation
∂k+1(f)
f
=
∂k(∂f
f
.f)
f
=
k∑
j=0
Cjk∂
j(
∂f
f
)
∂k−jf
f
et une réurrene simple entraînent que le orps Ku := KE(
⊕n
i=1 Ei) = KE(
∂f
f
, ..., ∂n−1(∂f
f
))
est égal au orps K ′u := KE(
∂f
f
, ∂
2f
f
, ..., ∂
nf
f
). Ce dernier est le orps de dénition d'une
matrie fondamentale de solutions de M(n) ⊗ A∗. Remarquons que M(n) ⊗ A∗ est une
extension itérée de l'objet unité, puisque A ⊗ A∗ ≃ 1, ou plus onrètement, puisque sa
matrie représentative s'obtient en divisant par a haun des oeients de elle deM(n),
et n'a don que des 1 sur la diagonale.
Montrons que GalωE(M(n)) ≃ GalωE(M(n)⊗A
∗)×GalωE(A). Tout d'abord, les até-
gories tannakiennes <M(n) > et <M(n)⊗A∗⊕A > oïnident. En eet, A étant un sous
objet deM(n) l'une des inlusions est triviale ; l'autre résulte du fait que A, de rang 1, est
trivialisé par tensorisation par son dual. Puisque la atégorie <M(n)⊗A∗⊕A > est engen-
drée parM(n)⊗A∗ et par A, le groupe de GaloisGalωE(M(n)⊗A
∗⊕A) est un sous groupe
du produit diret GalωE(M(n) ⊗ A
∗) × GalωE(A) qui s'envoie surjetivement sur haun
des fateurs. MaisM(n)⊗A∗ est une extension itérée de l'objet 1, don GalωE(M(n)⊗A
∗)
est un CE-groupe unipotent, tandis que GalωE(A) est un CE-groupe semi-simple. Ils n'ont
don pas de quotients non triviaux isomorphes. Par onséquent, GalωE(M(n) ⊗ A
∗ ⊕ A)
remplit tout le produit diret GalωE(M(n)⊗A
∗)×GalωE(A).
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Le orps Ln = KE(M(n)) est le orps de dénition d'une matrie fondamentale de
solutions à oeients dans F de l'objet M(n)E de Diff(KE, σq). De la proposition 2.10,
on déduit don
tn := deg.trKELn = dimCEGalωE(M(n)) = dimCEGalωE(M(n)⊗A
∗) + dimCEGalωE(A).
Une nouvelle appliation de la proposition 2.10 montre que :
dimCEGalωE(M(n)⊗A
∗) = deg.trKEK
′
u = deg.trKEKu = dimCEGalωE(
⊕
Ei).
Par onséquent,
tn = dimCEGalωE(
⊕
Ei) + dimCEGalωE(A).
Comme f est transendante sur KE, la dimension de GalωE(A) est égale à 1. D'après la
proposition 3.8, la dimension de GalωE(
⊕
Ei) est égale à la dimension δn du C-sous-espae
vetoriel de K engendré par les éléments ∂i(∂a
a
) (i = 0, ..., n− 1) modulo (σq − 1)(K). Cei
onlut la démonstration du lemme 4.13.
Remarque 4.14 La méthode dérite dans l'introdution de l'artile est ii simpliée. En
rang 1, l'existene d'un isomorphisme entre Ext1Diff(K,σ)(A,A) et Ext
1
Diff(K,σ)(1, 1) per-
met de remplaer l'extension itérée M(n) par la somme direte des extensions simples⊕
Ei et de l'objet A. On aboutit ainsi à une situation prohe des théorèmes de Kolhin
et d'Ostrowski en théorie des équations diérentielles linéaires. Le même phénomène se
produit pour les sommes diretes d'objets de rang 1 (voir le paragraphe 4.3.2 i-dessous),
mais pas dans le as général. En partiulier, nos résultats ne reouvrent pas eux d'Ishizaki
[12℄, qui orrespondraient ii au as où A est une extension non triviale de 1 par un objet
de rang 1.
Remarque 4.15 En revanhe, on peut déduire le théorème 4.12 du théorème de K. Ishizaki
[12℄. Celui-i entraîne en eet que pour a(z) de la forme a2(z) =
∏
(1 − aiz)αi i.e tel que
div(a2) ⊂ C
∗
, les solutions y2 (non rationnelles) de σq(y) = a2y sont hypertransendantes.
Par ailleurs, si a est de la forme a1(z) = µz
r
, les solutions y1 de σq(y) = a1y vérient
∂(∂y1
y1
) = 0. Don, pour a = a1a2, a2 6= 1 les solutions de σq(y) = ay sont enore hypertran-
sendantes.
En revanhe, les méthodes d'Ishizaki ne susent pas à démontrer le résultat plus général
fourni par le théorème 1.1.
Démonstration du théorème 4.12.
D'après le lemme 4.6, on peut érire a sous la forme a = aσ(f)
f
, f ∈ K∗ et a standard et les
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groupes de Galois aux diérenes assoiés aux extensions itérées par dérivation déduites de
a et a sont égaux. On peut don supposer que a est standard.
Soit don a ∈ K standard. Il s'agit maintenant de montrer que le as (1) : t1 = 1, 'est-à
-dire en vertu du lemme 4.13, δ1 = 0 (resp. (2) : t2 = 2, 'est-à-dire δ2 = 1) se produit si et
seulement si a est de la forme µ (resp. µzr ave r un entier non nul), et que sinon, 'est-
à-dire si a un un zéro ou un ple non nul, on a : δn = n, et don tn = n+1, pour tout n ≥ 1.
[preuve du point 1℄
Supposons que δ1 = 0, autrement dit que ∂(a)/a soit un élément de (σq − 1)C(z). Alors, il
existe k ∈ K, de déomposition en éléments simples k(z) =
∑D
n=0 bnz
n+
∑t
i=1
∑γi
l=1
νli
(z−ci)l
,
tel que
∂a
a
= σq(k)− k (16)
Erivons a sous la forme a(z) = µ
∏r
i=1(z − ai)
αi
, où ai 6= qZai′ si i 6= i′, et αi ∈ Z, et
µ ∈ C∗. Puisque ∂ = z d
dz
, l'équation (16) s'érit :
∑
i
αi +
∑
i
αiai
(z − ai)
=
D∑
n=1
(qnbn − bn)z
n +
∑
i
∑
l
−νli
(z − ci)l
+
νli/q
l
(z − ci/q)l
(17)
Il en résulte que bn = 0 pour tout n ≥ 1 et
∑
αi = 0, et que 0 n'est pas ple de k. On
va montrer maintenant que k ne peut avoir de ple d'ordre supérieur ou égal à 1.
En eet, supposons que k ait un ple ci0 (non nul) d'ordre p > 0, et onsidérons l'entier
relatif n0 maximal tel que q
−n0ci0 soit un ple d'ordre au moins p de k. Comme q
−(n0+1)ci0
est un ple de σq(k) et que q
−(n0+1)ci0 n'est pas ple d'ordre p de σq(k)−k (a est standard),
on en déduit que q−(n0+1)ci0 doit apparaître omme ple d'ordre au moins p de k. Cei est
absurde par maximalité de n0.
On en déduit que k ∈ C et que a = µ est une fontion onstante (au sens diérentiel).
Réiproquement si a est onstante, alors ∂(a)/a = 0 ∈ (σq − 1)C(z), et δ1 = 0.
[preuve du point 2℄
Supposons que δ2 = 1, i.e. qu'il existe un nombre omplexe λ et un élément k ∈ K tels que
∂(∂a/a) + (λ)∂a/a = σ(k)− k (18)
Ave les notations de la démonstration préédente, l'équation (18) s'érit
λ
∑
i
αi+(λ−1)
∑
i
αiai
z − ai
−
∑
i
αia
2
i
(z − ai)2
=
∑
i
∑
l
(
νli/q
l
(z − ci/q)l
−
νli
(z − ci)l
)+
∑
(qnbn−bn)z
n
(19)
En suivant la démonstration du point 1, on en déduit que :
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a) k ∈ C.
b) le support du diviseur de a est réduit à (0).
) λ
∑
i αi = 0.
De b), il résulte que a est de la forme a(z) = µzr (ave r =
∑
i αi non nul, sans quoi δ2 = 0,
et don λ = 0).
Réiproquement, si a(z) = µzr, alors ∂(∂a/a) = ∂(r) = 0 ∈ (σq − 1)C(z), et δ2 ≤ 1.
[Preuve du point 3 ℄
Lemme 4.16 Soit a ∈ C(z)∗ telle que a soit standard et possède un ple ou un zéro non
nul. Alors la famille {∂a/a, ..., ∂j(∂a/a), ...} est linéairement indépendante sur C modulo
(σq − 1)(C(z)).
Démonstration
Supposons qu'il existe λ0, ...., λN dans C, λN 6= 0 et k ∈ C(z), de la forme k(z) =∑D
n=0 bnz
n +
∑t
i=1
∑γi
l=1
νli
(z−ci)l
, tels que :
N∑
j=0
λj∂
j(∂a/a) = σq(k)−k =
∑
n
(qnbn(qz)−bn)z
n+
∑
i
∑
l
(
q−l.νli
(z − ci/q)l
−
νli
(z − ci)l
). (20)
Une réurrene aisée montre que pour tout entier j ≥ 0
∂j(∂a/a) =
∑
i
αia
j
i (−1)
j+1j!
(z − ai)j+1
+ des termes polaires d'ordre ≤ j.
Soit alors i0 tel que ai0 6= 0. Compte tenu des éritures préédentes et de l'uniité de la
déomposition en éléments simples sur C(z), on en déduit que ai0 doit être un ple d'ordre
N +1 de σq(k)− k, 'est-à-dire que soit ai0 soit qai0 est un ple d'ordre au au moins N +1
de k.
Considérons l'entier relatif n0 maximal tel que q
−n0ai0 soit un ple d'ordre au moins N +1
de k. Comme q−(n0+1)ai0 est un ple de σq(k) et que q
−(n0+1)ai0 n'est pas ple d'ordre N +1
de σq(k) − k (a est standard), on en déduit que q−(n0+1)ai0 doit apparaitre omme ple
d'ordre au moins N + 1 de k. Or ei est absurde par maximalité de n0 et non nullité de
ai0 .
Ainsi, pour tout entier n ≥ 1, δn = n et degtrKEKE(f, ∂f, ..., ∂
nf...) = n + 1 ; les
fontions f, ∂f, ..., ∂nf sont don algébriquement indépendantes sur KE et f est bien hy-
pertransendante sur KE. Cei onlut la preuve du théorème 4.12.
28
Exemples On rappelle ii la dénition des fontions lassiques de la théorie des q-
diérenes, qui illustrent haun des as du théorème 4.12. On suppose que |q| < 1.
On note θ(z) ([9℄) la fontion θ(z) = −
∑
n∈Z(−1)
nq
n(n+1)
2 zn, qui orrespond à la fon-
tion theta usuelle de la ourbe elliptique C∗/qZ. Elle est holomorphe sur C∗, et satisfait
l'équation aux q-diérenes σq(θ)(z) = z
−1θ(z).
Pour c ∈ C∗, on pose eq,c(z) =
θ(z)
θ(z/c)
(voir ([19℄) : 'est une solution méromorphe sur C∗
de l'équation aux q-diérenes σq(eq,c) = ceq,c.
Un des analogues aux q-diérenes de l'exponentielle est donné par la fontion expq =∏
n∈N∗(1− (q − 1)q
−nz), qui est méromorphe sur C et satisfait l'équation aux q-diérenes
expq(qz) = (1− (q − 1)z)expq(z).
Exemple 0 : eq,−1 satisfait les hypothèses de la proposition 4.11 et vérie e
2
q,−1 ∈ CE.
Exemple 1 : eq,c satisfait les hypothèses du point 1 et vérie ∂(eq,c)/eq,c ∈ CE
Exemple 2 : Posons l = ∂(θ)
θ
. La fontion l orrespond à la fontion ζ de Weierstrass
et vérie l'équation aux q-diérenes σq(l) = l + 1. Par onséquent, ∂
∂θ
θ
∈ CE , et la
fontion θ vérie une relation algébro-diérentielle d'ordre 2 à oeients dans CE(z)
Exemple 3 : La fontion expq satisfait les hypothèses du point 3. Elle est don hyper-
transendante sur CE(z).
4.3 Systèmes diagonaux aux q-diérenes
4.3.1 Relations algébriques entre solutions
Soient a1, ..., an n éléments de K
∗
et A la matrie diagonale de taille n ayant omme
oeients diagonaux les ai. On onsidère le système aux q-diérenes
σqY =


a1 0 · · · 0
0 a2 · · · 0
.
.
. 0
.
.
.
.
.
.
0 · · · 0 an

Y = AY. (21)
Proposition 4.17 Soit Φ =


f1 0 · · · 0
0 f2 · · · 0
.
.
. 0
.
.
.
.
.
.
0 · · · 0 fn

 ∈ Gln(Mer(C∗)) une matrie fonda-
mentale de solutions de (21).
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Alors, les fontions fi sont algébriquement dépendantes sur KE si et seulement il existe des
entiers r1, ...rn non tous nuls, et un élément h de K
∗
tels que
∏
i a
ri
i =
σq(h)
h
.
(On notera que les diviseurs elliptiques des ai sont alors linéairement dépendants sur Z.)
Démonstration
Considérons le DK-module A de rang n assoié au système (21), et le DKE -module AE =
A⊗KE . Notons, pour tout i = 1, ..., n, Ai les DK-module assoiés aux équations σq(y) =
aiy, de sorte que A =
⊕
iAi.
Soit G = GalωE(A) le groupe de Galois de AE relatif à ωE , et ρ la représentation orre-
spondante de G dans Gm
n/CE . Si ρ(G) est un sous-groupe propre de Gm
n
, il est annulé
par un aratère χ non trivial, et il existe des entiers r1, ..., rn non tous nuls, tels que
χ ◦ ρ(G) ≃ GalωE(
⊗
i
Ai
⊗ri) = {1}.
Le DKE -module
⊗
i (Ai ⊗KE)
⊗ri
est don trivial. D'après le lemme 3.6,
⊗
iAi
⊗ri
est alors
trivial sur K, et il existe h ∈ K tel que :
ar11 ...a
rn
n =
σq(h)
h
(22)
Réiproquement, s' il existe des entiers rationnels r1, ..., rn non tous nuls et un élément
h de K∗ tels que ar11 ...a
rn
n =
σq(h)
h
, alors
⊗
iAi
⊗ri
est trivial dans Diff(K, σq). Les solutions
du système (21) vérient don yr11 ...y
rn
n ∈ K.CE, et sont bien algébriquement dépendantes
sur KE .
4.3.2 Hyperindépendane algébrique
Voii enn, mis sous forme d'une ondition néessaire et susante, le théorème 1.1 de
l'introdution. On rappelle la dénition 4.9 des diviseurs elliptiques.
Théorème 4.18 Soient a1, ..., an des éléments non nuls de C(z) et q un nombre omplexe
non nul de module diérent de 1. Pour tout i = 1, ..., n, soit fi 6= 0 une solution méromorphe
sur C
∗
de l'équation aux q-diérenes σq(fi) = aifi. Alors, les fontions f1, ..., fn ainsi que
leur dérivées suessives sont algébriquement indépendantes sur CE(z) si et seulement si
les diviseurs elliptiques des ai sont linéairement indépendants sur Z.
Remarque 4.19 Si les diviseurs elliptiques sont liés, on a d'après le lemme 4.10,
∏
i a
ri
i =
µzrσq(h)/(h) ave ri ∈ Z, µ ∈ C, h ∈ K∗. En utilisant les fontions lassiques aux q-
diérenes introduites au paragraphe 4.2.2, on obtient
∏
i f
ri
i = λθ
req,µh, où λ ∈ CE. En
dérivant une fois logarithmiquement, puis (si r 6= 0) en dérivant une seonde fois, on ob-
tient une relation de dépendane algébrique non triviale liant sur KE les fi et leurs derivées.
L'ordre d'hyperalgébriité est enore une fois inférieur ou égal à 2, et inférieur ou égal à 1
si r = 0.
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La preuve du théorème 4.18 repose sur la généralisation suivante du lemme 4.13.
Soit N un entier ≥ 1. Notons tN le degré de transendane du orps LN = KE(∂jfi; i =
1, ..., n; j = 0, ...N) sur KE , et δN la dimension du C-sous-espae vetoriel engendré par les
fontions rationnelles ∂j(∂ai
ai
), (i = 1, ..., n; j = 0, ..., N − 1) dans K/(σq − 1)(K).
Lemme 4.20 Si les fontions f1, ..., fn sont algébriquement indépendantes sur KE, alors,
tN = δN + n.
Démonstration du lemme 4.20
Comme au paragraphe préédent, on note A (resp. Φ) la matrie diagonale de oeients
a1, ..., an (resp. f1, ..., fn), et A l'objet de Diff(K, σq) de représentation matriielle A, de
sorte que Ks := KE(A) = KE(f1, ..., fn).
Soit Φ une matrie fondamentatle de solutions de σq(Y ) = AY et M(N) l'objet de
Diff(K, σq) de représentation matriielle


A · · · · · · Ckm∂
kA · · · C1m∂
m−1A ∂mA
0 A · · ·
.
.
. · · · · · ·
.
.
.
0 · · ·
.
.
. Ck−rm−r∂
k−rA ... · · · ∂m−rA
0 ... ... · · · · · · · · ·
.
.
.
0 ... ... A · · · · · ·
.
.
.
0 ... ... ...
.
.
. · · · ∂2A
0 ... ... ... ... A ∂A
0 ... ... ... ... 0 A


, (23)
dont une matrie fondamentale de solutions dans F est donnée par :


Φ · · · · · · Ckm∂
kΦ · · · C1m∂
m−1Φ ∂mΦ
0 Φ · · ·
.
.
. · · · · · ·
.
.
.
0 · · ·
.
.
. Ck−rm−r∂
k−rΦ ... · · · ∂m−rΦ
0 ... ... · · · · · · · · ·
.
.
.
0 ... ... Φ · · · · · ·
.
.
.
0 ... ... ...
.
.
. · · · ∂2Φ
0 ... ... ... ... Φ ∂Φ
0 ... ... ... ... 0 Φ


(24)
On a don LN = KE(∂
jfi; i = 1, ..., n; j = 0, ...N) = KE(M(N)).
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Pour i = 1, ..., n j = 0, ..., N − 1, soit Ei,j l'extension de 1 par 1 donnée par le système :
Ei,j =
(
1 ∂j(∂ai
ai
)
0 1
)
et soit E(N) la somme direte
⊕
Ei,j. Ainsi, pour tout i = 1, ..., n et tout j = 0, ..., N − 1,
on a KE(Ei,j) = KE(∂j(
∂fi
fi
)), et KE(E(N)) est le ompositum de es Nn orps dans F .
Par réurrene sur l'entier k < N , les relations
∂k+1(fi)
fi
=
∂k(∂fi
fi
)
fi
=
k∑
j=0
Cjk∂
j(
∂fi
fi
)
∂k−jfi
fi
entraînent de nouveau que le orps Ku := KE(E(N)) = KE(∂
j(∂fi
fi
); i = 1, ..., n; j =
0, ..., N − 1) oïnide ave le orps K ′u := KE(
∂jfi
fi
; i = 1, ..., n; j = 1, ..., N). Quant au
orps LN , 'est lairement le ompositum des orps Ks et K
′
u.
En dénitive, LN est le ompositum des orps Ks = KE(A) et Ku = KE(E(N)), d'où
LN = KE(A⊕ E(N)). De la proposition 2.10, on déduit don que
tN = dimCEGalωE(A⊕ E(N)).
Le groupe de GaloisGalωE(E(N)⊕A) est un sous-groupe du produit diretGalωE(E(N))×
GalωE(A) qui s'envoie surjetivement sur haun des fateurs. Comme E(N) =
⊕
i,j Ei,j
est somme direte d'extensions de 1 par 1, son groupe de Galois GalωE(E(N)) est un
CE-groupe unipotent, tandis que GalωE(A) un CE-groupe semi-simple. Par onséquent,
GalωE(E(N)⊕A) remplit tout le produit diret GalωE(E(N))×GalωE(A). Ainsi,
tN = dimCEGalωE(A) + dimCEGalωE(
⊕
Ei,j)
Comme f1, ..., fn sont algébriquement indépendantes sur KE , la dimension de GalωE(A) est
égale à n. D'après la proposition 3.8, la dimension de GalωE(
⊕
Ei,j) est égale à la dimen-
sion δN du C-sous-espae vetoriel de K engendré par les éléments ∂
j(∂ai
ai
) (i = 1, ..., n; j =
0, ..., N − 1) modulo (σq − 1)(K). Cei onlut la démonstration du lemme 4.20.
Démonstration du théorème 4.18
Pour établir le théorème 4.18, il nous reste, omme au point 3 de la preuve du théorème
4.12, à vérier la généralisation suivante du lemme 4.16.
Lemme 4.21 Les fontions ∂j(∂(ai)/ai) (i = 1...n, j ∈ N) sont linéairement dépendantes
sur C modulo (σq−id)(C(z)) si et seulement si les diviseurs elliptiques divE(a1), ..., divE(an)
sont linéairement dépendants sur Z.
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Démonstration
Sans perte de généralité, on peux supposer que les ai sont standards. On xe, une fois pour
toutes, une olletion S de représentants de C∗/qZ dans C∗, notée S = {α ∈ C∗}. On peut
alors érire les ai sous la forme
ai = µiz
ri
∏
α∈S
(z − qni,αα)βi,α (25)
ave βi,α, ri ∈ Z.
Supposons que les diviseurs elliptiques des ai sont linéairement dépendants sur Z, et
soient l1, ..., ln des entiers non tous nuls tels que
l1divE(a1) + l2divE(a2) + ...+ lndivE(an) = 0 (26)
dans Div(C∗/qZ). On déduit de (26) qu'il existe r ∈ Z, µ ∈ C∗ et h ∈ K∗ tels que :∏
i a
li
i = µz
rσq(h)/(h). En dérivant logarithmiquement l'équation préédente, et en dérivant
une seonde fois on obtient :
n∑
i=1
li∂(
∂ai
ai
) = σq(∂(
∂h
h
))− ∂(
∂h
h
).
On vient d'exhiber une liaison sur C entre les fontions ∂j(∂(ai)/ai) i = 1...n, j ∈ N (et
même : j = 0, 1, 2) modulo (σq − id)(C(z)).
Réiproquement, supposons qu'il existe une relation de dépendane, qu'on peut hoisir
d'ordre N minimal relativement à j, liant les ∂j(∂(ai)/ai) (i = 1, ..., n, j ∈ N) modulo
(σq − id)(C(z) :
n∑
i=1
N∑
j=0
λij∂
j(∂ai/ai) = σq(f)− f, (27)
où les λij sont des nombres omplexes, l'un des λ
i
N est non nul, et f appartient à C(z).
On va montrer que, pour tout α ∈ S :
n∑
i=1
λiNβi,α = 0 (28)
On déduit des équations (28) que les veteurs


β1,α
.
.
.
βn,α

 , α ∈ S, de Zn sont liés sur C
et don sur Z. Par onséquent, es équations valent ave des oeients λiN entiers. Dans
es onditions,
n∑
i=1
λiNdivE(ai) =
n∑
i=1
λiN (
∑
α∈S
βi,α(α)) =
∑
α∈S
(
n∑
i=1
λiNβi,α)(α) = 0
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et les diviseurs elliptiques des ai sont bien linéairement dépendants sur Z.
Pour vérier (28), érivons la déomposition en éléments simples de f sous la forme
f(z) =
∑M
m=0 bmz
m +
∑p
l=1
∑γl
r=1
νr
l
(z−dl)r
, et reprenons les expressions
ai = µiz
ri
∏
α∈S
(z − qni,αα)βi,α
données par la formule (25) ; dans la suite, pour alléger les notations, on posera bi,α = q
ni,αα
pour tout i = 1, ..., n, α ∈ S.
Dans es onditions, (27) s'érit
n∑
i=1
N∑
j=0
λij∂
j(∂ai/ai) =
∑
m
(qmbm(qz)− bm)z
m +
∑
l
∑
r
(
q−r.νrl
(z − dl/q)r
−
νrl
(z − dl)r
). (29)
Une réurrene aisée montre que pour tout entier j ≥ 0 :
∂j(∂ai/ai) =
∑
α∈S
βi,α(bi,α)
j(−1)j+1j!
(z − bi,α)j+1
+ des termes polaires d'ordre ≤ j.
Fixons un élément α de S, et notons Iα l'ensemble d'indie { i ∈ {1, ..., n}, βi,α 6=
0, λiN 6= 0}.
Tout d'abord, si Iα est vide, la relation (28) est vériée ar, par dénition de Iα, on a alors
βi,α = 0 ou λ
i
N = 0.
En seond lieu , la preuve du point 3 de la démonstration du théorème 4.12 assure que
si Iα est non vide, il ne peut être réduit à un élément.
Soit désormais α ∈ S tel que Iα ontient au moins deux éléments. On note n1 < n2 <
... < nt les valeurs distintes, ordonnées, prises par les (ni,α), i ∈ Iα.
Pour tout l = 1, ..., t, on pose Iα,nl = { i ∈ Iα, tels que ni,α = nl }.
La partie polaire d'ordre N + 1 en la spirale αqZ du membre de gauhe de l'équation
(29) est égale à
∑t
l=1
∑
i∈Iα,nl
λi
N
βi,α(αq
nl )N (−1)N+1N !
(z−αqnl )N+1
.
On érit la partie polaire d'ordre N + 1 en la spirale αqZ de f sous la forme
∑
k∈Z
νk
(z−αqk)
,
les νk étant des nombres omplexes presque tous nuls.
En identiant la partie polaire d'ordre N + 1 en la spirale αqZ du membre de gauhe de
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l'équation à elle de σq(f)− f , on obtient la relation suivante :
t∑
l=1
∑
i∈Iα,nl
βi,αλ
i
N(αq
nl)N(−1)N+1N !
(z − αqnl)N+1
=
∑
k∈Z
νk+1q
−N−1 − νk
(z − qkα)N+1
. (30)
Par onséquent,
∀m /∈ {n1, ..., nt}, νm+1q
−N−1 − νm = 0. (31)
∀ l = 1, ..., t, νnl+1q
−N−1 − νnl =
∑
i∈Iα,nl
λiNβi,α(αq
nl)N(−1)NN !. (32)
L'ensemble des entiers relatifs m tels que νm soit non nul est ni. La relation (31) entraîne
que
1. νn1 = νnt+1 = 0.
2.
∀ l = 1, ..., t− 1,
nl+1−1∏
m=nl+1
νm+1
νm
=
nl+1−1∏
m=nl+1
qN+1. (33)
De l'équation (33) on tire les relations suivantes
∀l = 1, ..., t− 1, νnl+1 = νnl+1q
(nl+1−nl−1)(N+1).
Alors, on a en reportant dans (32) que pour tout l = 1, ..., t− 1 :
νnl+1q
−nl+1(N+1) − νnlq
−nl(N+1) =
∑
i∈Iα,nl
λiNβi,αα
N(−1)N+1N ! (34)
et
−νntq
−nt(N+1) =
∑
i∈Iα,nt
λiNβi,αα
N(−1)N+1N !. (35)
En sommant toutes es équations, on obtient :
t∑
l=1
∑
i∈Iα,nl
βi,αλ
i
Nα
N(−1)N+1N ! = −νn1 = 0,
d'où
∑n
i=1 λ
i
Nβi,α = 0, puisque Iα =
⋃t
l=1 Iα,nl. Le lemme 4.21 est don démontré.
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Appliation Voii une illustration du théorème, pour l'analogue aux q-diérenes de
l'exponentielle (dont la dénition a été rappelée à n du paragraphe 4.2).
Théorème 4.22 Soient α1, ..., αn des nombres omplexes non nuls, qu'on suppose deux
à deux distints modulo qZ. Alors, les fontions expq(αiz), i = 1, ..., n et leurs dérivées
suessives ne vérient auune relation algébrique à oeients dans KE.
Il sut en eet d'appliquer le théorème 4.18 ave ai = 1− (q− 1)αiz pour tout i = 1, .., n,
de sorte que divE(ai) = (
1
(q−1)αi
), où αi désigne la lasse de αi dans C
∗/qZ . Or les diviseurs
( 1
(q−1)αi
) ne peuvent être linéairement dépendants sur Z que si deux d'entre eux au moins
oïnident.
5 Hypertransendane des solutions d'équations aux τ -
diérenes
5.1 Énonés des résultats
Nous montrons dans ette dernière partie que les résultats préédents s'étendent sans
hangement majeur (voir toutefois le  point A" infra) à l'étude des τ -diérenes. Préisons-
en tout d'abord le adre.
Soit τ ∈ C un nombre omplexe non nul. On désigne par K = C(z) le orps des frations
rationelles à oeients omplexes, par F = Mer(C) le orps des fontions méromorphes
sur C et par στ l'automorphisme de F qui à f(z) ∈ F assoie f(z+ τ). On note Cτ le sous-
orps de F formé par les fontions τ -périodiques ('est-à-dire les éléments xés par στ ), et
Kτ = Cτ (z) le ompositum de Cτ et de K dans F . Les orps K,F et Kτ sont des orps
aux diérenes relativement à στ , admettant respetivement pour orps des στ -onstantes
C, Cτ et Cτ .
L'automorphisme στ et la dérivation ∂ = d/dz munissent le orps F = Mer(C) et ses
sous-orps Kτ et K de strutures de orps aux diérenes diérentiels, puisque στ∂ = ∂στ .
Ces trois orps admettent C omme orps de onstantes diérentielles. Voii, dans es
onditions, les τ -analogues de la proposition 4.11 et du théorème 4.12.
Proposition 5.1 Soient a un élément de K∗ et f ∈ Mer(C) une solution non nulle de
l'équation
στy = ay. (36)
Alors,
0. f est algébrique sur Kτ si et seulement si a est de la forme ζ
στ (g)
g
, où g ∈ K∗ et ζ
est une raine de l'unité dans C∗ ;
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1. f et ∂f sont algébriquement dépendantes sur Cτ (z) si et seulement si a est de la
forme µσq(g)/g où g ∈ C(z) et µ ∈ C∗ ;
2. Dans les autres as, f est hypertransendante sur Cτ (z).
Dénition 5.2 Soit a ∈ C(z)∗. On note divτ (a) l'image du diviseur de a par l'appliation
naturelle de Div(C) dans Div(C/τZ) et on l'appelle diviseur périodique de a.
Soit A la matrie diagonale (a1, ..., an) :

a1 0 · · · 0
0 a2 · · · 0
.
.
. 0
.
.
.
.
.
.
0 · · · 0 an

 ∈ Gln(K).
Les τ -analogues de la proposition 4.17 et du théorème 4.18 s'érivent :
Théorème 5.3 Soit Φ =


f1 0 · · · 0
0 f2 · · · 0
.
.
. 0
.
.
.
.
.
.
0 · · · 0 fn

 ∈ Gln(Mer(C)) une matrie fondamen-
tale de solutions de στY = AY . Alors,
i) les fontions f1, ..., fn sont algébriquement dépendantes sur Kτ si et seulement s'il
existe des entiers r1, ..., rn non tous nuls et un élément h ∈ K∗ tels que a
r1
1 ...a
rn
n =
στ (h)
h
.
ii) les fontions f1, ..., fn vérient une relation algébro-diérentielle à oeients dans
Kτ si et seulement si les diviseurs périodiques des ai sont Z-linéairement dépendants.
5.2 Démonstrations
Les démonstrations de es énonés relèvent des mêmes proédés que pour les q-diérenes.
On n'en expliitera don pas les détails.
A) τ -analogue de 4.6.1, 4.7, 4.8 et 4.10.
Dénition 5.4 (et lemme) Soit a ∈ K∗ = C(z)∗. On dit que a est standard (hap.2,
p. 29, lemme 2.1 et 2.2) si, pour tout c ∈ C dans le diviseur de a, et tout n ∈ Z − {0},
c+nτ n'apparait pas dans le diviseur de a. Alors, il existe un ouple (g, a), ave g ∈ K∗ et
a standard, tel que a = aστ (g)
g
. Une telle déomposition est dite forme standard de a.
Soient f (resp. f) une solution méromorphe sur C∗ de στ (f) = af (resp. στ (f) = af).
Pour tout n ≥ 0, les orps K(∂i(f); 0 ≤ i ≤ n) et K(∂i(f); 0 ≤ i ≤ n) oïnident.
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Lemme 5.5 Soit a un élément de K∗.
1. Si on impose au support du diviseur de a d'appartenir à la bande C = {z ∈ C, 0 <
Re( z
τ
) ≤ 1}, la déomposition de a sous forme standard est alors unique.
2. S'il existe un entier n, un élément h ∈ K∗ et un nombre omplexe µ ∈ C∗ tels que
an = µστh
h
, alors il existe un élément g ∈ K∗ et une raine n-ième de l'unité λ ∈ C∗
tels que a = λστg
g
.
3. divτ (a) = 0 si et seulement s'il existe un élément h ∈ K∗ et un nombre omplexe
µ ∈ C∗ tels que a = µστ (h)
h
.
La raison des diérenes est que le point (0) n'est plus, ontrairement aux q-diérenes,
xé par l'opérateur στ . Ce phénomène se reète dans le fait que la partie polaire en 0 de a
n'intervient plus dans les ritères du paragraphe 5.1. Dans le même esprit, dans le adre des
τ -diérenes l'ordre d'hyperalgébriité des solutions est inférieur ou égal à 1, ontrairement
au as des q-diérenes où pour obtenir une relation hyperalgébrique, on peut être amené
à onsidérer les dérivées seondes.
B) Vériation des hypothèses 3.1
Il s'agit de vérier es hypothèses pour le ouple de orps aux diérenes formé de
K = C(z) et de son extension K ′ = Kτ = Cτ (z). On note Gτ = Aut(Cτ/C) (resp.
GK = Aut(Kτ/K)) le groupe des automorphismes de l'extension Cτ/C (resp. Kτ/K), et
Cτ (X) le orps des frations rationnelles à oeients dans Cτ . Pour tout élément u de
C/τZ, la translation par u dénit un automorphisme du orps Cτ , dont on note γu le
prolongement anonique à Cτ (X), déni par son ation sur les oeients. L'ensemble
Γ = {γu, u ∈ C/τZ} forme un sous-groupe de GK , isomorphe à C/τZ. Le lemme 4.2 est
alors inhangé, le seul point à vérier est que l'analogue aux τ -diérenes du lemme de [10℄
est toujours valable. Ce fait, lassique, repose sur la transendane de la fontion z sur le
orps Cτ et énone :
Lemme 5.6 Soient (c0, ..., cN) une famille d'éléments de Cτ . On suppose que :
N∑
i=0
ci(z)z
i = 0. (37)
Alors, pour tout i = 0, ..., N , ci = 0.
C) τ -analogues des lemmes 4.16 et 4.21.
Il sut de supprimer non nul dans le lemme 4.16, et, plus généralement, de remplaer divE
par divτ dans le lemme 4.16, puisque le point 0 ne joue plus de rle partiulier (voir le
lemme 5.5 et le ommentaire qui le suit).
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Appliation
Dans ette appliation τ = 1, et on xe des nombres omplexes α1, ..., αk ainsi que deux
entiers n,m ≥ 2. La relation de distribution
Γ(z)Γ(z +
1
n
)...Γ(z +
n− 1
n
) = (2π)
n−1
2 n1/2−nzΓ(nz)
(et l'équation diérentielle
d
dz
mz = (logm)mz) montrent que si k = n et si αi est ongru
à
i
n
modulo Z pour tout i, alors les fontions Γ(z + α1), ...,Γ(z + αn),Γ(nz) sont hyperal-
gébriquement dépendantes sur K ; si de plus m et n sont multipliativement dépendants,
alors es fontions ainsi que mz sont algébriquement dépendantes sur K. Inversement :
Corollaire 5.7 Soient α1, ..., αk des éléments de C et n1, ..., nh, m des entiers ≥ 2. On
suppose que les diviseurs périodiques (αi), i = 1, ..., k, (
∑nj−1
i=0 (
i
nj
), j = 1, ..., h sont Z-
linéairement indépendants. Alors :
1. les fontions Γ(z + α1), ...,Γ(z + αk),Γ(n1z), ...,Γ(nhz) et m
z
son algébriquement in-
dépendantes sur Kτ ;
2. les fontions Γ(z + αi),Γ(njz), i = 1, ..., k, j = 1, ...h sont hyperalgébriquement in-
dépendantes sur Kτ .
Démonstration
On a :
στ (Γ(z + αi) = ai(z)Γ(z + αi), ave ai(z) = z + αi
στ (Γ(njz)) = a
′
j(z)Γ(nz), ave a
′
j(z) =
∏nj
i=1(njz + i)
στ (m
z) = a0(z)m
z
, ave a0(z) = m.
1) D'après le théorème 5.3, point i), les fontions Γ(z+αi), Γ(njz), m
z
sont algébrique-
ment dépendantes sur Kτ si et seulement s'il existe des entiers r1, ..., rk, l1, ..., lh, r non tous
nuls et un élément h ∈ K∗ tels que
mr
h∏
j=1
nj−1∏
i=0
(njz + i)
lj
k∏
i=1
(z + αi)
ri =
στ (h)
h
.
Cette relation entraîne :
1.
∑h
j=1 lj(
∑nj−1
i=0 (
i
nj
)) +
∑k
i=1 ri(αi) = 0 ;
2. mr
∏h
j=1(nj)
ljnj = 1.
Il résulte de l'hypothèse d'indépendane des diviseurs périodiques que : l1 = ... = lh =
r1 = ... = rk = 0. Don, r 6= 0 et mr = 1, e qui est absurde ar m ≥ 2. Les fontions
Γ(z + αi), Γ(njz), m
z
sont don algébriquement indépendantes sur Kτ .
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2) D'après le théorème 5.3, les fontions Γ(z + αi), Γ(njz) (i = 1, ..., k, j = 1, ..., h)
sont hyperalgébriquement indépendantes sur Kτ si et seulement si les diviseurs périodiques
(−αi),
∑nj−1
i=0 (−
i
nj
) sont Z-linéairement indépendants. La onlusion du point 2 du orol-
laire en résulte. On peut aussi exprimer ette onlusion de la façon suivante. Pour tout
entier t ≥ 0, soit ψ(t) = ( d
dz
)t+1LogΓ la fontion polygamma d'ordre t. Alors, les fontions
Γ(z+αi), ψ
t(z+αi), Γ(njz), ψ
(t)(njz) (i = 1, ..., k, j = 1, ..., h et t ∈ N) sont algébriquement
indépendantes sur Kτ .
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