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The aim of this study in to measure the distributions of multiple isotopes in small animal
SPECT study. In multi-isotope SPECT system, images reconstructed with the counts of
primary photons emitted from a low energy photopeak radionuclide is distorted by Compton
scattered photons originating in a high energy photopeak radionuclide. In this paper,we
applied an articial neural network method to quantitatively measure the distribution of
activities in the simultaneous data acquisition with a multiple isotope SPECT study and the
accuracy of our proposed method was evaluated.
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第1章 はじめに





















































































これらを式にまとめると,入力 (input data(C1/Cs～Ck/Cs)),出力 (output data(RTc,RIn1,RIn2)),




(i = 1～k) (2.1)
RTc =








primary counts of In2
Cs
(2.4)
Estimation of Tc = RTc  Cs (2.5)
Estimation of In1 = RIn1  Cs (2.6)
Estimation of In2 = RIn2  Cs (2.7)
2.2.2 エネルギーウィンドウの設定
本研究で設定した 5種類のウィンドウ (ANN1～5)を以下の図に示す.






window1 window2 window3 window4 window5 window6 window7
ANN1 3 127～154 155～186 220～269
ANN2 6 127～140 141～154 155～170 171～186 220～244 245～269
ANN3 4 99～126 127～154 155～186 220～269
ANN4 5 99～126 127～154 155～186 187～219 220～269



























































































































Fig. 2.13: 再構成画像 (slice:64)
また,2.5cmのSheppファントムを使用した場合の再構成画像とプロファイルを以下に示す.
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Fig. 2.14: 再構成画像 (slice:64)
ここで,1.1cmのファントムを使用した場合の投影データと 2.5cmのファントムを使用した
場合の投影データを比較してみる.それぞれの投影データを以下に示す.




























Fig. 2.16: 再構成画像 (slice:64)
また,2.5cmのSheppファントムを使用した場合の再構成画像とプロファイルを以下に示す.
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Fig. 2.17: 再構成画像 (slice:64)
ここで,1.1cmのファントムを使用した場合の投影データと 2.5cmのファントムを使用した
場合の投影データを比較してみる.それぞれの投影データを以下に示す.





































































Fig. 3.4: 左上から (ideal ANN1 ANN2)左下から (ANN3 ANN4 ANN5)
111InのANN1～5を用いた再構成結果を以下に示す.










Fig. 3.8: 左上から (ideal ANN1 ANN2)左下から (ANN3 ANN4 ANN5)(slice:64)
111InのANN1～5を用いた再構成結果を以下に示す.





























































次に,該当箇所のプロファイルを見てみる.まず,111In Primaryと 99mTc Primaryの結果を
示す.































































































wixi    (6.1)
y = f(u) (6.2)





































wixi    (6.5)





































1 + exp( u) (6.9)
この関数は微分可能な関数なので解析的に問題を解くことが可能となる.























































（yj y^j）f 0(uj)yi (6.16)
これを標準デルタルールという.たとえば f(u)が上部のシグモイド関数で与えられる場合






























































wjiui + jyi = f(yi) (6.22)






wkjyj + kyk = f(yk) (6.23)
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5. 現在の学習パターンに対する教師信号 tkと出力 ykの差から,中間層と出力層の間の結
合加重と出力層の閾値に対する誤差 k=(yk-tk)yk(1-yk)






7. 出力層における誤差 k,中間層の出力 yi,学習係数の積を加算する事で,中間層と出力
層の間の結合加重 wkj を修正する.また,誤差 kと学習係数 の積を加算する事で,出
力層の閾値 kを修正する.
wkj = wkj + kykk = k + k (6.25)
8. 中間層における誤差 j,入力層の出力 yi,学習係数の積を加算することで,入力層と中
間層の間の結合加重wjiを修正する.また,誤差 jと学習係数の積を加算する事で,中
間層の閾値 jを修正する.
wji = wji + jyij = j + j (6.26)
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