In this paper, we present a thorough characterisation of the spatio-temporal communication graph of a large-scale real-world public transport network. Unlike previous studies, which either use synthetic mobility traces or data from small networks (< 50 nodes), our analysis is based on the mobility patterns of a large-scale (~1200 nodes) real-world public transport network. In particular, we examine the node degree distribution, encounter patterns, periodicity and clustering behaviour -properties that are particularly relevant in the context of data forwarding in DTN. Our extensive study demonstrates that public transport networks exhibit repetitive patterns and corroborates the existence of few highly connected nodes (termed as hubs). We have also found that the degree distribution of nodes and the inter-contact durations follow the properties of power-law distributions and exhibit moderate to strong self-similarities. We provide insights on how these properties can be leveraged to design effective communication protocols for such large-scale DTN.
interest are the networks that are formed by people in urban environments. These include: (a) Pocket Switched Networks (Hui et al., 2005) , wherein personal communication devices carried by humans self-organise to form an intermittently connected network and (b) Vehicle-based DTN (Burgess et al., 2006) , in which WiFi routers mounted on vehicles can communicate with each other. Examples include the use of vehicle-based DTN to provide low cost digital communication to remote villages (Pentland et al., 2004) , vehicular sensing platforms such as CarTel (Hull et al., 2006) for urban monitoring and vehicle-based DTN testbeds such as DieselNet for evaluating DTN protocols and applications (Burgess et al., 2006; Zhao et al., 2006) . This paper primarily focuses on the later kind of networks, i.e. vehicle-based DTN.
Message forwarding is one of the most challenging aspects of DTN, mainly due to the intermittent connectivity. Moreover, the high speed of the nodes (e.g. in vehicular networks) exacerbates the problem. However, people-centric DTN often exhibit regular patterns (e.g. people driving to and from work at approximately the same time every day) which can be exploited in designing efficient communication protocols. Over the past years, several researchers (Hui et al., 2005; Hsu and Helmy, 2006; Zhang et al., 2007) have analysed the properties of people-centric DTN using empirically collected traces. Whilst there are several real-world traces available that capture contacts among people, the same cannot be said for vehicles. Most studies (Zhang et al., 2007; Fiore and Harri, 2008; Seada, 2008; Pallis et al., 2009 ) on vehicular networks either use the mobility traces of a small network (i.e. 40 nodes) (Zhang et al., 2007; Seada, 2008) or use synthetic traces (Fiore and Harri, 2008; Pallis et al., 2009 ). The work in this paper is one of the first studies that examines a large-scale real-world metropolitan public transport network (1200 buses) and conducts a thorough analysis of its spatiotemporal communication graph in order to reveal its latent characteristics. In particular, our contributions are as follows:
 Our analysis suggests that although public transport networks form a highly partitioned connectivity graph, there exist some key locations where nodes tend to form clusters. Moreover, this phenomenon is time invariant. This observation is useful in identifying suitable locations for placing stationary gateways that temporarily buffer messages and thus improve the probability of delivering packets to the destination.
 With the aid of different radio propagation models (i.e. two-ray ground reflection and shadowing model), we have shown that the distribution of contact and intercontact durations and the degree distribution of nodes exhibit power-law behaviour. This knowledge is beneficial in developing realistic mobility models.
 Our rigorous analysis to seek self-similarities (i.e. correlations over a wide range of time scales) revealed moderate to strong self-similarities (0.68-0.78) in intercontact distribution of public transport networks. This information is also useful in developing realistic mobility models.
 The traces reveal the tendency of the buses to form clusters. We have found that although the average clustering coefficient varies for different radio propagation models, on the whole, they follow similar time varying trends. We also discover that, a few selected nodes have high local clustering coefficients (1) whereas the rest of the nodes have very low clustering coefficients (0), suggesting the existence of few highly connected hubs. This information can be leveraged for informed forwarding decisions (Hui et al., 2008; Ahmed and Kanhere, 2009 ).
 We have demonstrated the existence of repetitive patterns in the mobility traces. Our study shows that besides periodic patterns at the time scale of 24 hours, many nodes exhibit repetitive mobility patterns which have periods of 2-3 hours. Even though the schedule is not precise, this information can still be utilised in statistical forwarding schemes (Ahmed and Kanhere, 2010) .
The rest of this paper is organised as follows: Section 2 briefly surveys the related work. Section 3 discusses the physical properties of the mobility traces of the large-scale public transport network that we have used in this paper.
The results for self-similarity measures have been elaborated in Section 5. We study the distribution of the node contact and inter-contact durations and node degree in Section 4. The clustering behaviour of the nodes is quantified in Section 6. Section 7 studies the inherent periodicity in the movement patterns of the nodes. Section 8 provides insights on how these observations can be used to improve message dissemination. Finally, Section 9 concludes this paper.
Related work
There have been several attempts (Hui et al., 2005; Chaintreau et al., 2006; Su et al., 2006) at collecting and characterising human mobility data using small mobile devices such as iMotes and PDAs. Su et al. (2006) have collected traces of pair-wise connections by providing PDAs to a group of students. They show that it is feasible to build DTN based on human mobility. They also share their experience in collecting mobility traces and in solving some challenges regarding power management. Hui et al. (2005) have gathered human mobility data in a conference setting by providing bluetooth enabled devices to 54 participants. They introduce the notion of Pocket Switched Networks that makes use of both human mobility and wireless connectivity among other devices in order to disseminate messages. Their work shows that the time between node contacts exhibits power-law properties. In the work of Chaintreau et al. (2006) , based on the findings from Hui et al. (2005) , the researchers have shown that the current mobility models (such as: random way-point, uniformly distributed locations) do not accurately represent realistic mobility patterns. They also suggest that the patterns found from real traces can be utilised in designing informed message forwarding algorithms. Due to the ubiquitous presence of 802.11b wireless Access Points (AP), many researchers (Balazinsky and Castro, 2003; Papadopouli et al., 2005; Hsu and Helmy, 2006) have studied the characteristics of user and AP interaction from traces generated from AP logs. The AP act as proxies for direct people to people contacts. It is assumed that when the hand-held communication devices (e.g. laptop, PDAs, etc.) are within the coverage of same the AP, then they can directly communicate with each other. Papadopouli et al. (2005) have conducted a study of wireless users and their association patterns on a major university campus network covered by 802.11 wireless infrastructures. They characterise wireless access patterns based on mobility, session and visit duration. They have used biPareto distribution to model session duration between users and APs. Hsu and Helmy (2006) have studied wireless LAN traces from five different networks and focused on the encounter patterns between users. Their empirical results show that typical wireless LAN users encounter with only a small portion of the entire network population and the aggregate encounter behaviour of mobile nodes follows biPareto distribution.
The experimental study by Chen et al. (2007) is one of the first works, which seeks to find self-similarity in wireless AP association patterns. Although, it is well recognised that Internet traffic exhibit self-similarities (Garrett and Willinger, 1994; Leland et al., 1994; Paxson and Floyd, 1995; Crovella and Bestavros, 1997) . Chen et al. (2007) demonstrated that the distributions of inter-contact durations of wireless AP association patterns are also self-similar. In particular, the authors have followed statistical procedures, such as R/S, Variance Residuals, Periodogram and Whittle estimation methods on Dartmouth (CRAWDAD project, see http://crawdad. cs.dartmouth.edu) and UCSD (UCSD wireless topology discovery project, see http://sysnet.ucsd.edu/wtd) traces. Their results indicate strong self-similarity (marked by a high value of Hurst parameter (Beran, 1994) ) in those wireless traces. Inspired by their findings in wireless AP traces, our paper seeks for self-similarity in vehicular networks.
A vehicular network is an example of a large-scale DTN. However, mostly due to lack of availability of real-world vehicle-based traces in the public domain, most studies (Conceicao et al., 2008; Fiore and Harri, 2008; Pallis et al., 2009 ) on vehicular networks resort to synthetic traces. There have been several attempts to explain the topological characteristics of VANET by adopting graph theoretic approaches. Conceicao et al. (2008) present a preliminary characterisation of the connectivity of VANET graph model in an urban environment. They illustrate the temporal evolution of average node degree by transforming the vehicular network into a transitive closure graph. However, the authors only study the average node degree for a small time interval without delving into rigorous analysis of vehicular mobility patterns. In a comprehensive analysis, Fiore and Harri, et al. (2008) study the node degree distribution, link duration, clustering properties of VANET graphs under various mobility models. Their study tries to explain why different models lead to dissimilar network protocol performance by focusing on the topological properties of different mobility models. Pallis et al. (2009) supplement the above mentioned study by providing link duration statistics, shape of communication graphs over time and space, when vehicles move in urban areas.
It should be reiterated that all of the aforementioned studies have been performed on synthetic traces. There are only a few studies which use real-world vehicular mobility traces. Seada (2008) set up a real-world experiment consisting of ten vehicles which loop around a 5-mile segment of a freeway. They have focused on the connectivity properties of VANET, but ignored its topological aspects. The Umass DieselNet (Burgess et al., 2006; Zhang et al., 2007) is the only actively deployed DTN testbed and comprises of 40 buses span over 150km in Amherst (Massachusetts). Using the Umass DieselNet traces, Zhang et al. (2007) have shown that the intercontact durations of the buses aggregated over all bus pairs does not exhibit any discernible pattern. However, when aggregated at the route-level, the inter-contact durations do exhibit periodic behaviour. They have proposed a generative route-level model that captures the above mentioned behaviour. However, a network of 40 nodes is not representative of a large-scale DTN.
The set of mobility traces of Shanghai Urban Vehicular Network (SUVnet) (Huang et al., 2007) is one of the few data sets which represents a large-scale vehicular network (comprises of more than 4000 taxis in Shanghai). The authors of SUVnet collected the periodic GPS location data recorded by the taxis and interpolate those data on a digital map in order to obtain the traces and to construct a virtual VANET. Although the main focus of the paper was to propose an improved epidemic-based forwarding scheme, named DAER, the authors provide few insights about VANET topology such as connectivity and partitioning with respect to communication range. Unfortunately, this largescale mobility traces are not available for public access; thereby inhibit us to analyse it further.
To the best of our knowledge, the only publicly available data that captures the movement of a large-scale vehicular network at the microscopic level is used in the simulation study presented by Jetcheva et al. (2003) . The mobility traces have been collected from around 1200 city buses that travel through the Seattle metropolitan region, spanning an area of 5100 square kilometer. Jetcheva et al. (2003) have used the traces to describe and evaluate forwarding protocols for multitier ad-hoc network architecture. However, the authors have not analysed contact and inter-contact patterns of the nodes which are important in the context of DTN. In this paper, we undertake a thorough characterisation of this mobility trace and examine in details the characteristics that are of specific interest in the context of DTN. We also consider the effects of using different radio propagation models at the physical layer.
Mobility trace details
As mentioned in Section 2, the mobility traces from Seattle buses (Jetcheva et al., 2003) are the only large-scale vehicular traces available in the public domain. The traces can be readily used to simulate a bus-based DTN, similar to DieselNet (Zhang et al., 2007) . This paper uses the Seattle trace to study the visible and latent structure of a large-scale bus-based DTN. As mentioned in the work of Zhang et al. (2007) , we assume that each bus is equipped with a 802.11b radio.
Post-processing of the mobility trace
The traces were post-processed to generate fine-grained location information. In the traces, each bus sends an update approximately every 30 seconds, which is still significantly coarse-grained to serve our purpose. When we used the traces as-is, we found that several inter-bus contacts were excluded. Further, all recorded inter-bus contact durations were represented at a granularity of 30 seconds. This led to severe over-estimation of these contact durations, especially given that these durations are fairly short in reality. Hence, we post-process the traces to generate fine-grained location information. We feed the traces into ns-2 and extrapolate the location of the buses every 5 seconds, assuming that a bus moves at a constant speed along a straight line between two consecutive logged entries. Even though, the resulting trace is not an entirely accurate representation of the bus movements, we believe that our assumptions are a reasonable approximation, especially in urban areas.
A microscopic analysis of the traces indicated that the average speed of the 90% of the buses is around 16 km/h (mostly due to traffic and frequent bus stoppages). Therefore, the average distance travelled by a bus between two location updates (which is 30 second in the original trace) would be 133 meters. If we consider our modified trace (where the time between two location updates is 5 second), then the distance travelled by a bus would be 22 meters. As a consequence of short distance travelled (between two location updates) by a bus, the acceleration/ deceleration, traffic lights and other factors have minimal side-effects on the speed of the bus. Therefore, our piecewise linear approximation is reasonable when we have no other means to detect the location of traffic lights, traffic signs, sudden acceleration/deceleration etc. from the mobility traces.
A note on radio propagation models: Note that, the properties of interest (e.g. inter-contact durations, etc.) are directly dependent on the communication range of the nodes. However, the traces collected only capture the node mobility since the buses were not actually fitted with wireless communication devices. Thus, we need to estimate the communication range by using a radio propagation model at the physical layer. In this paper, we investigate the impact of two radio propagation models: (a) Two-ray Ground Reflection model and (b) Shadowing model. The two-ray ground model is an amendment of the Free Space radio propagation model, which simply represents communication range as a circle around the transmitter. If the receiver is within the circle then it receives all the messages, otherwise drops all the messages. The two-ray ground reflection propagation model considers both the direct and a ground reflected path and is considered to be more accurate model at longer distances than the free space model. The shadowing model is more realistic than the tworay ground or free space model because it incorporates the channel fading effects in order to more accurately model the radio range. The channel fading effect in shadowing model is represented by a Gaussian random variable. By varying the parameters of Gaussian distribution, one can adapt the shadowing model for different environment, such as: open space, obstructed by in-building conditions etc. The parameters of these models used in our simulations are listed in Table 1 . The physical characteristics of the Seattle bus traces are shown in Figures 1-5 . We observe that the number of buses follow a perfectly repeatable daily pattern over all weekdays. This is expected since the timetables for public-transport vehicles are identical for each weekday. Figure 1 shows the average bus density and routes covered over a 24 hour period. As seen, one can broadly identify four regions (i.e. timeslots) of interest: (a) from midnight to 6 am; (b) 6 am to 9 am; (c) 9 am to 3 pm and (d) 3 pm to 8 pm. We have analysed the traces of different days, and found that the data during the period (8 pm to midnight) is missing from the traces of several days. However, all traces (from all days) contain data from the rest of the period (i.e. midnight to 8 pm). Therefore, we avoided the data of the period (8 pm to midnight), which is not consistent with all days. The time slots 6 am to 9 pm and3 pm to 8 pm exhibit peak operation behaviour with a large number of buses and routes being operational. The time slot 9 am to 3 pm indicates off-peak behaviour while the midnight to 6 am duration can be labelled as super off-peak with the lowest number of buses being active. We observe exactly similar behaviour over all the weekdays. In our evaluations we have excluded the weekend traces. Figures 2-4 show the spatial vehicle movement patterns during the periods 6 am to 9 am, 9 am to 3 pm and 3 pm to 8 pm, respectively. The entire area (58 km  88 km) is divided into smaller grids of 200 m  200 m each. For each grid, the numbers of vehicles that pass through it are recorded during the above mentioned measurement period and plotted on the z-axis. Though the total numbers of vehicles which pass through each grid during different measurement periods are different, the overall vehicle traffic patterns are strikingly similar and location specific. Figure 5 shows the snapshots of bus densities at different instances by plotting the coordinates of the active buses at that time instance. Some locations are marked (with circles) where vehicle densities are high and time independent. These patterns reveal that at certain locations, the network forms dense clusters, while at other locations the network topology is generally sparse. In order to find what causes these regions denser, we have interpolated the map area onto Google maps and found that there are many bus stoppages in these areas. Although the traces are more than 11 years old and the Google maps show us recent geographical maps of that area, we can still make educated guess that vehicle densities were higher due to many bus stoppages where buses stop for a while and tend to slow down near those stoppages. In fact, a microscopic analysis of the vehicle traces revealed that most vehicles travel at <10 km/h near those bus stoppages. Besides, we have noticed several flyovers inside the high density regions (which might not be present 11 years ago), which might contribute to additional vehicle densities in those regions. This study is beneficial for the deployment of stationary gateways, which can enhance the forwarding performance. This has been elaborated in Section 8.
Power-law properties
As discussed in Section 2, many prior studies on DTN traces (e.g. traces from pocket-switched networks, traces from AP logs, etc.) reveal power-law properties (biPareto in particular) in these networks. Their findings prompt us to investigate whether the same holds true for the vehicular DTN traces. The CCDF of biPareto is given in equation (1) (Nuzman et al., 2000) .
where k > 0 acts as a scaling parameter. The CCDF initially decays as a power law till the exponent  > 0. Then, near the break point ck the decay exponent gradually changes to  > 0. The Pareto distribution is a particular case of the above when  = .
In this section, we primarily focus our analysis on the following three properties: (a) contact duration; (b) intercontact duration and (c) degree distribution of nodes, since these are the important factors which can impact message forwarding in DTN.
Inter-contact durations
Two nodes are said to be in contact with each other as long as the nodes can communicate with each other. The entire duration since the establishment of contact until the subsequent loss of communication is defined as the contact duration. The time between consecutive contacts between the same pair of nodes is defined as the inter-contact duration. Note that, the ability of two nodes to communicate and subsequently the contact and inter-contact durations are dependent on the underlying radio propagation model.
The CCDF of inter-contact durations for different radio propagation models during one of the weekdays (31 October 2001) are plotted in Figure 6 . The results from other weekdays show similar trends. One can readily observe that, the CCDF has two approximately linear regions with a smooth transition between them. This is a typical characteristic of biPareto distribution (equation (1)). With this observation we try to fit the CCDF with biPareto distribution. The parameters of the biPareto distribution of close fit with observed CCDF of inter-contact duration (for two-ray ground reflection model) are listed on the plots in the order , , c, k, D. The D (=0.09) statistics from the Kolmogorov-Smirnov (K-S) fit test (Corder and Foreman, 2009 ) confirms the goodness of fit. However, the shadowing model differs a bit more (D = 0.167) with the best fit biPareto approximation curve.
These findings can be utilised to develop more realistic mobility models for public transport networks. This has been further elaborated in Section 8. 
Contact durations
It is important to know the statistics of contact durations because it determines the maximum amount of data that can be transferred at each contact, thereby affecting the performance of message delivery schemes. Figure 7 shows the CCDF of contact durations for the two radio models under consideration for one weekday (19 November 2001). We have obtained similar results from other weekdays. Note that, the results with both radio models are identical. It is also evident from Figure 7 that about 90% of the contacts are less than 300 seconds long. This is expected since vehicles often move at high speeds. This fact is often ignored in the evaluation of DTN forwarding protocols. We have found a surprisingly large number of papers in literature, which assume that two encountering nodes can transfer all intended data to each other during the contact opportunity. As is evident from our data, this is hardly true in the real world. Motivated by the biPareto model of inter-contact durations, we have tried to fit the CCDF of contact durations with biPareto. However, we are unable to find a good fit biPareto curve. Thus we conclude that although biPareto distribution can be used to model the CCDF of inter-contact durations, the same is not true for modelling the CCDF of contact durations.
Node degree distribution
A node's maximum degree represents the maximum number of unique neighbours it encounters during the time interval of interest. Figure 8 shows the nodes' maximum degree distribution (sorted in descending order) over a 24 hour period (19 November 2001) considering two-ray ground radio propagation model. Since the buses follow similar daily schedules, the results are consistent across all weekdays. The results with the shadowing radio propagation model are almost identical, and hence omitted from this discussion. Figure 8 show that few nodes have significantly higher degree than the rest of the nodes. These highly connected nodes are termed as hubs. We are able to fit the sorted nodes' degree distribution with a power-law distribution (i.e. biPareto distribution). Figure 8 . It is evident that the D statistics of the Exponential distribution is almost twice than that of the best fit biPareto. Therefore, the biPareto is better than the exponential distribution to model the sorted nodes' degree distribution. Figure 9 indicates the number of nodes which can be reached collectively by the highly connected nodes. The highly connected nodes visit more nodes than the rest. These highly connected nodes have high probabilities of connecting among themselves. A message can reach its destination through few hops inside the pool of these highly connected nodes. It can be seen from Figure 9 that only 10% of the nodes cumulatively cover more than 85% of the entire nodes in the network. This power-law behaviour of the nodes' degree distribution conveys a very important message. It indicates that if only hubs serve as the forwarding relays, then there is a high probability that most messages will be delivered to the destinations. This implies that it may be possible to achieve a packet delivery ratio that is very close to what would be achieved by flooding, but with significantly lower overheads (in terms of redundant messages).
Figure 9
Coverage by the hubs (24 hour period)
Self-similarity
In Section 4, we have seen that the power-law properties prevail in the inter-contact durations of the vehicular movement traces. Therefore, it is intuitive to seek for Self-Similarities (SS), since traces following power-law properties often exhibit SS. Intuitively, an object is self-similar when every part of that object are similar to the whole. For example, a curve can be called self-similar if, for every piece of the curve, there is a smaller piece that resembles to it (Beran, 1994) . In this section, before delving into the results of our selfsimilarity studies on the vehicular traces, we provide a definition of self-similarity (in subsection 5.1) and briefly discuss some popular methods to quantify the degree of self-similarity (in subsection 5.2).
Definition of self-similarity
In stochastic context, a self-similar process exhibits similar statistical properties (e.g. all moments) at different aggregation levels. The salient properties of a self-similar property include (Beran, 1994; Gospodinov and Gospodinova, 2005) :
 Slowly decaying variance -the variance decays at a slower rate than the inverse of the sample size.
 Long-range dependence -the rate of decay of autocorrelation is hyperbolic (i.e. non-summable) rather than exponential, which implies positive correlations over a wide range in time scale.
Formally, a continuous-time process Z = Z(t), t ≥ 0 is selfsimilar if the following condition is satisfied (Chen et al., 2007) :
H is termed as the Hurst parameter (Beran, 1994) , which indicates the degree of self-similarity of the process. If 0.5 < H < 1, then the process is self-similar and as H approaches 1, the degree of self-similarity increases (Grossglauser, 1999; Chen et al., 2007) .
Measurement of self-similarities
Self-similarity measurement techniques can be broadly classified into two major categories: (a) time-domain approaches (e.g. absolute moments, aggregated variance, R/S, variance residuals, etc.) and (b) frequency-domain approaches (e.g. periodogram, whittle estimate, etc.) (Beran, 1994; Karagiannis and Faloutsos, 2002; Gospodinov and Gospodinova, 2005) . There are many others. However, due to limited scope of this paper, only the following popular methods have been employed to estimate the degree of self-similarity.
Absolute moments
This method shows the variance of absolute first moment of the aggregated series at different aggregation levels. It should be a straight line on a log-log plot with slope of H -1.
Aggregated variance
The method of aggregated variance tests the slowly decaying variance that exists in self-similar processes. For self-similar process, the plot (log-log) is a straight line with slope  > 1. The H can be estimated from H = 1 + /2 (Karagiannis and Faloutsos, 2002) .
Rescaled adjusted range (R/S)
In R/S method, the dataset is divided sequentially in a dichotomy and the rescaled adjusted range for each subdataset is calculated. Then the average of the calculated values is taken (Gospodinov and Gospodinova, 2005; Chen et al., 2007) . A log-log plot of these R/S statistics versus the number of points of the aggregated series should be a straight line whose slope gives an estimate of the Hurst parameter.
Variance residuals
This method plots (in a log-log scale) the variance of the residuals of the series versus aggregation levels. The slope of the regression line estimates Hurst parameters as H/2 (Karagiannis and Faloutsos, 2002) .
Periodograms
The periodogram plot is the collection of multiple periodograms (spectral density) at various frequencies (Beran, 1994) . The slope of the regression line provides an estimate of H. All of the above-mentioned methods have their strengthnesses and weaknesses and have the tendency to bias towards specific types of data (e.g. periodic). Therefore, we have calculated the Hurst index from the results of all the above mentioned methods to minimise any skew imposed by any particular method. Comprehensive studies of the measurement of self-similarity can be found in (Beran, 1994; Taqqu and Teverovsky, 1998; Gospodinov and Gospodinova, 2005) .
SS in inter-contact durations
In this subsection, we present the results of the selfsimilarity tests on the inter-contact distribution of the vehicular movement traces. First of all, we need to represent the distribution of inter-contact duration into a time series.
Recall (Section 3), the vehicular movement traces only record nodes' (vehicles') position (i.e. coordinates) with timestamp. From those traces, the inter-contact durations among different vehicles are computed. We assumed the shadowing model and the same simulation parameters as in Table 1 to compute inter-contact durations. Similar to Chen et al. (2007) , we represent the time series of inter-contact distribution by n distinct observations T n (i.e. inter-contact durations) in the network trace such that t 1 < t 2 < t 3 << t n (where t n be the observation instance of n-th event).
Figures 10-14 present the results of various popular self-similarity measurement techniques (e.g. the methods of absolute moments, aggregated variance, rescaled adjusted range, residuals of variance and periodogram). In all of these methods, the degree of self-similarity (i.e. H parameter) is estimated by the slope of the regression line on a log-log plot. The H parameter is estimated to be 0.71, 0.68, 0.74, 0.78, 0.71 from the methods of absolute moments, aggregated variance, rescaled adjusted range (R/S), residuals of variance and periodogram, respectively. Since H > 0.5, we can conclude that the distribution of inter-contact durations of the public transport network is moderately to strongly self-similar. The result is indeed important and should be taken into consideration not only in devising mobility models but also in deployment and evaluation of future applications for vehicular networks. 
Clustering
Many empirical studies (Barabasi, 2003; Duncan, 2004) have shown that in most real-world networks, particularly in the context of social networks, nodes tend to create tightly connected groups. This is often referred to as clustering. Forwarding protocols can benefit from clustering properties of the network. For example, multi-copy forwarding schemes can reduce redundant copies of the message if both the destination and the current forwarder belong to the same cluster. In the following, we quantitatively measure the clustering property of the bus network by means of clustering coefficients.
Clustering coefficient
The local clustering coefficient is an indicator of how well connected the neighbours of a node are. A clustering coefficient of 1 indicates a fully connected neighbourhood, whereas a value of 0 implies that nodes in the neighbourhood are completely disconnected. In order to calculate the clustering coefficient, we need to model the vehicular network as a time varying graph G = V(t), E(t) which consists of a set of vertices V(t) (i.e. nodes) and a set of edges E(t) between them at time t. An edge e ij (t) connects the vertices i and j if they can communicate at time t. The neighbourhood N i (t) for a vertex v i (t) is the immediately connected
The local clustering coefficient C i (t) of a node i at time t is defined as (Fiore and Harri, 2008) :
Intuitively, it is defined as the number of connections in the neighbourhood of the node to the number of connections if the neighbourhood is fully connected. The clustering coefficient for the entire network is given as the average of the local clustering coefficients of all n vertices. Figure 15 shows the average clustering coefficients C during a 24 hour period (31 October 2001) for both radio propagation models under consideration. Similar to Figure 1 , the numbers of active buses during each hour are also plotted for convenience. A cursory glance at Figure 15 reveals that the clustering coefficient is larger with two-ray ground model than the shadowing model during peak periods. However, the reverse is true during off-peak hours. In order to explain this we need to understand how the radio models behave. The two-ray ground model resembles an ideal loss-less radio model (i.e. free space model) upto a critical distance from the transmitter, beyond which its effective range declines more rapidly than the shadowing model. During off-peak periods, when the average node density is low, the average distance between neighbours is usually greater than the critical distance. Hence, the average communication range of two-ray ground model becomes less than that of shadowing model. Therefore, the C of shadowing model becomes higher than that of two-ray ground model during off-peak periods, because C depends on the number of inter-connected neighbours which in turn depends on the effective communication range. A similar explanation applies for the peak period. Though the clustering coefficients are distinct for different propagation models, the general trend remains strikingly similar for both models (see Fig. 15 ). However, if we compare the trend with the number of active buses during each hour, we find that average clustering coefficient drops sharply during the two peak periods when the numbers of buses on the road are maximum. Also, the average clustering coefficients become high during the super off-peak period. At a first glance, this result might appear counter-intuitive. As the number of buses increases, the bus density increases and hence one would expect the clustering coefficients to increase.
A closer look into the mobility trace reveals that the cause of the apparent anomaly is due to the fact that during peak hours, many buses are deployed to cover distant areas where the network is sparse. Hence, the local clustering coefficients of these buses are usually exceedingly small because they are deployed to cover sparse areas where neighbours are not well connected to each other. As a consequence, the average clustering coefficient (equation (4)) drops significantly during the aforementioned periods. The high C during super offpeak period can also be explained in a similar manner. Figure 16 show the local clustering coefficients of the nodes (sorted according to their local clustering coefficients) at 7 am, 10 am and 6 pm (for shadowing propagation model).
The results from the two-ray ground propagation model show similar trends, hence omitted from the discussion. For convenience, the inset in Figure 16 shows the number of nodes at those time instances. The numbers of nodes are 625, 472 and 700 at 7 am, 10 am and 6 pm, respectively. As it can be seen from Figure 16 that the number of nodes with high local CC are close in two peak time instance (e.g. 7 am and 6 pm), and the numbers nodes deployed at those time instances are also close (e.g. 625 and 700). On the other hand, the number of nodes with high local CC is slightly less in the off-peak time (at 10 am), but the number of nodes deployed at that time is significantly lower (e.g. 472) than that in peak times. As the number of nodes deployed directly affects the average clustering coefficient, it will have lower values during the peak periods as shown in Figure 15 .
Network partitions and hubs
In the previous subsection, we have seen that the average clustering coefficients during most of the periods of the day is high (0.5). However, this high value of C does not necessarily imply that the entire network is highly connected during those periods. In order to explain this, we need to investigate the local clustering behaviour (Figure 16 reveals that only few nodes have exceptionally high (1) values of local clustering coefficients whereas the rest of the nodes have extremely low values (0). The fact that most of the nodes have very low local clustering coefficients implies that the network is sparse in nature. The result in Figure 17 further corroborates this claim. On the other hand, the few highly connected nodes indicate the existence of hubs (i.e. highly connected nodes). Recall that, we arrived at a similar conclusion in Section 4. The high values of local clustering coefficients also imply that these hubs have close ties among themselves. Figure 17 shows the number of clusters (i.e. partitions) formed (considering both Shadowing and the Two-Ray Ground model) at different instances during the day (31 October 2001). The number of buses during the 24 hour period is also shown for convenience. As mentioned in the previous section, the average communication range of the Shadowing model is greater than that of the two-ray ground model. Therefore, it is expected that the number of clusters (i.e. network partitions) is less in the Shadowing model compared to that in the two-ray ground model. However, the important point to note is the number of disjoint network partitions, which is quite high (300500) in both of the propagation models. With this large number of disjoint partitions, it can be concluded that most forwarding protocols proposed for mobile ad-hoc networks will not work effectively in this network. This is because these protocols assume a contemporaneous end-to-end path between source and destination. The likelihood of such paths existing is very low in the network under consideration (and vehicular DTN in general) due to many disjoint partitions of the nodes.
Periodicity
Most real-world people-centric networks exhibit some kind of periodicity in their mobility patterns. This is because; humans are creatures of habit and thus inherently follow repetitive patterns. For example, individuals travel to their work places at approximately the same time every weekday. Also, in public transport networks, vehicles follow predefined schedules (though not accurately). As an illustrative example, we plot the neighbours encountered by bus id 901 and 5037 over a 24 hour period ( 
Implications on message forwarding
Upto this point, we have presented a thorough analysis of the topological characteristics of a large-scale vehicular DTN and identified key properties of the same. Now\ the question remains, how can these characteristics be of use? One obvious application of our study is in developing realistic mobility models for such large-scale networks and public transport networks in particular. For example, the existence of clusters in such networks implies that the mobility models based on random walks (e.g. random waypoint model) are not well-suited because they are unable to accurately reflect the clustering properties and the existence of hubs (i.e. highly connected nodes). In fact, our study reveals that the inter-contact durations can be more accurately modelled as power-law distributions (e.g. biPareto). Also, the inter-contact duration's patterns exhibit selfsimilarity, a fact which should be incorporated in realistic mobility models. In addition, our findings can be used in several ways to improve message forwarding in vehiclebased DTN. We provide some concrete examples in the following.
Density patterns
In Section 3, we have discussed that at certain locations the bus network forms dense clusters whereas the rest of the topology appears to be sparse. Moreover, this observation is independent of time. Since traditional reactive protocols that rely on the store-and-forward paradigm (e.g. AODV) usually perform well in dense topology, one can develop adaptive forwarding protocols which make use of traditional ad-hoc forwarding protocols in dense areas and fall back to the DTN forwarding paradigm (i.e. store-carry-andforward) in sparse areas. In addition, protocols which rely on flooding can leverage this property, by restricting the use of flooding in dense areas so as to avoid network congestion. An approach to utilise the neighbour densities of the nodes in message forwarding is presented by Chuah and Yang (2008) . In that paper, the authors propose a node density-based adaptive routing protocol (termed as NDBAR), which selects the message ferries (i.e. carrier nodes) based on node density information. Our findings can also be used to guide the deployment of stationary gateways, also known as throwboxes (Zhao et al., 2006) . It has been shown that stationary gateways (which are characterised by their massive storage capacities) can improve the efficiency of message forwarding schemes (Zhao et al., 2006) by increasing contact opportunities. When two nodes pass by a stationary gateway at different instances, it serves as a relay and thereby creates a contact opportunity where none existed before. Clearly, the placement of these fixed relay nodes is crucial for obtaining best results. By utilising the knowledge of our clustering analysis (Section 6), one can place stationary gateways in locations where the nodes have low localised clustering coefficients (i.e. sparse networks) in order to improve message delivery ratio and reduce latency. Further, the gateways can be placed at the locations where several buses tend to congregate (see Figures 4 and 5) as this will create more contact opportunities.
Existence of hubs
The concept of hubs (i.e. highly connected nodes) can play a vital role in message forwarding. In Section 4, we have demonstrated that only a fraction (10%) of hubs can collectively cover most (85%) of the network. Besides, the hubs are highly inter-connected. These properties have been utilised by Ahmed and Kanhere (2009) to improve performance of message forwarding by utilising top 10% hubs (ranked according to their degree) as message relays. Also, in geocasting applications (i.e. a form of multi-casting where the group of destinations is identified by their geographical locations), hubs are ideal for carrying out re-broadcasts in order to disseminate the message with as minimal overhead as possible.
Repetitive mobility patterns
Message forwarding in people-centric networks can also benefit from the fact that most real-world DTN exhibit some sort of periodicity in their mobility patterns. In Section 7, we have shown that many nodes exhibit repetitive patterns which have periods of 2-3 hours, in addition to the periodic patterns at the time scale of 24 hours. This phenomenon has been utilised in a statistical forwarding scheme by Ahmed and Kanhere (2010) . The authors have proposed a Bayesian classifier-based DTN routing framework that adopts a methodical approach for computing the routing metrics by utilising the network parameters (e.g. spatial and temporal information at the time of packet forwarding) that capture the periodic behaviour of DTN nodes.
Conclusion
In this paper, our statistical analysis of a large-scale vehicular network confirms several key properties which also exist in many other people-centric networks (e.g. pocket-switched networks). First of all, we demonstrate that the inter-contact distribution follows power-law properties. Secondly, using different measurement techniques, we conclude that the intercontact distribution also exhibits moderate to strong selfsimilarity. Thirdly, we show that the degree distribution of nodes and cluster analysis reveals the existence of few highly connected nodes, i.e. hubs and the tendency of the nodes to congregate in clusters. Fourthly, we have found that the intercontact durations can be realistically modelled as a power-law distribution (i.e. biPareto). Finally, we have shown that public transport networks exhibit periodicity. Note that, the aforementioned observations are independent of the underlying radio propagation model. These findings are of considerable importance not only in devising realistic mobility models but also in informed protocol design.
It should be noted that our simulation setup did not consider the effect of obstructions caused by buildings or other objects, which can seriously deteriorate the effective communication range. Moreover, at intersections, Non-Lineof-Sight (N-LOS) communication with varied radio range can take place among vehicles from other streets (Viriyasitavat et al., 2011) . As a future work, one may consider these facts into account and examine their effects on the results.
