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Abstract
The ever increasing demand for higher levels of autonomy for robots and vehicles
means there is an ever greater need for such systems to be aware of their surround-
ings. Whilst solutions already exist for creating 3D scene maps, many are based
on active scanning devices such as laser scanners and depth cameras that are either
expensive, unwieldy, or do not function well under certain environmental conditions.
As a result passive cameras are a favoured sensor due their low cost, small size, and
ability to work in a range of lighting conditions.
In this work we address some of the remaining research challenges within the problem
of 3D mapping around a moving platform. We utilise prior work in dense stereo
imaging, Stereo Visual Odometry (SVO) and extend Structure from Motion (SfM)
to create a pipeline optimised for on vehicle sensing.
Using forward facing stereo cameras, we use state of the art SVO and dense stereo
techniques to map the scene in front of the vehicle. With signiﬁcant amounts of prior
research in dense stereo, we addressed the issue of selecting an appropriate method
by creating a novel evaluation technique. Visual 3D mapping of dynamic scenes
from a moving platform result in duplicated scene objects. We extend the prior
work on mapping by introducing a generalized dynamic object removal process.
Unlike other approaches that rely on computationally expensive segmentation or
detection, our method utilises existing data from the mapping stage and the ﬁndings
from our dense stereo evaluation. We introduce a new SfM approach that exploits
our platform motion to create a novel dense mapping process that exceeds the 3D
data generation rate of state of the art alternatives. Finally, we combine dense
stereo, SVO, and our SfM approach to automatically align point clouds from non-
overlapping views to create a rotational and scale consistent global 3D model.
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Chapter 1
Introduction
This thesis addresses the current research challenges relating to low cost 3D mapping
of outdoor environments within the automotive sector for future autonomous road
vehicles.
Selecting an appropriate dense stereo approach that performs well on real world
data in an automotive setting is a key issue. We use a novel dense stereo evaluation
method that leverages annotated objects (typical of those found in automotive envi-
ronments) to create an error metric for several dense stereo approaches (Chapter 3).
In order to keep hardware costs and installation footprint low we use a minimal num-
ber of cameras while maintaining resolution. Therefore we propose an incremental
Structure-from-Motion process that uses optical ﬂow from a monocular camera to
create uniform sparse point clouds, and an additional online densiﬁcation processing
stage resulting in 3D point generation rates that exceed state of the art approaches
(Chapter 4). Creating clutter free 3D scene maps that do not contain moving ob-
jects such as cars and pedestrians is an important factor in the output. Extending
the results from our stereo evaluation work we create a novel technique for dynamic
object removal that uses data already acquired for 3D mapping, therefore avoiding
the need for expensive recognition or segmentation algorithms (Chapter 5). Lastly,
we perform registration of non-overlapping cameras, using pose-graph alignment,
into a common coordinate system combining all point clouds into a scale consistent
global 3D model (Chapter 6).
1
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1.1 Motivation
It is clear that there is an ever increasing demand for better, more accurate and up
to date 3D mapping data. At the same time there is a global trend towards automa-
tion of vehicles and robotic platforms in general. While both highly accurate 3D
data and autonomous robots exist, the technology has not yet been developed to a
level to be democratised. Current large scale 3D scanning remains in the hands of
experts with specialised capture and processing hardware. Autonomous vehicles also
utilise highly specialised hardware usually in the form of LIDAR (Light Detection
and Ranging), RADAR (Radio Detection and Ranging), and advanced deep learning
frameworks [8]. Many automotive manufactures are rapidly developing, producing
and selling the sub-components required for full autonomy, such as lane keep as-
sist, auto braking, adaptive cruise control and pedestrian detection [911]. Current
autonomous systems require a plethora of sensors such as accelerometers, gyro-
scopes, wheel rotation encoders, ultrasonic sensors, GPS, RADAR, laser scanners,
and camera systems all fused into one, or more, powerful processing units [1216].
An essential stage to their autonomous operation is the that vehicle must know the
location of itself and the 3D nature of the scene around it. All of the listed sensors
can be categorised by being used for mapping or localisation, with laser scanners and
cameras straddling the categories. While rotating laser scanners are the preferred
technology in terms of accuracy and coverage, they are hampered by their price,
size, shape and placement requirements, often needing to be placed high above the
middle of the roof to ensure good coverage all round the vehicle; impacting the aero-
dynamics and degrading arguably a vehicle's key commercial attribute - aesthetics.
It is therefore sensible to pursue the camera as a means to performing mapping
and localisation; after all, that is currently the best method being used to pilot
any vehicle, human eyesight. The prevalence of automotive grade cameras means
they are a mature product already certiﬁed for use on vehicles, available at low unit
cost and easily integrated into existing vehicle systems, making passive automotive
cameras an abundant source of large amounts of data. The two properties of recon-
struction speed and density of an implementation are traditionally inversely related,
with more data comes slower processing, where faster processing is achieved through
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data reduction. The question of what a system should focus on comes down to the
intended audience. Is the output going to be consumed by a human or an algorithm?
The main diﬀerence is our ability to naturally perceive 3D data and ignore noise.
An algorithm may require 3D data in the form of a mesh, colour data or a point
cloud with a minimum/maximum density. As we will not be tackling the problem
of interpreting the 3D data, we aim to produce point cloud data of suﬃcient density
that can be easily viewed by a human. Forward facing dense stereo has good frontal
coverage, however it obviously lacks the ability to reconstruct any other directions.
Spherical optics allow imagers to see 360o around the vehicle; one limitation is they
have a lower angular resolution compared to using a standard lens, for example a 45o
ﬁeld of view, on the same digital imaging chip. Another limiting factor of spherical
optics is they need to be located in speciﬁc positions to observe the world around
them without encountering large amounts of obscuration. Rotating laser scanners
face the same issue, as well as the size, weight, power, and cost considerations.
To summarise, we aim to address the problems of dense reconstruction around
a moving vehicle whilst balancing angular resolution with scene coverage, which are
inversely related using the same sensor hardware i.e. for a given sensor a narrow
ﬁeld of view has high angular resolution and the same sensor with a wide ﬁeld of
view has a lower angular resolution. We also aim to do this with visual cameras
that can address most size, weight, power, and cost constraints associated with the
widespread uptake within the automotive sector.
1.2 Related eﬀorts
There is a signiﬁcant amount of work in the area of 3D mapping from optical cameras
both from the academic and commercial world. From the seminal work of [17]
there was little interest until processing power and camera technology were both
mature enough to handle the processing load and provide the input quality to enable
practical use of this technique. It was in the 1990's that we saw interest in 3D
reconstruction start to grow again [18,19] and by the 2000's some signiﬁcant advances
[2026]. Today, online 3D map viewing services (Figure 1.1) provide impressive 3D
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models suitable for human viewing, however they are currently low resolution at the
vehicle scale (i.e. curbs, low walls, bollards, and lamp posts are poorly mapped, all
of which are signiﬁcant hazards for a moving vehicle) therefore are of little use for
street level viewing of the 3D data and even less useful for navigation of autonomous
systems.
Other commercial grade photogrammetry solutions [2,27] oﬀer the ability to cre-
ate very high quality 3D models (Figure 2.4) that are typically used for anything
from mining site surveys to digital archiving of ancient artifacts, however these are
oine processes only. They are able to achieve high resolution mapping at the cost
of scale, often just covering the region of interest rather than city scale reconstruc-
tions. Commercial approaches are usually built upon well established techniques
with some custom proprietary optimisations. The ever increasing accessibility of
high performance CPUs and GPUs enable less eﬃcient commercial implementa-
tions to still be eﬀective. From an academic standpoint we have seen improvements
in speed creating real-time mapping solutions [28, 29] and signiﬁcantly slower but
very high quality 3D oine reconstructions [30, 31]. With no system being able
to perform dense large-scale reconstruction of outdoor environments without tak-
ing days to process on large clusters [32] or banks of GPUs [30, 31], it is still an
open problem to be solved. One could argue that it is just a matter of waiting for
processing hardware to catch up, however the consumer demand is there now. The
mobile platforms that these algorithms will be deployed on have strict size, weight
and power limitations that prevent installing the banks of GPUs that are currently
needed. This presents a number of challenges with further research on diﬀerent
approaches to 3D visual mapping are outlined in Section 2.1.
1.3 Summary
There is a clear trend towards autonomous vehicles and their need for up to date
accurate 3D models of the environment around the vehicle to aid in their naviga-
tion. While there exists large scale 3D mapping solutions, the source images are
usually airborne or satellite based, therefore they lack the reconstruction resolution
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Figure 1.1: Google Earth [1] image showing 3D reconstruction of suburban housing
in Milton Keynes, UK.
at the ground level. Current ground based on-vehicle mapping typically utilise ex-
pensive large LIDAR scanners and/or many cameras arrays to achieve dense 3D
point clouds. The hardware required for these systems is large, expensive and far
from aerodynamic or aesthetically pleasing. This work will aim to create dense point
clouds or 3D models around a vehicle as it transits a scene, using as few cameras as
possible that would be capable of being installed with a small footprint on a vehicle,
therefore minimising any impact on aerodynamics and aesthetics. We utilise a range
of image processing techniques such as dense stereo vision, Visual Odometry (VO),
and Structure-from-Motion (SfM) (all detailed in later Chapters). During the work
we use novel evaluation methods to select appropriate dense stereo algorithms and
address the issues of removing dynamic objects from the 3D data, with a unique ap-
proach that reuses data already required for the mapping process. We create an SfM
approach that rivals state of the art approaches for quality and exceeds their data
generations rates. Finally, we combine dense stereo, SVO and our SfM approach to
create scale consistent global 3D scene maps that are automatically aligned using
pose graph alignment.
1.4. Thesis Contributions 6
1.4 Thesis Contributions
The contributions in this work advance state of the art in the following areas.
• Evaluating the plethora of dense stereo processing techniques [3335] and their
eﬀectiveness on real-world data [36] by creating a novel object-wise stereo
assessment method (Chapter 3).
• Creating dense 3D reconstructions using Structure-from-Motion [31,37,38] and
extending it to an online pipeline that exceeds 3D point data-rates of state of
the art approaches (Chapter 4).
• Removal of dynamic objects from the dense stereo mapping process [3942] by
creating a generalized approach using minimal extra processing (Chapter 5).
• Creating world scaled 3D reconstructions, from low-cost cameras, around a
moving vehicle by registration of pose graphs from synchronised non-overlapping
cameras (Chapter 6).
1.4.1 Publications
Results from this work were published as the following:
• A Foreground Object based Quantitative Assessment of Dense Stereo Ap-
proaches for use in Automotive Environments (O.K. Hamilton, T.P. Breckon,
X. Bai, S. Kamata), In Proc. International Conference on Image Processing,
IEEE, pp. 418-422, 2013. (Chapter 3).
• Quantitative Evaluation of Stereo Visual Odometry for Autonomous Vessel
Localisation in Inland Waterway Sensing Applications (T. Kriechbaumer, K.
Blackburn, T.P. Breckon, O. Hamilton, M. Riva-Casado), In Sensors, MDPI,
Volume 15, No. 12, pp. 31869-31887, 2015.
• Generalized Dynamic Object Removal for Dense Stereo Vision Based Scene
Mapping using Synthesised Optical Flow (O.K. Hamilton, T.P. Breckon), In
Proc. International Conference on Image Processing, IEEE, pp. 3439-3443,
2016. (Chapter 5).
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1.5 Thesis Structure
The structure of the thesis is split into chapters that focuses on the separate tech-
niques used in this work and their individual challenges.
Chapter 2 will review the existing literature on general 3D reconstruction tech-
niques, dense stereo imaging, and Structure-from-Motion. Owing to the number of
dense stereo methods, this chapter will not explore the full extent of each technique
used, rather it shall outline the research ﬁeld of dense stereo and provide an overview
of the processing commonality to the approaches. Further discussion into a selection
of dense stereo approaches and their respective beneﬁts is carried out in Chapter
3, where we provide quantitative analysis of their accuracy and justify why a given
stereo approach was selected for this reconstruction task. In Chapter 4 we outline
our method of Structure-from-Motion and online densiﬁcation in order to perform
a vital stage to creating dense 3D reconstruction from side-facing monocular cam-
eras. Further processing that tackles the problem of removing multiple instances of
dynamic objects from the ﬁnal 3D reconstructions is demonstrated in Chapter 5.
Combining all previous stages allows us to perform an automatic alignment process
and reconstruct the 3D scene around the moving vehicle from non-overlapping cam-
eras as illustrated in Chapter 6. Finally, Chapter 7 will summarise and discuss the
results, implications, and further work.
Chapter 2
Literature Review
Reconstructing the world around us from video has been a rapidly evolving area of
research for the last decade [20, 23, 43]. Multiple approaches have been developed
with the aim of helping machines create 3D maps or models of the world around
them so that they may navigate semi or fully autonomously. Mapping technologies
generally fall into two categories: active and passive mapping.
Active systems emit some form of electromagnetic (EM) radiation, typically
infrared (IR) light or high frequency radio-frequency (RF) in the form of RADAR.
These systems are split again into several sub-categories some of which include
structured-light, Time-of-Flight, and phase detection. Structured light systems,
such as consumer depth cameras [44, 45], typically use a laser to project a known,
static, pattern into the scene being scanned, then detect and measure the amount the
pattern is distorted. The amount of distortion can be used to infer the structure that
caused the perturbations in the projection [44]. Direct Time-of-Flight (ToF) systems
(LIDAR) use high-speed electronics to time the delay between emitting a pulse of
radiation to when it is received again [46]. A slightly diﬀerent approach is Range-
Gating, whereby the camera sensor integration period is synchronised with pulse
emissions so that the intensity received is related to the distance and therefore the
time the pulse was reﬂected [47]. Phase detection methods use a coded modulation
of a transmitted pulse and detect the return signal modulation to determine the time
since reﬂection and therefore calculate the distance. Some systems use combinations
of multiple approaches, RADAR for example uses range-gating, phase detection and
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Doppler-shift for determining range and range-rate [48] (the term range-rate is used
as Doppler-shift only encodes information about the velocity component parallel to
the transmitted/received beam, to determine any other component of the targets
velocity a tracking solution is required). Active systems can provide high resolution
depth data at high frame rates but with the disadvantage of often suﬀering from
interference, most notably from other active emitters or more generally any source
that is of high enough intensity to overwhelm the emitted signal. In the application
to 3D mapping from a vehicle, the most problematic source is sunlight and its high
intensity IR component outshines the IR signal from active cameras [47]. The pulsed-
encoded signals of RADAR and monochromaticity (single wavelength) of LIDAR
make them less susceptible to interference from solar radiation, however RADAR
has very poor spatial resolution and LIDAR systems are prohibitively expensive and
large for widespread commercial use in the emerging consumer autonomy sector.
Passive systems do not use any artiﬁcial emissions or coded EM pulses to measure
the scene, instead they rely on parallax, i.e. observing a given scene from two slightly
diﬀerent viewpoints. This can be achieved through either multiple cameras sampled
at the same time or a single camera at diﬀerent positions. These two approaches
are the foundations used in this research. Prior work on these two methods are
highlighted in following sections.
2.1 Stereo Vision
Stereo imaging, stereo vision, dense stereo imaging or stereo correspondence algo-
rithms are all commonly used terms for the process of using forward-facing parallel
cameras to image a scene and reconstruct it in 3D space. This area of research
has received vast amounts of attention over the years with the number of algo-
rithms now in the hundreds [33, 34]. To enable systematic comparison of diﬀerent
algorithms, common datasets were released with ground truth 3D data for bench-
marking [22,33,34,49].
A popular dataset known as the Middlebury dataset and evaluation suite [22,49]
shows the rapid increase in number of submitted algorithms over time (Figure 2.2).
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With over 150 algorithms listed in version 2 alone it is a daunting task to select
suitable dense stereo methods for the reconstruction tasks in this work.
Work by [36] highlights an important diﬀerence between the carefully controlled
scenes of the Middlebury dataset and the application of dense stereo to real-world
data in the automotive setting. Middlebury images are typically well exposed, low
noise and high contrast images that contain lots of structure, making them ideal
for stereo matching. The real-world data from [36] shows the challenging nature
of outdoor photography with variable lighting, optical aberrations from the vehi-
cle windscreen and vehicle motion, reﬂections and the type of scene being viewed;
most notably the low contrast homogeneous appearance of road surfaces (tarmac,
concrete) and grass. The automotive based images of [36] were processed using a
selection of dense stereo algorithms to perform a qualitative study. From the results,
it is clear that there are many factors that aﬀect the quality of the stereo results and
that indoor static benchmark images may not be a good indicator of performance
on dynamic outdoor scenes. From this work we are able to select a few candidate
stereo algorithms [3,5,5054] to use for further analysis and determine which to use
in our 3D mapping approach.
Around the same time as this work started, a new dataset and online evaluation
system was published [34] that focused on automotive scenarios. Their quantitative
analysis was performed on a large custom dataset they collected using colour and
greyscale stereo cameras, GPS, IMU, and a 64 beam 360o Velodyne laser scanner.
Stereo accuracy metrics are generated by utilising the laser scanner data and cal-
ibrated camera information (pose and intrinsics) in order to project the 3D data
from the laser scanner into the viewpoint of the left stereo camera (Figure 2.1). The
ground truth 3D points, then converted to a ground truth disparity or depth maps,
are used to extract metrics about the stereo correspondence algorithm under test
over the whole image. Limitations on the laser scanners elevation coverage and its
placement results in only approximately the lower 60% of the stereo images is cov-
ered by ground truth data. One could argue that this is, by far, the region of most
interest as it contains the surface in front of the vehicle and any ground based object.
However, as Figure 2.1 shows, the objects of interest in this example are vehicles
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and in many cases are poorly covered by valid data points due to highly reﬂective
surfaces such as glossy paint and windows. The elevation resolution of the laser
scanner is limited to 64 beams, the physical beam width, according to the manufac-
ture's manual, is stated as well deﬁned rectangular shaped spot that is approximately
4 wide by 2 tall at 100' distance or approximately 10cm wide by 5cm tall at a dis-
tance of 30.48m. At a scan rate of 10Hz each laser creates 2084 points over the 360o
scan range, therefore at a range of 30.5m, the approximately 191.6m circumference
is divided into 9.2cm wide measurement points, the approximate width of the laser
beam. A typical camera and optical conﬁgurations could be approximately 60o ﬁeld
of view at a resolution of 1280 pixels wide supplying an azimuthal resolution of just
over 21 measurements/degree. The laser scanner used in [34] achieves an azimuthal
resolution of just 5.8 measurements/degree. From these approximate ﬁgures, for
azimuthal resolution, it is clear to see that even modest digital imagers far exceed
the angular resolution of expensive laser scanners. Other technical beneﬁts of digital
imagers over laser scanners are centered around the mechanical properties such as
size, weight and power (often referred to as SWaP), each being signiﬁcantly lower
for a camera system, along with the lack of moving parts, provide much more real-
istic solution for a robust sensor. Other robust automotive grade sensors, already
used in mass production, such as ultrasonic and RADAR sensors meet the SWaP
requirements but are, again, signiﬁcantly lacking in angular resolution. The ﬁnal
argument is cost, thanks to the unrelenting thirst for cameras in everyday consumer
electronics, the production cost per unit has plummeted while the sensor pixel count
and quality continues to climb.
Considering all those points, one can see our motivation for exploring the use of
passive imagers for the source of our data in the reconstruction task.
Given the hundreds of diﬀerent implementations of dense stereo correspondence,
delving into the inner workings of each of the stereo algorithms is far beyond the
scope of this work (the reader is referred to the work of [3335] for a comprehen-
sive lists of dense stereo algorithms). In this work we are mainly concerned about
the performance of a select stereo algorithm and its ability to integrate it into a
larger processing chain to achieve 3D reconstruction around a moving vehicle rather
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Figure 2.1: Example of KITTI laser scanner data projected into the left greyscale-
camera coordinate system and scaled to simulate a disparity map.
Figure 2.2: Number of results submitted to Middlebury evaluation (version 2 and 3)
by publication year (Note: May contain duplicate publications as some are submitted
twice with diﬀerent parameters).
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than designing another stereo approach that only provides marginal improvements.
Chapter 3 outlines the dense stereo process of the selected algorithms.
2.2 Visual Odometry
Odometry is the general term for using motion data to estimate change in position
of a platform over time to yield current position from the origin [25, 55, 56]. Typi-
cally data is obtained from contact based sensors and physically measures aspects
of the platform such as rotary wheel encoders to measure the amount of wheel rota-
tion [25,57]. Knowing the wheel radius and the rotation of each wheel, an estimate of
the position can be calculated. Other odometry methods may use gyroscopes, mag-
netometers or accelerometers to determine the platform dynamics; however, these
are not perfect. Wheel encoders are particularly sensitive to wheel slippage, this
is where the friction between the wheel and surface in contact has been broken in
some way such that the wheel may under-rotate or over-rotate causing an incorrect
rotation value for the given position of the platform. A good example is a vehicle
skidding on ice; the wheels can be stationary yet the car is continuing to change
position. Solid state sensors (gyroscopes, magnetometers, accelerometers) are sub-
ject to external factors, like magnetic ﬁelds or vibration, and internal factors, like
electronic noise, aﬀecting measurement accuracy. Due to the nature of cumulative
position updates, the current methods of odometry are prone to drifting away from
the true platform position [14,25,57]. This drift is highly dependent on sensor qual-
ity, calibration and mounting of sensors and is typically quoted as a percentage i.e.
a drift of 1% would mean a positional error of 1m after a 100m journey. Fusing
data from multiple sensors can improve the accuracy [14]. Another common ap-
proach, that technically is not an odometry solution but yields the same results, is
radio frequency based localisation most commonly used is GPS (Global Positioning
System). However, commercial grade GPS locators are typically accurate to a few
metres [58] which is suﬃcient for localising a moving vehicle to provide directions.
For 3D mapping applications where the scale of objects within the scene is <1m, an
odometry solution an with an error of an order of magnitude less is required. The
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odometry approach we use is an image based one, typically called Visual Odometry
(VO). There are two categories for visual odometry, monocular (usually just referred
to as VO) and Stereo Visual Odometry (SVO).
2.2.1 Review of Existing Approaches
Visual Odometry is an image based solution for estimating the path of a camera.
VO in general is a form of Structure-from-Motion (SfM discussed in Chapter 4) but
is less concerned with the structure of the scene. It is robust to wheel slippage and
has the ability to recover from drift in some circumstances. In this work we are
concerned about the absolute scale of the reconstructed scene, in order to obtain
absolute odometry, in metres, of the platform we rely on Stereo Visual Odometry
(SVO). The main diﬀerence between VO and SVO is the ability of SVO to obtain
scaled position information. In both techniques the underlying approach is to track
image features across multiple frames and estimate the Fundamental matrix, F, [23]
between successive frames and in turn use this to estimate the camera motion be-
tween frames. Typically VO alone does not allow for scale extraction [25] i.e. images
captured from a monocular camera moving through a small scale model village will
appear the same as those captured by a monocular camera moving through a real
full sized village. It is possible to use VO for scale extraction, however the scale of
either an observed object must be known or the camera height above the ground
must be known [59], therefore constraining the camera placement, ﬁeld-of-view to
see the ground, or the scene being observed with calibrated targets of a known di-
mension. SVO has less constraint on camera position or views, it does however
clearly require a second camera. This second viewpoint adds the scale parameter
constraint missing from general VO, that constraint being the baseline between the
stereo cameras in metres.
In stereo visual odometry 2D image features are matched between stereo left-
right pairs and also matched to subsequent stereo pairs taken at a diﬀerent position.
Features are mapped between stereo pairs using the F matrix and 3D positions are
calculated in a similar fashion to that done in the dense stereo imaging stage, using
their 2D image positions in each image, the camera baseline, and lens focal length.
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Figure 2.3: Illustration of feature tracking across stereo cameras in motion in order
to extract scaled odometry.
The temporal feature matching to subsequent frames must triangulate to the same
initial 3D locations, calculated from the previous frame, transformed by a rigid
transformation (Figure 2.3). This rigid transform is the motion of the stereo camera
rig. Figure 2.3 demonstrates the two parts to recovering the scaled odometry via
SVO. In the left, we see feature pairs are matched between the left and right images
(blue circles). The same two features are identiﬁed in a subsequent image pairs
(red circles). In each stereo pair instance their 3D locations are triangulated (yellow
circles). In the right, we show that a rigid transform (rotation and translation,
[RT]) is calculated and applied that is required to align the common 3D points
(yellow circles). The 3D transform required to align the 3D points (yellow) must
also apply to the images and therefore the camera. The constant baseline between
stereo images ensures the scale consistency of the 3D points.
The work of [25] introduces the term VO and presents a real-time solution for
both monocular and stereo versions. They achieve an accuracy of between 1-5%,
with respect to the odometry solution provided by a DPGS (diﬀerential global posi-
tioning system) [60] on three diﬀerent outdoor datasets. They use simple but strong
Harris corners [61] for feature point tracking. As images in video sequences are cap-
tured sequentially and from similar viewpoints (under relatively smooth motion and
suﬃcient frame rates) Harris corners vary little from frame to frame, and therefore
provide fast and stable points to match between. The same applies to Stereo Visual
2.2. Visual Odometry 16
Odometry (SVO) where the diﬀering view from left to right is negligible enough
that simple features are similar enough to be used. A further beneﬁt of stereo based
techniques is the row-aligned calibrated nature of the images [62]; this allows for
the feature matching search space to be reduced to ﬁnding pairs that occupy a
common row (or row range to allow for noise or calibration errors) in the left and
right images. Further matching constraints can be applied to the column in which
a matching feature can be located too, much like the disparity search limit imposed
on the dense stereo. Both row and column constraints on possible feature locations
allows for fast matching, and for simple point descriptions to be used as ambiguity
between candidate matches is signiﬁcantly reduced. This approach is seen in the
later work of [63] where they use a simple 5×5 blob detection ﬁlter and a 5×5 corner
detector. Matching features is done by comparing the sum of absolute diﬀerences
(SAD) of vertical and horizontal Sobel responses in a block 11× 11 centred on each
feature. Further speed increases are found by restricting the SAD from comparing
the full 121 pixels of the 11×11 window to just a sparse collection of 16 pixels within
the 11 × 11 descriptor window. An epipolar error threshold of 1 pixel is used for
initial candidate feature culling. They employ `circular' matching as a conﬁdence
check whereby a match is initiated from the current left image and matched to the
previous left image. From the previous left image it is matched to the previous right
with the previous right being matched to the current right. Finally, the current
right is matched to the current left image, hence the circular nature of the matching
strategy. If the current left feature at the end of the matching circle is not the same
feature as the initial one the match is declared invalid.
One limitation of image based positioning is the case that many of us have likely
experienced ourselves as passengers in a vehicle. Looking out of a side window onto
a scene where our FoV is mostly occupied by a large vehicle, such as a lorry or truck,
can sometimes confuse our sense of motion when it begins to move. Depending on
the relative velocities of our vehicle and the truck we experience diﬀerent phantom
motions. VO and SVO are both susceptible to false motion estimation if their view of
the world is dominated by moving features [56,64,65]. The addition of accelerometers
would be one option to detect if the camera is in a non-inertial reference frame
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(a reference frame that is undergoing acceleration). Omnidirectional cameras can
still provide ego motion under these conditions as their ﬁeld of view increases the
likelihood of observing static scene components [66].
In this study we do not speciﬁcally tackle the problem of stereo odometry as
an isolated task, we instead utilise the existing approach of [63] that is capable of
providing position updates with the speed and accuracy that is comparable to other
positioning systems that we have at our disposal. As mentioned previously there
are many technologies and approaches to position and odometry measurements, the
most readily available and low cost of these being a GPS, however as we focus on
a purely image driven system that is robust to problems of GNSS (e.g. cold start
time, sky obscuration, and large positional error (>1m)) we use SVO for platform
pose information.
2.3 Structure from Motion
As with stereo vision, the development of Structure-from-Motion (SfM) techniques
have also grown rapidly over the last two decades since [18,67]. Where stereo image
pairs are separated in space but synchronised in time, SfM images are separated
in both space and time, hence the single camera must be under motion for both
dimensions to change as a minimum requirement [23]. Stereo has the advantage of
being able to reconstruct moving objects whereas reconstructing non-static scene
components via SfM is a very diﬃcult problem that has only recently seen some
limited success [68]. On a hardware level, SfM is far simpler solution, only requiring
a single moving camera. Cameras conﬁgured as a stereo pair must be calibrated
and rigidly ﬁxed in place, as any change in their relative rotations and translations
has a profound eﬀect on the performance of the dense stereo reconstruction, often
causing complete failure [23]. They also require the images to be synchronised to
a level appropriate for the application (e.g. for slow moving scenes or objects the
synchronisation can be relaxed compared to a fast moving scene) but is still usually
expected to be approximately <1ms time diﬀerence between frames. For example, at
70mph (∼ 31m/s) a diﬀerence of 1ms corresponds to a distance of 3.1cm traversed, a
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signiﬁcant size compared to the baseline of the stereo cameras therefore invalidating
the stereo results. As with stereo, SfM performs best with a global shutter camera.
A camera in motion with a rolling shutter sensor will sample each row (assuming
rolling row integration) at diﬀerent positions in space, therefore using all the features
in the image for solving camera poses results in failure as no single pose satisﬁes
the epipolar geometry [23]. Under small or smooth camera motion it is possible
to recover scene structure and camera poses using a rolling shutter camera [69, 70],
however it is clear that SfM approaches built for global shutter cameras have higher
performance than rolling shutter aware methods. Given the low maturity of rolling
shutter aware SfM using global shutter cameras is the sensible option.
2.3.1 Review of Existing SfM Approaches
In general, the approaches used in diﬀerent SFM methods are categorised as being
in (but not limited to) the following groups:- Incremental, Global, Hierarchical, and
Non-rigid. Each general approach has a subset of problems that breakdown into,
graph optimisation, large scale matching, and unordered feature matching depending
on their target application (i.e. large scale and unordered feature matching is less
of a problem for sequential sequences). Regardless of the approach, the overarching
common theme is built around the idea of solving 3D point positions and camera
poses that satisfy the matched 2D feature locations in each image.
Global approaches to SfM are often thought to outperform incremental tech-
niques [7173] due to being less susceptible to drift and error as they solve the reg-
istration of all images simultaneously. Incremental methods, by their very nature,
can suﬀer from accumulated drift as new images are added to the sequence [25]. In
order to reduce the drift frequent Bundle Adjustment [20] passes must be executed.
Bundle Adjustment (BA) is a large scale optimisation problem that solves multiple
parameters such as camera poses and intrinsic properties with the goal to minimise
the reprojection error of all the 3D features into 2D image space from which they
were triangulated. Global approaches such as [7179] are primarily concerned with
producing a reconstruction from a collection of usually unsorted images. They are
often closed problems such that there is a given number of input images that are
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processed as part of a batch. The consequence of global processing is that interme-
diary data is often not available until the processing has been complete, this means
that the pose graph information is not available during the SfM processing, meaning
they are well suited to oine datasets. This global approach is satisfactory for city
scale, unordered feature matching, however incremental methods can also process
this type of dataset [26,37] as well as video sequences like the type one would expect
from a moving camera rather than a collection of unordered images.
Hierarchical SfM, as with global SfM, requires a dataset is present before re-
construction processing can commence [80, 81]. A tree structure is populated with
images that are clustered by amount of overlap, therefore the likelihood of having
many shared feature points [82]. The solving of camera poses and 3D points then
commences from the leaves and progresses back up the tree. In order for this tree to
be constructed all data must be present prior to the reconstruction phase. Again,
like global SfM, this approach lends itself well to eﬃcient matching of ﬁxed size
datasets.
Both global and hierarchical approaches have the challenge of unordered images
as in input data and as a result are faced with the diﬃcult task of unordered fea-
ture tracking [83, 84]. This means any image has equal chance of matching to any
other image. As discussed, hierarchical methods create a similarity tree structure to
minimise this problem, however they face a similar problem when creating the tree.
Strategies have been developed to tackle this problem [85], however this unordered
matching problem will always be a problem when reconstructing an unconstrained
image collection.
Non-rigid SfM is mainly concerned with reconstruction of non-rigid objects, a
diﬃcult task for other SfM methods as they all assume that the tracked feature
points are static with respect to the moving camera in order to satisfy the epipolar
geometry and enable camera motion estimation [23]. However, one of the challenges
with automotive data is the fact that road environments are not clean static scenes,
they contain other moving vehicles and pedestrians. In rural situations, where most
of the visual landmarks are natural objects such as trees, bushes, and hedges, the
wind or aerodynamic wake of the vehicle, can dramatically change the position of
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the features being tracked. Work by [68] investigates non-rigid SfM, although it is
not in an automotive setting and focuses on the reconstruction of small objects, it
demonstrates a possible processing method that may be applicable in rural dynamic
scenes. Performing SfM in the presence of highly cluttered scenes with dynamic de-
formable objects is beyond the scope of this work but is acknowledged as a signiﬁcant
problem that should be addressed in future work.
In our work we are reconstructing scenes in 3D from an unknown dataset size as
the vehicle traverses a scene, therefore an incremental approach is used. Incremental
SfM oﬀers the ability to add more images into the processing chain at run-time,
making it a candidate for online processing. The work of [26, 86] is designed to
create a system where users can easily explore large image collection in a 3D manner.
Instead of viewing a collection of photos chronologically the user can view them
geographically. They take large publicly available images from famous landmarks
and reconstruct the 3D scene and poses of each camera used. This is a signiﬁcant task
that is reﬂected in the processing time required to perform such a calculation, 2 weeks
to successfully match and reconstruct 597 cameras from a dataset of 2635 and a few
hours for a smaller set of 82 out of 120. There are two main factors that contribute
to this run-time, the ﬁrst being the unordered nature of the image set, without
being reliant on global positioning information, such as GPS, to prime candidate
feature matches there is a large number of feature descriptors that must be matched
across all images in the dataset. The second, and biggest impact on run-time, is
the bundle-adjustment (BA) process. As their input datasets are created from an
ensemble of camera manufacturers each with diﬀerent resolutions, focal lengths,
and optical distortion characteristics, this adds many extra parameters that must
be optimised within the BA phase. More recent work on large scale reconstruction
from [38] attempts to increase the speed of reconstruction by leveraging parallel
BA. They present results showing the processing of 15k images in 1.67hrs (using
24-cores of Intel Xenon at 3.33GHz and a GTX 480 GPU) and acknowledging that
feature matching over thousands of images is now a signiﬁcant time component
within their processing. Another time expensive stage is the reorganisation of point
lists to associate between 2D and 3D points for resectioning, where new cameras are
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added into the processing and their newly matched 2D features must be added to
the already populated 2D matching list and associated triangulated 3D points.
To evaluate performance they use number of cameras successfully solved per unit
processing time and the number of 3D triangulated data points per unit process-
ing time as metrics to compare implementations processing diﬀerent datasets. As
with any processing speed comparison it is extremely limited in usefulness as pro-
cessing hardware varies greatly. To perform any reliable comparison a standardized
hardware test-bed would need to be established across the ﬁeld.
The latest work by [31] revisits the problem of large scale reconstruction using
incremental methods. The additional stages they contribute are a next best view
selection, where they select the next best view that would increase robustness and
accuracy of the BA process. A naive best frame selection can be decided by simply
picking the frame with the greatest number of features, however this could easily
be skewed by a frame containing a particularly feature strong object, other factors
such as potential triangulation accuracy and uniform distribution over the image
are important factors. In order to preserve feature distribution uniformity an image
region binning strategy is used where the image is split intom×n rectangular regions
and the only strongest k features are kept for processing in the SfM pipeline.
A common theme throughout the prior research discussed here is the FoV of the
cameras used are typical to standard cameras (i.e. they assume standard camera
pin-hole models). There are a number of SfM approaches that use other camera
models, most notably, ﬁsheye lenses to provide FoVs typically of ∼ 180o. While
ﬁsheye cameras provide good opportunity for localisation thanks to wide spread
feature points they suﬀer from greatly reduced angular resolution, this manifests
are poorer accuracy at greater ranges. A good example is seen in [87] where they
have successfully mapped around the vehicle with good scene coverage thanks to
the ﬁsheye optics, however, examining the quality of their point clouds shows the
usable range only extending to the roadside, a few metres away from the cameras.
Much of the work discussed here and other sparse mapping [88] provides 3D
models in sparse or semi-dense format, another process must be used [89] in order
to obtain the dense point clouds or meshes, making these processes oine tasks.
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Incremental SFM methods oﬀer the best chance for dense online 3D mapping of
an unknown sequence. By unknown we refer to the fact the sequence length is
undeﬁned prior to starting the SFM process, this allows incremental approaches to
theoretically run indeﬁnitely under the constraint of memory limitations.
An optional ﬁnal stage of SfM processing is to perform loop-closing or pose graph
optimisation [90,91]. This is generally more applicable to Simultaneous Localisation
And Mapping (SLAM) [24,28,40,92] where an exploratory path is taken to visit as
many areas as possible to build a complete map of the area that can then be used
in parallel for localisation, a similar process to that one might expect, for example,
in an autonomous vacuum cleaner [93]. The problem loop-closing solves is the
accumulated drift of camera pose that arises from imperfect feature or ﬂow matches
and frame-to-frame pose estimation. As the name suggests, this stage requires that
the camera revisits a part of the scene, therefore performing some form of a loop
in the pose-graph. When a previous scene is recognised the pose-graph is globally
optimised so that the current camera position is aligned to the previously recognised
position. In general this can not be applied to VO as feature points and tracks are
not kept beyond a few frames when which they are no longer required for matching
to the latest frame from the camera, preventing historic matches being made and
loops being closed.
While loop-closure has been demonstrated to be very eﬀective at realigning large
scale reconstructions [94,95] the application to real-world problems is very scenario
dependent. For mapping tasks, loop-closing makes a signiﬁcant diﬀerence, however
it does require the route to be planned or weighted towards maximum coverage so
that previous sections are revisited. For autonomous driving tasks there is very little
opportunity to revisit previous points along the pose graph as a typical journey in
a car is a point-to-point path with very few trips encountering the same scene twice
in one journey. However it could provide useful for long term usage on well travelled
routes, such as commuter journeys.
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2.4 3D Reconstruction
The techniques described in the previous sections, dense stereo, VO, SVO, and SfM
are all tools to be used in the general task of 3D reconstruction. The process as
a whole is known as photogrammetry. The term is usually used in commercial
products that incorporate one or more of the above elements to produce a mesh
model from images or video. As brieﬂy described in Chapter 1 there are multiple
prior examples of high quality 3D reconstructions from commercially available soft-
ware [2, 27] and public examples used everyday on products like Google Earth [1].
Commercial applications often require large amounts of processing power and time
to output 3D models, both of which are minor issues for oine processing, hosting
of the end results and presenting them as a map, such as the case with Google
Earth [1]. In this section we examine prior work aimed at point cloud processing,
surface computation, mesh construction and texturing. However, much of which
only serves as a rendering method for human consumption of the reconstruction
output. Figure 2.4 demonstrates the diﬀerence between 3D reconstruction stages
and their intended consumer. The top images contain the raw point cloud data, i.e.
all the 3D information about the scene. The top left shows the raw feature points
used for the camera pose estimation in the SfM process, whilst there are a moder-
ate number of matched features (919) the 3D rendering is very sparse as they only
represent 0.07% of the pixels from a single frame. Top right is the dense point cloud
that numbers 672,416 individual 3D points, much more of the structure can be seen
when rendering and is more human friendly for viewing. Bottom left is a triangular
mesh created using the dense point cloud, there are 20,000 triangles that are naively
coloured from the dense point cloud. Finally the bottom right is the mesh fully UV
mapped an textured using the input images. UV mapping is the process of calcu-
lating which parts of a texture should be displayed on each triangle of the mesh,
whereas previously the triangle had only a single colour assigned to it. This results
in the original input images from the camera being displayed over the mesh data
providing high quality reconstructions ideal for human consumption. If the purpose
of the reconstruction is only to determine the presence of objects or navigable areas
then sparse processing may suﬃce or a tunable densiﬁcation approach to achieve
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Figure 2.4: Photoscan [2] reconstruction using two input images. Top Left: Sparse
point cloud from feature points used in the SfM process. Top Right: Dense point
cloud from multi-view stereo process. Bottom Left: Mesh constructed from dense
point cloud with mesh triangles naively coloured and lit. Bottom Right: Mesh
with correctly UV mapped texture and calculated mesh normals to allow for correct
lighting.
diﬀerent levels of point cloud density as required.
2.4.1 Review of Existing 3D Reconstruction Approaches
As discussed previously there are many diﬀerent sensor options to use as an input
for a mapping solution. An illustration of the capability of laser scanners to perform
3D mapping is shown in [12]. The obvious limitation of laser scanning is the lack
of colour or even greyscale information to build a textured mesh, it does however
provide fast and accurate 3D measurements, ideal for consumption by a machine.
The advantage of having raw data already in 3D form is it does not require the
processor-intensive image-based algorithms, outlined previously, to generate the 3D
points. This leaves more processing resources free to address the task of interpreting
the 3D data. The work of [12] also demonstrates the typical size requirements of
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LIDAR systems and their signiﬁcant impact on aerodynamics and aesthetics.
Work by [32] shows promising results that are very close to achieving the end
goal of 3D mapping from a transiting vehicle. They use `camera quadruples', these
are units of four cameras on a mounting plate with minimal overlapping Fields-of-
View (FoV). One of the middle two cameras faces directly outwards from the plate,
the second is elevated to provide more vertical coverage. The outer two cameras
are angled in towards each other in a `toe-in' conﬁguration. Their data capture
solution consists of two `camera quadruples', one on each side of the vehicle, making
their system consist of 8 side facing cameras. The quality of their 3D reconstruction
appears to be very high post meshing and colouring. Their processing target time
is stated as to process up to 6 hours of acquired data in an equal amount of time
which by deﬁnition is real-time processing, however, they refer to 6 hours as being
total video recorded across all cameras (i.e. 45 minutes from each camera or 45
minutes of driving time processed in 6 hours). Their largest example of 3D output
model shows a path length of approximately 200m, assuming the processing time
referred to this dataset that gives them an approximate driving speed of 0.27km/h.
The hardware used to process the data is also listed as a 10-PC cluster of dual-core
machines; despite this work being from 2006, that amount of processing power is
still signiﬁcant by today's standards. Another limitation with this system is the
lack of forward facing cameras therefore failing to map the terrain in front of the
vehicle. Commonly cited work is that of [89], often referred to as PMVS (Patch-
based Multi-View Stereo), the name of the software created by the authors and
powered by their algorithm in the referenced work. Taking, as an input, camera
positions and images it generates a series of oriented patches for its multi-view
matching strategy and generates very high quality models. An update to PMVS,
CMVS (Clustering Views for Multi-View Stereo) [30] designed to reduce the memory
footprint and improve speed by clustering into overlapping sets and process them
parallel. While the results shown are impressive, noise ﬁltering, a 3×3 up-sampling
of the CMVS points, and QSpat [96] are all used to improve the rendering of the
original point clouds. Run-times listed by CMVS exclude the SfM processing stage
as they use a preprocessed data source that supplies camera poses, a sparse set of
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3D points, and a visibility list indicating which points are visible in each camera.
This approach is well suited to densiﬁcation of oine global SfM approaches. An
approach by [97] shows comparable results to [30], adding the ability to grow the
density of reconstruction by allowing the process to run for longer. It also provides
a means of prioritising regions for reconstruction resolution, a feature that may be
useful to automotive data by increasing the priority of ground level reconstruction
and decreasing the resolution of the scene above the roof-line of the vehicle. The
recent work of [31] demonstrates the state of the art providing very high quality
reconstruction on large scale outdoor scenes, however, again this is not a rapid
process taking 4.2 days for the dense reconstruction process running on 4 Nvidia
Titan X GPUs after an initial 6 days of processing for sparse SfM processing.
2.5 Dynamic Object Removal
Moving objects are easily identiﬁed in static videos using various forms of image
diﬀerencing or background subtraction. Those techniques can still apply to cameras
that experience small amounts of motion. Traditionally frame alignment would be
performed by applying a 2D homography transform, essentially performing image
stabilisation [98,99] allowing for frame diﬀerencing to be applied. The unconstrained
motion of a camera moving in free space precludes the use of such transforms for
performing stabilisation.
A consequence of various mapping approaches is that moving objects are seen
multiple times and at diﬀerent locations, this results in the object being recon-
structed multiple times throughout the global map. Prior work attempts to address
the detection problem in terms of identifying the location and approximate region oc-
cupied by a moving object [3942]. This is eﬀective for use in autonomous vehicles to
aid with obstacle avoidance, however for use in mapping applications the segmented
region often fails to completely cover only the moving object [42]. Structure-from-
Motion (SfM) mapping methods broadly rely on feature tracking and estimation of
extrinsic camera parameters to calculate the pose of the camera and thus enable
triangulation of the tracked features. Typically when selecting features to track, a
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RANSAC [100] process is used to ﬁlter for valid static background matches, where
the background typically contains the majority of the image features. The SfM ap-
proach to mapping naturally rejects foreground dynamic objects at the RANSAC
stage. In contrast to SfM, 3D structure recovery from dense stereo means both
static and dynamic objects appear equally within the temporal alignment of the
stereo pair. The work of [41, 42] both explore the task of moving object removal
by using feature tracking to identify targets and depth samples to detect candi-
dates. Tracked features in the image sequence with observed motion that does not
conform to expected static scene motion, estimated from the cameras ego-motion,
are declared as dynamic. Whilst this proves eﬀective in detecting candidate re-
gions, the sparse nature of the feature points mean further analysis of the original
intensity imagery is required to correctly segment the object, thus increasing both
complexity and processing load. Accurate segmentation is an intensive processing
task and is heavily dependent on several factors such as texture, lighting variations,
shadows, and reﬂections [42]. The work by [101] demonstrates the inherent use of
stereo vision for moving object detection. However it is limited to use within a
basic stereo processing technique for moving candidate conﬁrmation. Whilst such
block based approaches have been shown to perform comparatively to contempo-
rary approaches [102], this dependency limits the wider applicability of [101] to a
small subset of stereo algorithms in general [50]. Furthermore, the moving object
mask produced from [101] is sparse in nature and is insuﬃcient to eﬀectively remove
the object from a dense disparity map. Work by [103] demonstrates moving object
masks that are more dense than [101], however still require a separate optical ﬂow
calculation in intensity space. Moreover, the frame rate of [103] remains unclear.
Comparison of frames separated by larger time intervals (i.e. a lower frame rate)
will aid in detection of slow moving objects or objects that move perpendicularly to
the camera motion as the depth values across the object will not vary signiﬁcantly
frame-to-frame. The most notable recent work by [104] comes closest to achieving
the dense segmentation required to perform the removal of moving object from the
mapping pipeline. Their approach is a far more complex optimisation strategy that
ﬁrst formulates a motion ﬁeld model that derives a relationship for 2D image plane
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motions from 3D motions of scene objects, then estimates the possible 3D motion
of the scene objects in a pixel-wise manner. However, the estimated 3D motions are
non-unique and require further constraint to be consistent with physical, real-world,
motion properties of the system. Constructing a series of energy terms, relating to
the possible velocity of each pixel and enforcing a smoothness constraint, a min-
imisation is performed to obtain the velocity ﬁeld of the image. A further step of
clustering is carried out on the velocity components to create the ﬁnal segmented
regions corresponding to moving objects. Furthermore, this approach relies on cre-
ating a disparity map from the laser scanner data, therefore creating a disparity
map with far lower noise and holes than one created with a traditional dense stereo
algorithm and adding extra hardware complexity and cost.
2.6 Summary
From the early work of [18] geometric reconstruction from images has seen a vast
amount of attention in all areas from stereo vision to SfM to point cloud meshing
and rendering. With the exponential growth in processing power, increased res-
olution of digital imagers and the ever decreasing price of both technologies lay
the foundations for the widespread development of further complex processing and
algorithms for 3D reconstruction. High resolution reconstructions still take on the
order of days to process and online dense reconstructions are typically low resolution
or constrained to limits on the reconstruction size. With highly capable hardware
now readily available, over the course of this work there have been many signiﬁcant
developments within the ﬁeld of 3D reconstruction from images. The approaches de-
tailed in subsequent chapters are designed to address problems identiﬁed during this
research. The following paragraphs highlight some of the speciﬁc issues identiﬁed in
prior work that we aim to tackle in our approach.
Stereo Vision
As mentioned in Section 2.1, with the existing number of dense stereo approaches
there is little beneﬁt to our ﬁnal reconstruction output by creating yet another
approach. As a result we perform some evaluation on automotive data and identify
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one or more suitable algorithms that will be used throughout this work (Chapter
3). Similarly as VO and SVO solutions have demonstrated positional accuracy on
par or better than GNSS solutions we review existing implementations and select
the most appropriate for our solution.
Structure from Motion
Along with stereo, the number of SfM approaches has grown rapidly, however
it is still an open problem with no generic solution for large-scale, online, dense
reconstruction. Dense real-time SLAM exist for small indoor scenes and outdoor
environments have seen sparse SLAM solutions. Many high resolution dense out-
door approaches are built around global SfM approaches that are processed oine,
taking from several hours to several days. The following list contains key issues
identiﬁed from multiple prior work in Section 2.3 that we aim to tackle with our
implementation of SfM (Chapter 4).
• An incremental SfM solution that uses small adaptive BA window sizes to avoid
the traditional large windows associated with incremental approaches [26].
• An approach that allows for simple rapid reorganisation of new 3D-2D point
correspondences as frames are added [38].
• Remove the need for region binning while preserving uniform feature point
distribution [31].
• Perform online high resolution densiﬁcation using dense stereo approaches that
adds minimal extra processing time [30].
Dynamic Object Removal
Using dense stereo vision for mapping urban environments in the presence of
moving, or dynamic, objects has the unwanted consequence of reconstructing the
object at multiple locations. General recognition of objects is an open problem with
a signiﬁcant amount of prior work. We tackle the issue of object removal in a generic
way that is independent of object class or motion. Prior work in this area outlined
in Chapter 5 along with our novel approach.
Chapter 3
Stereo Vision for 3D Mapping
This chapter will explore the background and use of stereoscopic imaging techniques
for 3D reconstruction, stereoscopic camera pose estimation and odometry in auto-
motive applications, current approaches, and limitations. We also present a novel
stereo evaluation technique for dense stereo algorithms using foreground objects.
3.1 Dense Stereo Imaging
Dense stereoscopic imaging, often just referred to as stereo imaging, dense stereo or
similar, comprises the use of two (or more) cameras separated along an axis perpen-
dicular to the view direction, eﬀectively mimicking the conﬁguration of binocular
vision found in nature such as that used by humans. In this work all stereo imaging
is performed using horizontally separated cameras and referred to as stereo left or
right as viewed from the behind the cameras. In general, dense stereo processing is
performed by matching pixels of the left image with their corresponding pixels in
the right image. The relative positions, along the x-axis, of matching image com-
ponents is used (along with the baseline separation of the stereo cameras and their
focal length) to triangulate a position in 3D space (Equation 3.1). This process is
performed over all pixels, imaged by both left and right cameras, to create a dense
depth image or 3D point cloud information.
There has been signiﬁcant interest in dense stereo correspondence algorithms in
recent years for use in the urban automotive environment [34, 36, 105]. As of July
30
3.1. Dense Stereo Imaging 31
2012 the online comparison service "The KITTI Vision Benchmark Suite" [34] listed
10 diﬀerent dense stereo correspondence algorithms, as of February 2016 it boasts
results from 96 diﬀerent implementations of dense stereo imaging. One of the at-
tractions of dense stereo is the ability to extract real-world scaled scene information
from low-cost high-volume consumer grade devices. Previously, extracting such in-
formation would require an expensive and bulky scanning laser device at the same
time sacriﬁcing image information that can be leveraged by other processing strate-
gies such as machine learning techniques for speed sign, road marking and traﬃc
light recognition, to name but a few.
In the following sections we will discuss in further detail the method behind
all stereo vision for 3D mapping, the current state of the art, their performance
and known limitations. There is an ever growing pool of dense stereo algorithms, as
illustrated by the increasing numbers listed on [34] and Figure 2.2, of which most can
be summarised by four processing steps: pixel matching, matching cost aggregation,
disparity measurement and post processing. Examining these processing stages of
all the diﬀerent dense stereo algorithms is beyond the scope of this work, as such
only a high level description of dense stereo is discussed.
3.1.1 Matching Strategies
A prerequisite to performing dense stereo is that the images are undistorted and
rectiﬁed. This is the process of removing barrel and pincushion distortion and
row-aligning the images (for horizontal stereo) to reduce the pixel-matching search
space from two dimensions, x and y, to only a one-dimensional problem searching
in x. The most basic form of matching is to create a support window around the
pixel under test, such a method is used by [50]. A test patch is selected from the
left image at a given row and compared to the right image. This is where the
rectiﬁcation, or row alignment, of the images is important as misalignment would
result in incorrect regions being compared. The test patch is slid along a given row
(y) at diﬀerent column positions (x) in the right image until a good match is found.
Region matching costs are computed in various ways, typical approaches include
Sum of Squared Diﬀerences or Sum of Absolute Diﬀerences (SAD). Support regions
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can be generated in naive approach with a simple square window [5,50] or a dynamic
patch can be generated using neighboring pixels of similar intensity or colour [5153].
Along with image row alignment, another performance strategy is to limit the patch
comparison to a range of x positions in the right image. Imposing a maximal allowed
disparity search range has the eﬀect of creating a minimal distance over which the
algorithm can perform. For example, limiting the x-axis search range, in the right
image, to just 16 pixels would only permit matching to distant parts of the observed
scene, however this would have the beneﬁt of shorter processing times. Setting the
maximal disparity search range to 256 pixels, for example, would facilitate matching
to much closer parts of the scene at the cost of far longer processing times and the
potential for mismatches. Other factors that greatly impact performance, in both
terms of processing time and quality of results, is the matching support window
size. If the window is too large then ﬁne scene detail is lost and processing time
increases, however noise and mismatches are reduced. Conversely, a very small
window size will extract ﬁne scene structures at shorter processing times but at the
cost of introducing noise from false matches.
3.1.2 Matching Cost
The matching cost as a function of image position are computed. As patch positions
are quantised to integer pixel locations so too is the disparity map and therefore the
3D triangulated range measurements. To mitigate this quantisation the interpola-
tion of matching costs are performed around the region of lowest matching score to
provide a subpixel level accuracy for matching patch locations [5, 50]. Stereo cor-
respondence algorithms generally fall into one of two groups, local or global. Local
algorithms use a local support window to compare pixel regions, selecting a locally
minimal matching cost [50]. By contrast, global approaches rely on energy mini-
mization techniques to compute disparities, such as graph cuts [22,106] and dynamic
programming [22,53,106,107]. These approaches to dense stereo imaging are by no
means exhaustive; very recent developments in Convolution Neural Networks, a form
of machine learning, have been applied to the problem of stereo correspondence and
have yielded some impressive results [108,109] being highly ranked by [34].
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3.1.3 Disparity Measurement
Regardless of the underlying technique, the output invariably takes the form of a
disparity map. This map is a 2D matrix with index values relating to the x-axis
oﬀset, in pixels, of corresponding matches from the left stereo image to the right
stereo image. Typically the range of values in the disparity map can be around
0-64, depending on the baseline of the cameras or an imposed maximal search space
by the algorithm being used. Normalising a disparity map and scaling between 0-
255 produces a greyscale depth map for human viewing, Figure 3.2. For parallel
cameras, objects viewed at inﬁnity appear in each image (left and right) at the
same location; this case would equate to a disparity value of 0 or black. As objects
approach the stereo camera, their relative positions in the left and right images
will diverge, resulting in increasing disparity values which are normalised to 255 or
white for viewing purposes only. The original, un-normalised, disparity map can
then be used to create 3D points (Equation 3.1), using known parameters of the
stereo camera conﬁguration to project pixels into 3D scaled space.
3.1.4 Post Processing
Achieving a completely-dense measured disparity map is virtually impossible by the
very deﬁnition of stereo vision. For stereo vision to work, a parallax view of the
scene is required to enable triangulation; any practical real world 3D scene viewed
from diﬀerent angles will have foreground objects occluding parts of the background
scene. In very speciﬁc circumstances, such as a smooth-walled corridor, there will
be no occluders, however such a scenario is unrealistic in real-world environments.
Some stereo implementations perform occlusion detection and estimate the values
to ﬁll in these empty regions. This additional processing stage can have minimal
beneﬁts if the source depth map is of a poor quality due to the complexity of the
scene, or if the stereo camera is moving, providing diﬀerent view aspects of the scene
and enabling real measurements to ﬁll in the missing data.
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Figure 3.1: Sample of the input data (frame 17) from the left stereo camera in the
KITTI dataset.
Figure 3.2: Example disparity maps of frame 17 from KITTI dataset from sequence
2011_09_26_drive_0009. (a) BM, (b) Cross, (c) SGBM, (d) AdaptDP, (e) NoMD,
(f) ELAS.
3.2 Quantitative Assessment of Dense Stereo Vision
To manage the workload of the project we must reduce the number of stereo algo-
rithms we use to only a select few. Prior to [34] the popular stereo benchmark data
set was [49] which features a series of complex static indoor scenes. Work by [36]
took a selection of algorithms and applied them to complex outdoor scenes in an
automotive environment and compared the results in a qualitative fashion. The
conclusion was clear that dynamic real-world scenes pose a far greater challenge to
dense stereo processing and further research was required. Alongside the release
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of KITTI stereo images came ground truth data in the form of 360o LIDAR [110]
data and manually annotated object information in the form of 3D bounding boxes
surrounding objects, e.g. cars, trucks, cyclists and pedestrians. KITTI performs
stereo evaluation on a global image basis, comparing against a synthetic disparity
image generated from LIDAR points. The limitation with this approach is inter-
polation between LIDAR points is required to generate a dense synthetic disparity
map on which to perform the comparison; this inherently generates a large amount
of estimated data.
We decided to provide a new benchmarking approach that examines the real
world accuracy of dense stereo vision algorithms on foreground objects. We use a se-
lection of stereo correspondence algorithms, (Block Matching (BM) [50], Semi-global
block matching (SGBM) [5], No Maximum Disparity (NoMD) [51], Cross-based lo-
cal approach (Cross) [52], Adaptive cost aggregation and dynamic programming
(AdptDP) [53], Eﬃcient Large-Scale Stereo (ELAS) [3] and Non-local Aggregation
(NonLocal) [54]) and assess their reconstruction accuracy as a function of range.
Previous comparative studies do not perform such quantitative analysis [34,36,105].
Leveraging the recent availability of annotated ground truth data [34], we proposed
a registration based methodology, explicitly analysing the depth accuracy against
range on foreground objects. Within the automotive application of stereo vision,
such foreground objects (e.g. cars, trucks, cyclists and pedestrians) are of primary
importance. Despite this, the evaluation on such objects is lacking in prior stud-
ies [34, 36, 105]. By contrast, we perform an object-wise quantitative assessment of
dense stereo accuracy as a function of range, speciﬁcally targeting foreground object
accuracy to oﬀer new insight into relative algorithm performance.
Our quantitative comparison methodology has four stages based on: 1) disparity
map generation from dense stereo technique of choice; 2) subsequent stereo point
cloud generation via 3D triangulation; 3) foreground object segmentation; 4) regis-
tration between segmented stereo point cloud and ground truth, Figure 3.5 shows
the process.
After the disparity map has been generated from a given stereo correspondence
algorithm, each pixel is triangulated to real world coordinates, Equation 3.1, and
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Figure 3.3: Visualisation of colour mapped disparity point cloud and laser ground
truth point cloud (white points).
added to a disparity point cloud. The corresponding ground truth data, supplied
from a laser scanner, is transformed into the left camera coordinate system of the
stereo set up using the supplied calibration information [34]. This stereo disparity
map to point cloud conversion is carried out using the following transformation:
X =
Z(u− cu)
f
Y =
Z(v − cv)
f
Z =
fB
d
(3.1)
where f = focal length (pixels), B = baseline (mm), d = pixel disparity (pixels),
[u, v] = disparity map pixel x and y positions respectively (pixels), [cu, cv] = image
centre along the optical axis, [X,Y, Z] = real world coordinates in camera reference
frame (mm).
A hypothetically perfect dense stereo algorithm with error free measurements of
disparity, d, will produce a triangulated 3D depth estimate matching exactly to
point P = (X,Y, Z) (i.e. identical to the ground truth). In practice, due to disparity
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Figure 3.4: Colour disparity point cloud generated using [3] with laser scanner point
cloud (white dots) and annotated ground truth bounding boxes (red boxes).
Figure 3.5: Flow chart for performing quantitative evaluation of dense stereo algo-
rithms on foreground objects of interest.
errors in the stereo algorithms, this 3D point estimate is imperfect.
By diﬀerentiating Equation 3.1 w.r.t disparity, d, to recover the derivative of
range against disparity we get the following:
δZ
δd
= −fBd−2 (3.2)
We rearrange Equation 3.1 and Equation 3.2 to form the following two relation-
ships:
∆Z = −fB
d2
∆d (3.3)
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d2 =
f 2B2
Z2
(3.4)
By further substituting Equation 3.4 into Equation 3.3 we recover the range
error, ∆Z, as a function of object of interest range, Z, at a ﬁxed disparity error,
∆d, Equation 3.5.
∆Z = − Z
2
fB
∆d (3.5)
applying this to Equation 3.1 yields:
X ′ =
Z ′(u− cu)
f
Y ′ =
Z ′(v − cv)
f
Z ′ = Z +∆Z (3.6)
We now formulate point P ′ = (X ′, Y ′, Z ′) as being the actual stereo triangulated
point estimate from a disparity map created with a disparity error of ∆d. Our
assumption is that as the stereo data and ground truth data are registered, we can
calculate any diﬀerence in stereo disparity to ground truth data as the Euclidean
distance between P and P ′, This can be recovered via Iterative Closest Point (ICP)
registration [111] between the data and ground truth point clouds of an isolated
foreground object.
In Figure 3.4 we can see the combination of the ground truth data laser scanned
point cloud (white points), the point cloud obtained from a given dense stereo
approach (coloured points) and the bounding box annotation supplied with the
dataset [34] for the car objects (red lines).
From the ground truth annotation (Figure 3.3) we isolate foreground objects of
interest (i.e. cars) in both the disparity point cloud and the laser scanned ground
truth point cloud. The bounding boxes are expanded by a ﬁxed ∆D, (0.25m),
where the edges of the boxes are deﬁned as xmin = xcentroid − width/2 − ∆D and
xmax = xcentroid +width/2 +∆D and similarly applied to ymin and ymax. This is to
compensate for any poorly triangulated point positions and ensure they are captured
within the bounding box of the relevant object. Maximising the number of points
that belong to an isolated object will increase the ICP registration performance.
From the two resulting object of interest point clouds, extracted from stereo
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Figure 3.6: Raw ground truth data for a car at a range of 25m (black points).
Ground truth data post ICP registration with disparity point cloud (red points).
disparity and ground truth laser scanner, we perform registration using the Iterative
Closest Point [111] approach. This facilitates the recovery of the transformation
between the two point clouds. Post registration, we can identify the Euclidean
distance oﬀset between the two point clouds. This provides us, via ICP, with a
global accuracy metric of the stereo correspondence algorithm for the reproduction
of the ground truth 3D information for a given object. Furthermore, as each object
of interest is extracted at a known depth from the camera, Z, based on the ground
truth annotation we additionally have an accuracy metric relative to object range
(Figure 3.4). Figure 3.6 shows an isolated point cloud from the laser scanned ground
truth data as the black points and the registered version as the red points. Lines
illustrate the oﬀset between point clouds which we denote as displacement error.
Performing this over the test sequence yields numerous such object-wise accuracy
measurements over a range of distances (range, Z) and angle to target (Figure 3.4).
The results over the test sequence are presented in Figure 3.8.
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Figure 3.7: Short range accuracy diﬀerence between max disparity parameter set-
tings. Left: Raw data. Right: 0.5m smoothing window.
3.3 Results
This study uses the data set available from [34] which is provided with ground
truth 3D laser scan data and annotated bounding box information for cars, trucks,
pedestrians and cyclists. Speciﬁcally the analysis was carried out on two sequences
entitled `2011_09_26_drive_0009' containing 89 cars over a sequence of 447 rec-
tiﬁed images and `2011_09_26_drive_0023' containing 150 cars over a sequence
of 480 rectiﬁed images. Data in both sequences is collected at 10Hz. These two
sequences were selected due to their high number of objects labeled as `Cars' pro-
viding a large number of data points to process. We model this expected drop oﬀ in
accuracy over range of a given stereo correspondence algorithm (i.e. Equation 3.5)
and plot the theoretical range error for two hypothetical disparity matching errors,
∆d = 0.1, 0.2 in pixels (Figure 3.8). This gives us a base-line expectation of degra-
dation of displacement error against range against which to compare (assuming a
constant disparity error over range).
The displacement error, obtained via ICP registration, is plotted for every visible
and labelled car in every frame in metres and collated for a collection of algorithms
(Figure 3.8). Here we test BM, SGBM, NoMD, Cross, AdptDP, ELAS and Non-
Local. From Figure 3.8 we can see a distinct diﬀerence in performance in relation
to the range of the object from the camera. At short ranges it is apparent they
can perform very diﬀerently. This can be attributed to the parameters used when
tuning the algorithms (e.g. setting BM or SGBM to a limited disparity search range
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of 64 pixels artiﬁcially limits the minimum eﬀective range, hence the dramatic drop
oﬀ in accuracy). Increasing this parameter increases the accuracy (decreases the
displacement error) performance at short ranges (Figure 3.7).
Algorithms not limited to a disparity search range naturally have improved close
range performance (e.g. ELAS and NoMD, Figure 3.8). The rapid increase in the
displacement error at small ranges is due to the limitations of ground truth data
collection. As the foreground vehicle comes within the minimum range of the laser
scanner and the edge of the ﬁeld of view of the cameras, the two point clouds
become patchy and incomplete. This reduces the registration constraints for the
ICP registration causing artiﬁcially high registration displacement errors (Figure
3.4).
The left image in Figure 3.8 shows the displacement error for the algorithms that
performed best in this study. We see that BM, SGBM and ELAS all perform with
a ∆d < 0.1px. The collated displacement errors for NoMD, Cross, AdaptDP and
NonLocal are seen in Figure 3.8(right). We can see they have a matching accuracy
of ∆d ≈ 0.15px.
Due to angular resolution of the laser scanner, objects beyond ∼ 35m in range
have fewer points for the ICP method to match against. While errors of up to 1.5m
at a range of ≈ 35mmay not sound signiﬁcant, (Figure 3.8, right) a vehicle travelling
at the UK motorway speed limit of 70mph (≈ 31m/s) will cover that distance in
a little over 1.1s. Furthermore, the typical width of a car within the data set is
≈ 1.6m which in itself is close to the magnitude of this error.
Figure 3.8 (top left) shows the top performing algorithms in this study (BM,
SGBM, ELAS). These three algorithms maintain a low displacement error through-
out the test ranges indicating a low matching error, ∆d. The greater the matching
error the poorer the depth estimation and the greater the resulting displacement er-
ror, as seen in Figure 3.8(top right). Interestingly BM and SGBM both perform as
well as ELAS, only requiring that the maximal disparity search range is increased to
cope with close range parts of the scene. Using the known hardware conﬁgurations
of the stereo camera we can simulate the expected 3D accuracy given an expected
stereo matching error. Figure 3.10 shows range-azimuth plots for the KITTI conﬁg-
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Figure 3.8: Top left: Stereo algorithms with higher accuracy. Top right: Less accu-
rate algorithms in this study. Bottom left and right images have a 0.5m smoothing
window applied.
uration at two disparity matching error levels. The accuracy not only falls oﬀ with
range but also decreases with azimuth as the eﬀective baseline component reduces
as a function of cos(θ) (Equation 3.7). At the extreme of θ = 90o, rays projected
from each camera to 3D points at all ranges lie on the same axis as the stereo
cameras, therefore there is no parallax observed and no stereo triangulation can be
performed. Accuracy as a function of elevation, φ, will not suﬀer in the same way,
as rays projected from the cameras to 3D points at all values of φ, (θ = 0o) are per-
pendicular to the stereo camera baseline axis therefore a parallax exists to perform
the triangulation.
∆Z = − Z
2
fBcos(θ)
∆d (3.7)
An alternative way of examining the data is shown in Figure 3.9; here we use
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Figure 3.9: The Range-Angle map showing a given stereo algorithm's accuracy
coverage of an observed scene. ICP error is clamped to a maximum of 1m to enforce
colour scale consistency across all range-angle maps.
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Figure 3.10: Predicted stereo accuracy as function of range and azimuth for KITTI
camera conﬁguration. Left: Range error with 0.1px disparity error. Right: Range
error with 0.2px disparity error.
Figure 3.11: An overlay of the stereo accuracy results on top of the stereo accuracy
prediction with a given disparity matching error. Left: Dense stereo algorithm
`Cross' results overlaid on theoretical stereo matching error of 0.1px. Right: SGBM
results overlaid on theoretical stereo matching error of 0.2px.
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an addition quantity to represent the data in 2D. The angle a foreground object
is seen, with respect to the centre of the image, is recorded and used to plot the
data as a range against angle map with the value in a given range-angle bin being
the average computed ICP error. The observed angle is an averaged angle as the
reported location of the tagged foreground objects relates to their centre. As cars
get closer to the logging platform, their apparent size increases and they occupy
more of the ﬁeld of view; however we only record the observed angle of the centre
of the object. Converting the range-azimuth plot to Cartesian and preserving the
colour mapping scale we can underlay the theoretical accuracy plots under the real-
data plots, shown in Figure 3.11, as illustration as to how close an algorithm is
to theoretical 3D point accuracy. Further examples of range-angle plots for dense
stereo algorithms against 4d = 0.1 are shown in Appendix A.2.
Despite these insights, some notable limitations of this methodology relate to
the poor reliability of displacement distance at ranges greater than ∼ 35m. This is
somewhat due to the angular resolution of both the laser scanner and the disparity
images, which results in fewer points being used to construct an object of interest
at signiﬁcant ranges, Z.
Overall, from the left image in Figure 3.8 we can see that BM, SGBM and ELAS
perform well over a large range whilst Cross, NoMD, AdaptDP and NonLocal are
notably seen to perform less well at ranges greater than ∼ 15m (Figure 3.8, right).
The results demonstrate the eﬀectiveness of ELAS by maintaining a low object
wise displacement error throughout the test range whilst not itself being inherently
limited to a maximum disparity search range (unlike others, e.g. BM, SGBM).
Whilst the limitation of ground truth quality at signiﬁcant range mildly aﬀects
the methodology we still see a clear quantitative insight into relative algorithm
performance.
3.4 Conclusion
Using this novel quantitative evaluation approach for dense stereo algorithms, con-
sidering object-wise foreground accuracy in relation to range, we compared a range
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of dense stereo approaches providing novel insight into complex urban environment
performance. From our small sample of algorithms, we conclude that ELAS performs
with the greatest foreground object accuracy throughout the ranges examined in this
study. However, it only marginally beats the early attempts of BM and SGBM and
only on one aspect. Accuracy as a function of range across all three (ELAS, BM,
SGBM) are on par with one another using this assessment technique; the advantage
of ELAS is its versatility. BM and SGBM, along with many other stereo techniques,
require a parameter to deﬁne the disparity search range, therefore potentially lim-
iting their eﬀective minimum range. ELAS, being feature driven, does not require
this predeﬁned limit. In implementation this limitation of a deﬁned disparity search
range could be overcome by using a variable search range that is inversely related
to vehicle speed. At high vehicle speeds there is a greater need to process images
faster, in order to act accordingly, therefore a smaller maximum disparity search
range is favoured while the opposite is the case for low vehicle speeds.
What is also clear from this work is that while there has been vast amounts of
stereo vision development and evaluation, there is very little in the way of assessing
the eﬀectiveness of dense stereo in a variety of environmental conditions such as
rain, snow, or in low light levels. At typical urban driving speeds of ∼ 13.4m/s
(30mph) the KITTI data [34] uses shutter speeds (exposure time) of a maximum of
2ms, equating to the camera traversing 2.6cm during the sensor integration period.
In lower light conditions a 20ms exposure time is a reasonable ﬁgure, especially
for smaller aperture automotive optics, which would cause a positional uncertainty
of 26cm over the period of image integration, a ﬁgure comparable to stereo error
metrics calculated in Section 3.2. Sky luminance can vary from 10, 000 candela per
square metre (or `nits') on a clear day down to 100 on a heavily overcast day [112],
assuming a ﬁxed aperture and sensor gain this would vary the image integration
period from 2ms to 200ms causing a positional uncertainty of 2.6m at speeds as
low as ∼ 13.4m/s (30mph), resulting in far too much image blur and uncertainty,
therefore sensor gain must be increased to obtain acceptable images. High values of
sensor gain cause extra image noise and therefore will change the eﬀectiveness of a
given stereo algorithm.
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3.5 Future Work
As discussed previously we have yet to evaluate low light stereo imaging which would
be a vital requirement for any commercial deployment of a stereo based algorithms
and therefore be the subject of a future investigation. Exposure time is not the only
way to control image intensity, sensor sensitivity (gain) or aperture both aﬀect the
image brightness. A variable aperture is not an ideal solution as it involves mechan-
ical moving parts. Sensor gain increases the image brightness at the cost of image
noise, which will also negatively impact the performance of stereo matching algo-
rithms and SVO. Quantitative results for further blur analysis could be obtained by
simulating images. However, generating photo realistic blur is not a trivial task [113]
and, as previously discussed, the results obtained on simulated images as compared
to those seen on real-world data sets can vary greatly [36,102]. Collecting identical
data sets consisting of a moving stereo-camera, through a consistent scene, with
multiple exposure settings would prove useful for quantitative assessment of dense
stereo and SVO algorithms. It would however be very challenging on a road going
vehicle, as retracing the exact camera path would be very diﬃcult. A platform
constrained to path, such as a tracked train system, would be required.
3.6 Summary
We have demonstrated that the dense stereo algorithms ELAS [3], BM [50], and
SGBM [5] all have similar performance when it comes to reconstruction accuracy
with the KITTI [34] data using our novel object based evaluation approach. We
have shown theoretical accuracy forecasts as a function of range and angle due to
apparent baseline changes for observations oﬀ axis. Acknowledging the signiﬁcant
performance diﬀerence between static indoor scenes and dynamic environments we
propose future work to examine the impact motion blur and noise has on dense
stereo reconstruction and SVO. We conducted an initial qualitative experiment as
a proof of concept that shows dense stereo algorithms can function under basic
artiﬁcial blurring, highlighting the potential for future research on the problem.
Chapter 4
Structure from Motion
The following section will explore the theory behind Structure-from-Motion (SfM),
the process of reconstructing a scene from a single moving camera. It will detail our
SfM approach for creating a uniform sparse point clouds, performing an essential
ﬁltering stage, optimisation and reﬁnement processes through the use of a dynamic
bundle-adjustment window, and our novel online densiﬁcation stage. We speciﬁcally
optimise the process to the camera conﬁguration found on our data logging platform.
4.1 Review
Processing steps of SfM, Visual Odometry (VO) and SLAM are all very similar in
nature by the fact they are all concerned with camera position, or pose, within a
scene and the structure of the scene. The various methods have diﬀerent priori-
ties and objectives. Typically SfM, as the name suggests, is primarily focused on
recreating the structure of the scene observed from a single moving camera. SfM
approaches tend to produce high quality 3D data at the cost of processing time. VO
and SVO are concerned with calculating camera pose at higher frame rates usually
at the expense of fewer feature points being tracked, albeit strong features, and
therefore less dense 3D model outputs [65]. There are three main stages to all the
approaches 1) Find features in two, or more, frames. 2) Estimate camera motion
from matched 2D features and calculate essential matrix to decompose into pose
information. 3) Reﬁne and optimise camera poses to minimise reprojection error
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of 3D position estimated projected back into 2D images. Very recently there has
been a shift away from feature based tracking, matching, and essential matrix esti-
mation for pose extraction. Work by [29] uses direct image intensities to estimate
camera pose change by using an initial estimated depth map which is then reﬁned
with subsequent pose estimations. Their approach achieves reasonably high qual-
ity semi-dense 3D models with the majority of the depth information being found,
but limited to image edge regions. It performs well at high frame rates on a single
CPU, however in order for their implementation to quickly converge on a solution
for pose estimation of new frames, it performs best with small changes in the scene
to minimise the amount of image oﬀset in a given time.
4.1.1 Typical SfM Process
Much of the previous work in SfM/SLAM uses low resolution high frame rate
[92,94,114,115]. In this work we focus on using high resolution images captured at a
lower frame rate of around 5−10Hz. As brieﬂy outlined in the previous section there
are two main schools of thought when it comes to performing SfM. The oldest and
most well established approach is to use feature points. This entails using one of the
many feature detectors and feature descriptors (e.g. SIFT, SURF, ORB, etc. [116])
to extract common correspondence points between image pairs or groups of images.
After matching the 2D features the Fundamental matrix, F, can be computed. F
describes the relationship between corresponding points in stereo images, or in this
case two images captured from a single camera at a diﬀerent spatiotemporal loca-
tions. The inherent geometry of two images observing the same scene, referred to as
epipolar geometry, allows for an elegant formulation to describe the estimated loca-
tion of correspondence points between image pairs using a homogeneous coordinate
system. Figure 4.1.1 illustrates the epipolar geometry of two images (either stereo
or from a moving camera). In this example the observed point 3D world point X is
observed to be at 2D locations in each image at x and x′. Point C is the principal
point or centre of the camera that passes through the optical axis and a distance of
f (focal length) away from the image plane. The shaded region is referred to as the
epipolar plane which projects to a epipolar line in 2D image space as deﬁned by Fx.
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Figure 4.1: Illustration of epipolar geometry and how a point observed in two images
can be related using the Fundamental Matrix, F.
x′Fx = 0 (4.1)
Under ideal conditions world pointX projects to x and lies along the line Fx so to
satisfy Equation 4.1. However in the limit of image noise, pixel quantisation, optical
aberrations, and even false matches, this is often not the case therefore it must be
solved by minimising Equation 4.1 for all matched points in the images. Trying
to minimise Equation 4.1 for all points can result in incorrect values for F skewed
by incorrect point correspondence matches, alternatively an iterative optimisation
method, referred to as RANSAC (random sample and consensus) [100], is employed
to ﬁnd a value for F that best satisﬁes a model for a random set of points, the inliers.
As such, RANSAC is a non-deterministic algorithm that ﬁts a model to data with a
given probability that typically increases with increased iterations. A deterministic
approach to ﬁnding F is known as the Eight-Point Algorithm [19,117].
E = K ′TFK (4.2)
From F we can compute the Essential Matrix, Equation 4.2, where K ′ = K for a
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moving camera with constant intrinsic properties, otherwise K,K ′ typically refer to
the individual intrinsics of left and right cameras respectively for a stereo head. This
Essential Matrix encodes physical properties of the cameras, their intrinsic parame-
ters from (K) and their external positions relative to each other, or their poses. To
obtain the relative pose of each camera we use Singular Value Decomposition (SVD)
to decompose the essential matrix (E) into rotation and translation matrices R and
T respectively [23]. This step actually yields multiple solutions (R,R′, T, T ′) with
only one combination of [R|T ] being the correct solution for the camera positions.
Selecting a subset of the the features and testing combinations of R and T by trian-
gulating the features to 3D world locations and testing their position relative to the
cameras we can determine the correct camera positions by simply counting which
subset and combination of R and T results in the most number of features being
triangulated in front of the cameras. The process of detecting features, match, com-
pute poses is performed on all subsequent frames to construct the 3D nature of the
scene and recover the motion of the camera. Each estimated camera pose will have
an associated error on both rotation and translation components caused by feature
position error from image noise, the RANSAC stage of estimating the fundamental
matrix and the intrinsic matrix values K. With the addition of each new frame
and processing of SfM stages, the estimated camera pose accumulates this error and
drifts away from the true camera position. In order to reduce the amount of drift
a process commonly known as Bundle Adjustment (BA) is used [20]. BA is a large
scale optimisation problem that is used to adjust the positions of the cameras so as
to minimise the reprojection error of the 3D points into the 2D image positions in
each camera from which the point is observable.
One well known limitation of the SfM process is that ‖ T ‖= 1, that is the
distance between any two cameras in isolation is not recoverable from the essential
matrix alone [23]. The impact of this means the real scale of the 3D scene is also
not recoverable directly from SfM. This is one of the main advantages of dense
stereo processing; the known baseline constraint of the stereo camera conﬁguration
allows for correct scaling of the triangulated 3D points. The work of [59] manages
to compute world-scaled SfM from knowing the height of the camera above the road
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surface. By creating an initial 3D model via an SfM process, of normalised scale,
they then ﬁt a plane to the road surface and estimate the intersection of the camera
and road surface and scale this dimension to the previously measured height. While
demonstrating to be very accurate and reliable [59, 63] on this automotive dataset,
it will likely suﬀer when encountering rough terrain or when a road surface is not
visible, for example when manoeuvring in a car park where very little surface is
visible, obscured by other vehicles. Another unknown is the sensitivity to changes
in height, as passengers and cargo are loaded a vehicle's suspension will compress,
lowering the height of the camera too. Alternatively a scale factor may be obtained
by using GPS to determine the scale of the motion of the camera, however many
civilian global navigation satellite systems (GNSS) do not provide positional data
to a suﬃcient accuracy. The US GPS and the Russian GLONASS both achieve an
accuracy of around 5m [58], the new European Galileo system (still being deployed
as of January 2017) is capable of achieving sub metre precision [118]. While it is
possible to achieve positional accuracy on the centimetre scale [119] with GPS, it
requires speciﬁc scenarios and is far from mature enough to be exploited at this stage.
The reliance on space-based RF signals is probably never going be robust enough
in all situations to provide a location precision comparable to visual navigation
solutions for small scale localisation. This is one of the challenges we address within
this work, creating scaled SfM results from video data only with little constraint on
camera placement.
4.2 Proposed SfM Process
The approach taken in this work was to use temporally sparse but spatially dense
data, therefore sampling images at around 7.5Hz but at high resolutions of 1280×
960px. The motivation for this approach is to minimise the triangulation error and
therefore the camera positional error. As with dense stereo imaging, the resolution,
along with baseline, has a signiﬁcant impact on the 3D triangulation accuracy. By
decreasing the frame rate we also increase the eﬀective baseline of a single moving
camera at a given speed. The increased baseline and higher precision of the 2D
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point locations should allow for lower 3D triangulation error. The placement of
the camera is an important factor in our processing methodology. By placing the
camera on the side of the moving platform, facing outwards, we can approximate a
moving single camera at diﬀerent positions to a stereo camera pair, thus allowing
for a multi-view stereo approach to create dense depth maps, Section 4.2.2.
We employ a two stage approach to 3D reconstruction. Stage one is an optical
ﬂow driven sparse bundle-adjusted SfM pipeline, Section 4.2.4. Stage two is a stereo
rectiﬁcation process used to enable processing using dense stereo algorithms, Section
4.2.5. The following sections detail the sub-processing steps within the two stages.
4.2.1 Data Collection
From the outset it was clear a custom dataset was going to be required as many
existing datasets either focused on forward facing stereo cameras or roof mounted
omnidirectional imaging system. Existing stereo datasets suﬀer from the problem
this work aims to overcome, that is one of coverage around a vehicle. The available
omnidirectional or ﬁsheye datasets typically capture 360o around a vehicle, allowing
for full 3D reconstruction of the environment surrounding the vehicle. However, they
often suﬀer from low angular resolution, thereby reducing the accuracy at longer
ranges compared to standard pinhole-like camera models. The most recent dataset
[120] contains multiple-baseline stereo images in the form of a forward facing triple-
camera conﬁguration accompanied by multiple ﬁsheye cameras around the vehicle
providing surround view imaging. Having only very recently being released it was
unavailable for use in this work. As a result we aimed for a hardware conﬁguration
that minimises the number of cameras and maximises the potential spatial mapping
resolution.
4.2.2 Hardware Conﬁguration
A custom data collection platform has evolved throughout the project. Early ver-
sions were centred around using forward facing stereo cameras mounted to a robotic
platform (Pioneer 3-AT) with data being logged to a laptop (Figure A.16). This al-
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lowed for frequent indoor testing and early algorithm development. As the research
progressed, a wider range of more representative data of outdoor environments was
required. The robotic platform was suitable for outdoor use, however collecting
data outside quickly highlighted an issue with its size. The wheelbase of the data
logging robot being only 268mm and using wheels of 222mm in diameter meant
that it was particularly susceptible to mildly rough terrain. Whilst it could easily
traverse gravel, tarmac or grass, the small dimensions exaggerate the proﬁle of the
terrain it traverses. This caused large amounts of inter-frame movement, in both
translation and rotation, which caused problems with image quality in the form of
motion blur. Migrating the data logging system onto a vehicle was vital for cap-
turing usable data. See Appendix A.5 for photos detailing the evolution of capture
hardware conﬁgurations.
The ﬁnal version of the data capture platform used two Point Grey USB 3.0 Flea3
cameras with 8mm ﬁxed-focal length lenses, in a forward facing stereo conﬁguration
with a baseline separation of 0.16m, two side facing (left and right) Point Grey
Firewire Flea2 cameras with, wider angle, 4.4mm ﬁxed-focal length lenses, mounted
back behind the stereo cameras. Camera synchronisation was controlled via an
external 5v trigger signal supplied from an Arduino microcontroller. For the size,
weight, power, and cost considerations we used a low power Intel i5 based system to
log the data to a 2.5 HDD (hard disk drive), it was evident quite early on that when
writing data to the HDD it was not capable of keeping up with the raw image data
rates. The system was upgraded to use SSDs (solid state drives) conﬁgured in RAID0
(Redundant Array of Independent Disks, 0 indicating the mode of striped data
read/write where data, at the hardware level, is split between each drive, therefore
achieving approximately 2x the read/write speeds) to further improve the recording
bandwidth to cope with the four streams of uncompressed images of 1280\times960
px at 7.5fps.
4.2.3 Data Capture
The primary data used in the rest of this work was collected at various locations
around Durham, UK. The logging platform was mounted on top of a Mitsubishi
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i-MiEV electric vehicle, Figure 4.2. Recorded environments were typically urban
roads with mixtures of pedestrians and vehicles. The typical speeds for sections of
the data used in reconstruction were 10-15mph.
Figure 4.2: Data logging pod mounted on our Mitsubishi i-MiEV electric vehicle.
Left, schematic view from above. Right, Parked near Durham Cathedral, the site
of many of our data collection activities.
4.2.4 Sparse SfM Using Optical Flow
The sparse SfM stage forms the basis of the reconstruction from the monocular
side-facing cameras. It is imperative that this stage performs well and is able to
estimate the camera pose to a high degree of accuracy in order to perform stage two.
In general there are two approaches to SfM global and local. A global approach
traditionally extracts key features for every image in a given set of images then
matches every frame to every other frame. This approach has been shown to produce
very high quality 3D points and camera poses [37]. However, it has the obvious
downside of being restricted to requiring all frames prior to processing which is
not possible if the system is to generate 3D information as the vehicle transits
through a scene. In this project the aim is to construct accurate 3D models as
the vehicle transits an unknown environment; for this we use the local method of
SfM. Local reconstruction essentially follows the same process of feature extraction
(Section 4.2.4.1), matching (Section 4.2.4.2) and bundle-adjustment (Section 4.2.4.5)
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to optimise the 3D points and camera poses. In this case the system just optimises
over the last n-frames, where n can be determined by several means. A simple
approach would to use a ﬁxed value of suﬃcient size i.e. ∼ 10. Too few and the
optimisation becomes very localised to the last few frames which can still result in
signiﬁcant drift. Too large a window over which the bundle-adjustment is performed
results in a poor performance with the points that are no longer visible in current
frames being optimised when no further new information is being obtained. The
impact of the bundle adjustment window size is discussed and tested in Section
4.2.4.7.
4.2.4.1 Features
Initially 2D features were extracted using traditional feature point detectors like
SIFT, SURF, ORB, etc. [116], these are well established feature detectors that
performed well on our data. However, some detectors are prone to clumping features
in some regions of the image. This has the undesired eﬀect of weighting the feature
locations to speciﬁc regions of the image. Figure 4.2.4.1 illustrates this eﬀect where
the foliage on the left of the image has approximately as many features associated
with it as the rest of the image, the feature points are also approximately same range
∼25m as measured from Google Earth [1]. Since 3D triangulation point accuracy
is a function of range, the further away a point is the less eﬀective the optimisation
process becomes, therefore having a highly dense region of 2D image features on
objects that are far away dominates any optimisation processes, particularly the
bundle-adjustment process used. To avoid non-uniform feature distribution we use
the simple and fast feature detector of [121] with an implementation that selects the
strongest features outside of a minimum radius from neighboring features. For the
size our input images, 1280 × 960px, we typically use nearest-neighbour distances
of 20-40px. A smaller distance results in a greater number of points that improves
reliability at the cost of processing time. These feature points do not necessarily
make for good feature descriptors using such methods as SIFT, SURF, ORB, etc.
[116], thus another approach must be used in order to match features points across
subsequent frames, we therefore use the optical ﬂow approach of [122].
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Figure 4.3: Non-uniform distribution of SURF [4] feature detector points. Every
2nd point drawn for viewing clarrity.
4.2.4.2 Matching
The matching of feature descriptors between frames is susceptible to matching one-
to-many in the limit of pattern repetition or noise [123] (i.e. a given feature point
may correspond to multiple similar features). This can be a particular issue with
uniform repeating patterns, as shown in Figure 4.2.4.2, where the bricks and her-
ringbone driveway form similar repeating patterns. In these examples the ratio of
feature matching score between the best and second best match is > 0.98 meaning
they are diﬃcult to separate in descriptor space alone. The Lucas-Kanade Optical
Flow (OF) method [122] performs a least squares ﬁt approach to ﬁnding the ﬂow
vector. This process is applied to each input feature point and results in an an indi-
vidual output ﬂow vector for every input point, therefore providing a direct 1-to-1
matching of 2D features between two consecutive frames; this singular mapping is
important for the later stages of the SfM processing chain so as to quickly match
features across a set of frames in order to optimise them in a bundle adjustment
manner. From the output of the optical ﬂow we use the provided quality metric to
perform a ﬁrst pass ﬁlter to remove any ﬂow matches that fail to meet a speciﬁed
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Figure 4.4: Examples of one-to-many feature matching using SURF descriptors.
threshold.
Optical ﬂow performance is controlled by several variables, window size, match-
ing error threshold, number of iterations, and initialisation position of expected ﬂow.
Window size is the size of the region around a feature point that is used to perform
the matching. The error threshold is deﬁned as the L1 distance from matched patch
to feature point origin divided by number of pixels in the ﬂow window. If we know
an approximate ﬂow vector we can prime the search in a given region, therefore
requiring fewer iterations in order to converge on a match.
In order to determine the best window size and ﬂow error threshold, a brute
force approach was used. We selected ﬁve diﬀerent sequential image pairs that are
typical of the scenes observed. For each image pair the optical ﬂow window size was
varied from 5px to 101px in steps of 4px (an odd number is used for the window size
to ensure there are an equal number of pixels either side of a given feature point)
and the ﬂow error threshold was varied from 3 to 60 in steps of 3, creating a matrix
of 25× 20 each with a unique combination of window size and error threshold. For
each entry in the matrix two metrics were calculated, the ﬁrst being the number of
feature points used in the bundle-adjustment process (detailed in Section 4.2.4.5),
Figure 4.6 right, the second being the mean reprojection error post-BA, Figure 4.6
left. Collating the results from all test images, Figure 4.8, we calculate the median
value in each cell for each window and error threshold tested, Figure 4.7.
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Figure 4.5: Features tracked using sparse optical ﬂow. Black dot indicates the
feature point start location, Red line indicates direction and magnitude of motion.
We observe some interesting structure within the results. The number of suc-
cessful points, Figure 4.7 right, tracked with optical ﬂow that achieve the desired
minimum error threshold exhibit banding eﬀects at diﬀerent window sizes. The
source of this is believed to be due to the pyramidal implementation of the opti-
cal ﬂow algorithm processing at diﬀerent image scales in a course to ﬁne tracking
scheme. Our image dimensions are 1280×960px, performing pyramid downsampling
reduces the image size at each step by a factor of two in each dimension, therefore
after one iteration of downsampling the image is 640 × 480px. After four pyramid
steps, a reduction of 24, the image dimensions being processed in the course steps of
the OF algorithm are now just 80× 60px, therefore the OF window size of 61px can
not ﬁt within the minimum dimension of the downsampled image. The next, more
subtle, banding observed in Figure 4.7 is at a window size of 29px, that being the
largest window that will ﬁt within the minimum dimension of the next level of the
pyramid downsampling, 40× 30px. The conclusion is that the optimal window size
in our case is one that is just smaller than the minimum dimension of the down-
sampled image in the image pyramid. The second metric to analyze is the mean
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Figure 4.6: Results from image pair 1 in Figure 4.8. Left: Mean reprojection error
in pixels (to 2 decimal places) after BA. Right: Number of valid tracked features
used in BA.
Figure 4.7: Median values from all test cases. Left: Mean reprojection error in
pixels. Right: Number of valid tracked features.
reprojection error post-BA, Figure 4.7 left. Here we observe a similar improvement
around the same window size from the ﬁrst metric at 57px, however in this case
we do not see the similar pattern around a window size of 29px. From this we can
conclude that, in our case, an optimal window size, W is 53px≤ W < 60px. We can
also see that the error threshold is less important when using an OF window of this
scale. The variation in feature point count, for error thesholds ≥ 15, remains within
approximately 15% with the mean reprojection error remaining consistantly below
0.1px. See Appendix A.3 for raw charts used in Figure 4.8.
4.2.4.3 Motion Extraction
After the frame-to-frame 2D features have been matched the camera motion must
be estimated. As outlined in Section 4.1.1, this can be obtained by calculating the
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Figure 4.8: Heatmaps for empirical OF parameter optimisation. Each heatmap
column has normalised scaling for illustrative comparison.
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SVD of the Essential Matrix, E. Using the method and notation of [23] we have the
SVD of E being Equation 4.3 to extract the position of the second camera relative
to the ﬁrst.
E = U

1 0 0
0 1 0
0 0 0
V T (4.3)
R1 = UWV
T R2 = UW
TV T T1 = −U(:, 1)T T2 = U(:, 1)T
P1 = [R1|T1] P2 = [R1|T2] P3 = [R2|T1] P4 = [R2|T2]
Four possible solutions exist for the transform between the camera positions
where the images were captured. To determine which combination of R and T is
correct a simple test is performed where a 50% subset of 2D point matches are se-
lected and triangulated into 3D space using each combination of [R|T ]. By counting
the number of points that are triangulated in front of each camera, we can easily
determine the correct [R|T ] pair as the one resulting in the most. It is important
to note at this stage T is normalised and absolute camera position is an unknown
from SfM alone.
4.2.4.4 Triangulation
The minimum components of SfM have now been computed to allow for computation
of 3D world points from pairs of 2D image points.
Due to imperfect ﬂow tracking, camera calibration, pixel quantisation, and pose
estimation, projecting 2D image points into 3D does not usually result in the cor-
rect position being recovered that created the points in image space. Consider the
example in Figure 4.9 where two 2D image points (x and x′) are viewed from two
diﬀerent locations with an estimated transform between the two image planes. A
vector is projected from the camera centre outwards through the 2D point observed
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Figure 4.9: Projection of 2D points x and x′ into 3D space point X.
in that image; under perfect conditions vectors from every camera passing through
the matched 2D point in their respective images would intersect at a point in 3D
space corresponding to the observed point X. However, typically the largest source
of error is the pose estimation, with the rotational component causing these vectors
not to intersect. Therefore in order to estimate the 3D position for two matched 2D
points the mid-point of the line orthogonal to both projection rays is used for the
3D triangulated point, Figure 4.9. The estimated 3D point X can then be projected
back into the 2D image space, (xp and x
′
p ) Figure 4.9, providing a metric for 3D
point triangulation quality by calculating the L2 norm between tracked features, x,
and 3D points projected to image space, xp, this is referred to as the reprojection
error. The lower the mean reprojection error the better the estimation of camera
poses.
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4.2.4.5 Reﬁnement
Using the reprojection error metric we can use this as a goal function for optimisation
of camera poses. Bundle Adjustment (BA) is a common approach to optimisation
of several diﬀerent aspects of SfM [20, 23, 38, 90, 124128]. Given a collection of 3D
points observed from diﬀerent viewpoints and their corresponding detected 2D points
in each image, BA can simultaneously reﬁne 3D coordinates, the camera poses,
and the optical properties of the camera system. In our case we have calibrated
the camera and found the optical characteristics of the camera [23, 129131], thus
removing the need to solve for this when performing BA. In this work we utilise [124]
for performing the BA process.
BA is generally performed in two modes, local or global. Global bundle adjust-
ment typically requires matching feature points across all frames in the sequence
prior to processing. This approach is typically used in the non-real-time recon-
struction found in such packages as Photoscan and the work of [7179]. As we use
Optical Flow (OF) it makes for diﬃcult matching across, for example, the current
frame and one taken several frames ago where the overlapping regions' 2D image
distance is very large. Optical ﬂow failure can commonly be attributed to large
inter-frame motion or due to signiﬁcant viewpoint changes, resulting in the optical
ﬂow reference patch being sampled from a signiﬁcantly diﬀerent perspective than the
current frame. Instead we use the fact that OF only has a 1-to-1 matching scheme
and the frame-to-frame motion is small with a little perspective change allowing
for strong OF tracks. From the 1-to-1 matching we create chained-lookup tables to
very quickly index any point, and all associated historic matches, over all frames in
which it was seen.
Figure 4.10 demonstrates the ﬂow-lookup process that allows for rapid matching
of features from the current frame to all previous frames. The maximum value in the
lookup array is the length of all the features in the previous frame. This example
limits the number of features to 12 for illustration. To ﬁnd all the ﬂow features
associated with e.g. feature(1) in frame(4) we simply go to the index of features in
the previous frame pointed to by a lookup table, in this case feature(1) frame(4)
maps to features (1, 3, 5, 8) in the previous frames, highlighted by the same blue
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Figure 4.10: Optical ﬂow historic lookup. Red feature index shows features that
failed to track to the next frame. Black are valid feature indexes. Dot-shaded cells
indicate new features in a given frame. Blue shaded cells indicate ﬂow history of
example features. Green arrow indicates ﬂow matches from frame to frame.
shaded cells.
The ﬂow based lookup enables for rapid building of a bundle adjustment data
structure, enabling our add-optimise strategy where new frames, from new camera
poses, and associated tracked features are added to the feature tracking list and
associated with optimised 3D points. We use an adaptive temporal window for
bundle adjustment in order to optimise the pose and the triangulated 3D point
coordinates; this maintains the scale of subsequent frames in the SfM process to
adhere to the scale enforced by the initial frame pair.
The adaptive bundle adjustment window is calculated by determining the oldest
frame which contains only features that receive no further updates. The pose of the
start frame of the bundle adjustment window is considered to be ﬁxed in space and
therefore is our reference frame that ensures the bundle adjustment does not move
the camera-group to be bundled away from the previously calculated pose.
Figure 4.12 illustrates how the adaptive bundle adjustment window works; In
this example, when frame-2 is captured two features persist from frame-1 and one
feature from frame-0. The `black' feature in frame (0-2) receives new information
in frame-2 therefore the current BA window extends from frame-2 back through to
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Figure 4.11: Flow features tracked over three frames and indexed using dynamic
lookup tables.
Figure 4.12: Adaptive bundle adjustment window scheme. Circles represent features,
columns represent frames.
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frame-0.
When frame-5 is captured, features `red' and `orange' come to an end as the
ﬂow tracking of these features fails, only feature `green' is an existing feature that
is updated, therefore we can not ﬁx the frame in which `green' is ﬁrst observed
in as the new information provides greater constraint on its position, the latest
frame to not receive any updates to features within it is frame-2. The bundle
adjustment window is therefore from frame-5 to frame-2 with the camera position
([R|T ]) at frame-2 being ﬁxed in space prior to the optimisation process along with
all the features in frame-2 and their respective 3D positions. Fixing these parameters
ensures that frames-(3-5) are optimised to the same scale as previous frames forcing
a scale consistency across the rest of the SfM process. Many of the SfM approaches in
Chapter 2 process data oine so are able to pick which image pair to initialise their
reconstruction with and use as a basis for which to add more frames [26,31,37]. Other
online approaches demonstrate initial camera motions that provide opportunity at
the start of processing to select strong image pairs on which to build [24, 29]. In
reality a vehicle just proceeds to drive without performing any set manoeuvres. This
mandates that our SfM approach must start reconstruction from frame-0.
4.2.4.6 Pre-Bundle Adjustment Point Filtering
While BA can signiﬁcantly and simultaneously improve the 3D point accuracy and
camera poses, it is not immune to error and can be corrupted by a number of
poor point-matches. A point ﬁltering stage prior to the BA is required in order to
provide it with suﬃciently high quality point matches, to ensure reliable results. We
conducted a series of tests to assess the impact of ﬁltering the input points have on
the ﬁnal result of bundle adjustment by selecting an image sequence of 60 frames and
examining the ﬁnal mean reprojection error of the ﬁnal bundle adjustment phase.
The following rules are the ﬁlter strategies used:
• F1 - All points tracked with optical ﬂow are sent to the BA stage, there-
fore it attempts to optimise camera poses so that every tracked point has its
reprojection error minimised.
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• F2 - Only tracked points with a reprojection error of < 20px as used in the
BA stage.
• F3 - Only tracked points with an initial reprojection error < 20px OR if they
have been previously bundle adjusted they must now have a reprojection error
< 5px.
The results presented in Table 4.1 show the reprojection error returned from the
bundle adjuster [124]. The results clearly show that ﬁltering is required before pro-
ceeding to the BA phase. In many cases, ﬁlter strategy 1 (F1) results in BA failing
to converge on a solution, often resulting in a meaningless mean reprojection error
of > 102px. The strategies of F2 and F3 appear to provide similar results when ex-
amining the output from BA only. However, when we investigate further the output
reconstruction the conclusion changes. Figure 4.13 shows the reconstructed sparse
point cloud after the full sequence has processed using each ﬁltering strategy. Top
to bottom, shows sequence 1 to 6 respectively. Left to right, shows ﬁlter strategies
F1 to F3 respectively. We can see in Sequence 1 (top, left) that with no point ﬁlter-
ing the resulting point cloud appears comparrable with the output from using ﬁlter
strategies F2 and F3, however the post-BA reprojection error over the whole scene is
large and considered a failure due to noisy outliers (Table 4.1). Sequences 2-6 using
ﬁlter approach F1 (left) all show signiﬁcant reconstruction failure, where F2 and
F3 have once again resulted in near identical point clouds with similar reprojection
errors. Sequence 5 demonstrates the need for the more strict point ﬁltering strategy
of F3. Here we show, despite similar reprojection errors for F2 and F3 (Table 4.1),
the ﬁnal point cloud generated with F3 (right) is signiﬁcantly more dense than the
one produced with F2 (middle).
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Seq. 1 Seq. 2 Seq. 3 Seq. 4 Seq. 5 Seq. 6
Image Seq. 8618 7335 1696 6293 6085 6485
Seq. Length 80 100 70 60 60 60
F1 Fail Fail Fail Fail Fail Fail
F2 3.35 0.49 3.48 1.96 1.30 1.48
F3 1.51 0.55 3.40 2.04 0.65 1.57
Table 4.1: Mean post-BA reprojection error (px) of all features over variable length
sequences using three diﬀerent strategies for input point ﬁltering prior to bundle
adjustment.
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Figure 4.13: Sparse point clouds output from pre-BA ﬁlter tests. Top to bottom,
sequence 1 to 6 respectively. Left to right, ﬁlter strategies F1 to F3 respectively.
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4.2.4.7 Dynamic Bundle Adjustment Window Size
These next tests assess the performance of diﬀerent bundle adjustment strategies in
terms of which cameras to optimise over. It is possible to construct many strategies
designed around diﬀerent aspects, such as feature point weighting based on match
quality [123] or temporal weighting [132]; here we investigate the impacts of a slid-
ing temporal BA window size against our dynamic approach (Section 4.2.4.5). All
cameras and points (that pass a given ﬁlter strategy) are considered for bundle ad-
justing up to a given window size. When a new image index exceeds the window
size the last n-images are considered for bundle adjustment; where n in this case is
the window size. We test ﬁxed BA temporal window sizes of (10, 20, 30, 40, 50, and
60) frames and our dynamic window size approach using ﬁlter strategies F1 to F3.
Figure 4.14 shows the processing time of sequence 5 (Section 4.2.4.6) using a
range of temporal window sizes over which to perform BA using diﬀerent ﬁlter
strategies. This shows that our dynamic window size selection is faster than most
of the tested ﬁxed window sizes and taking around the same time as a ﬁxed window
of the last 10 to 20 images. (Note: A rapid fall in processing times to values ∼
10−2s indicates a failure of the BA process). A ﬁxed window of 10 appears to
have comparable performance, over the whole image sequence, with our dynamic
window size in terms of speed. However, by examining the quality, the median
reprojection error of the points used within the BA window, (Figure 4.15) we can
see the reprojection error using a ﬁxed window size of 10 and 20 in ﬁlter mode F3
increases, indicating a failure. In this example, all of the BA window size approaches
result in large reprojection errors for ﬁlter modes F1 and F2, even our dynamic
approach has reduced performance. Using ﬁlter mode F3 with our dynamic BA
window size achieves the best result in terms of maintaining low processing time
and low reprojection error.
We show the dynamic window sizes that were automatically calculated in our
approach (Figure 4.16) for sequence 5. This conﬁrms that the similar results seen
between our dynamic size and a ﬁxed window of 10 and 20 images (Figure 4.14 and
4.15) would be expected, as in this case the dynamic window grows slowly with
several intances being between 10 and 15 (Figure 4.16). Our dynamic window only
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grows above 20 images towards the end of the sequence, therefore outperforms the
ﬁxed window size of 20 accross almost all of this sequence.
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Figure 4.14: Bundle adjustment processing time as a function of number of features
for diﬀerent temporal window sizes and ﬁltering strategies for sequence 5.
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Figure 4.15: Reprojection error post BA stage of the SfM process for diﬀerent sized
temporal windows for sequence 5.
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Figure 4.16: Dynamic window sizes used for our bundle adjustment approach of
sequence 5.
Performing the bundle adjustment window analysis on a larger image set, se-
quence 2 (Section 4.2.4.6), shows a consistent picture. Figure 4.17 shows that using
a dynamic window size achieves a lower processing time than most other window
sizes and a similar processing time to that of the ﬁxed window size of 10 and 20.
The reprojection accuracy using a dynamic window also equals or outperforms the
ﬁxed window in almost all images in the sequence (Figure 4.18). In this sequence
we can see the window size rarely goes above 20 images (Figure 4.19) and therefore
it nearly always achieves a comparable processing time (Figure 4.17). Performing
the experiment over all three ﬁlter modes demonstrates the improvement on the
reprojection error that each ﬁlter approach has.
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Figure 4.17: Bundle adjustment processing time as a function of number of features
for diﬀerent temporal window sizes for sequence 2.
4.2. Proposed SfM Process 77
Figure 4.18: Reprojection error post BA stage of the SfM process for diﬀerent sized
temporal windows for sequence 2.
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Figure 4.19: Dynamic window sizes used for our bundle adjustment approach of
sequence 2.
With sequence 3 (Section 4.2.4.6) we see the same dramatic decrease in processing
time (Figure 4.20) for all ﬁxed BA window sizes using ﬁlter mode F2, indicating a
failure case. Only our dynamic window is able to satisfactorily reconstruct the
scene (Figure 4.13). From the processing time plot (Figure 4.20), ﬁlter mode F1
appears to be performing BA however the reprojection error (Figure 4.21) shows a
large and increasing error indicating it can not successfully optimise for all tracked
points. Only with ﬁlter strategy F3 do we see any results with a suﬃciently low
reprojection error for ﬁxed BA window sizes. The dynamic window size used over
this sequence, shown in Figure 4.22, illustrates that the optimal window size drops
below 10 approximately halfway throught the sequence. At around the same point
in the reprojection error plot (Figure 4.21) we see the ﬁxed BA window sizes starting
to increase in error and failing to recover.
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Figure 4.20: Bundle adjustment strategy test results from sequence 3 (Section
4.2.4.6).
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Figure 4.21: Reprojection error post BA stage of the SfM process for diﬀerent sized
temporal windows for sequence 3 (Section 4.2.4.6).
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Figure 4.22: Dynamic window sizes used for our bundle adjustment approach of
sequence 3.
Further plots for Sequence 1, 4 and 6 are in Appendix A.4.
This demonstrates that using an appropriate point ﬁltering strategy (Section
4.2.4.6) and a dynamic temporal window for bundle adjustment can, together, make
an eﬀective base on which to build a structure from motion pipeline. We have also
shown that although a ﬁxed window can achieve good bundle adjustment perfor-
mance it is susceptible to failure, requiring the data be reprocessed with a diﬀerent
window size, a diﬃcult task should the reconstruction be an online process. The
dynamic bundle adjustment window size has shown to be more robust and eﬃcient
than a ﬁxed window. Using a sliding temporal window for BA to reduce accumu-
lated drift error is a common technique [126,133135]. The approach used is usually
a ﬁxed window where the length is tuned to achieve a desired accuracy or processing
time. Work by [134] opts for window sizes between 6-9 while [126] tests ﬁxed window
sizes between 25-50. A simulation of BA window sizes over the last n-frames where
n = 1 : 5 by [20] is performed by randomly removing image features to reduce the
available data. Although [20] only performs tests using a small range of window sizes
(1-5) they conclude that window size has little eﬀect for strong data, but becomes
increasingly important as the data becomes weaker . Given that we use relatively
weak features and matching, compared to more robust detectors and descriptors
(e.g. SURF or SIFT), this would appear to agree with their ﬁndings. However,
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as illustrated by our tests, a larger BA window does not always result in improved
reprojection errors.
4.2.5 SfM Densiﬁcation using Dense Stereo from Motion
After a sub-sequence of the main image feed, from the monocular side-facing cam-
era, has completed a BA window and achieved a high accuracy of optimisation, two
adjacent frames are selected and their pose information is fed into the same stereo
rectiﬁcation algorithm used by the forward facing ﬁxed stereo cameras [62]. When
calibrating stereo cameras, a chessboard pattern is typically used to calculate the
relative poses of the left and right imagers, determine the intrinsic matrix and the
lens distortion coeﬃcients, all in real-world scaled units due to the known dimen-
sions of the chessboard features. In the case of stereo rectiﬁcation for our image
pairs selected from the SfM sequence, we already have the intrinsic matrix and lens
distortion coeﬃcients from the prior calibration of the monocular cameras. The
relative pose information is reﬁned during the bundle adjustment phase leaving the
ﬁnal scale parameter, the baseline, to be provided by the SVO solution.
Figure 4.23: Left: Disparity map created from rectiﬁed image pairs using SGBM [5]
dense stereo matching approach. Right: Colour-coded depth map (blue = nearest,
red = farthest) viewed from a diﬀerent, virtual, camera position.
Figure 4.2.5 left, is the resulting raw disparity map from an image pair after
bundle-adjustment taken from the same sequence as Figure 4.2.4.5. In the right we
see the point cloud generated from the disparity map, rendered with colour coding
to illustrate depth. The process is repeated multiple times along the image sequence
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Figure 4.24: Dense raw point cloud reconstruction from SfM process using SGBM [5]
for densiﬁcation.
to reconstruct a full point cloud of the scene observed in the sequence, this is shown
in Figure 4.2.5 as a greyscale point cloud where each point colour is set from their
source pixels in the input image sequence. Comparing our result to that in Figure
1.1 shows that we have successfully reconstructed the street light to the left of the
house and the low wall at the side of the drive. The importance of this stage is
shown in Figure 4.25, where the point cloud attributed to the features only can be
seen in both images. The addition of the dense processing demonstrates the vast
amount of extra data compared to the sparse points.
Note: No point ﬁltering or point cloud alignment has been applied to improve
the output quality. This is the raw point cloud output from our dense SfM pipeline
aligned using the pose information from the sparse bundle adjusted SfM process only,
no point cloud alignment is performed.
The approach we use is optimised for planar camera motions; as the camera is
mounted on a vehicle it is not likely to experience great amounts of rotation around
its optical axis (vehicle pitch) or around the axis of motion (vehicle roll). It will
however be subjected to rotations around their vertical axis (vehicle yaw), this has
the eﬀect of creating a `toe-in' or `toe-out' stereo pair. The rectiﬁcation process
can compensate for this to an extent, given a suﬃciently fast image capture rate
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Figure 4.25: Reconstruction of a short image sequence viewed from a novel camera
position high above the scene. Left, sparse points only. Middle, addition of dense
reconstruction showing good structural agreement with sparse points. Right, middle
point cloud viewed from a diﬀerent viewpoint near ground level.
with respect to the vehicle speed, the camera-to-camera rotations are small and do
not cause an issue when rectifying the chosen stereo pair. Figure 4.26 shows the
reconstruction quality that can be obtained with this approach.
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Figure 4.26: Three views of dense reconstruction around a corner from a left-hand
turn.
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Figure 4.27: Example sequential images from single side facing camera and the
densiﬁcation process that produces almost pixel wise dense depth maps. Top left
and right, are frames n and n + 1 respectively post rectiﬁcation. Bottom left is
an overlay of each rectiﬁed image. Bottom right, shows the densiﬁcation using
SGBM [5]
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Figure 4.28: Dense reconstruction from our Durham, UK dataset viewed from two
diﬀerent virtual viewpoints to illustrate the 3D nature of the scene.
Figure 4.29: Top view of Figure 4.28 showing diﬀerent baselines for SfM densiﬁca-
tion. Left to right, densiﬁcation performed using frames n to n+ 1, n to n+ 2, and
n to n+ 3 respectively.
Having the ability to select which pairs of monocular images to apply stereo
rectiﬁcation to, prior to dense stereo processing, allows improved triangulation ac-
curacy on distant scenes. In Figure 4.28 we show the dense reconstruction of a part
of Durham, UK. The range of the main building in the background is approximately
30m, the stereo matching error, manifesting as range error, can be clearly seen in
Figure 4.29. Here we see, in the left image, the top-down view of the reconstruction
created using two adjacent monocular frames (n and n + 1) with baseline, B, and
the associated `streaks' of range error creating the fuzzy appearance of the wall.
Using the same initial frame, n, but matching to n+2 creates a bigger baseline, 2B,
therefore reducing the range error, Equation 3.5 in Section 3.2.
Note: for illustration in this example we assume a constant vehicle speed, there-
fore the distance between each monocular image captured is therefore approximately
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the same. At long ranges the inter-frame distance is going to be signiﬁcantly less
than the scene range, Z, so we assume this is constant. As the camera is also the
same for each image the focal length, f , is constant and using the same stereo algo-
rithm ∆d also remains the same. Equation 4.4 rearranges to Equation 4.5 showing
the inverse relation between baseline and range error.
∆Z1 = − Z
2
fB1
∆d ∆Z2 = − Z
2
fB2
∆d (4.4)
∆Z1
∆Z2
=
B2
B1
(4.5)
The right image, in Figure 4.29, being created using frames n to n + 3 or a
baseline of 3B, therefore has range error on 3D triangulation of 1/3 of that seen in
the left image.
4.3 Summary
We have shown using simple features uniformly distributed and matched across
frame sequences using optical ﬂow we can create an SfM approach that enables
semi-dense reconstruction using feature points and an online densiﬁcation process
using dense stereo techniques. The use of optical ﬂow and the nature of its one-to-
one matching removes the need to search large feature spaces for historic matches.
This allows for simple rearranging of 3D-2D correspondence lists to augment the
bundle-adjusted point cloud data with new 2D feature points as they arrive from
the image sequence. Our dynamic bundle-adjustment window of the last n-frames
enables camera poses to be reﬁned in a fast and eﬃcient manner and allows the use
of stereo rectiﬁcation and dense stereo processing to produce near-pixel-wise density
of depth information. We demonstrate a 3D point reconstruction rate that exceeds
prior work in this area of large-scale high-resolution outdoor constructions (results
are presented in Chapter 6).
Chapter 5
Moving Object Removal
In this chapter we exploit prior data available from the dense stereo processing and
SVO stages (Chapter 3) of our reconstruction pipeline to perform a novel approach
to generic dynamic object removal.
5.1 Introduction
Image driven approaches to 3D scene mapping suﬀer from an inherent problem of
dynamic object separation from the otherwise static background. RADAR map-
ping [136] has the advantage of being able to discriminate dynamic objects based
on spectral returns caused by the Doppler eﬀect, however it typically lacks the
angular and spatial resolution needed for mapping on the cm scale required in au-
tomotive environments. LIDAR [12] has good spatial resolution in the axis of the
beam, (i.e. range); however, it often has poor azimuth angular resolution, usually
with even poorer elevation angular resolution, resulting in sparse scene coverage at
longer ranges. The instantaneous point sampling of LIDAR also succumbs to the
same limitations in dynamic object detection as the stereo case considered here. As
discussed in Chapter 2, spatiotemporal reconstruction methods, speciﬁcally SfM,
rely on the assumption that the majority of tracked features are attributed to the
static background. They typically naturally reject dynamic scene components at
the RANSAC processing stage. Identiﬁcation of dynamic object from stereo images
is more diﬃcult as there is no temporal oﬀset between the left and right images.
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5.2 Process Overview
As discussed in Section 2.5 the existing approaches use processing techniques that
are typically not directly applicable to 3D mapping. Our approach aims to greatly
simplify the solution to this problem by leveraging the wealth of recoverable informa-
tion already available from a stereo camera in motion (e.g. depth, odometry, optic
ﬂow, structure-from-motion etc.) that is also required for the mapping process. We
propose a pixel-wise approach to tackle the issue of dynamic object removal from 3D
maps in the general sense whilst imposing limited additional computational load.
By using intermediary data from the odometry driven stereo mapping process we
can highlight the dynamic objects in the scene so as to remove them prior to the
ﬁnal mapping stage. As outlined in Figure 5.1, we ﬁrst compute the dense stereo
disparity map for the initial stereo image pair. We then process the subsequent cap-
tured frames to again produce a dense disparity map. Furthermore we also process
the odometry of the camera between stereo pairs at t and t + 1 to obtain the plat-
form motion using stereo visual odometry, SVO [63]. Both dense stereo and SVO
are already required for the 3D mapping solution, hence at this stage no extra pro-
cessing of the raw input images is required. Using the calculated platform position,
from SVO, we can now reproject disparity maps into a common virtual view point.
From this disparity reprojection calculation we can synthesise an Optical Flow From
Disparity (OFFD) map. The dense optical ﬂow map is then used to remap the raw
intensity image to the same virtual view point. This process of remapping disparity
and intensity images to simulate observation from a diﬀerent viewpoint allows us
to align them more accurately than a traditional aﬃne transformation. A 2D pro-
jective transform, as eluded to by the image space driven techniques of [98,99,137],
does not take into account the 3D nature of the scene. By contrast, our approach
uses full scene structure and camera motion information to reproject a 2D image
with 3D constraints.
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Figure 5.1: Main processing overview for moving object detection from a moving
stereo camera platform. The naming convention in the diagram is as follows, HM
V
T
 H is the handedness of the frame (Left or Right), M is the image or matrix, T is
the time it originates from, V is the viewing time it is projected into. Hence, LS
0
1 is
the left stereo intensity image from t = 1 remapped into t = 0. S - Stereo Intensity
Image; D - Disparity Map; OFFD - Optical Flow From Disparity; DMM - Disparity
Moving Mask; IMM - Intensity Moving Mask; SVO - Stereo Visual Odometry; RP
- Reprojection Calculation; DD - Disparity Diﬀerence; ID - Intensity Diﬀerence.
Based on the stereo calibration approach of [19], we recover stereo disparity and
hence scene depth based on the approach of [5]. For clarity, with knowledge of the
stereo cameras conﬁguration we can construct a matrix, Q (Equation 5.1) which
allows for projection of a 2D disparity image point into 3D world-scaled points
(Equation 5.2).
Q =

1 0 0 −cx
0 1 0 −cy
0 0 0 f
0 0 a b
 (5.1)

X
Y
Z
W
 = Q

x
y
d
1
 (5.2)
Where X,Y, Z are 3D coordinates scaled by W , (x,y) are disparity image pixel
locations with disparity value d, a = −1
B
, b = cx−c
′
x
B
, B is stereo camera baseline in
meters, f is camera focal length in pixels, c(x,y) is principal point of left camera and
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c′(x,y) the right. The application of Equation 5.2 to all recovered disparity values
results in a 3D point cloud as per common formulation [19].
Figure 5.2: Left: A car driving forwards, ahead of the logging platform, recon-
structed multiple times cluttering up the global point cloud. Right: Moving object
removed from the ﬁnal reconstruction.
5.2.1 Visual Odometry
We use the stereo visual odometry approach of [63]. The basis of this approach is
to match 2D image features between stereo image pairs at time t and t + 1 and to
triangulate them using knowledge of the stereo baseline to recover real-world scaled
3D camera poses in the form of a rotation matrix, R, and translational component,
T . These triangulated features from time t are then matched to features in t+1. The
camera motion from t to t+1 can now be calculated by minimizing the reprojection
error of the now known 3D points from t into that of t + 1. Although SVO has
been chosen as it provides the odometry in real-world units, a monocular camera
technique performed in [59] has been demonstrated to outperform [63] in some cases.
The work of [59] does however, require a region of the road in front of the vehicle
being visible and the camera height above the road being known. By contrast,
our chosen SVO approach is without such constraint or assumption. Our dynamic
object removal approach is essentially independent of the odometry source (optical,
mechanical, IMU or GPS) provided it has suﬃcient accuracy comparable to that
found in [63].
5.3. Dynamic Object Removal 93
5.2.2 Scene Mapping
To build a 3D point cloud representation of a scene we combine the outputs from
dense stereo vision (Chapter 3) and stereo visual odometry (Section 5.2.1). From
the SVO stage we know the camera pose at every frame with dense stereo vision
providing the 3D scene structure in the form of a point cloud, as shown in Figure
5.2 where we also see the prevalence of the dynamic object problem in such cases.
5.3 Dynamic Object Removal
Central to our approach is the fact that a moving point in space is deﬁned as a rate
of change of position in [x, y, z]. Each stereo image pair is taken at discrete time
intervals, hence this frame-to-frame capture interval is our minimal detectable rate
of change. In order to detect and isolate object motion within the scene we must
hence match inter-frame 3D positions on a point-wise basis, between the spatially
adjacent stereo camera positions obtained via SVO, within reasonable computational
bounds. To enable a point-wise image comparison we perform a scene structure
aware projective transform of both disparity and intensity images of consecutive
frames into a common camera position.
5.3.1 Disparity Projections
Disparity at each stereo pair varies with object depth, motion and relative cam-
era motion within the scene, preventing direct disparity map comparison between
consecutive frames. To compensate for the camera motion we transform the tri-
angulated point cloud by the inverse of the camera motion, then project the new
motion-compensated 3D points into a synthetic disparity image, Equation 5.3. Sub-
sequently, we update the disparity map values to reﬂect their new distance from the
virtual viewpoint, Equation 5.4.
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(5.4)
Where M = [R|T ]−1, R, T are the rotation and translation components of the
camera motion from SVO respectively; C is camera intrinsic matrix; c(x,y) is principal
point of the camera; (x, y) are 2D image coordinates in source disparity image;
(u, v) are 2D image coordinates in synthetic disparity image; rrc are the rotation
components fromM at row r and column c; f is camera focal length in pixels; (d0,d1)
are source and destination disparity respectively; tZ is the translation component of
platform motion in Z-axis.
The transform of Equation 5.3 creates a new synthetic disparity image that
corresponds to a virtual camera at the location of the previous camera position. A
scaling transform, Equation 5.4, updates disparity values in the synthetic disparity
map to reﬂect the new distance points lie away from the virtual camera position.
Figure 5.3, shows three disparity images from two stereo pairs. Top disparity image
is at time t and middle disparity image at t + 1, the bottom image is disparity
at t + 1 projected, via Equations 5.3 and 5.4, into the virtual camera position of
t. Observing the red vertical lines shows how features such as windows, signs and
backs of cars are now aligned, allowing for direct point-wise comparison of disparity
at t and t+1. There are two ways this method can be used: (a) projecting forwards
in time t → t + 1 or (b) back projecting in time t + 1 → t. In the case of forward
camera motion it is preferable to use projection scheme (b). Back projecting into a
previous frame maximises the usable data as there is a greater chance the image at
t+ 1 lies entirely within the spatial bounds of the image at t.
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Figure 5.3: Top: Disparity map at t. Middle: Disparity map at t + 1. Bottom:
Disparity map at t+1 back projected into t. Vertical red lines illustrate the alignment
between scene features at t, t+ 1 and t+ 1 back projected to t.
Spatial point-wise alignment of temporally separated disparity maps permits us
to compute a binary moving object mask. This is done by performing a point-
wise diﬀerence image between the two projection aligned disparity maps, creating a
Disparity Diﬀerence map (DD, Figure 5.1). In Chapter 3 we demonstrated that the
non-linear 3D triangulation error from various dense stereo matching algorithms can
be represented by a disparity matching error in pixel terms in disparity space. The
disparity maps we produce are calculated using using Semi-Global Block Matching
(SGBM) [5]. The estimated SGBM stereo matching error, for real world data, is
approximately e=0.1 pixels [102]. We use the higher threshold of 0.2 pixels to reduce
threshold noise and allow for some positional error attributed to SVO solution.
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Using this estimated accuracy metric we threshold the Disparity Diﬀerence map to
populate the binary Disparity Moving Mask (DMM, Figure 5.1) (Equation 5.5).
DMMxy =
0 DDxy ≥ e1 otherwise (5.5)
The DMM is used to reject regions of the disparity map used for the 3D recon-
struction. Figure 5.2 illustrates the aggregated point cloud reconstruction before
and after the moving object removal stage. However, Figure 5.4 illustrates a situa-
tion where disparity projections do not provide a robust solution for object removal.
This occurs when an object is moving approximately perpendicular to the path of
the camera and is large enough or moving slowly enough such that depth variation
is always below error threshold, e. The DMM in Figure 5.4 shows a large depth
change in front and behind the moving object, however the region covering the ob-
ject centre is tagged as valid and will not be removed from the ﬁnal map. To detect
this class of motion an additional step must be taken.
Figure 5.4: Left: Intensity image from left stereo camera. Right: Threshold of
disparity diﬀerence image or DMM.
5.3.2 Optical Flow From Disparity
The failure mode demonstrated in Figure 5.4 can be mitigated by examining the
intensity consistency between consecutive frames. Likewise with disparity map pro-
jections we reduce the search space by aligning the images so that direct point-
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wise comparisons can be performed. Traditionally frame alignment would be done
by applying a 2D homography transform, essentially performing image stabilisa-
tion [98, 99]. This approach is insuﬃcient because homography transforms are 2D
projective transforms that do not take into account the full 3D nature of the scene,
so precise full image alignment is not possible from a single transform. An attempt
by [137] to tackle this problem, for a monocular camera conﬁguration, is to split the
images into cells (approximately 16×16 px) that are each motion compensated and
have a unique aﬃne transform applied. The method presented here is to project
every intensity pixel (i.e. analogous to a cell size of 1 × 1 px) by their optical ﬂow
response. Accurate dense optical ﬂow techniques, such as [138], required for this
level of intensity projection are computationally expensive. In contrast to our ap-
proach, using disparity projections, we avoid dense optical ﬂow calculations entirely
as scene structure aware remapping of 2D points at time t into a 2D point at t+ 1
has already been calculated in Equation 5.3. Figure 5.5 shows the full scene dense
ﬂow ﬁeld for the failure case outlined above. Using the Optical Flow From Disparity
(OFFD, Figure 5.1) we can remap the original intensity image from t+ 1 to t, Fig-
ure 5.6. Comparing the top image to the bottom image, using the vertical red lines
as a guide, we can see that the static scene components line up correctly regard-
less of the scene depth, whereas the dynamic pedestrians are clearly in a diﬀerent
position. Performing a point-wise comparison of aligned intensity images results
in an intensity diﬀerence map (ID, Figure 5.1); applying an appropriate threshold
yields an Intensity Moving Mask (IMM, Figure 5.1). Unlike the threshold used for
the disparity moving mask, which is primarily dictated by the performance of the
dense stereo algorithm used, the threshold applied to the intensity diﬀerence map
is empirically chosen depending on the noise level of the images acquired from the
cameras. Applying the IMM to our dense disparity maps we mask out the regions
pertaining to dynamic objects as shown in Figure 5.7.
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Figure 5.5: Flow from disparity of the illustrated failure mode in Figure 5.4 with
the vehicle driving forwards and right (ﬂow direction and magnitude are represented
respectively by the hue and value channels of the HSV colour space).
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Figure 5.6: Top: Intensity image at time t. Middle: Intensity image at t+1. Bottom:
Intensity image at t + 1 projected to t. Vertical red lines illustrate alignment of
various features, demonstrating the reprojection accuracy. The white region on the
left of the bottom image, this is unmatched region of the disparity map corresponding
to the maximal disparity search window.
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Figure 5.7: Disparity maps with moving objects masked out. Shadows cast by the
moving objects are also masked out due to intensity image variation.
5.4 Results
The data sources used for this work are the popular KITTI stereo dataset [34]
and our own image sequences. Each stereo camera has a horizontal ﬁeld-of-view of
approximately 45o, stereo image synchronisation is controlled by an Arduino micro-
controller. Image data is collected in the form of greyscale images of resolution
1280 × 960px at a rate of 7.5fps. The vehicle speed for our dataset was no greater
than 30mph but typically around 10-15mph. Processing time is comparable to that
of the dense stereo algorithm used [5] with minimal optimisation on a single core
CPU. As this approach requires a high quality depth map the dense stereo algorithm
used should be carefully considered as it can easily become the bottleneck for the
processing at the resolutions used in this work. Results are presented in point
cloud format showing before and after dynamic object removal. Figure 5.2 shows
a typical road traﬃc scene with a vehicle preceding the camera, remaining in view
for multiple stereo image pairs thus being reconstructed multiple times. Figure 5.8
demonstrates a diﬀerent case (outlined in Section 5.3.2), where the moving object
in the scene has constant depth, due to object motion being perpendicular to the
camera motion, and cannot be reliably seen with disparity projections alone. The
OFFD is used to align the intensity images and the moving objects identiﬁed in this
channel. Figure 5.9 shows a slow moving object that has approximately 50% frame-
to-frame overlap with itself, increasing the chance that intensity variation is not great
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enough to be ﬂagged as dynamic components, however it is still removed from the
ﬁnal point cloud. A large group of people in Figure 5.10 were removed primarily via
the disparity projections approach as the motion had a large component towards
the camera causing suﬃcient disparity variation. An interesting result, seen in
Figure 5.11, a fast walking pedestrian moves approximately perpendicularly to the
camera motion and the intensity projection method eﬃciently removes the dynamic
components from the resulting point cloud. However, closer inspection of the scene,
post removal, reveals the feet are still present in the point cloud. The feet of a
walking pedestrian must be stationary when in contact with the ground thus they
are temporarily part of the static background. The lower part of the leg that rotates
about the ankle is not stationary therefore is successfully removed from the point
cloud. The importance of the two diﬀerence maps varies with scenario. For moving
objects that have a consistent apparent depth relative to the camera (i.e. moving
perpendicularly to the camera motion) the intensity-diﬀerence maps are vital, as seen
in Figure 5.4. In most on-road scenarios, with fast moving vehicles, the dominant
motion is in a similar axis to the camera creating a large variation in frame-to-frame
depth. With the disparity-diﬀerence stage of this technique using depth variation is
becomes the primary mechanism for dynamic object removal.
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Figure 5.8: Left to Right: Two diﬀerent viewpoints of the same point cloud. Top:
Moving object reconstructed multiple times. Bottom: Moving object masked out of
the reconstruction process.
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Figure 5.9: Top: A slow moving pedestrian with approximately 50% self-overlap
between frames. Bottom: Successfully removed from mapping solution.
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Figure 5.10: Top: Large group of people moving at various speeds including some
static bystanders. Bottom: Pedestrians are largely removed, elements that remained
static between frames are still present.
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Figure 5.11: Top: Fast moving pedestrian with motion perpendicular to camera
motion. Bottom: Successful removal of moving components, however the feet remain
visible in the point cloud as these are temporarily static during contact with the
ground. The motion of the leg above the ankle has been successfully removed.
5.5 Conclusion
In this chapter we have demonstrated using stereo vision and an odometry solution
we can re-use the disparity maps produced for the mapping solution as a signiﬁ-
cant processing stage in the removal of dynamic objects with minimal processing
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overheads. High quality dense stereo and visual odometry provides synthetic dense
optical ﬂow information that is used to project intensity images captured at diﬀerent
times and poses into a common pose by constructing a virtual viewpoint. Projecting
an intensity image into a virtual viewpoint equal to that of the prior image allows for
accurate structure aware projective transforms facilitating the detection of temporal
variances within the scene. Tuning the threshold of the disparity-diﬀerence map al-
lows for a variable velocity discriminator and the intensity-diﬀerence map threshold
allows for detection of image regions related to objects moving orthogonally. Unlike
previous attempts that use sparse feature points [101,103,137] and computationally
expensive segmentation algorithms [3942,104], our approach demonstrates accurate
motion masks can be created in order to facilitate removal of dynamic objects from
the ﬁnal 3D scene map. This approach uses prior calculated dense disparity maps
and the camera trajectory, already required for the 3D mapping process, which oﬀers
the ability to project frames to a common viewpoint for temporal pixel-wise analysis.
This is illustrated upon on two diﬀerent datasets, KITTI and our own, through vary-
ing camera motions and dynamic object characteristics. No assumptions have been
made about the physical nature of the objects or the scene. An immediate exten-
sion to this work would be to quantify the eﬀectiveness of the moving object removal
using the annotation information supplied with the KITTI dataset. However, the
annotation data of KITTI only supplies bounding boxes of objects, to better as-
sess the performance of the moving object masks a dataset with manually labelled
moving object masks would be required. Within our dataset, SGBM performed far
beyond expectation [102] which led to the ability to compute highly accurate dense
optical ﬂow. The factors that made this dataset such a success, compared to the
popular KITTI, will be the subject of future work.
5.6 Summary
We have demonstrated a novel process for generic dynamic object removal from 3D
scene models created with a moving stereo camera. Through the use of existing data,
required for the dense stereo 3D mapping pipeline, we remove dynamic scene compo-
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nents regardless of object class. This extends prior work as we do not require extra
computationally expensive processes like feature points [101,103,137] or foreground
segmentation algorithms [3942, 104]. By leveraging the camera pose information
from SVO and the pixel-wise dense depth data we reproject depth and intensity im-
ages from diﬀerent spatiotemporal locations into single spatial viewpoint to enable
direct pixel-wise temporal comparison, exceeding the edge accuracy of [42, 101].
Chapter 6
Large Scale Reconstruction and
Evaluation
In this section we outline the ﬁnal processing stages, reconstruction results, data
logging issues and repair, and evaluation. We show scale consistent global 3D model
generation from SfM and dense stereo that rivals state of the art approaches in terms
of reconstruction quality and exceeds them in 3D point generation rate.
6.1 Introduction
Final 3D reconstruction is performed using input from only multiple passive cam-
eras, a mixture of stereo and monocular cameras with only the stereo cameras,
by deﬁnition, having overlapping ﬁelds of view. We use our custom data collec-
tion platform, as detailed in Section 4.2.1, to obtain images from a moving vehicle.
This chapter details some of the issues associated with capturing a custom dataset
required for this type of reconstruction. We outline a method for synthesising inter-
mediary images in order to repair (to a limited extent) some of the dataset by using
work from Chapter 5 and applying it much the same way but utilising the results
prior to the ﬁnal output of moving-object-removal. Finally, we present images of the
reconstruction output in the form of point clouds, demonstrating the high output
resolution obtained from the SfM process and the multi-view reconstruction from
non-overlapping cameras with automatic alignment.
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6.2 Processing
At this stage we have the components to be able to perform high resolution SfM with
very dense reconstruction from a side-facing camera (Chapter 4), dense 3D recon-
struction and world-scaled odometry from a forward facing stereo camera (Chapter
3), and removal of dynamic objects from the scene observed with the forward facing
stereo camera (Chapter 5). The ﬁnal stage is combining the outputs from the SfM
and stereo stages into a single reconstruction point cloud. With known relative po-
sitions of the cameras, but unknown rotations, we utilise the two pose-graphs (one
from each processing pipeline) to perform an automatic alignment process that is
made possible by the constraint that the image capture is synchronised between
non-overlapping cameras and they are all rigidly connected to one another.
6.2.1 Automatic Alignment
An alignment stage is required to bring the individual point clouds from the non-
overlapping cameras together into one large world-scaled point cloud correctly ori-
entated to each other. This process of automatic alignment is performed online
as the pose graphs of each camera are being constructed. At each additional new
camera pose the process executes again with greater constraint than last time. We
use a pose graph based approach as we can not guarantee that a given region of the
scene will ever be viewed by multiple cameras in order to use feature based regis-
tration techniques. We therefore use the fact the cameras are rigidly mounted to
the vehicle and their locations relative to each other is ﬁxed. The work of [139] uses
a vehicle ﬁtted with four 182o ﬁsh-eye cameras mounted approximately orthogonal
to one another around the vehicle. They perform VO from each camera during a
sequence of several manoeuvres in an enclosed area with good features to track in
all directions. While they do no make the assumption of overlapping views their
approach does rely on instances of common views of the scene from diﬀerent cam-
eras. Physical properties of the vehicle, on which the cameras are mounted, can be
used to constrain the expected motion. Work by [56] uses the knowledge of the me-
chanics of front-wheel steer vehicles and the properties of Ackermann steering [140]
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as a prior to estimating possible motions of the camera. Both approaches success-
fully demonstrate calibration, however both have their limitations. Feature based
alignment [139] assumes a shared ﬁeld-of-view will exist at some point, a problem
often encountered in our dataset where the narrow streets and parked cars present
vastly diﬀerent perspectives and scene obscuration by foreground objects. Complex
vehicle manoeuvres require large areas in which the vehicle can freely move about
and in an area with suﬃcient features to track. Systems that use properties of the
vehicle's motion [56] as a basis for calibration rely on external information that can
not be easily veriﬁed (e.g. wheel slippage creates a motion that does not conform
to the expected constraints used for calibration). Using platform motion properties
also restricts the use to similar designs and may not function on those that use
drive-trains such as tracks or ﬁxed axles.
The method presented here is independent of camera location on the platform
and the platform type (in the limit of providing functional data for SfM and SVO).
There is one constraint when it comes to motion. In order to properly calibrate
the scale component of the SfM pose graph the initial motion of the platform must
be straight forwards (or backwards). This arises from the fact we use SVO to
obtain world-scaled motion of the platform (unsusceptible to wheel slip or driver-
train conﬁguration). Should the motion of the platform be rotating (vehicle yaw)
at the start of the processing sequence, the cameras nearest to the point of rotation
will experience a smaller radius of turn compared to cameras mounted a greater
distance away. Therefore, the distance each camera has traversed is slightly diﬀerent,
hence scaling this motion magnitude by the SVO magnitude would be incorrect.
An alternative method, to remove this initial motion constraint, is to have prior
knowledge of the camera positions relative to the stereo camera being used for
the SVO process. This allows us to take the pose estimation from SVO of the
stereo camera and apply the appropriate oﬀset for a given camera and construct an
`expected pose graph'. The local rotation of the camera does not have to be known
as this is recovered in the alignment phase. This is the favoured approach, as the
position of each camera on our camera mounting plate is well known because the
mount was machined according to custom plans. Using this expected pose graph we
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can ﬁt the SfM estimated pose graph by minimising the following equation:
argmin
m∑
n=1
(‖[R|T ]PMn − (P Sn − Coffset)‖2) (6.1)
Where PMn is n
th image of the pose graph for the Monocular camera (SfM) or
length m and P Sn is the n
th image of the Stereo pose graph generated from SVO
of length m, Coffset is the known positional oﬀset from the stereo camera to the
monocular camera, and [R|T ] is the transform matrix required to align the two
pose graphs. Using the Ceres solver [141] we solve the components of R and T to
reduce the positional error between the expected position, calculated from SVO,
and the estimated position from a camera from the SfM process. Ceres uses set of
Schur-based solvers that use a Schur complement approach [141,142].
Figure 6.1 illustrates the various pose graphs discussed previously. The expected
path (green) is calculated with the an oﬀset of the monocular camera from the for-
ward facing stereo camera. The oﬀset is known from the locations of the mounting
holes in camera mounting plate. The monocular camera path estimated from the
SfM process is calculated in its own local coordinate system, as a result, the monocu-
lar camera's motion is predominantly in X from a local origin (0,0,0), shown as `SfM
Pose Graph' in Figure 6.1. Using the `Expected Path' as our objective we compute
the [R|T ] using Equation 6.1 that rotates `SfM Pose Graph' to create `SfM Aligned'
(Figure 6.1). Results from this process can be seen in the multi-camera global recon-
structions in Figures 6.11, 6.12, and 6.13. This alignment approach requires prior
knowledge of the camera positions relative to the devices responsible for the plat-
form odometry, in our case, the forward facing stereo cameras via SVO [63]. Camera
rotations do not need to be known as they are estimated from this auto-alignment
process. In order to eliminate rotational ambiguity along the axis of motion a turn
is required to break the rotational symmetry of the pose graphs. Should the vehicle
only drive forwards the alignment process would not be able to reliably estimate
the monocular cameras roll angle relative to the vehicle. Our method assumes that
images captured from all cameras are synchronised. If this approach is applied to un-
synchronised image streams the image-to-image displacement will not be consistent
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Figure 6.1: Pose graph alignment with camera mounting plate overlay for illustration
presented in the stereo camera coordinate system.
across cameras giving the appearance of not being rigidly connected to each other.
As we discuss in Section 6.2.2, synchronisation issues were encountered within our
dataset, as a result this automatic alignment procedure was limited to only being
able to be performed on short select sequences that remained synchronised.
6.2.2 Data Log Repair
Processing the data through our 3D reconstruction pipeline highlighted some unex-
pected errors with data collection. The processing technique detailed in the previous
sections does not use any image features across the stereo images or side facing cam-
eras to register or calculate relative camera poses. Instead we rely on the input im-
ages being synchronised across all cameras to allow for scale estimation through the
SfM phase and online pose alignment between sets of cameras with non-overlapping
views. During data collection it appears that there was an issue that caused the
cameras to become unsynchronised. Time constraints prohibit extensive further
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testing and isolation of the root cause of this synchronisation problem, elements
for future investigations include the physical connection issues with vibration or an
unseen software issue possibly caused by the cameras adjusting exposure settings at
inappropriate times (i.e. when a new frame is requested). In the data logs this error
is manifested as appearing as a dropped or missing frame in the image sequence, this
is of primary concern for the forward facing stereo cameras and the SVO processing
as a dropped stereo frame-pair can appear as a larger motion change that can in
some cases cause the SVO process to fail.
Investigating the possible impact of dropped frames on SVO using our dataset is
not possible, instead we test the SVO robustness on the KITTI data [34] by executing
multiple runs of the same sequence with diﬀerent probabilities that any given frame
could be missing. We process a sequence of length 400 frames traversing a total dis-
tance of 322.6m with every frame included to obtain a ground truth. Using the same
sequence we perform the same SVO process but include constant probabilities for
each run of any given frame being dropped, Pdrop = {0.05, 0.10, 0.15, 0.20, 0.25, 0.30}.
Figure 6.2 shows the results from randomly dropped frames on a small sample from
the KITTI dataset. We see that a mean end point positional error for Pdrop =
{0.05, 0.10, 0.15} are all comparable at approximately 1.5m (0.46% of total odome-
try length). There is a signiﬁcant increase for Pdrop(0.20), however most paths end
near the ground truth path, with only one ending a signiﬁcant distance away. In-
creasing the Pdrop value, as expected, increases the size of the end point deviation and
frequency. For nearly all cases shown in Figure 6.2 the SVO tracking error results in
an increase in Z displacement, this can be attributed to the dropped frame occurring
at the point of turn. Less rotational constraint information available during the turn
results in under-rotation, causing the odometry path to run wide.
As outlined in Section 6.2.1, we require accurate positional data around a turn in
order to calculate relative camera positions and enable accurate scaling and place-
ment of our SfM solution. To make use of image sequences that have dropped
frames, causing SVO failure and synchronisation issues, we use the process outlined
in Chapter 5 to utilise the high quality dense depth information to create a synthetic
frame to replace the missing data. When the stereo odometry processing of a new
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Figure 6.2: SVO performance in the presence of randomly dropped frames. Thick
black line represents results from no dropped frames. Black circles indicate end
positions of SVO runs. Note: Axes are not equal scales.
frame-pair fails to converge on a pose estimation the software initiates the repair
process. Unlike in Chapter 5 where images were projected into previous coordinates,
allowing diﬀerences to be detected and removed, we now project the last disparity
image forwards, replicating the motion of the previous odometry step using the as-
sumption that the vehicles frame-to-frame motion has not dramatically changed in
that time.
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Figure 6.3: Top: Real frame (n) from left stereo camera at time T . Middle: Synthetic
left stereo images at approximately T + dt. Bottom: Real frame (n + 1) from left
stereo camera at time T + 2dt.
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Figure 6.4: Left: Plot showing the diﬀerent odometry paths with and without frame
repair by image synthesis. Right: Overlay of camera paths on approximate location
demonstrating the impact on positional error, map underlay from [1].
In, Figure 6.2.2, we highlight a few randomly selected interest points in each
frame. The red circles show the position of the features in the real frames captured
from the data logging platform. In this example the oﬀset between the top image
and bottom image is too great for the SVO algorithm to track enough features and
is unable to estimate the camera pose. Using the dense stereo information and the
odometry we can generate the missing frame (using the same approach at Chapter
5), thereby preserving the 3D nature of the scene in the synthetic image, allowing
the SVO algorithm to successfully function under large pose changes.
In Figure 6.4 we show the eﬀect of frame dropping and recovery using frame
synthesis from dense stereo imaging. As illustrated previously, the path of the
dropped frame SVO tends to run wide around a turn due to the lack of constraint
on rotation. Without accurate ground truth positional information for our dataset,
we are unable to perform quantitative analysis as to assess the level of improvement
this repair process contributes. Full assessment may be possible using the KITTI
data [34], however the approach from Chapter 5 requires pixel-wise density disparity
maps. Obtaining such density using the KITTI data is not as trivial as from our
own, comparing such examples created from the KITTI images using their own dense
stereo algorithm (ELAS) [63] (Figure 5.3) to typical disparity maps generated using
our Durham data with a well established dense stereo approach (SGBM) [5] (Figure
5.7). Further examples can be found in the Appendix.
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6.3 Results
Throughout the thesis results pertinent to each Chapter have been presented therein.
In this section we show the ﬁnal reconstruction output from the whole processing
chain. The following results are in the form of point cloud data rendered as such
with no meshing or post processing to improve quality for viewing. Input images are
sequences from our own data collection which was captured on various days around
Durham, UK.
Figure 6.5: Top: Image from Google Earth [1]. Middle: Point cloud from SfM
reconstruction viewed using Meshlab [6] (9.7 million points). Bottom: Same loca-
tion captured an hour later with more stationary pedestrians present (11.2 million
points).
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Figure 6.7: Orthographic projection of point cloud from North Bailey sequence (21.5
million points). Note: this is a raw point cloud with no meshing or texturing.
Figure 6.6: A close up render of the same point cloud in Figure 6.5 of the region
highlighted with the red square, demonstrating the ﬁne detail of the reconstruction.
Figure 6.11 shows the real-world scaled reconstructions from non-overlapping
cameras using two diﬀerent approaches. Each image provides diﬀerent viewpoints
of the same point cloud. The left side of the point cloud being reconstructed with
SfM (Chapter 4) and the right side using SGBM [5] with SVO [63]. Registration
and alignment is performed using the approach outlined in Section 6.2.1. The lower
left image highlights (red circle) the curbside and double-yellow parking restriction
lines in both SfM and stereo reconstructions, showing good positional and rotational
agreement of the point clouds and therefore the automatic-alignment process.
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Figure 6.8: Reconstruction from South Bailey, Durham, UK.
Figure 6.9: SfM densiﬁcation showing ﬁne repeating structure of railings being ac-
curately reconstructed.
Figure 6.12 shows the surround view reconstruction created from three non-
overlapping cameras (monocular left, right and forward facing stereo). The auto-
matic alignment procedure appears to have been eﬀective here at registering the
relative positions of each camera.
6.4 Evaluation
Direct comparison of reconstruction quality and speed on diﬀerent datasets and
hardware using a variety of techniques is diﬃcult without a dense ground truth.
Using the reconstruction rate metric of seconds per camera and average number
of 3D reconstructed points per second we show that our approach is two orders
of magnitude faster than state of the art in terms of generating unique 3D point
measurements. Our approach runs on a single thread of a 2012 Intel i7-3610QM
(3.3GHz max) CPU on a consumer laptop. The number of features used for the
bundle-adjustment and the processing strategy, whether all points are processed or
a subset, impacts the run-time and the memory footprint. Using a nearest-neighbor
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Figure 6.10: Top: Orthographic projection of dense SfM reconstruction. Bottom:
Perspective projection of same point cloud from a diﬀerent virtual camera position.
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Figure 6.11: Combination point cloud created from dense SfM (Chapter 4) and
dense stereo [5].
Figure 6.12: Top: Google Street View [7] image showing the North Bailey location.
Bottom: Reconstruction from 3 non-overlapping views auto-aligned.
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Figure 6.13: Left: Ground level view of aligned reconstruction. Right: Birdseye
view of the same combined point cloud.
radius of 20px on our Durham Cathedral sequence and a full point BA strategy the
memory load on the system ﬂuctuates however it never exceeded 680MB, a typical
maximum we see throughout our evaluation on similar length sequences.
Results in Table 6.1 shows reconstruction information for two diﬀerent approaches
that demonstrate dense outdoor reconstruction. In this case we are considering the
reconstruction rate with two metrics, processing time per camera registered in the
SfM process and the number of 3D point reconstructions per second. Taken in
isolation, our sparse SfM approach is slower than [38] and only reconstructs ap-
proximately the same number of 3D points per second as the unordered approach
of [37]. However, with the addition of the dense processing stage we get bursts
of highly dense 3D data that provides millions of new 3D measurements in a very
short time. Every execution of the densiﬁcation process can potentially generate
1.2 million 3D measurements from the 1280× 960px images, depending on the per-
formance of the dense stereo approach used. As a consequence, our approach has
been seen to eﬀectively generate an average in excess of 32k 3D measurements per
second, producing the almost pixel wise dense point clouds presented in this work.
Commercial software package, Photoscan [2], is the next best in terms of the raw
number of 3D data points generated per unit processing time at approximately an
order of magnitude less than ours. It does however outperform our approach in
accuracy terms. Figure 6.14 shows the same sequence of 50 images reconstructed
using our SfM approach and Photoscan, both show similar levels of reconstruction
have been achieved. Processing in a global manner aﬀords the software the op-
portunity to revisit parts of the reconstruction from diﬀerent cameras with variable
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Result Work Dataset Cameras Points Time t/c n/t Fig.
[37] Dubrovnik 4,585 498,982 81,000 17.67 6.16
[37] Rome 2,097 2,712,301 75,600 36.05 35.88
[37] Venice 13,699 6,119,207 234,000 17.08 26.15
[38] Loop 4,342 1,101,515 3,251 0.75 338.82
[38] St. Peter's 1,267 292,379 583 0.46 501.51
[38] Colosseum 1,157 293,724 591 0.51 496.99
1 Ours (S) North Bailey 100 5,336 305 3.05 17.50
2 Ours (D) North Bailey 100 21,460,442 654 6.54 32814.13 6.7
3 Ours (D) North Bailey 50 10,514,541 762 15.24 13798.61 4.26
[2] Market Place 50 6,157,214 2309 46.18 2666.76 6.14
4 Ours (S) Market Place 50 8,708 342 6.84 25.46
5 Ours (D) Market Place 50 8,884,743 486 9.72 18281.36 6.14
6 Ours (D) Barbour Shop 70 17,218,089 1822 26.03 9450.10 6.9
7 Ours (D) Garage 60 12,948,602 486 8.10 26643.21 6.10
8 Ours (D) South Bailey 30 4,323,404 186 6.20 23244.11 6.8
9 Ours (D) Library 50 11,179,380 253 5.06 44187.27 6.5
Table 6.1: Results showing comparison between diﬀerent methods in terms of recon-
struction rate. The S and D in parenthesis denotes which version of our approach
is being used, S referring to the sparse feature point based reconstruction, D is with
the addition of the dense stereo-from-motion phase. Time is processing time in sec-
onds, t/c is in seconds per camera and n/t is reconstructed 3D points per second.
Note: results set 2 used a nearest-neighbor radius of 40px and results set 9 used
nearest-neighbor radius of 20px but used a faster Intel i7-6700K CPU.
baselines between reconstructing pairs. As demonstrated in Figure 4.29, the baseline
of the cameras used for reconstruction has a signiﬁcant impact on the reconstruction
quality.
We achieve this by leveraging the strong spatiotemporal ordering of our input
data. Using a lightweight SfM approach that exploits the fact our input images are
sequential and therefore are constrained to limited motion changes, we construct a
pose graph and 3D scene using a sparse but uniformly distributed point set. Using
bundle adjustment to optimise camera pose graphs over sparse point sets improves
the camera-to-camera pose information, allowing us to use standard stereo rectiﬁca-
tion methods to obtain a stereo pair from a single moving camera. Processing this,
now rectiﬁed stereo-from-moving-monocular, image pair with conventional dense
stereo approaches produces a dense disparity image resulting in a vast number of
3D point triangulation points in very little time. While our approach may tackle
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Figure 6.14: Top, partial reconstruction of Durham Marketplace using our SfM
approach. Bottom, same sequence reconstructed using a leading commercial package
[2]
the issue of reconstruction in a less general sense, requiring sequential images from
an approximately side facing camera, it does address the need to be able to densely
reconstruct a scene with as few images as possible, as a second observation of the
scene may not be possible.
6.5 Summary
In this chapter we have combined the results of dense stereo evaluation and SVO from
Chapter 3 and the SfM process outlined in Chapter 4 to create correctly orientated
and scale consistent point clouds (in the limit of data synchronisation errors) from
non-overlapping cameras rigidly mounted on a moving platform. We have shown
that the qualitative reconstruction performance of our SfM approach rivals that of
leading commercial photogrammetry software [2] but achieves this in a signiﬁcantly
shorter time. Our approach also exceeds the 3D point generation rate of prior
work [37,38] by at least an order of magnitude (Table 6.1).
Chapter 7
Conclusions and Discussion
In this chapter we conclude our ﬁndings and discuss the contributions made to state
of the art. We outline the limitations of the work, the implication and impact to
industry, and possible topics for future research.
7.1 Conclusions
It is clear that over the years many have attempted to solve the problem of 3D
mapping from a vehicle with a number still pursuing this objective as it remains an
open problem. The work carried out in this project has demonstrated the ability to
create high resolution 3D models around a moving vehicle using relatively low cost
hardware simply mounted on a vehicle with minimal placement requirements.
Using a novel stereo assessment method we concluded that despite the vast
amount of attention dense stereo algorithms have received [34], their advancements
over simpler and faster approaches are not necessarily applicable to real-world use in
challenging automotive environments [36,102]. In addition, the current benchmark-
ing suites are not an unbiased source of data for testing dense stereo approaches, as
our disparity map results on our own dataset show the baseline and focal length is a
signiﬁcant factor in how eﬀective a given algorithm is at creating a dense depth map.
Therefore, in performance ranking of dense stereo algorithms the end application
should play a large part in the decision process.
As previously discussed, using stereo vision for 3D mapping has the advantage
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of using images sampled at the same time therefore having the ability to reconstruct
dynamic objects, such as cars and pedestrians, a vital task for object avoidance.
However, the consequence of this is any given dynamic objects are also observed at
multiple spatial locations resulting in ghosting or multiple instances being created
in the ﬁnal map. We demonstrated that, unlike other solutions [3942], minimal
extra image processing is required to extract the information to perform removal
of dynamic objects from the 3D scene. By utilising the data already acquired for
the main task of 3D reconstruction, camera pose and depth, we are able to remove
dynamic objects with fewer processing steps than previous work [104].
The conﬁguration of the cameras on our test platform allowed for the creation of
a unique Structure-from-Motion process that could perform online densiﬁcation of
the sparse point cloud from the SfM process. While there already exists many SfM
pipelines that can perform real-time mapping [28,29] they often achieve this perfor-
mance at the cost of resolution using downsampled images, typically in the region
of 640× 480px. We use considerably higher image sizes of 1280× 960px, a four-fold
increase in the number of pixels. By using an optical ﬂow based approach to feature
tracking we avoid the problem of matching descriptors across many historic frames
and by design are able to easily index all previous track points associated with a
given point in the current frame [38], thus allowing for a dynamic bundle-adjustment
window size. A qualitative comparison with a leading commercial photogramme-
try software package, Photoscan [2], illustrates that reconstruction is comparable in
terms of density, while run-time of our pipeline is 486s and [2] achieves similar re-
sults in 2309s using all 8-threads of our CPU whereas our approach is not optimised
and only utilises a single thread.
7.2 Contributions
In this work we have demonstrated several key contributions towards developing a
viable alternative to expensive laser scanners for on vehicle 3D mapping using low
cost, small cameras with minimal power requirements.
• We presented a new approach to assessing the performance of dense stereo
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algorithms on automotive data in an object wise manner (Chapter 3). Leading
to the conclusion that well established approaches, namely that of [5], still
achieve comparable levels of accuracy to that seen in more modern approaches
like [3] on real-world automotive data.
• In Chapter 4 we demonstrated a new approach to dense SfM that facilitates
generation of large amounts of 3D data that exceeds the point generation
rate of other approaches [37, 38] by 2 orders of magnitude (Table 6.1) on real
outdoor data.
• An eﬃcient reuse of data led to a novel approach to tackle the problem of
dynamic object removal by reusing existing data from the mapping process
that requires minimal extra image processing (Chapter 5).
• Finally, we show how using SVO coupled with SfM captured from non-overlapping
cameras and using pose graph alignment can result in scale consistent surround
view mapping (Chapter 6).
7.2.1 Industrial Impact
In this work, we have demonstrated that high quality 3D reconstructions can be
achieved with forward facing stereo vision coupled with a single side facing cameras
with no common ﬁeld of view. The implications for the automotive industry are that
small discreet cameras can be installed in the B-pillar of a vehicle and still be used to
generate 3D maps of the area around a moving vehicle. Low cost automotive grade
cameras are becoming ubiquitous on modern vehicles whereas other depth sensing
devices such as LIDAR are the reserve of research vehicles due to high unit costs
and, as previously discussed, are limited to locations they can be situated. While
this work serves as a successful proof of concept it is far from being deployable in
commercial vehicles, requiring further optimisation and testing in a greater variety
of scenarios, environments and, importantly, weather conditions.
Visual odometry is a mature solution that, coupled with existing integrated
GPS receivers, could provide a positioning system robust to GPS dropouts likely to
happen in built up areas. Our moving object removal approach requires minimal
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extra processing, only needing to process existing pose and 3D information, avoid-
ing other computationally expensive image processing techniques, as previously dis-
cussed, such as segmentation or optical ﬂow. In this work we used our approach to
remove dynamic scene components from the ﬁnal reconstructed 3D model. Inverting
the output, we could apply this technique in the same manner to identify regions
of the image that contain dynamic components. As the output of our approach is
not dependent on object class i.e. car, pedestrian, pram, horse, etc. it therefore
provides ﬂexibility that is necessary for real world applications.
7.2.2 Limitations
While the 3D point generation rate does exceed that of prior work, our approach is
still not real-time processing on a consumer grade laptop. It is however considered
an online process. If a platform was traversing a given scene, at slow enough speeds,
the software could incrementally build the 3D point clouds without knowledge of
the total sequence length. The current implementation only utilises a single core of
the CPU, this greatly limits the potential speed of processing using modern CPU's
that regularly contain four cores. This version does not exploit the GPU for added
acceleration.
The ﬁnal source of limitation with this project lies in the capabilities of the
data capture platform. There are several publicly available datasets that focus
on automotive environments, however none oﬀered the surround view coverage or
image resolution required to perform surround-view 3D mapping. As a result, a
custom platform had to be created from scratch. Creating an initial data-capture
platform that was lightweight and able to record synchronised stereo frames (640×
480px each) and 3D data from a Microsoft Kinect, a structured light depth camera,
proved to be a fairly straightforward task. It was ﬁtted to a small robotic platform
to facilitate single user data capture with minimal safety considerations or road
legislation to worry about. While this was suitable as a proof of concept and an
early developmental platform, it requires a substantial upgrade to be of use for large
scale data capture on the automotive scale. Both upgrading the existing cameras
and adding two more, side facing, imagers dramatically increased the bandwidth
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requirements. The existing USB host controller was able to cope, however, the
spinning disk hard-drive did not have the write speed to save the incoming data at
the frame acquisition rate, resulting in an upgrade to a solid-state drive (SSD). The
addition of a second SSD in a RAID 0 conﬁguration ensured plenty of write speed
to cope with more cameras. Estimations of hardware capabilities and expected data
rates only provide an indication of bandwidth capacity, with chipset, driver, and
OS compatibility overheads proved diﬃcult to anticipate. The ﬁnal step of data
capture was to synchronise the start of image acquisition on each camera, this was
a vital part of our processing pipeline that allowed us to scale the SfM results to the
output from the SVO stage therefore creating world scaled SfM. Synchronisation was
controlled by an external clock signal from an Arduino microcontroller triggering the
GPIO (general purpose input output) pin on each cameras simultaneously with a
+5v pulse.
The end result was a platform able to capture image data from six cameras
(stereo forwards, stereo rear, monocular left, monocular right) at 1.3 megapixels
each synchronised at 5Hz or four cameras (stereo front, monocular left, monocu-
lar right) at 7.5Hz. The four camera conﬁguration at 7.5Hz was most commonly
used. A large portion of the time the data collection was successful, however there
were instances where synchronisation failed for an unknown reason and remained
undetected until very late in the project. Timing errors often resolved themselves
bringing the video sequence back into sync. The primary suspect of the timing
errors is the Arduino trigger and a loose connection caused by vehicle vibrations.
Other sources could have been a race-condition in the multithreading logging code,
a bottleneck or write buﬀer somewhere in the OS, or auto exposure instructions
from the camera drivers commanding a camera to adjust settings such as exposure
time (shutter time) causing an interrupt in the triggering.
7.3 Further Work
We have demonstrated the ability to create high quality 3D reconstructions from
multiple low-cost non-overlapping cameras mounted on a moving vehicle. Despite
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the success there remain some areas where this work can be expanded on.
7.3.1 Data Capture
As detailed in Section 7.2.2 the errors from data collection severely restricted the
length of sequences that could be successfully processed. Work is currently in
progress to design a new data collection platform building on knowledge gained
and the discovered requirements of this project.
7.3.2 Dense Stereo
Dense stereo requires some further investigation into failure modes and success cases.
As mentioned previously the performance of SGBM [5] far exceeded expectations on
our dataset compared to its performance on KITTI. A study where the baseline and
ﬁeld of view are varied in a controlled way would provide valuable information as
to how various algorithms degrade as a function of these physical properties. Fur-
thermore, evaluation over the algorithms parameter space (e.g. block sizes, window
sizes, cost functions, uniqueness ratios, etc.) would reveal the limitations and ex-
tent to which a given algorithm functions as expected. A full parameter evaluation
would be a large body of work, however it could be automated easily as an oine
process. Variations of the physical parameter space (baseline) would require some
careful and considered mechanical engineering to ensure optical calibration would
not be required at every tested baseline. Every execution of the calibration process
introduces possible diﬀerences in lens distortion characterisation, which could result
in masking the performance results of the dense stereo algorithm with results of the
calibration process.
7.3.3 Structure from Motion Pipeline
While we have shown that this approach to SfM can produce pixel-wise dense points
clouds it would beneﬁt from optimisation to improve the real-time performance. As
the approach was built around using patch based optical ﬂow techniques it provides
great opportunity for acceleration via a GPU. Further ways to extend this work
7.3. Further Work 131
would be to implement the latest meshing and texturing techniques [96, 143] to
create better looking models for either oine viewing or calculating how objects
may interact with the environment (e.g. traversability paths, gradients of paths or
regions that may be susceptible to pooling of liquids and therefore are likely to have
standing water).
7.3.4 Extend Coverage
The ﬁnal component that would extend work would be to capture and create the
full 360o of coverage around a vehicle in 3D. Due to data collection diﬃculties,
reconstruction was limited to approximately 270o (front, left, right).
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Appendix A
Supplementary Material
A.1 Further Stereo Results
The following section contains further examples of normalised dense disparity maps
to illustrate relative quality.
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A.1. Further Stereo Results 142
Figure A.1: Dense stereo disparity maps generated using the KITTI data. Algo-
rithms used, top to bottom: BM, SGBM, NoMD, Cross, AdaptDP, ELAS.
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Figure A.2: Dense stereo disparity maps generated using the KITTI data. Algo-
rithms used, top to bottom: BM, SGBM, NoMD, Cross, AdaptDP, ELAS.
A.2. Further Dense Stereo Range Angle Maps 144
Figure A.3: Left and middle: Stereo input images from our data set. Right: Dense
disparity map created with SGBM.
A.2 Further Dense Stereo Range Angle Maps
The following are further examples of the range angle maps from Section 3.3.
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Figure A.4: Range-angle maps showing accuracy of dense stereo algorithms from
KITTI image sequence 2011_09_26_drive_0009 using process outlined in Chapter
3.
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Figure A.5: Range-angle maps showing accuracy of dense stereo algorithms from
KITTI image sequence 2011_09_26_drive_0023 using process outlined in Chapter
3.
A.3 Optical Flow Optimisaton Results
Full raw results from optical ﬂow parameter tuning.
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Figure A.6: Full results for the charts in Figure 4.8.
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A.4 Dynamic Bundle AdjustmentWindows Size and
Filter Strategy Results
Figure A.7: Bundle adjustment processing times for diﬀerent window sizes and
ﬁltering strategies. Sequence 1 in Section 4.2.4.7.
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Figure A.8: Reprojection error post BA stage of the SfM process for diﬀerent sized
temporal windows and ﬁlter strategies. Sequence 1 in Section 4.2.4.7.
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Figure A.9: Dynamic window sizes used for our bundle adjustment approach of
Sequence 1 in Section 4.2.4.7.
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Figure A.10: Bundle adjustment processing times for diﬀerent window sizes and
ﬁltering strategies. Sequence 4 in Section 4.2.4.7.
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Figure A.11: Reprojection error post BA stage of the SfM process for diﬀerent sized
temporal windows and ﬁlter strategies. Sequence 4 in Section 4.2.4.7.
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Figure A.12: Dynamic window sizes used for our bundle adjustment approach of
Sequence 4 in Section 4.2.4.7.
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Figure A.13: Bundle adjustment processing times for diﬀerent window sizes and
ﬁltering strategies. Sequence 6 in Section 4.2.4.7.
A.4. Dynamic Bundle Adjustment Windows Size and Filter Strategy
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Figure A.14: Reprojection error post BA stage of the SfM process for diﬀerent sized
temporal windows and ﬁlter strategies. Sequence 6 in Section 4.2.4.7.
A.5. Evolution of Data Capture Platform 156
Figure A.15: Dynamic window sizes used for our bundle adjustment approach of
Sequence 6 in Section 4.2.4.7.
A.5 Evolution of Data Capture Platform
For this project a custom data collection platform was designed, built and upgraded
over several iterations.
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Figure A.16: Initial robot platform based conﬁguration. Hardware components
labelled. The short wheel base caused excessive roll and pitch when traversing
even slightly rough ground, this manifested as image artifacts during the camera
integration period due to a rolling shutter based CCD sensor.
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Figure A.17: The next data capture phase saw the addition of side-facing cameras
and the mounting on a vehicle to reduce the eﬀect rough surfaces. The cameras
were also upgraded to global shutters to eliminate integration artifacts due to rolling
shutter.
Figure A.18: Final version used in this work consists of a fully self-contained weather
resistant logging platform capable of deployment on any vehicle. Image capture is
from a forward facing stereo pair and two side facing mono cameras. Camera syn-
chronisation is controlled via a 5v ﬁxed pulse rate signal from an Arduino micro-
controller. Final version mounted on vehicle can be seen in Figure 4.2.
