The stochastic process Y(t, x) = x(t) defined on the probability space (R D , %, μ x ) with the domain of definition D is equivalent to the original process X(t, ω) so that if X(t, ω) is a Gaussian process so is Y (t, x) . Thus a Gaussian measure on (R D , g) can be defined equivalently as the probability measure μ x induced on (R D , %) by a Gaussian process X(t, ω). J. Feldman [3] and J. Hajek [4] , [5] showed independently that any two Gaussian measures are either equivalent or singular. In [7] we applied Hajek's criterion for equivalence or singularity to investigate the singularity of Gaussian measures induced by Brownian motion processes with nonstationary increments. In the present paper we consider the singularity of Gaussian measures μ x and μ 2 on (R D , g) for which the covariance functions r^s, t) of the stochastic process Y (t, x) -x(t) We remark that the above theorem can also be stated in terms of the left derivatives of u^t) and v^t). When v^t) are positive on D the condition (1.2) is equivalent to the condition that ^(i)!^*)]"" 1 be nondecreasing on D. For a symmetric function r(s, t), s,teD, defined as in (1.1) by means of two nonnegative functions u(t) and v(t) on D to be the covariance function of a Gaussian process it is necessary and sufficient that for any t u "-y t n eD,t 1 
, n] be nonnegative definite. The condition (1.2) is equivalent to this condition (see p. 525, [1] ). In particular for every n x n matrix [r(t k , t t ), k, I = 1, 2,
, n] to be positive definite it is necessary and sufficient that u(t) and v(t) be positive on D and the strict inequality in (1.2) hold. In connection with our theorems we mention an earlier result by G. Baxter, corollary [1] , which showed that if Ui ( 
, n] be an n x n symmetric matrix with entries
For the determinants M ka of the minor matrices corresponding to the entries m kΛ we have The proof of this lemma is lengthy and will not be given here. We merely mention that the expression (2.1) for Mr 1 can be verified by direct multiplication with M.
3* Proof of the theorem* The /-divergence of two probability measures P and Q on a measurable space (Ω, S3) is defined to be 550 
t % (B),BeW).
Then % h >..t n is a σ-field of subsets of R D and g is the σ-field generated by the union of all the σ-fields S« r .. ίn . Given two probability measures /i<,i = l,2, on (i2 Let t ly , t n e Z?, t 0 < ίi < < ί n < ^o + S. For the fixed {ί lf •••,«»} there is a one-to-one correspondence between the members of % tv~tn and the members of 93 W according to the definition (3.2) . Since the measures μ if i = 1,2, are Gaussian, i.e., the stochastic process Y(t, x) = x(t) is a Gaussian process on each of the two probability spaces (R D , %,μ^, we have According to (3.1) , (3.3) and (3.7)
In evaluating the integrals in (3.8) we quote the well known equality that for any n x n matrices A and B where A is symmetric and B is positive definite Applying (3.9) to (3.8) remembering (3.7) , (3.6) (3.13) Now according to (1.3) Ui (t) = λ<(ί -ί 0 ) + e,(ί -t 0 ) where lim ε< = 0, i = 1, 2 . If we apply (3.14) and (3.15) 
