Many external and internal validity measures have been proposed in order to estimate the number of clusters in gene expression data but as a rule they do not consider the analysis of the stability of the groupings produced by a clustering algorithm. Based on the approach assessing the predictive power or stability of a partitioning, we propose the new measure of cluster validation and the selection procedure to determine the suitable number of clusters. The validity measure is based on the estimation of the \clearness" of the consensus matrix, which is the result of a resampling clustering scheme or consensus clustering. According to the proposed selection procedure the stable clustering result is determined with the reference to the validity measure for the null hypothesis encoding for the absence of clusters. The¯nal number of clusters is selected by analyzing the distance between the validity plots for initial and permutated data sets. We applied the selection procedure to estimate the clustering results on several datasets. As a result the proposed procedure produced an accurate and robust estimate of the number of clusters, which are in agreement with the biological knowledge and gold standards of cluster quality.
1. Introduction
Motivation
The microarray chip technology has made it possible to simultaneously measure the expression level of thousand of genes. It has raised new challenges in bioinformatics research and invoked the development of the new methods of computational intelligence. The main question is how to structure the huge amount of data in order to derive knowledge from them. Clustering is the widespread exploring technique which allows meaningful grouping of the gene-expression pro¯les and determining the useful patterns of co-expressed genes. By identifying a set of gene clusters, it is possible to de¯ne the functions of the genes that were previously unknown and discover the mechanisms of gene regulation and interaction, which can be used to understand a function of a cell. 1 Otherwise, by analyzing the gene expression pro¯les of di®erent tumor samples, it is possible to identify new unknown tumor subtypes and improve medical treatment.
There exist many general and specially developed clustering algorithms to deal with the microarray data. All the algorithms have their advantages and de¯ciencies when used for clustering gene expression data. 2À5 As di®erent clustering algorithms can produce di®erent clustering results due to their inner biases, and some kind of grouping of the data items will be provided even though the data does not show any clustering structure, the development of the general clustering validation scheme is of great importance. The main concern is the assessment of the con¯dence of the clustering results, selected number of clusters and cluster assignments for individual samples.
In our paper, we propose a validity measure to estimate the stability of the data clustering, which allows to raise the con¯dence of the clustering result. The validity measure is based on the previous work on resample-based consensus clustering 6 and utilizes the calculation of the consensus matrix entropy. On the basis of the entropy calculations, the authors propose the selection procedure to determine the appropriate number of clusters.
Related work
The approaches to the validation of the clustering results as an alternative to their manual and subjective veri¯cation are continuously developed together with the clustering algorithms. 7, 8 The techniques applied for the validation of the clustering results can be divided into two main categories: internal and external validation measures. 9 Internal measures are based on the data alone and estimate the correspondence of the clustering results to the internal data structure. Most of them attempt both to minimize the cluster compactness and maximize the cluster separability such as the Dunn-like Indices and Silhouette Width, 9 etc. The special class of internal measures is those assessing the predictive stability of the clustering results.
10À12 External measures evaluate the clustering result based on a known set of class labels or the gold standard for clustering. They assess the consensus between a partitioning and the gold standard based on the contingency table of the pairwise assignments of the data items, as for example adjusted Rand Index, Jaccard coe±-cient, FM score 10 and entropy measure. 13 In the previous research, the entropy measure has been also successfully applied for unsupervised and supervised feature selection, 14, 15 in the objective function of the regularized fuzzy C-mean, 16 and as a criterion to construct the optimal cluster ensemble. 17 There are a number of studies devoted to the application of the resampled-based validity measures to access the stability of clustering results, which is of special concern in bioinformatics research. 6, 10 The consensus between several clustering results is estimated by using the external measures e.g. FM score or consensus matrix. Then the right number is selected on the basis of the external measure distribution or its mean value. 18À20 In our paper, we further develop the ideas of consensus clustering, 6 which is the model-independent resampled-based methodology of class discovery and clustering validation with the appealing possibility to visualize the information provided by the analysis of the resampled data. We proposed the new clustering validity measure based on the estimation of the consensus matrix entropy. It was compared with the validity measure based on empirical cumulative distribution (CDF) 6 and the gold standard. We also proposed the selection procedure to determine the number of clusters, which corresponds to the most stable clustering result.
System and Methods

Consensus clustering
The consensus clustering 6 is based on the resampling scheme to simulate perturbations of the original dataset. The clustering algorithm is then applied to each of the perturbed datasets, and the consensus among the multiple runs is assessed by the consensus matrix. The more the resultant clusters are robust with respect to simulated perturbations, the more con¯dence can be put to the clustering results.
Let X ¼ fx 1 ; x 2 ; . . . ; x N g be a set of data items, K ¼ fK 1 ; K 2 ; . . . ; K C g be the C-partition of the dataset X, where The consensus matrix Ç is symmetric and each entry in Ç takes the value in the interval ½0; 1. The perfect consensus matrix corresponding to the stable clustering of the perturbed datasets has only 0 or 1 as its entries. The additional distinctive property of the matrix Ç is that it provides the new similarity measures for the clustering of the dataset and can be also used as a visualization tool to assess the stability of the resultant clusters together with their optimal number.
In Ref. 6 the authors proposed the summary statistics to assess the stability of each cluster and each cluster's member. In our experiments, we used them in comparison to the proposed validity measure to estimate the clustering results.
To determine the cluster number, which corresponds to the most stable clustering result, the authors in Ref. 6 proposed to analyze the cumulative distribution CDF of the values of the consensus matrix. For this purpose the list of the consensus matrices Ç ðCÞ C ¼ 1; . . . ; C max is constructed and the one, corresponding to the most \cleanest" or perfect (with only 0 and 1 as entries) according to CDF, determines the resultant cluster number. The perfect and stable clustering result corresponds to the clear bimodal shape of the CDF curve. For the de¯nition and calculation of CDF and area under CDF refer to Ref. 6.
Datasets
We tested the proposed validity measure and the selection procedure on the three simulated datasets and the four real gene expression datasets listed in Table 1 .
We randomly generated Dataset1 that does not contain any distinctive clustering structure from a uniform ten-dimensional hypercube. For all the other simulated datasets the values of the gene expression in the di®erent time points (features) are independently generated from the normal distribution with the mean values depicted in Table 2 . For all the datasets, the standard deviation of the normal distributions is 2 ¼ 1.
The yeast cell cycle data were extracted from a dataset that shows the°uctuation of expression levels of approximately 6000 genes over two cell cycles (17 time points). Out of these 6000 genes, 384 genes have been selected to be cell-cycle regulated. This dataset is publicly available at: http://faculty.washington.edu/kayee/cluster. Leukemia dataset includes the bone marrow samples obtained from acute leukemia patients at the time of diagnosis: 25 acute myeloid leukemia (AML) samples; 9 T-lineage acute lymphoblastic leukemia (ALL) samples; and 38 B-lineage ALL samples. After preprocessing, the 100 genes with the largest variation across samples are selected. 9 The DLBCL dataset consists of 58 patients with di®use large B-cell lymphoma (DLBCL) and 19 À À À with follicular lymphoma (FL), described by the expression of 6286 genes after preprocessing. 22 The Lung dataset includes four sample classes 139 adenocarcinomas (AD), 21 squamous cell carcinomas (SQ), 20 carcinoids (COID), and 17 normal lung (NL), described by the expression of 3312 genes after preprocessing. 22 Three tumor datasets are publicly available at: http:// www.broadinstitute.org/cgi-bin/cancer/datasets.cgi.
Algorithm and Implementation
We propose to estimate the \cleanness" of the consensus matrix by using the validity measure E, based on the entropy of its entries or the entropy measure. The entropy is less for orderly con¯guration of the matrix Ç and more for its disorderly con¯guration:
Eði; jÞ ¼ ÀÇði; jÞ Á log 2 Çði; jÞ À ð1 À Çði; jÞÞ Á log 2 ð1 À Çði; jÞÞ ð2Þ the entropy measure for the whole matrix Ç is
When all the entries of the matrix Ç are equal to 1 or 0, its entropy will be always equal to 0. So we can suppose that the most stable clustering results will correspond to the lowest value of the entropy of the corresponding consensus matrix Ç. In this way, we can use the entropy measure to estimate the list of the consensus matrices Ç ðCÞ C ¼ 1; . . . ; C max for a di®erent number of clusters, and the one corresponding to the lowest entropy value will determine the resultant cluster number. But as the entropy measure can change its value for di®erent number of clusters even in the absence of the clustering structure, the empirical scheme for the selection of the suitable number of clusters must be provided. For this purpose, we proposed the selection procedure which is similar to the one described in Ref. 10 and is intended to compensate the internal biases of the validity measure. Further is the short description of the procedure:
(1) for each number of clusters C ¼ 1; . . . ; C max , construct the consensus matrix Ç ðCÞ according to the resampling scheme of the consensus clustering and calculate the entropy measure E ðCÞ , (2) generate B datasets under a uniformity null hypothesis of C ¼ 1 or \no clusters" in the data. For each dataset repeat the procedure, described in the previous step to obtain B sets of entropy measures E 
Experimental Results and Discussion
Experimental design
The main steps of our experimental design are as follows:
(1) consensus clustering was applied to the datasets. The number of clusters was estimated using two approaches: (1) using CDF curves 6 ; (2) proposed selection procedure, (2) clustering results were evaluated against the gold standard, using the adjusted Rand index, 10 which is a measure of agreement between alternative data partitions. The adjusted Rand index ranges between 0 and 1, with 1 corresponding to perfect agreement, (3) as in Ref. 6 we made the comparison of the cluster assignments produced by the application of a clustering algorithm to the consensus matrix and to the raw data.
Experimental settings
In the framework of the consensus clustering for all datasets, we used hierarchical clustering algorithm (HC) to generate the partitions of the resampled datasets. HC produces a hierarchy of clusters rather than a number of clusters¯xed in advance.
For three tumor datasets, we applied both HC and partitioning around medoids (PAM) 10 clustering algorithm and compared the results. The \distance" between samples x and y were taken to be Euclidean for tumor datasets and dðx; yÞ ¼ 1 À jcorrðx; yÞj for simulated and yeast cell cycle data, where corrðx; yÞ is the statistical correlation between the expression pro¯les of x and y.
For each number of clusters C ¼ 1; . . . ; C max , where C max ¼ 10, we ran H ¼ 100 resampling iterations. At each iteration, the perturbed dataset is obtained by sampling, without replacement, 80% of the items from the original data. According to the selection procedure to estimate the number of clusters we generated B ¼ 20 datasets under the uniformity hypothesis. The results of the experimental evaluations are: (1) a set of ordered consensus matrices, one for each of the C's considered; (2) an estimation of the number of clusters C Ã using the proposed selection procedure and the analysis of the CDF curves; (3) the corresponding cluster assignments; (4) the values of Rand index for the resulting partition of the dataset.
Results
For all the datasets the cluster labels are pre-de¯ned, allowing the comparison of the clustering results to the gold standard. The corresponding values of the Rand index, which presents the external clustering validity measure for all analyzed datasets, are shown in Table 3 .
Rand index is calculated for the cluster assignments, produced by clustering of the raw values of the datasets (column name \HC" or \PAM") and using the consensus matrix, corresponding to the selected number of clusters, as the similarity matrix (column name \Consensus (HC)" or \Consensus (PAM)").
Results on simulated data
The Dataset1 with uniform distribution, which is presented in Fig. 1(a) in the twodimensional feature space, was analyzed in order to investigate the behavior of the proposed validity measure in comparison with CDF curves when there is not any meaningful data cluster structure.
In Fig. 1(b (Fig. 2(a) ) are less than the signi¯cance threshold d min or the p-value of the E ðCÞ is more than p max (the set is empty), therefore we can conclude the number of clusters equals 1 or there is a lack of any clustering structure in the dataset.
The same result is true according to analysis of the CDF curves ( Fig. 2(b) ) for di®erent number of clusters. The curves do not approach the step function and the area under the curves is gradually increased. Such behavior is typical for the dataset without any clustering structure.
For the dataset Dataset3 ( Fig. 3(a) ), three clusters as the most stable result according to the resampling scheme are determined by both the proposed selection procedure and analysis of the behavior of the CDF curves versus the number of clusters C (Fig. 4(b) ). The plots of the validity measure and distances d ðCÞ versus number of clusters C are shown on Figs. 3(b) and 4(a), correspondingly. According to the value of the Rand index for Dataset3 (Table 3 ) the selected number of clusters is the perfect result without errors. The clustering result for the datasets Dataset4 with gene patterns, depicted in Fig. 5(a) , is more stable when the number of clusters equals four. It can be uniquely determined by the proposed procedure with calculation of the observed and expected values of the validity measure (Fig. 5(b) ) and distances d ðCÞ (Fig. 6(a) ) versus number of clusters C.
In contrast to our procedure the behavior of the CDF curves (Fig. 6(b) ) indicates the¯ve clusters as the most appropriate result. 
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The cluster result for Dataset4 with C ¼ 4 has several errors (Table 3) , that can be explained by the overlapping of the gene expression patterns. Figure 7 shows the consensus matrices for the number of clusters C ¼ 3; 4; 5.
Results on real data
For yeast cell cycle data¯ve putative true clusters, 21 which are the sets of early G1-peaking, late G1-peaking, S-peaking, G2 peaking and M-peaking genes were marked out (Fig. 8(a) ) and used by us as the gold standard.
According to the proposed selection procedure, six clusters give the largest value of distance between observed and expected validity measure. There is a little di®erence in entropy values of consensus matrices (Fig. 8(b) ) and in distances d ðCÞ (Fig. 9(a) ) for the number of clusters starting from¯ve. To analyze the content of the clusters and to con¯rm the e±ciency of our selection procedure, we cut the dendrogram at two levels:¯ve and six clusters. For the case of¯ve clusters, only four of them correspond to the prede¯ned cluster temporal patterns, the clustering into six clusters identi¯es all the¯ve prede¯ned patterns. Both clustering results contain the exceptional cluster with genes belonging to the S-and G2-phases of cell cycle. According to Saccharomyces genome database (SDG) their transcript is not considered periodic using an arbitrary cuto® of 1000. We can state that this cluster is an outlier of periodic regulations of the other genes. Therefore the selection of six clusters, adopted by our procedure, is more adequate.
Using the CDF curves ( Fig. 9(b) ) it can not be unambiguously distinguished between¯ve and six clusters.
The gene expression pro¯les and the corresponding average cluster pro¯les for C ¼ 6 are depicted in Fig. 10 . The six gene expression pro¯les with exceptional behavior form the cluster 5. Five from six¯nal average cluster pro¯les strongly 
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correlate with the prede¯ned temporal gene expression patterns. The set of prede¯ned expression patterns S ¼ fS 1 ; S 2 ; . . . ; S 5 g incorporates the average expression levels of the genes of each prede¯ned class over the 17 time points (Fig. 8(a) ). The average cluster pro¯les P ¼ fP 1 ; P 2 ; . . . ; P 6 g are the result of the consensus clustering and selection of cluster number C ¼ 6 with the proposed procedure (Fig. 10) . The correlation coe±cients of both sets are listed in Table 4 . We consider that the prede¯ned pattern S i that has correlation at least greater than 0.9 with one from the P pro¯les is identi¯ed. We can conclude that all the¯ve standard patterns are thereby identi¯ed. The low value of Rand index for yeast cell cycle dataset in Table 3 is due to the very large overlap between gene pro¯les of¯ve putative true clusters.
For the Leukemia dataset, three clusters that were the most stable according to our procedure and the analysis of CDF curves were selected (Figs. 11 and 12) . Comparing with the known class labels, two B-lineage ALLs and four AMLs were wrongly classi¯ed by HC and only three samples were wrongly classi¯ed by PAM.
The maximum distance for three clusters on the plot of distances is more pronounced for PAM clustering. The Rand index for PAM is higher (Table 3) .
For DLBCL database, the three stable clusters are identi¯ed by our procedure (Figs. 13(a) and 14(a) ). The¯rst cluster mainly consists of FL, with some DLBCL cases, and the two remaining clusters contain only DLBCL cases. According to Ref. 22 , the existence of subclasses among DLBCL patients was biologically justi¯ed.
The analysis of the CDF curves (Figs. 13(b) and 14(b)) does not allow to make such a de¯nite decision and requires the analysis of the consensus matrices for each number of clusters. The low value of Rand index in Table 3 can be explained by the additional partitioning of the DLBCL samples. 
For Lung dataset, we determined two possible stable clustering results corresponding to the two peaks on the plot of distances (Figs. 15(a) and 16(a) ). The¯rst pronounced peak corresponds to the two-clustering result for both clustering algorithms, which di®erentiates COID and all other Lung tumors. It is biologically approved that COID constitute a well-de¯ned tumor subtype among other lung tumors. The second peak identi¯es the four clusters using PAM and¯ve clusters using HC. The Rand indices in Table 3 correspond to the second peak. Three of thē ve clusters using HC perfectly match non-AD samples, additional two clusters contain only AD samples. In the case of four clusters using PAM, two of them perfectly correspond to COID and NL samples, the other two contain the mixture of SQ and AD samples. When we considered¯ve clusters using PAM than 15 from 21 SQ samples formed a separate cluster and the result was similar to HC clustering. In contrast to our approach, the analysis of CDF curves (Figs. 15(b) and 16(b)) cannot simultaneously capture the clustering structure at the multiple levels.
Conclusion
In this study, we proposed a validity measure, which estimates the stability of the clustering results by calculating the entropy of the consensus matrix. 6 On the basis of the validity measure, the selection procedure to determine the number of clusters was also proposed. The selection procedure was evaluated on several simulated and real datasets and was found to be more accurate in estimating the number of clusters in comparison with the criterion which assesses the proportion increase in the area under CDF. 6 Unlike the above-mentioned criterion, our approach can di®erentiate between one and two clusters in the dataset and additionally capture the stable clustering structure at the multiple levels.
The results of data clustering using the proposed procedure are well correlated with the known class labels for the simulated datasets. The correlation is less for the yeast cell cycle, where several standard expression patterns have very similar pro¯les. Nevertheless all the standard patterns are uniquely identi¯ed by the application of our selection procedure. For DBLCL and Lung datasets, the procedure discovers the stable subgroups among the known tumor subtypes, which are worth to be further investigated by the biologists and physicians. Application of the PAM and HC clustering with the selection procedure gives the similar results.
For all the datasets, the Rand index of the cluster assignments produced on the basis of the consensus matrix is higher than using the raw data.
We suggest our study could provide new insights to the applications of di®erent measures to estimate the stability of clustering results of gene expression data.
