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Abstract
High harmonic generation (HHG) is a powerful and well established technique to
study ultra fast processes in atoms and molecules. Originally HHG was restricted to
the study of atomic or small molecular gases. In the last few years the use of laser
ablation to create plumes that are suitable media for HHG has gained interest due
to is ability to allow almost any solid material to be potentially studied using HHG.
Most of this thesis focuses on our advancements in this eld of ablation plume HHG
spectroscopy with a small section devoted to our continuation of work focused on
controlling electron trajectories in HHG through the use of an orthogonally polarised
second harmonic eld.
We show how through the use of a rotating target system we have been able to
stabilise the ablation process to work at 1 kHz repetition rate.
The ablation plumes of some transition metals have previously be shown to ex-
hibit enhancement of particular harmonic orders linked to resonances in the parent
ion. We performed investigations into tin and manganese plumes and were able to
nd good agreement between the experimental data and a theoretical model. This
showed that autoionising states in the ions of these materials were the most likely
source of the enhancements.
We present our attempts to extend the ablation plume HHG technique to work
with soft materials. It was found that graphite plumes were able to produce a very
strong harmonic response that is comparable with generation from an argon gas jet. It
was discovered that nano particles were present in the plumes and these were mostly
likely to cause of the stronger eciency. Finally we present the rst use of laser
ablation plume HHG to study molecules of biological interest. We performed HHG
studies on uracil and thymine, a signal was obtained from former but not the latter.
Were able to determine that during ablation there was a higher degree of molecular
fragmentation from thymine molecules compared to uracil.
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Chapter 1
Introduction
Mankind has always been fascinated by the world around us and the goal of science
has always been to describe and understand it. Some the most fundamental physical
processes occur on the Angstrom (10 10 m) spatial scale and femtosecond (10 15 s)
to attosecond (10 18 s) temporal scale. It is possible through the use of ultra short,
high intensity laser light to access and make measurements on these innitesimal
scales. This has lead to many breakthroughs in the understanding of nuclear motion,
electronic transitions and other ultrafast processes. This thesis focuses on one such
phenomenon that occurs during the interaction of an intense ultra short optical pulse
and atom or molecule, that of High-order Harmonic Generation (HHG). In particular
its application in the study of laser ablation plumes.
1.1 Thesis Organisation
The structure of this thesis is as follows: Chapter 1 positions the contained work in
context of the ultra-fast community and introduces strong eld interactions between
atoms and molecules. It describes the conditions required for HHG to occur as well
as laser ablation in context of creating plumes that are suitable non-linear media for
HHG.
Chapter 2 focuses on the theoretical description of HHG and in particular how it
is aected by the properties of the intense laser eld being used to drive the process.
Also how HHG can be manipulated to generate attosecond pulses as well as the eect
of atomic resonances on the process. Chapter 3 details the Red Dragon laser system
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that was used to create the high intensity, ultra short pulses required to drive HHG
for the majority of the work contained in this thesis. Some of the experiments were
performed using optical parametrically generated sources as well as second harmonic
dressing elds so these are also explained here. Chapter 4 covers the experimental
methods that were used to facilitate HHG and measure the produced signals in a
controlled stable manner.
The presentation of results begins with Chapter 5 in which I detail our contin-
uation of work focused on controlling the electronic quantum orbits in HHG using
a weak orthogonal second harmonic dressing eld. Chapter 6 presents our technical
advancements in HHG from laser ablation plumes, with focus given to working with
kHz repetition rates and stabilising plume creation generation. As well as describing
the diagnostics I used analyse the compositions of ablation plumes. Chapter 7 de-
scribes our investigations into localised enhancements of particular harmonic orders.
These enhancements are links to strong resonant transitions in the parent ion. Our
work was particularly focused on the enhancements seen in tin and manganese plas-
mas. A description of the most promising theory for describing these enhancements is
also included. Chapter 8 presents the experiments that were performed on non-metal
targets with particular focus on carbon (graphite) and carbon containing materials.
Also included is the rst attempt to use ablation plume HHG spectroscopy to study
dierence between molecules of biological interest, in this case the nucleobases uracil
and thymine. Lastly Chapter 9 concludes the discussion and details potential avenues
in order to continue this eld of study.
1.1.1 Author's Contributions
Now follows a summary the contributions made by the author to the work contained
in this thesis.
Chapter 5: Was the lead experimentalist on the two colour experiments with the
assistance of S. Houver, N. Lin and A. Zar. Performed the majority of the experimen-
tal analysis as presented in the thesis, additional analysis is currently being conducted
by A. Zar.
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Chapters 6,7 & 8: Together with Andy Gregory designed and built the rotating
target set-up for ablation plume HHG. With R.A. Ganeev performed the majority
of the experiments that took place in the Red Dragon lab. Was also responsible for
data collection and initial processing. Lead experimentalist in the HHG investigations
performed on uracil and thymine with the assistance of F. McGrath. Also assisted
R.A. Ganeev and D.Y. Lei with the plume debris analysis. As well as working with
M. Castillejo, I. Lopez-Quintas and Z. Abdelrahman on the TOF-MS that were at-
tempted at Imperial college.
Below is a list of publications that resulted as a consequence of the work contained
in this thesis.
 [1] R.A. Ganeev, C. Hutchison, T. Siegel, M.E. Lopez-Ariascd, A. Zar & J.P.
Marangos `High-order harmonic generation from metal plasmas using 1 kHz
laser pulses ' Journal of Modern Optics, 2011, Vol 58, Pages 819-824
 [2] R.A. Ganeev, C. Hutchison, T. Siegel, A. Zar, and J.P. Marangos `Quantum
path signatures in harmonic spectra from metal plasma' Physical. Review A,
2011, Vol 83, ISSN:1050-2947
 [3] R.A. Ganeev, C. Hutchison, A. Zar, T. Witting, F. Frank, W.A. Okell, J.W.
Tisch & J.P. Marangos. `Enhancement of high harmonics from plasmas using
two-color pump and chirp variation of 1 kHz Ti:sapphire laser pulses ' Optics
Express. 2012 Jan 2;20(1):90-100. doi: 10.1364/OE.20.000090.
 [4] R.A. Ganeev, T. Witting, C. Hutchison, F. Frank, P.V. Redkin, W.A. Okell,
D.Y. Lei, T. Roschuk, S.A. Maier, J.P. Marangos, and J.W.G. Tisch `Enhanced
high-order-harmonic generation in a carbon ablation plume' Physical Review A,
2012, Vol 85, ISSN:1050-2947
 [5] R.A. Ganeev, V.V. Strelkov, C. Hutchison, A. Zar, D. Kilbane, M. A.
Khokhlova, and J. P. Marangos `Experimental and theoretical studies of two-
color-pump resonance-induced enhancement of odd and even harmonics from a
tin plasma' Physical Review A, 2012, Vol 85, ISSN:1050-294
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 [6] C. Hutchison, R.A. Ganeev, T. Witting, F. Frank, W.A. Okell, J.W. Tisch &
J.P. Marangos `Stable generation of high-order harmonics of femtosecond laser
radiation from laser produced plasma plumes at 1 kHz pulse repetition rate.'
Optics Letters, 2012, Vol:37, Pages:2064-2066
 [7] R.A. Ganeev, C. Hutchison, T. Witting, F. Frank, W.A. Okell1, A. Zar, S.
Weber, P.V. Redkin, D.Y. Lei, T. Roschuk, S.A. Maier, I. Lopez-Quintas, M.
Martn, M. Castillejo, J.W.G. Tisch and J.P. Marangos `High-order harmonic
generation in graphite plasma plumes using ultrashort laser pulses: a systematic
analysis of harmonic radiation and plasma conditions ' Journal of Physics B:
Atomic, Molecular and Optical Physics, 2012, Vol 45, 165402
 [8] R.A. Ganeev, T. Witting, C. Hutchison, F. Frank, M. Tudorovskaya, M.
Lein, W.A. Okell, A. Zar, J.P. Marangos, J.W. Tisch. `Isolated sub-fs XUV
pulse generation in Mn plasma ablation.' Optics Express. 2012 Vol 20 Pages
25239-25248
 [9] A. Zar, T. Siegel, S. Sukiasyan, F. Risoud, L. Brugnera, C. Hutchison,
Z. Diveki, T. Auguste, J.W.G. Tisch, P. Salieres, M.Y. Ivanov, J.P. Maran-
gosMolecular internal dynamics studied by quantum path interferences in high
order harmonic generation. Chemical Physics, 2013 Vol 414 Pages 184191
 [10] R.A. Ganeev, C. Hutchison, T. Witting, F. Frank, S. Weber, W.A. Okell,
E. Fiordilino, D. Cricchio, F. Persico, A. Zar, J.W.G. Tisch, J.P. Marangos
`High-order harmonic generation in fullerenes using few- and multi-cycle pulses
of dierent wavelengths ' JOSA B, 2013, Vol. 30, Issue 1, pp. 7-12
 [11] C. Hutchison, R.A. Ganeev, M. Castillejo, I. Lopez-Quintas, A. Zar, S.J.
Weber, F. McGrath, Z. Abdelrahman, M. Oppermann, M. Martin, D.Y. Lei,
S.A. Maier, J.W.G. Tisch and J.P. Marangos `Comparison of high-order har-
monic generation in uracil and thymine ablation plumes ' Phys. Chem. Chem.
Phys, 2013, Vol 15, 12308.
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1.2 Laser Advancements Towards The Strong eld
In 1960 Light Amplication by Stimulated Emission of Radiation (LASER) was rst
demonstrated by T. Maimam [12]. Over the last 50 years the laser had proved to be
an incredibly powerful and versatile tool nding numerous applications in communi-
cations, sensors and medical treatments to name but a few. To this day lasers are
still a main stay of research and without this device the work carried out in this thesis
would not be possible. The dierence between the emission from a laser and other con-
ventional sources of electro-magnetic radiation is that the light emitted from a laser
is both spatially and temporally coherent. This property of coherence allows short
pulses to be produced and tight focusing to be achieved. Through this lasers were
able to achieve intensities that were not previously accessible by conventional sources.
Since that rst demonstration the intensities that have be achieved using laser
have increased greatly of the years (gure 1.1), with key advancements pushing the
boundaries. Such include Kerr-lens mode locking [13], Titanium sapphire (Ti:sapph)
as laser gain medium [14], Chirp Pulse Amplication (CPA) [15] and hollow bre
pulse compression [16]. There have been many other advancements in lasers to nu-
merous to list here, but I have singled out these four as all are used in the laser system
that was used carried out the majority of experiments described in this thesis.
Figure 1.1: Graph showing a timeline of the achievable peak laser powers and the processes
that lead to particular increases. [17]
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HHG is a non-linear process that only occur in the presence of suciently large
intensities. First observed in 1987 by C.K. Rhodes et al. [18]; in their experiment
they irradiated various gases with a high intensity (1015   1016Wcm 2) 248nm laser
eld. The emission from the gas was spectrally sorted and photo-electrically am-
plied, used to excite a phosphored bre-optic anode and nally captured using a
camera. The spectra they observed contained multiple increasing order odd harmon-
ics of the fundamental. The highest detected frequency in this rst experiment was
14.6nm corresponding to the 17th harmonic which resulted from the emission from
Neon. The production of harmonics of higher orders was carried out only a year later
by Ferray et al. [19] who through the use of a 1064 nm Nd:YAG laser system were
able to observe the 33rd harmonic production. Quests to achieve coherent sources
with the highest photon energy continued. Notable results include the rst use of a
sub-picosecond driving source by Sarukura et al in 1991 [20] and the rst use of a
Ti:sapph laser to drive HHG by Macklin et al in 1993 [21].
While this was going on a great deal work was being performed on the theoretical
side of HHG. Solving the Time Dependant Schrodinger Equation (TDSE) [22{25] and
Floquet calculations [26] successfully reproduced the typically HHG spectra. While
classical methods [27, 28], one-dimensional approximations [29, 30] as well as other
models [31{34] provided some insight into the physics. A full review of the early
HHG work can be found here [35]. A large breakthrough came in the early 90's
where calculations by K.C. Kulander et al. [36] interpreted by P.B. Corkum et al. [37]
produced the simple-mans `three step model' (see section 2.2) which still remains
the most intuitive description of the phenomenon. A more rigorous model based on
the 3-step model known as the `strong eld approximation' (section 2.3) was devel-
oped by M. Lewenstein et al. [38]. It maintained the intuitiveness of the three step
model while being less computational expensive compared to full Time Dependent
Schrodinger Equation (TDSE) calculations.
HHG is capable of generating very large spectral bandwidths in the XUV region,
work focused on developing these sources [21, 39{43]. The large bandwidths associ-
ated with HHG allowed for the generation of attosecond (10 18 seconds) light pulses
and the development of attosecond science [44{46]. These pulses are able to probe
some of the fastest dynamics that we know of and the current record for the shortest
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pulse sands at 80 as [47] shorter than the Bohr orbital period of  150 as.
In the early nineties attempts were made to perform non-linear up-conversion and
HHG in laser generated plasmas. This was based on the higher ionisation potentials
of alkali ions compared to noble gases with the hope of obtaining a higher ordered
harmonics. Early results involving the use of such plasmas were less than remarkable
with only low orders being obtained [48{52]. The low orders coupled with low conver-
sion eciency (10 7-10 8) meant that HHG in these laser plumes fell out of favour.
In 2005 the eld was invigorated with the observations in a boron plasma were able
to observe eciencies in (10 5). They found by working with a laser ablation plume
which was weakly ionised (as opposed to high excited and high ionised plasma plumes
of the early work) they were able to successfully generated higher ordered harmonics.
This is due the reduced number of free electrons present in such a plume which was
previously limiting the process.
In the last few years ablation plume HHG has gained some interest as method
for studying substances not previously available to the HHG community. A key per-
son in the ablation/plasma plume community is R.A Ganeev and much of the work
contained in this thesis is built on previous results from him and his collaborators.
Laser ablation plume HHG is often referred to as `plasma plume' HHG in the pre-
vious literature, I have chosen not to use this term as it is not always accurate. In
our work as many of the plumes (particularly the molecular targets) were composed
mostly of neutral constituents or at least mixture of neutrals and ions therefore it is
not possible to say that the HHG process took place in a plasma. This is dierent
in the case of plumes generated from metals where it is usual for ions to undergo HHG.
1.3 Strong Field Laser Ionisation Preamble
To properly describe HHG it is important to place it in the context of other processes
that can take place in a strong laser eld matter interaction. Firstly what is a strong
eld? It is often considered that once a eld is intense enough that it becomes compa-
rable to the binding energy of the outermost electron of a target that you are entering
the realm of strong eld physics. This means that the intensity required will depend
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on the target in question, in particular the Ionisation Potential (Ip) of the target. In
this thesis we have worked with a large number of dierent targets with Ip's ranging
from argon Ip= 15.8 eV to uracil Ip=9.6 eV. To suppress the Coulomb barriers of such
potentials (as shown in gure 1.2) would require laser intensities 2.5x1014 Wcm 2
and 1x1013 Wcm 2 respectively.
The regime of ionisation will depend on the relative strengths of the laser electric
eld and the binding energy of the atom or molecule. Two main intensity regimes
can be distinguished. If the laser eld is weak compared to the binding energy then
the eect of eld can be treated as a small perturbation of the system. This is known
as the perturbative regime where ionisation is dominated by Multi-photon Ionisation
(MPI) and Above-Threshold Ionisation (ATI). There rates can be calculated using
perturbation theory.
Figure 1.2: Diagrams showing three potential ionisation methods that can take place in a
strong laser eld, the 1D deformations of the binding potential (solid line) as compared to
the undeformed potential (dashed line) and the regimes for which these processes dominate
[53]
If the laser eld is comparable to or greater than the Coulomb eld binding the
outermost electron of the system then it cannot be treated as a small perturbation.
The system is now considered to be in the non-perturbative regime in which ionisation
is dominated by tunnel ionisation and Over The Barrier Ionisation (OTBI).
There is no clear point at which these two regions can be separated, however a
commonly used measure of when each regime dominates is given by the Keldysh pa-
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rameter  . In the adiabatic case if   >> 1 then compared to the binding potential of
the atom or molecule the eld is weak and the system is in the perturbative regime,
and if   << 1 then it is non-perturbative. However since this experiment will be
using pulse that are ultra-fast (30fs) the system cannot be considered adiabatic. As
the carrier envelope of the pulse cannot be considered constant, sub-cycle dynamics
play a greater role. In this thesis we have worked with short pulses that are between
3 and 30 cycles. The amplitude and envelope can not be treated as a constant over
a single cycle like in the adiabatic approximation. MPI and ATI are only dependant
on the number photon present in eld while tunnel ionisation is extremely sensitive
to the phase of the eld as well as envelope of the pulse. The contribution of each of
the two cycle has been theoretically studied on the sub-cycle time scale, where it was
found for    1 tunnelling ionisation is the dominant process [54].
  =
s
Ip
2Up
(1.1)
Up =
e2E2
4m!2
(1.2)
Up[eV ] = 9:33
2
0[m
2]I0[10
14W=cm2] (1.3)
We have dened an important parameter, the Pondermotive energy (Up). This is
the cycle averaged kinetic ('wiggle') energy that a free electron gains in an oscillating
electric eld. For larger elds such that Up is of the order of the rst ionisation poten-
tial (Ip) of the atom or molecule, perturbation theory breaks down and you move into
the non-peturbative regime. Up is given by eqn.(1.2) where e and m are the charge
and mass of the electron and E and ! are the electric elds strength and angular
frequency. A more experimentally useful way of calculating Up is shown in Eqn.(1.3)
where 0 and I0 are the wavelength and intensity of the electric eld in the shown
units.
1.3.1 Multi Photon And Above Threshold Ionisation
MPI and ATI are processes that take place in the perturbative regime. When a
photon irradiates an atom of molecule it is possible for an electron to absorb it and
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be excited to a virtual energy level. If the photon density is suciently high it can
absorb multiple photons before it relaxes back down. If this process occurs enough
time it is possible for the electron to gain enough energy to over come the Coulombic
force and become unbound as a result the atom is ionised, This is MPI. If the eld
is even stronger the electron can absorb more photons than is required to ionise and
the additional energy manifests as kinetic energy of the released electron, this is ATI.
The rate of absorption in this process, RN+S is given in equation (1.4), where N is
the number photon required to ionise the electron, S is any additional photons that
are absorbed and N+S is the absorption cross-section between the atom or molecule
and the photons. The latter rapidly decreases with increasing number of photons
such that rate becomes very intensity dependant as the number of photons absorbed
increased.
RN+S = N+SI
N+s (1.4)
1.3.2 Tunnelling Ionisation
Tunnelling ionisation take place in a regime between where MPI and OTBI dominate.
Here the electric eld is suciently strong to distort the binding potential but not
sucient to suppress it completely (gure 1.2b). This creates a nite barrier between
the bound electron and the continuum. If this barrier is small enough part of the
electron wave function will extend through the barrier. If this happens then it is
possible for it to quantum mechanically tunnel through the barrier and escape into
the continuum [55].
The process is quantum mechanical and hence probabilistic, this means tunnelling
ionisation can occur at any point in the eld. However the rate of this process is highly
dependant on the width of the barrier. Ammosov, Delone and Krainov (ADK) [56]
developed a fully quantum mechanical model for describing this phenomenon. In their
model the rate of tunnel ionisation is exponentially dependant on the instantaneous
electric eld. This mean that tunnel ionisation predominantly takes place at the peak
of the eld. If the intensity of the eld is in the right regime then the ionisation will
be very conned in time.
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1.3.3 Over The Barrier Ionisation
OTBI occurs when the eld complete suppresses the atomic potential (gure 1.2c).
The potential barrier conning the electron drops below the ground state energy of
the electron [57] and it is able to simply drift out of the proximity of the nucleus.
The potential in which the out-most electron moves, V (x; t) can be expressed as
the sum of the electric eld and the potential of the hydrogen atom:
V (x; t) =
 e2
40x
  eE(t)x (1.5)
Where e is the charge of an electron, 0 is the permittivity of free space, x is
the 1-D displacement along the polarisation of the laser eld and E(t) is the electric
eld varying in time t. The intensity at which OTBI occurs can be easily calculated
for one dimension, the calculation is also valid of any 3-dimensional potential that is
isotropic. Firstly we must locate the local maximum of equation (1.5). This is done
by dierentiating and setting the dierential to 0 and solving for x. Using this value
of x in equation (1.5) and equating it to ionisation potential gives the electric eld
required to exactly suppress the barrier. The intensity of the electric eld of a laser
is related to electric eld by I = c0E
2=2. Using this the intensity required to induce
OTBI is given as:
IOTBI =
I4p
220c
2e6
(1.6)
1.4 Laser Ablation
The idea of using laser pulses in order to cause the rapid vaporisation of the solid
target has been a large topic of study since the 1980's. There is a huge amount of
literature on the subject too numerous to list here. For the interested reader quite
comprehensive reviews of its scientic applications [58] and its ablation characterisa-
tion [59] can be found.
Laser solid interaction can be divided into two regimes: low and high uence. In
the former the vapour created by the leading edge of the pulse can be considered a
thin medium and there is weak interaction between the laser and this vapour. In
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the high uence case the vapour created by the leading edge has sucient atomic
excitation and ionisation that it absorbs the incident laser causing breakdown and
plasma formation [59].
In the work contained in this thesis is not clear which regime that we are operating
in. As previously mentioned plasmas that contain a high amount of excitation and
ionisation are not suitable for HHG. However from observations it is clear that there
is a degree of ionisation present in almost all the plumes we worked with. So rather
than one regime we may be operating on the boundary where both are relevant.
Without a proper knowledge of plume makes a theoretical description of dicult.
Experimental the ablation conditions were not pre-set but rather adjusted for each
sample in order to maximise any harmonic signal that could be found. However some
of the theory of the ablation will be discussed briey in the context of our experiments.
In 1996 Chichkov et al. showed that under low uence laser ablation could be fur-
ther separated into three categories [60]. They were divided by the inherent speeds
of energy/heat transfer in the solid which results in ablation from femtosecond, pi-
cosecond and nanosecond pulses to ablate dierently.
In femtosecond ablation the pulses lengths (tL) are much shorter than two keys
time scales, tL << te << ti, where te is the electron cooling time [60] or the time it
takes for electrons to interact with ions in the plume [61] and ti is the lattice heating
or heat conduction heating time. In the case of femtosecond ablation as the energy
is deposited much faster than both these mechanisms it leads all the energy being
deposited into the electrons of target. This cause almost instant vaporisation with
limited damage to the area surrounding the irradiated region, making such pulses
very useful for laser machining.
For picosecond ablation pulses te << tL << ti. This means that energy transfer
between electron and ions can not be neglected. The eect of electron conduction
leads to a melting of target surface in the illuminated area. However as the lattice
conduction time is much slower the eect on the surrounding area is again small.
Despite this process the ablation can be considered a direct solid-vapour process the
same as with femtosecond pulses.
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In the case of nanosecond pulses te << ti << tL there is enough time for a thermal
wave to propagate into the target [60]. This creates a relatively large area of melting
around the target. This liquid becomes the source of evaporation. The vaporisation
is often described using the following equation:
c
@T
@t
=
@T
@z

k
@T
@z

+ AI0 exp( z) (1.7)
where T; ; c; k and A are temperature, mass density, specic heat capacity, ther-
mal conduction and surface absorbance (albedo) of the target, respectively. I0 is the
intensity of the incident laser pulse, and z the coordinate normal to the target sur-
face [59]. As a result dierent targets required dierent intensities in order to induce
ablation.
In addition a further consideration that must be made with nanosecond ablation
is that the plume forms during the ablation pulse. This allows energy to be deposited
into the plume itself by the laser. This can lead to ionisation of the plume.
In all work prior to this thesis working with ablation plume HHG, the plumes
were created using ablation pulses that were on the nanosecond/picosecond time
scales. This meant heating and melting of the sample are relevant and needed to be
considered for working at high repetition rate. Previous attempts to use femtosecond
pulses to create ablation plumes that were suitable for HHG were unsuccessful [62].
It is believed that all the energy from the short pulses coupled into the electrons
faster than it can be dissipated. This would lead to a greater amount of ionisation
therefore more free electrons in the continuum destroying the phase-matching of the
harmonics(see section 2.6).
Chapter 2
High Harmonic Generation
HHG is a coherent process that has the advantage of encoding ultra fast dynamics
of the sample used in its spectra. These dynamics are charge migrations (e  nuclei
motion) that occur of a timescale ranging from a few 100 attoseconds to few femtosec-
onds. In this thesis we have explored HHG under dierent conditions of generation
to attempt to access such ultra-fast dynamics. In this chapter I aim to explain the
process of HHG and some of the techniques that can exploit it.
2.1 HHG Basics
HHG is a non-linear strong eld process by which high intensity laser light illuminat-
ing a target is up-converted into odd integer multiples of its fundamental frequency
(!0). The resulting emission has a particular structure in the frequency domain (Fig
2.1). The spectral amplitude is divided into three sections; exponential decay, plateau
and cut-o, each of these features are the result of dierent physical eects.
Let us rst consider the generation of lower order harmonics, those whose energy
is less than or approximately equal to the value of the binding energy most weakly
bound electron of the atom/molecule. When exposed to a light eld this electron can
be excited to a virtual energy state, like with MPI (section 1.3) if the eld is intense
enough the electron can absorb multiple photons before relaxing back into its ground
state, resulting in the emission of a single photon of total frequency n!0, where n is
the number of photons of !0 used. Lower orders can be described by weak eld per-
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Figure 2.1: A schematic of a frequency comb emitted during HHG from a single pulse,
showing odd orders of the fundamental and key areas of the spectra.
turbation theory. A key feature of this regime is the probability of each consecutive
absorption scales as I n. This is give rise to steeply decreasing in amplitude of the
HHG spectra and limiting the higher order harmonics that can be produced by this
process.
When discussing harmonics with energy above the ionisation potential of the
medium (Ip), those responsible for the plateau region, it becomes necessary to use
a non-perturbative model to describe the system. These emissions are the result of
elds suciently intense that tunnel ionisation dominates and here we can view HHG
in the strong eld approximation (SFA) (more on this in section 2.3). It should be
mentioned that there is not a denitive point at where the perturbative and non-
perturbative mechanisms turn on or o, but rather a point at which dominance of
the processes switched. That being when the harmonic spectra switches from the I n
decay to the plateau. In order to explain the plateau we need to switch from the
photon picture to a model that incorporates electron motion.
2.2 The Semi Classical Three Step Model
One of the most intuitive models for describing HHG is the semi-classical or three step
model. Developed at the beginning of 1990's based on calculation by K. C. Kulander
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[36] and interpreted by P. B Corkum [37] this model splits the HHG process into
three sequential steps; ionisation, propagation and recombination. In the rst step
an atom or molecule is exposed to a suciently strong laser eld. Tunnel ionisation of
the atoms most weakly bound electron occurs (see section 1.3.2) creating a parent ion
and an electron in the continuum. This process can take place at any point in eld
but the density of electrons released will be highest at the peaks of the eld. Once
liberated the electron is driven away from the parent ion by the still present electric
eld of the laser. The electron propagates away from the ion until the amplitude
vector of the eld reverses at which point it will be decelerated, brought to rest and
ultimately be driven back towards the host. If the electron returns to the vicinity of
the parent ion there is a probability that it will collide and recombine with the host.
During this process all the kinetic energy the electron gained during its excursion
plus the ionisation potential (Ip) of the bound state it originally tunnelled out of and
returned to, is released as a photon [63]. This whole process can be seen in Fig.2.2
Figure 2.2: Schematic of the three step model showing (a) a symmetrical unperturbed
Coulomb potential with a single electron in its ground state. (b) The peak potential dis-
tortion caused by the electric eld (bottom) allowing the tunnel ionisation of the electron
and driving it away from the core. (c) The electron is driven away from and back to the
core & (d) The recombination of the electron and the emission of a harmonic photon.
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2.3 Strong Field Approximation
Only a year after the three step model a dierent approach to HHG was developed
by M. Lewenstein et al. [38]. This model is more rigorous than the three step model
but still maintaining the intuitive understanding not present in the more abstract and
computationally expensive TDSE calculations. In order for this model to be valid it
must operate in a particular regime given by several assumptions.
The rst assumption is that contributions from the states other than the only
ground state of the system, j0i, can be neglected, this is known as the Single Ac-
tive Electron (SAE) approximation in that it only takes into account the electron
that occupies the highest occupied state. The justication for this is that the rate of
tunnel ionisation has an exponential dependence on the Ip(section 1.3.2) of the state
so the contribution from states that are signicantly deeper will be negligible [56].
In the case of atoms this is usually a very good approximation, however molecules
can have states that are very close in energy or even nodal planes that can suppress
contributions from the highest occupied molecular orbital (HOMO) [64].
The second assumption is that depletion of the ground state can be ignored.
This will be true if Up < Usat where Usat is the saturation intensity at which the
atoms/molecules are fully ionised during the interaction time [38].
The nal assumption is that while the electron is in the continuum, the eect of
the Coulomb potential of parent ion can be neglected. This is the main assumption
of this model and is known as the Strong Field Approximation (SFA). It is valid
provided Up is large enough, so the attraction of the electron upon ionisation and re-
pulsion during recombination is small compared to the force it feels from the driving
eld.
We will briey go though the analytical method of the Lewenstein et al. model [38].
Having applied the previous approximation the time-dependent wave function of the
electron can be written as:
j(t)i = eiIpt

a(t) j0i+
Z
d3vb(v; t) jvi

(2.1)
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where a(t) and b(v; r) are the populations of the ground state j0i and continuum
states jvi with velocity v respectively. These continuum states are Volkov states
which are exact solutions of the TDSE for hydrogen. In accordance with second
approximation population of the ground state is  1. Free oscillations of the ground
state phase have also been factored out. The Schrodinger equation for b(v; t) can be
written as:
_b(v; t) =  i

v2
2
+ Ip

b(v; t)  E cos(t)@b(v; t)
@vx
+ iE cos(t)dx(v) (2.2)
Here d(v) = hvjxj0i denotes the atomic dipole matrix element of the bound-free
transition. As depletion of the ground state has been neglected in equation (2.2)
all information about the atom has been reduced to d(v) and its complex conjugate
d(v). In order to calculate the component along the laser eld polarisation axis
(x) of the dipole moment dx(v) it is necessary to evaluate the expectation value of
x(t) = h(t)jxj(t)i:
x(t) = i
Z t
0
dt0
Z
d3pE cos(t0)dx(p A(t0))Xdx(p A(t)) exp[ iS(p; t; t0)]+c:c (2.3)
The canonical momentum has been introduced as the variable p = v + A(t).
Equation (2.3) is analogous with the three step model. The rst term in the integral
E cos(t0)dx(p   A(t0)) being the probability amplitude that an electron will make
transition to the continuum or tunnel ionise. Similarly exp[ iS(p; t; t0)] describes the
motion of the electron in the continuum where S(p; t; t0) is the quassiclassical action
given by:
S(p; t; t0) =
Z t
t0
dt00

[p  A(t00)]2
2
+ Ip

(2.4)
Finally the dx(p A(t)) is the recombination amplitude. The dipole moment can
be dierentiated twice to get the dipole acceleration and the Fourier transform of
that gives the high harmonic spectra amplitude.
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2.4 HHG Cut-o Law
The three step model, SFA or full TDSE calculation all predict the harmonic plateau
followed by a sharp cut-o, like that seen in gure 2.1. The rst numerical simulations
of HHG [36] predicted a law that governed the photon energy of this harmonic cut-
o (Eqn (2.5)). This was interpreted by the three step model to correspond the
classical electron trajectory with the highest recombination energy [37] and the law
later conrmed experimentally [65]. The cut-o law as predicted by SFA is given as:
Ecut = Ip + 3:2Up (2.5)
where Ip is the ionisation potential of the state that the electron tunnel ionised
out of and Up is the cycle averaged kinetic energy referred to as the ponderomotive
energy which for the electron in case of HHG is given as:
Up =
e2E2
4me!20
(2.6)
where e and me is the charge and mass of the electron, E is the strength of the
eld with central frequency of !0. In the following sections it will become clear that
there are many reasons to desire as high a harmonic cut-o as possible. One such
method is to work with an HHG target that has a very high Ip such as neon or helium
of 21.6 and 24.6 eV respectively. If HHG is being used to study a particular atom or
molecule, thus its Ip is xed, it becomes necessary to increase the Up. Simply increas-
ing the eld strength will increase the cut-o however there will come a point where
over the barrier ionisation will start to disrupt the HHG process though ionisation.
Looking at equation 2.6, since e or me are constants the only other way to increase
Up is go move to smaller !0 i.e longer wavelength driving eld. This increases the
Up because the electron spends more time in the continuum, is accelerated for longer
and therefore reaches higher kinetic energies at recombination. There is a down side,
when an electron wavepacket is launched into the continuum it begins to spread, the
longer it spends in the continuum the greater the spreading. A larger wavepacket
will have a reduced overlap with the ion and lowers the probability of recombination.
Since the electrons spends longer in the continuum with longer wavelength driving
elds the eect of wavepacket spreading is considerably increased. SFA predicts in
the case of atoms, a decrease in conversion eciency that scales as  6 [66,67], which
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has been observed [68].
2.5 Trajectories
As previously stated the process of tunnel ionisation is probabilistic and as a result
the electron can be released into the continuum at any phase of the driving eld.
This ionisation time will dictate the subsequent eld the electron is exposed to and
therefore the path or trajectory it will take during its excursion. A trajectory will
dictate the amount of time spent in the continuum, the amount of kinetic energy on
recombination and in fact if the electron will ever return. There exist trajectories in
which the electron is driven away from the parent ion more than towards it, resulting
the electron never returning and precessing away with subsequent half cycles. An ex-
ample of the trajectories that result from one half-cycle of a single linearly polarised
eld can be seen in gure.2.3.
Figure 2.3: Showing the long and short trajectories in relation the electric eld, as well as
the energies of said harmonics. Courtesy of A.Zair
There is one trajectory that results in more recombination energy than others, as
previously discussed this is the cut-o trajectory. For a co-sinusoidal eld the cut-o
trajectory results from ionisation at a phase of 17o(from classical calculations). Elec-
trons born after this critical phase will spend less time in the continuum. This set of
trajectories are designated `short' trajectories, while those born before and spend a
longer time in the continuum are called `long' trajectories. Figure 2.3 shows that there
are short and long trajectories that result in the same kinetic energy upon recombi-
2.5. Trajectories 28
nation, any resulting emission will contain contributions from these two degenerate
paths. It is possible through phase matching (see section 2.6) to study them indi-
vidually or interference between the two. Due to wave-packet spreading the intensity
of the long trajectories are signicantly weaker when compared to the short and this
should be taken into account when comparing interference between the two.
The amount of energy an electron has upon recombination is directly linked to
the trajectory that it followed and therefore its ionisation and recombination time.
It is possible to use this relation to create a direct link between harmonic order and
the dierence between ionisation and recombination time. In ultra fast experiments
this time-frequency can be used as clock to track dynamics [69].
When considering the plateau harmonic from an 800nm driving eld the short
trajectories result from recombinations between 0.9 to 1.6 fs after the peak of the
eld whereas the long trajectories correspond to those between 1.9 to 2.4 fs. These
time windows scale linearly with wavelength of the driving eld. Figure 2.4 shows an
example of the time-frequency mapping of two dierent intensities; it can be seen the
harmonic order is approximately linear with recombination time.
Figure 2.4: Calculated emission times as a function of the harmonic order of intensities
I=1.2x1014 Wcm 2 (blue) and I=3.8x1014 (red) Wcm 2 [70]
The time window does not change with eld intensity however the number of
harmonics within this window does, therefore by increasing the harmonic cut-o it
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will increase the resolution of a HHG measurement as the time step between adjacent
harmonics becomes smaller. It is also possible by scanning the intensity of the driving
eld to scan the relative phase between the long and short trajectories. This is the
bases of a technique known as Quantum Path Interference (QPI) [9, 71]. The use of
longer wavelengths driving elds helps to exploit this time-frequency mapping. The
longer wavelengths increase the size of the window allowing for the study of slightly
slower dynamics. The increased Up increases the cut-o meaning there little to no
loss of resolution from the larger time window.
Additionally strong or weak dressing elds can be used in conjunction of the the
fundamental driving eld to manipulate the trajectories (section 5). This is highly
dependent on the relative frequencies, phases and intensities of the multiple colour
elds. L. E. Chippereld et al. have proposed that through the use of multiple colour
elds it would be possible to create the `perfect wave' for HHG, which predicts har-
monic cut-o of up to 10Up [72]. The eect of a dressing eld of the second harmonics
of the fundamental and how it eects the long and the short trajectories is the topic
of chapter 5.
HHG emission occurs every half cycle of the fundamental, in order for a particular
photon energy to be observed macroscopically half cycle emissions must add coher-
ently. Due to the oscillating nature of the eld there is a symmetry inversion between
adjacent half cycles which results in only odd order harmonics constructively interfer-
ing. It is possible through the use of a second harmonic eld to break this symmetry
and allow the observation of even harmonics (more on this chapter 5).
2.6 Phase Matching
Up to this point we have only considered HHG that is the result the laser eld acting
on a single atom. In a real experiment any HHG signal will be the result of emission
from many emitters in a nite target. In order for the single atom response to grow in
intensity to the point at which it becomes a measurable macroscopic signal the emis-
sion from each emitter must coherently add together. For this to happen it requires
that the emissions from multiple positions in the target and multiple half cycles to be
in phase otherwise the emission will destructively interfere and be converted back into
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fundamental as in the case of SHG (see section 3.1.3). The phase mismatch between
the fundamental and it harmonics can be written as:
k = qk1   kq (2.7)
Where q is the harmonic order and k1 is the wave vector of the fundamental. If
k = 0 the emissions will propagate at the same speed and any harmonics generated
will remain in phase with the fundamental. If k 6= 0 then a coherence length of
which harmonic generation can occur can be dened Lcoh = =jkj. The poorer
the phase mismatch the shorter the coherence length and less ecient the harmonic
generation. From an experimental point of view it is important to make sure the co-
herence length is longer than the length of the target, be it gas jet or plasma plume.
If the coherence length is shorter than the medium then the harmonics will de-phase
and the generation process will work in the reverse direction converting the harmonics
back into the fundamental. As the fundamental travels through the non-linear media
(in z ) the harmonic signal then oscillates between some maximum value and 0 with
the form sin2(z=2Lcoh).
We will now discuss several phases that are present when generating high-order
harmonics by focusing a Gaussian beam into a nite gas/plasma target. Each phase
has an associated wave vector, k = r, that can add up to give a wave vector
mismatch k.
The rst phase that we will be considering is known as the `atomic phase', jat;q
,and is the result of the phase accumulated by the electron while in the continuum [73].
It is dependent on harmonic order, q, and type of trajectory that electron takes, j.
For our purposes j = 1 or 2, referring to the short and long trajectories. High
values of j are possible, these are the trajectories that are the result electron missing
the core during one half cycle and being accelerated away again then recombining
after the next or any subsequent half cycle. With this extended time spent in the
continuum the eect of wavepacket spreading becomes very large thus the probability
that recombination becomes so small that these high terms can be ignored for our
purposes. The atomic phase is given as the following:
jat;q = q!t+
1
~
S(pst; t; t
0) (2.8)
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Figure 2.5: Phase fronts of a Gaussian beam propagating in the direction z through a focus
with width w(z) a beam travels with axial distance z, through a focus. Showing beam waist
w0, Confocal parameter b, Rayleigh range ZR.
Where S(pst; t; t
0) is the semi classical action in momentum space along the station-
ary point with canonical momentum pst. This action can be roughly approximated to
  jsUp where  js is the return time of the trajectory and Up is the pondromotive po-
tential. In the cut-o and plateau regions of the spectra s is approximately constant
for each harmonic, although dierent for each region. As a result the phase changes
inversely with intensity. The wave vector associated with this phase is give as [73,74]:
K(r; z) = rat(r; z) (2.9)
The second phase that is important to HHG, arises from focusing of the laser beam,
known as the Gouy phase, gouy. It is a purely geometrical eect and introduces a
phase jump of  as you pass through the focus. Along the axis of propagation it can
be written as:
gouy(z) = atan(
z
zR
) (2.10)
Where zR is the Rayleigh range, which is the distance along the direction prop-
agation where the area of the beam is doubled, and equal to half of the confocal
parameter, b. This is heavily related to the focusing the system with tighter focusing
leading to sharper changes in phase. The Gouy phase can be written for a Gaussian
beam as:
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gouy(r; z) = arg

1
2(zR + iz)
exp

  k1r
2
2(zR + iz)

(2.11)
The wave vector is therefore:
k1(r; z) = !=c+rarg

1
2(zR + iz)
exp

  !=cr
2
2(zR + iz)

(2.12)
Where k1 is the fundamental wave vector in the absence of dispersion and is
related to qth harmonic's wavevector kq by kq = qk1 [53]. By combining these wave
vectors we can get the total wave vector mismatch.
kq = qk1 + K (2.13)
Depending on the position of the generating medium in z and r it is possible to
achieve several dierent regimes some of these are shown in gure 2.6. The rst posi-
tion (a) is located on axis at the focus, z = 0 and r = 0, this results in K = 0 which
lead to the usual phase mismatch kq qk1 = 2q=b. The Gouy phase is anti-symmetric
about the focus, while the atomic phase is symmetric. This results in after the focus
the two phases have opposite signs and the K compensates for the focusing phase and
collinear phase matching is achieved. The opposite is true before the focus, where
they have the same sign and serve to compound the phase mismatch and lead to poor
phase matching and poor harmonic signal. However it is possible to achieve phase
matching non-collinearly gure 2.6(c). This gives rise to a ring of harmonic emission
around the laser axis [74]. This has implications to trajectory control, as the values
of K are dierent for long and short trajectories it is possible through careful control
of the focusing and position of the generating medium, to separate these usually de-
generate components.
Up to this point we have neglected the eect of ionisation and the dispersion from
free electrons either in due to said ionisation or already present in the generating
medium as in the case of plasma plume HHG. These electron will have a refractive
index less than 1 and will aect the dispersion of the media. The eect can be reduced
in two ways, rstly by reducing ionisation due to the driving beam; this is done by
operating well away from the saturation intensity and by using a low density media.
Secondly by making the plasma ablation operate in a weak regime (as discussed in
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Figure 2.6: Several possible arrangments for phase matching in HHG. (a) at the focus (b)
after the focus (c) before the focus (d) before the focus o axis, adapted from [74]
section 1.4) this will result in a plume that is mostly composed of neutral partials of
the target and very few ions.
There are situations where the eect of ionisation cannot be ignored. During
HHG there are a large number of electrons that never recombine with parent ion as
remain in the continuum. This is exacerbated in case of ablation plume HHG where
extra electrons will be present due to the ablation process. These electrons will have
a refractive index less than one, which is wavelength dependent and is given as [75]:
npl(!) =
r
1 
!p
!
2
=
s
1 

Ne
Nc(!)

(2.14)
Ne is the free electron density, Nc is the critical plasma density and !p is the
plasma frequency given as:
!p =
s
e2Ne
0me
(2.15)
If Nc =
0me!2c
e2
the plasma becomes optically thick and the plasma eciently
absorbs light at the frequency !c. The density typically found in HHG is much lower
than the critical density, it is therefore possible to simplify eq.(2.14) to:
npl(!)  1  1
2
!p
!
2
(2.16)
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this gives a k-vector of:
kpl = (npl   1)!
c
=   !
2
p
2c!
(2.17)
which leads to k-vector mismatch of:
kpl = qkpl(!f )  kpl(q!f ) =
(1  q2)!2p
2cq!f
(2.18)
The harmonic order q >> 1 meaning kpl < 0 resulting in the dispersion from
free electrons being negative [75]. If there are too many free electrons in the plasma
this eect can destroy the phase matching and prevent an HHG signal from being
measured. However it is also possible for kpl to counteract other phase mismatches.
2.7 Attosecond Pulse Generation/Gating Techniques
We have already discussed that the the multi-cycle nature of the driving eld in HHG
will lead to the production of individual odd ordered harmonics due to symmetry. A
multi-cycle pulse produces a chain of attosecond pulses emitted every half cycle in an
attosecond pulse train. If this is used to illuminate a sample it will become necessary
to consider interferences and disentangle which is the result of multiple pulse inter-
actions. Attosecond pulse trains are by no means useless, there are techniques such
as R.A.B.B.I.T that exploit it [46]. However there are situations where is becomes
desirable to overcome this limitation and produce a single isolated pulse.
It is physically impossible to produce a laser pulse that consists of only a single half
cycle. Therefore to generate an isolated attosecond pulse using HHG it is necessary
to nd a way to isolate the HHG emission to/from a single half cycle of the driving
eld. This can be done by removing the emission from other half cycles, engineering
the system so only a single half cycle of the driving pulse results in emission or a
combination of the two. These are known as gating techniques. We shall discuss the
two methods that have the most relevance to this work however there are others such
as ellipticity gating; (a full description can be found in [76]).
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2.7.1 Amplitude Gating
As the temporal length of pulse is reduced the contrast between adjacent peaks in-
creases. Assuming there is no saturation in the HHG then the peak of the eld will
produce the highest electron trajectories. As the length of the pulse decreases the
number of trajectories that result only from the peak half cycle increases as the am-
plitude contrast between half cycles increases. Through the use of metal lters it is
possible to separate the high energy emission. This technique is known as amplitude
gating and is shown in gure 2.7.1. It can be seen the emission that results from the
central half cycle produces energies that are not by the adjacent half cycles (!x).
This emission appears in the spectrum as a continuum as there is no interference. If
this emission is separated from the lower energy emission, such as through the use of
a lter, it will be an isolate pulse.
Figure 2.7: Diagrammatically representation of amplitude gating; where the electric eld,
El(t) (red) of a few cycle pulse gives rise to several sets of electron trajectories (green) with
energy h! which is equal to the sum of the kinetic energy on recombination, Wkin and the
binding energy of the tunnelled state, Wb. The central half cycle produces trajectories with
energy higher than those produced by the adjacent half cycles with an energy bandwidth
W . If this part of the spectrum (indigo) is isolated it will produced a single pulse with
central wavelength h!x [77].
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If the bandwidth is large enough then this pulse can be of the order of a few
hundred attoseconds. The record for an attosecond pulse is reported as being 
67as [78]. As mentioned in section 3.1 CEP becomes particularly important when
dealing with few cycle pulses, this is clearly evident in attosecond pulse generation
as the bandwidth and therefore temporal length is heavily linked to the electric eld
dierence between half-cycles. It is therefore necessary to use CEP locking in the
driving laser. Amplitude gating takes place when working with the few cycle pulses
that were used with Femtolaser system. A more complete description of attosecond
pulse generation including a technique of measuring such short pulses can be found
here [79].
2.7.2 Ionisation Gating
An alternative method for isolating emission is to use ionisation to control which half-
cycle generate the harmonics. Through the use of a very intense pulse it is possible
to use the free electrons produced during the HHG to destroy the phase matching of
harmonics. The idea of this process is shown in gure 2.8 where the phase mismatch
resulting from the free electrons causes only the rst few cycles to contribute the HHG
signal. The point in the pulse at which the phase matching is destroyed is linked to
the intensity, by careful control of this it is possible to destroy the phase matching
before the peak of the pulse. This will mean that there will be one half cycle that
give higher energy trajectories and the dierence between these and the next highest
will dictate the bandwidth of any isolated pulse that could be generated.
The dierence between half cycles will depend on the shape of the pulse envelope,
for shorter pulses this will be larger resulting in a larger bandwidth from the isolated
pulse. For longer pulse the dierence in trajectories will be very small, however it
is still possible for ionisation gating to play a role. If the phase matching during
the leading edge of the pulse only that part of the pulse will contribute to HHG,
by adjusting the chirp of the grating compressor of the laser (section 3.2) is possible
to change which parts of the spectrum of the laser pulse are present at the leading
edge. This eectively allows the instantaneous frequency of the part of the pulse that
generates the harmonics to be tuned. There is limit to how much this can be done
as the deviating from the shortest pulse will lower the intensity of the pulse which
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Figure 2.8: Traditional (top) verses ionisation-gated (bottom) isolated attosecond pulses
generation. The amount of bandwidth available for the pulse is dictated by the dierent in
intensity between the most intense generated half cycle and the adjacent generating half-
cycles. In the ionisation gated case this bandwidth is large as envelope is steeper in the
region selected than compared to the peak. [80]
lowers the cut-o.
It is not only destruction of phase matching that can gate the HHG process. It
is also possible that depletion of a particular generating species during the pulse can
also stop generation. For this to occur it requires the pulse intensity in near to the
OTBI threshold intensity at which point you can expect appreciable depletion.
In this thesis we did not use a ionisation gating directly but rather its multi-cycle
pulse equivalent. Here ionisation saturation does occur in the rst part of the pulse
preventing generation in the remainder. However, as the pulse is long the contrast
between half cycles not large enough to generate a noticeable continuum. In case of
the work contained in chapter 7 ionisation gating is used to facilitate generation in
only the leading edge of the pulse. It is not clear whether it is phase-matching de-
struction or species depletion that clamps the HHG process rst and is responsible for
the gating. For our purposes the importance is that HHG is restricted to the leading
edge of the pulse thus allowing the eective wavelength of the HHG generation to be
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scanned by altering the chirp of the driving pulse.
2.8 Electronic Resonances In HHG
Normally the HHG signal produced in the plateau region have relatively constant
intensity across the region. This is true when working with gas targets, however this
is not always true from ablation plumes HHG. For these materials there are a number
of electronic resonances that exist in photo absorption/emission spectra and these can
have a profound eect on the HHG spectra.
The simplest type of resonances are the result of bound-bound transitions. This it
is a result of a bound electron of an atom or molecule moving between dierent elec-
tronic states that are below the ionisation potential. Depending on the direction of the
transition the electron can either emit or absorb a photon although some transitions
are radiationless. The transition must be allowed by selection rules. Bound-bound
transitions will typically manifest as narrow emission peaks which there intensities
depending on the strength of the transition. Depending when they occur bound-
bound transitions can have dierent eects on HHG. If the atom is excited before
ionisation then HHG can occur from the excited state. This state will have a lower
ionisation potential than the ground state as a result any emission will have a lower
cut-o. A large amount of excitation will also deplete the ground population reducing
the harmonic signal from that channel. It is possible (although not yet measured)
for there to be bound-bound transitions during the excursion time of the electron in
HHG. Calculations previously made by the author have shown that in the presence
of a resonant eld there could be signicant population transfer in the time scales of
HHG (gure 2.9). It can be seen that the speed of population transfer depends on
the intensity of the resonant eld. Large population transfer causes a great change in
the nuclear autocorrelation function [81] which would result in a decrease in harmonic
signal.
Particular Rydberg atomic spectral lines exhibit a sharp asymmetric prole in
absorption. U.Fano rst suggested in [83,84] that the origin of these lines was due to
a quantum interference between the two optical channels causing the so-called Fano
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Figure 2.9: Modelled population transfer between the `X' (ground) and `B' (excited) states
in CO2 in the presence resonant dressing eld of varying intensities. The `X' state population
is shown in solid lines while the `B' excited state is given by dotted lines. [82]
resonance (gure 2.10(a)). The rst channel is a direct ionisation of an inner shell
electron and the second is a transition to excited autoionising state. An example of
such an autoionising transition is shown in gure 2.10(b). Here two electrons in a
system are both excited and the combination of their total energy contained in the
system is greater than rst Ip of system. Auto-ionising states are very unstable and in
the presence of any interaction will decay (this case by via the Auger eect) resulting
in ionisation. There are number of dierent types of autoionising state that can exist
(details here [85]) but all are states in which their current electronic conguration is
more energetic than the Ip of the system. Some transition metals have auto-ionising
states with strong oscillator strength in the energy range of our harmonics (25-100
eV). These give rise to resonant harmonic enhancement (see chapter 7).
The lineshape of a Fano resonance absorption line is given as(gure 2.10(a)):
() = a
(q + )2
1 + 2
+ b (2.19)
Where  = E Er
 =2
is the deviation of the photon energy E from the resonance en-
ergy Er which is a discrete auto-ionizing level of the atom/molecule. The deviation
is given in a scale whose unit is the half-width  =2 of the autoionising state. h=  is
the mean life time of the autoionising state. () is the absorption cross section of
photons of energy E and a and b are the cross sections of transitions to the contin-
uum states that do and do not interact with the auto-ionising state [86]. Lastly q is
the asymmetry parameter which depends on the ratio of the transition probabilities
between the mixed state and the continuum [84]. Dierent values of q are shown in
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(a) (b)
Figure 2.10: Showing (a) a diagram of the shape of a Fano resonance [86]. Also shown (b) a
diagram of ionisation from the ground state (jgi) via direct deep inner-shell ionisation (jci)
and by excitation of two electrons to an autoionising state (jdi) followed by Auger eect.
The interference between these two channels gives rise to a Fano resonance [87].
gure 2.10(a). Larger values of q are what make Fano resonances large which is what
allows resonant harmonic enhancement to be seen over wide energy ranges (  3
eV in the case of tin).
Another type of resonance that can be important for the work in this thesis is
`giant' resonances. They are caused by collective excitation of multiple atomic nuclei.
Any many body quantum system can exhibit giant resonance including nano-particles,
fullerenes and clusters. They manifest as huge, broad almost symmetric maxima in
photoabsorption. These are particularly important for our carbon results (section
8.1) as nano-particles give rise to giant resonances.
Chapter 3
Laser Technology
HHG requires a sample to be exposed to a suitably intense oscillating electric eld
for the process to occur. This chapter aims to describe the theory and architecture
of various light sources that were used to carry out the work contained in this thesis.
Special focus will be given to the commercial "Red Dragon" system from KM Labs
located at the Laser Consortium of Imperial College London. This Titanium Sapphire
(Ti:Sapph) chirped pulse amplication (CPA) system was the primary laser source
for the majority of the work, providing the ultra short intense laser pulses required
for HHG. It pumped a number of non linear processes to create alternate wavelength
dressing and driving elds. Uncompressed CPA pulses were also used for heating
pulses for plasma plume ablation. Pulses from the Red Dragon were also used as a
pump for the creation of alternative driving and dressing elds as well as providing
heating pulses for the plasma plumes generation.
3.1 Ultrashort Laser Pulses
Arguably the only way to achieve the very high intensities required for HHG (10 13Wcm 2)
is to use ultra short pulses. They allow a small amount of energy to be immensely
concentrated. To give this context a 1 mJ 30 fs pulse has an average power during the
pulse 33 gigawatts, eight times larger than the output of the largest power station
in the UK and western Europe [88]. In this section we briey describe the physics
of ultrashort laser pulses and some of the considerations that must be made when
handling them, in particular the importance of dispersion due to the large bandwidth
associated with such short pulses.
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3.1.1 Optical Pulses
The electric eld of a linearly polarised optical pulse travelling in the z-direction can
be written as:
E(z; t) = Re

E0(z; t)e
i(!0t k0z+(t)) (3.1)
Where E0(z; t) is the slowly varying envelope of the wavepacket, !0 is the carrier
frequency , k0 = n(!0)
!0
c
is the wavenumber and (t) is the temporal phase. Eqn.(3.1)
describes the electric eld in the time domain, it is also useful to describe the pulse
in the frequency domain. This can be done by carrying out a Fourier transform on
the time-dependent eld E(z,t) to produce the frequency-dependent eld E(z; !):
E(z; w) =
Z +1
 1
E(z; t)eiwtdt (3.2)
eE(z; t) = 1
2
Z +1
 1
E(z; w)e iwtdt (3.3)
From the properties of the Fourier transform, it can been seen that if a pulse is
shorter in time, it must have a broader spectrum in the frequency domain. From
the Heisenberg uncertainty principle the full width at half maximum (FWHM) of the
pulse intensity  and the FWHM of the spectral intensity  are linked by the
following formula:
  K (3.4)
Where K is a constant which depends on the pulse prole. For a Gaussian pulse
K = 0:441 [89]. This relationship dictates the shortest possible pulse that can be
achieved for a given spectral bandwidth. The shortest Gaussian pulse requires the
phase variation to be such that the pulse has a linear time dependence (i.e the in-
stantaneous frequency is time independent). In this scenario the pulse is said to be
transform limited and this is when the inequality in Eqn.(3.4) is achieved.
An important measurement when considering very short pulses is the phase o-
set between the pulse envelope and the carrier frequency given by 0. This carrier
envelope phase (CEP) will have a big impact on the instantaneous eld intensity,
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(a) (b)
Figure 3.1: Showing (a) the electric eld and (b) intensity of pulse with a FWHM or 2.7 fs
for CEP phase of =0 (red) and  (blue). It can be seen the dierent CEP values produce
dierent maximum instantaneous intensities [79].
I(t) / jE(t)j2. For a few cycle pulse the CEP greatly changes the peak intensity
and gradient of the main generating half cycle with regarded to HHG. This heavily
inuences HHG cut-o and potential continuum generation (see section 2.5). This
can be seen in Fig.3.1(b).
3.1.2 Optical Dispersion
When an optical pulse passes through a material, the electronic response of that
medium is not frequency independent. This manifests as a wavelength dependent
refractive index n() known as optical dispersion. When the pulse travels a distance
L though a material the phase it accumulates,(!), is given by:
mat(!) = k(!)L =
!n(!)
c
L (3.5)
Where k(!) is the frequency dependent propagation factor. Two important prop-
erties when considering a propagating pulse are !
k
the phase velocity and d!
dk
the group
velocity, in a non-dispersive medium both of these are equal to c=n; where n is the
refractive index of that medium. However in a dispersive medium the group velocity
can be written as:
vg =
d!
dk
=

dk
d!
 1
=

d
d!
(!n(!)=c)
 1
(3.6)
From this it is clear there is no single group velocity for a pulse in a dispersive
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medium. Therefore each frequency has its own velocity and this is known as the group
velocity dispersion (GVD) [89] and is expressed as d
2k
d!2
. This quantity can be positive
or negative and will dictate whether a medium induces a positive or negative chirp
on a pulse propagating through it. For a transform limited pulse a non-zero value of
GVD will result in a temporal stretching of the pulse, however not all dispersion is bad
it is in fact the main physical process that is exploited in chirped pulse amplication
systems. GVD gives rise to linear chirp, however there are higher order dispersion
terms that can introduce complicated phases. These are not easily removed so should
be avoided if possible. The GVD and third order dispersion (TOD) can be expressed
in terms of n and  by:
GVD =
3
2c2
d2n
d2
(3.7)
TOD =   
2
42c3

32
d2n
d2
+ 3
d3n
d3

(3.8)
For near-IR pulses in most materials the GVD will be positive and the medium
is said to exhibit `normal' (positive) dispersion. In this case the lower frequencies
travel faster through the medium and high frequencies travel slower, resulting in a
positively chirped pulse. This will happen even if the pulse is propagated through
air as well as any transmissive optics, though the dispersion usually is much larger
in the latter. Ultra short pulses (<10's fs) are very susceptible to dispersion due to
their large bandwidth as a result reective optics should be used when ever possible.
`Anomalous' (negative) dispersion can be articially employed to compensate for air
propagation or transmissive optics to achieve the shortest possible pulse in the inter-
action region of the experiment. This is done in our system through adjustment of
the grating compressor (section 3.2.2).
3.1.3 Non-linear optics
When an optical eld, E(t) irradiates a material it will induce a dipole response.
The polarisation density (dipole moment per unit volume)P (t) can be expressed via
a Taylor expansion:
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P (t) / (1)E(t) + (2)E2(t) + (3)E3(t) + ::::: (3.9)
where (1),(2) and (3) are the rst, second and third order susceptibilities respec-
tively. In general non zero terms of  are increasingly small with increasing order.
This means under regular (low intensity) light conditions only the rst term in eq.(3.9)
dominates and the response of the medium will be linear. However for suciently
intense light elds like those found in ultra short laser pulses the higher order terms
become signicant. These give rise to a huge number of non-linear optical eects. For
the purposes of this chapter we will only discuss those eects that are key to the laser
systems involved. More information on other non-linear processes can be found in [90].
Second Harmonic Generation
Due to symmetry arguments the even orders of Eqn.(3.9) are zero for centrosymmetric
(isotropic) materials [90]. However for a non-centrosymmetric medium such as Beta
Barium Borate (BBO) or Potassium Dideuterium Phosphate (KDP) crystals even or-
der non-linearities can be observed and exploited. One such eect is second harmonic
generation (SHG), where two photons of a fundamental frequency (!) are converted
to a single photon with their combined energies (2!). First performed in 1961 the
ability to convert one optical frequency to another has become widely used and a
commercial staple. The intensity of the generated second harmonic I(2!) generated
in a medium such as BBO or KDP is given as,
I(2!) =
273!22eff l
2
n3c3

sin(kl=2)
kl=2

(3.10)
where 2eff is the eective susceptibility, n is the refractive index, l is the length
of the material and c is the speed of light. It is possible to see from eq.(3.10) that
the de-phasing term k = k2   2k1 must be equal to zero in order for the signal to
grow with propagation. If this term is non-zero then it means that the two elds do
not propagate through the medium at the same speed. Therefore second harmonic
generated at one position in the media will be out of phase with generation that
takes place at another point and the two will add destructively [90]. As previously
mentioned in section 3.1.2 this comes about because of a wavelength dependent re-
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fractive index of the medium. Unfortunately there is no material in nature that has
the same refractive index for the fundamental (800nm) and second harmonic (400nm)
of a Ti:sapph laser. However through the use of birefringent non-linear medium it is
possible to phase match these two wavelengths and over a large enough bandwidth
that 30fs pulses can be doubled.
SHG is a special case of a more general process known as Sum Frequency Generation
(SFG) where any two photons are converted into a single one:
!1 + !2 = !3 (3.11)
Optical Parametric Generation
It is possible for the process of SFG to occur in the opposite direction ie.
!1 = !2 + !3 (3.12)
This is known as dierence frequency generation (DFG). Optical Parametric Gen-
eration (OPG) is a set-up that exploits this process to create a tunable source. In
this process photons from a high intensity laser of fundamental frequency !1 are con-
verted into two lower energy photons of frequencies !2 and !3. From Eqn.(3.12) it is
obvious that there are an innite combination of frequencies for the signal and idler
that add up to the energy of the pump. Phase-matching will dictate which frequen-
cies are generated. As with SHG this can be done by using a birefringent non-linear
crystal and adjusting the angle of the crystal axis to phase match the desired wave-
lengths [90]. It is possible to seed an OPG in order to amplify a pulse, known as an
Optical Parametric Amplier (OPA). In such a system the amplied seed is known
as the signal while the reciprocal photon emitted to conserve energy is known as the
idler. A commercial OPG system will usually consist of OPG and one or more OPA
stages to produce a reasonably strong signal, an example of such a product will be
discussed in section 3.3.1.
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3.2 Titanium Sapphire CPA Laser
Arguably the most powerful and useful laser system in the eld of HHG is the Tita-
nium Sapphire (Ti:sapph) laser system. At the Imperial College Laser Consortium
we have access to two commercial Ti:sapph short pulse systems. The system that was
used for the majority of the work in this thesis is a `Red Dragon' laser from KML.
This model is able to produce 25fs pulses at a central wavelength (0) of 790 nm with
energies up to 8mJ.
3.2.1 Oscillator
A laser cavity will usually support the lasing of a number of dierent frequencies
(or longitudinal modes) given by the bandwidth of the lasing transition of the gain
medium [91] and wavelength dependant losses of the cavity. Without special precau-
tions these modes will freely propagate around the cavity with random phase with
respect to each other. The addition of these modes results in a "continuous" emission
that is the average of the random interference of all the modes that are able to lase.
However if these non commensurate frequency modes where to be brought into phase
they would only constructively interfere at one point and destructively everywhere
else. This would result in most of the energy in the elds being localised to create a
single pulse with an instantaneous intensity much greater than when the cavity was
operating in a non-pulsed (CW) mode. This is demonstrated in Fig.3.2.
By careful design of a cavity it is possible to bring its modes into phase, this
technique is known as `mode-locking' and is the most common method of achieving
femtosecond pulses without the use of a compressor. Mode-locking can be achieved
either actively or passively. For the purposes of this thesis we will not discuss ac-
tive mode-locking, for the readers curiosity more information on the technique can
be found here [92]. Passive mode-locking is achieved by designing a laser cavity
that has gain or losses that are intensity dependant so to negatively eect low in-
tensity lasing (CW operation) and positively eect high intensity lasing (short pulse
operation). Passive mode-locking is typically able to achieve shorter pulses than ac-
tive mode-locking and has the advantage that it does not require careful electronic
synchronisation. Active mode-locking can be desirable if the oscillator need to be
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Figure 3.2: Graphs showing frequency modes (a) mode-locked in phase and (b) un-mode-
locked in random phase. (c) and (d) show the addition of those modes in (a) and (b)
respectively [53]
synchronised to another system. In our systems everything is triggered from the os-
cillator so passive mode-locking can be used.
Passive mode-locking is the most commonly used technique in short pulse high
power laser systems and is the method that is employed in the oscillator of the red
dragon system. It is a commercial system; Grin from KML. A photograph of the
system can be see in Fig 3.3 with the key components labelled. The Ti:sapph crys-
tal is pumped by 5.2 W of 532 nm CW light from Verdi (Coherent diode pumped
Nd:YVO4). Its beam has FWHM of 1 mm with a mode-locked power of  500 mW
at  90 MHz corresponding to 5.5 nJ per pulse.The exact technique that is employed
in this cavity is soft aperture Kerr-lens mode-locking.
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Figure 3.3: A photograph of a Ti:Sapph oscillator where the key optics have been labelled
and the various beams have been coloured in. Green represents the 532nm pump beam, red
is the 800nm IR and blue is to indicate the part of the cavity where the spectral components
of the IR beam have been spatial separated [53].
When a medium is exposed to suciently high optical intensities it can induce
non-linear eects. One such example is the optical Kerr-eect by which the medium
exhibits an intensity dependent modication of its low intensity refractive index (n0):
n(r; z; t) = n0 + n2I(r; z; t) (3.13)
where n is the new refractive index, I(r,z,t) is the laser intensity as a function
of radius, r, propagation distance z and time t. The non-linear refractive index n2
is related to the third order non linear susceptibility, (3) of the medium by the
following [90].
n2 = (2=n0)
2 (3) (3.14)
A typical Gaussian beam has a radially symmetric intensity prole with the peak
in the centre, when this is passed through a non-linear medium the refractive index
change will also be Gaussian. Such a refractive index eectively acts as a positive
lens, so named a Kerr lens. By carefully placing a physical aperture into a laser
cavity it is possible to create a scenario whereby only beams above a certain intensity
are focused enough to pass though the aperture (3.4), there by creating the intensity
dependent losses required for passive mode-locking. The use of this physical aperture
is known as hard aperture Kerr lens mode-locking.
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Figure 3.4: Diagram showing hard aperture Kerr lens mode-locking. The beam is shown
in red where darker colour represents higher intensity, it can be seen that due to the self
focusing the more intense part of the beam makes it through the aperture [92].
One disadvantage of hard aperture mode locking is that Kerr lensing only works
for large intensities so active mode-locking may be required to get the pulses large
enough in order for Kerr mode-locking to take over. In soft aperture mode locking
there is no physical aperture in the system, rather the beam prole of the pump beam
acts as an aperture of gain. Fig.3.5 shows an example of this scheme. Through the
use of dichroic mirrors the pump beam is focused into the lasing crystal to a tighter
waist than the cavity mirrors focus the lasing beam. This means that the gain in the
crystal is localised to the centre of the crystal. The crystal acts as the Kerr medium
and pulsed beams are self-focused. This results in them having a smaller waist there-
fore the overlap with the pump is better and they are preferentially amplied [93].
Figure 3.5: Diagram showing the beam paths in a Ti:sapph soft aperture mode-locking
scheme. The Ti:sapph crystal is shown in black, the pump beam in green, pulsed beam in
blue, CW in red and the area of the crystal were gain is experienced in yellow. [94] Brewster
windows and refraction have been omitted for clarity.
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If the cavity is not stable the system would be useless for seeding an amplier.
One source of instability that can break up the pulse is dispersion, which will cause
dierent parts of the bandwidth to have dierent round trip times and will result
in de-phasing. Therefore the dispersion in the laser cavity must be reduced to near
zero [92]. The idea is to make the time it takes light to propagate around the cavity
(the cavity round trip) frequency independent [95], i.e. T (!) = =! = T0 const
where  is the total phase gained during one cavity round trip. T (!) can be expressed
as a Taylor series about a central frequency !0.
T (!) =

!
= 0(!0) + 00(!0)! +
1
2
000(!0)!2 +
1
6
0000(!0)!3 (3.15)
The second order term (00) is the GVD which leads to a linear chirp of the pulse. This
can be controlled by changing the amount of glass in the system or the separation of
a prism pair [95]. With the use of such prisms (seen in Fig.3.3) it is possible to reduce
this dispersion in the system with a small net negative dispersion to compensate for
the self phase modulation in the Ti:Sapph crystal [95]. The Third Order Dispersion
(TOD) and higher order terms are much more dicult to compensate for, the way
they are reduced in modern oscillators is by reducing the total amount of transmissive
material in the cavity, choosing prism glasses with low TOD and using thinner and
thinner Ti:Sapph crystals [95]. It is also possible to use prisms with gratings etched
into them (Grisms) [96] or chirped mirrors designed to compensate for TOD [97],
these are however very expensive and dicult to make.
The pulse propagates around the oscillator cavity each time it strikes the output
coupler a copy of the pulse is outputted (with energy dependent on the reectivity
of the coupler). The time interval between these pulses being emitted (the repetition
rate) is dictated by the cavity round trip, in the case of the Grin oscillator this is
about 11ns resulting in a repetition rate of 89 MHz.
3.2.2 Chirped Pulse Amplication
Although the pulses from a Ti:sapph oscillator are short in time, each pulse con-
tains very little energy (typically 5.5 nJ). To access powers useful to strong eld
laser physics the pulses need to be amplied. To achieve this almost all high peak-
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power, ultra-fast laser systems use a technique known as chirped-pulse amplication
(CPA) [15] combined with optical pulse compression.
Prior to amplication short pulses from the oscillator pass through an optical
stretcher that applies a linear chirp stretching the pulses in time. These stretched
pulses are then amplied and re-compressed afterwards. By stretching the pulses
you avoid the instantaneous very high peak powers inside the gain medium during
amplication. This is particularly important in the case of high power laser systems
(such as the Red Dragon), where the intensity of an un-stretched pulses would very
quickly rise above the damage threshold of the gain media. The process of CPA is
shown in Fig.3.6.
In order for CPA to work it is important that once that pulse has been amplied
it can be re-compressed. It is therefore very important the stretcher and compressor
are well matched so that the chirp can be removed. Also a great deal of care must
be taken when aligning the gratings (stretcher and compressor) as misalignment can
result in clipping of the spectrum or the introduction of higher order (non-linear)
chirp which is practically impossible to remove. This can tamper with the temporal
and spatial prole of the pulse making it unsuitable for the task required. In addition
to removing the initial chirp that is applied by the stretcher the compressor must also
be able to remove the linear chirp that results from self phase modulation occurring
inside the gain medium.
The Red Dragon contains two multi-pass Ti:sapph ampliers that take the 30 fs
oscillator pulses and increases their energy from 5.5 nJ to 8 mJ. The system begins
with oscillator pulses passing through a Faraday isolator to prevent back reections
from the amplier interfering with or damaging the oscillator. The pulses are then
temporally lengthened in the previously mentioned stretcher from 30 fs to 160 ps
Due to repetition rate of the Nd:YAG pump lasers and gain saturation in Ti:sapph
crystal the 90 MHz pulse train is chopped down by a Pockel's cell and a polariser to
 1 kHz in order to achieve the most ecient energy extractions and highest nal
pulse energy. A Pockels cell is an optical device that makes use of the Pockels ef-
fect; whereby a material exhibits birefringence when an electric eld is applied across
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Figure 3.6: A Diagram showing the beam layout of a CPA system [98]
it. When the correct voltage is applied to the cell the birefringent shift turns it a
half-wave plate. By aligning the plate so that the half plate axis is at 45o to the
polarisation of the laser beam it rotates the polarisation by 90o, when combined with
a polariser this creates an optical gate. The voltages supplied to the Pockels cells can
be switched on and o very quickly (of the order of ns) and the response time of the
cells itself is also of the order of ns, allowing the gate to pick out a single pulse from
the 90 MHz pulse train.
The Ti:sapph gain media crystal are cut at Brewster's angle to avoid reections
from the surface and are cooled to  70K to avoid thermal eects such as thermal
lensing. This is because the thermal conductivity of Ti:sapph is  39 times larger at
low temperatures so heat can be dissipated more eciently. In addition the refrac-
tive index change with temperature is also greatly reduced. In order to prevent any
condensation on the cold crystal surfaces they are housed inside a vacuum chamber
(pumped to 1x 10 7 mbar). The 1st amplier has currently 13 passes although this
can be adjusted to ensure gain of the amplier is saturated with the minimum num-
ber of passes. The passes are arranged in a `bow tie' formation where all the passes
are spatially overlapped in the crystal (and hence the pump) but separated on the
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Figure 3.7: Diagram of the 1st amplier of the Dragon Red laser system. One the rst 3
out of the 13 passes are shown for clarity. Mirrors that are anti-reection coated for 800nm
has a red outline.
cavity mirrors. This allows the nal pass to be extracted without the use of an active
device. It is pumped by a Q-switched frequency doubled Nd:YAG (DM30 from Pho-
tonics Industries) with pulse energy of 30 mJ, 1 kHz repetition rate at 532nm in 15ns
FWHM. Alignment of the amplier is very sensitive and greatly inuences the out
beam energy and spatial prole. Poor energy in the 1st amp will lead to low output
energy from the system and bad spatial prole leads to self focusing and potentially
damage to the second amp. In order to achieve amplication it is important to make
sure that the pump beam is well overlapped both spatially and temporally with the
13 passes. Although the contrast from Pockels cell is very good the "unpicked" pulses
are not completely extinguished. The timing of the pump will prevent the majority of
the pulses from being amplied but the gain in the amplier is so large that adjacent
pulses as well as spontaneous emission are still amplied. To prevent this amplied
spontaneous emission (ASE) and satellite pulses being amplied in the second am-
plier and competing with the main pulses for gain a second Pockels cell is used to
clean up the pulses.
The second amplier has only two passes and is pumped by two Nd:YAG lasers
(another DM30 and a DM40 which provides 40 mJ pump pulses) and take the pulse
energy from 1.7 mJ to 14 mJ. The amplication in gain medium is exponential up
until it reaches saturation. Due to the high energy of the pulse at this point the gain
in the crystal is saturated after two passes. The smaller number of passes also mean
this amplier does not inuence the beam prole as much as the 1st amp. The pulses
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are nally passed through the compressor which after two bounces o two gratings
the pulses are compressed down to  25 fs. The eciency of the compressor is 60%
resulting in a nal output energy of  8 mJ.
3.3 Longer Wavelength Sources
It is often useful or indeed critical for certain ultra-fast experiments to have access
to other wavelengths other than 800 nm. Longer wavelengths are useful for HHG
as it increases the harmonic cuto and allow higher order harmonics to be obtained
from lower ionisation targets. Other wavelengths can also be used as dressing elds
allowing the steering of harmonic trajectories (2.5).
3.3.1 HE-TOPAS
The main source used for longer wavelengths that was used in this work was a com-
mercial OPG, HE-TOPAS (Light Conversion Ltd). This system uses the 7-8 mJ, 800
nm, 30 fs pulses from the Red Dragon source as a pump and produces a signal and
idler pulse with tunable wavelength from 1250-1550 nm and 1650-2000 nm respec-
tively. The conversion eciency varies over the wavelength range with a maximum
eciency for the signal at around 1300nm resulting in pulses of  1.3mJ in 40fs. It
should be mentioned that as the system relies on non-linear eects any small energy
uctuations in the pump are amplied in the TOPAS signal. This can be partially
mitigated by operating the system so that each of the stages are functioning under
saturation, it is therefore important to make sure the pump, in this case the Red
Dragon, is operating at full energy.
A brief description of the system follows; The HE-TOPAS consists of three stages:
an OPG to create a seed of desired wavelength, the energy of this is then increased
in two optical parametric ampliers (OPA). A schematic of the OPA can be seen in
g.3.8.
In order to create a tunable source a small part of the pump is focused into a
sapphire plate in order to generate a white light continuum (1100-1600nm). Spe-
cial care must be taken in controlling the power of the laser that is used during the
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Figure 3.8: Schematic of the OPG/OPA in the HE-TOPAS and the spectral prole of the
emission at each stage of the process. The initial pump power (a) is controlled by iris (I) to
drive white light generation (WLG) creating a mid IR seed (b). This is linearly stretched
by dispersion plate (DP) to chirp the pulse (c). The desired seed and the second pump are
temporally overlapped (d) in the non-linear crystal (NL) by delay plate (DLP). This results
in the emission of the amplied "signal" (1 and e), the residual pump (2) and the "idler".
white light generation as too little power will result in a low power seed and will
reduce the nal conversion eciency of the system. If too much power is used it will
result in non-linearities in the beam prole which will be propagated through the
system and amplied, resulting in a poor beam prole which may include hot spots
that can lead to self focusing and damage the system or subsequent optics(gure 3.9).
The power is controlled with an iris (I). Once the white light has been created
the residual pump is removed with a dichroic mirror (unpictured). The white light
is then passed through the dispersion plate (DP) that introduces a spectral sheer on
the pulse. The white light and another part of the pump are recombined in the a
non-linear crystal, in which they undergo optical parametric amplication (section
3.1.3). This converts the 800nm photons into mid IR radiation amplifying the `sig-
nal', while energy and momentum are conserved through a second emission called the
`idler'.In addition to selecting the correct delay to amplify the chosen wavelength it
is also necessary to control the rotation of the crystal to correctly phase match this
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(a) (b)
Figure 3.9: Images of white light produced from the sapphire plate in the OPA section of
the HE-TOPAS (a) correct amount of pump power and (b) too much pump energy [99]
frequency.
There are three amplication stages inside the HE-TOPAS in order to achieve
the nal output power. In the rst two stages the idler is dumped, however in the
nal stage the idler can be outputted. Though the idler has typically lower energy
than the signal it has interesting properties that are of use to HHG experiments. The
photon energy is lower than the signal resulting in longer wavelength. The benets
and limitations of this have already been discussed in section 2.5. In the process of
OPA conservation of energy and momentum of the pump, signal and idler must be
maintained:
!p = !s + !i (3.16)
kp = ks + ki (3.17)
Where the ! is the photon frequency, k is the wave vector and subscripts p, s and
i denote the pump, signal and idler respectively. In addition the condition for phase
matching requires the total total k vector (k) to be equal to zero (k = ks+ki kp).
During white light generation by self phase modulation the phase of signal pro-
duced (s) is the same as the pump that created it (p). As each of the stages are
TOPAS are pumped by delayed parts of the same pump, the phase of the signal will
evolve in the same way the pump through each stage of the system. During OPA
3.4. Hollow Fibre Pulse Compression 58
CEP is conserved and given by the following:
p = s + i + =2 (3.18)
Where i is the phase of the idler. It therefore follows that if the phase of the
pump and the signal are equal that i must remain constant, meaning that the idler
is intrinsically CEP stable regardless of the initial CEP of the pump. This is only true
as long as the there are no variations in the paths of the signal and pump, however
air uctuations are unavoidable even inside the box. It was therefore necessary to
employ a piezoelectric motor on one of the pump mirrors to provide a small amount of
active stabilisation. Passive stabilisation makes the idler a very attractive source for
creating few cycle pulses for use in HHG techniques the method of which is discussed
in the next section.
3.4 Hollow Fibre Pulse Compression
As previously discussed in section 3.1 in order to create short pulse you require a
large bandwidth. At its output the bandwidth of the Red Dragon (40 nm) will only
support 20-30 fs pulses. To achieve shorter pulses the bandwidth must be increased.
One method commonly employed is hollow core bre (HCF) compression. This tech-
nique employs self phase modulation, another manifestation of intensity dependent
refractive index, n(r; z; t) = n0 + n2I(r; z; t). In an ultra short pulse there is a time
dependence on this eect, due to the changing gradient along the pulse. This results
in phase shift (t) in the pulse.
(t) = !0t  n!0
c
L (3.19)
Where !0 is the central frequency and L is the length of medium that is inducing
SPM. The time dependence of the phase shift results in a change in the instantaneous
frequency of the pulse, !(t) [53].
!(t) =
@(t)
@t
= !0   n2!0
c
@I(t)
@t
L (3.20)
This drives a shift of frequencies lower for the leading edge of the pulse and higher
for the trailing edge [100]. Experimentally this can be achieved through the use of
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(a) (b)
Figure 3.10: Photographs of the transverse beam prole of (a) a single EH11 mode and (b)
multi-mode propagation through a hollow core bre [53]
an HCF lled with an inert gas (such as neon). Unlike conventional telecoms bres
this waveguide consists of a ridged glass capillary which processes a larger refractive
index than the gas lled core. As a result there is no total internal reection, instead
the light propagates from grazing incidence reections. Many dierent modes can be
supported by a HCF. Multiple or high order modes often result in high losses and a
poor beam prole for focusing. It is therefore desirable to adjust the coupling and
position of the bre to select just one mode that results in the maximum transmission
and most radial symmetric shape. The bre acts as a waveguide as a result the modes
that can be supported in a hollow core bre are Bessel modes, the lowest order in the
EH series EH1;1, which has the formula.
I(r) = I0J
2
0

2:4r
a

(3.21)
Where a is the radius of the bre, r the distance from the centre, I0 is the peak
intensity of the pulse and J0 is the zeroth order Bessel function. This assumes that
the bre is radially symmetric and of constant radius along its length. An example of
this lowest mode as compared to a multiple mode signal can be seen in Figure.3.10.
After propagation it results in a large broadening of the spectrum roughly symmet-
rical about the original spectrum. An example of the broadening achieved in the
rst demonstration of this technique is shown in Fig.3.11. In addition to expanding
the bandwidth the pulse also gives a linear positive chirp from the SPM. In order to
achieve the theoretical short pulse from the extra bandwidth the chirp must be un-
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done by applying an equal and opposite (negative) chirp. For 800nm radiation this is
traditionally done using broadband band chirped mirrors. These optics have a multi-
layered thin lm structure that allows lower frequencies to penetrate deeper into the
optics before being reected, thus acquiring a larger GDD then the higher frequencies.
Figure 3.11: A graph showing the spectra broadening of a 20fs 800nm pulse with a peak
power of 3:5x109 W propagated through 3.2 m hollow bre of diameter of 160 m lled
with Argon at a pressure of 3.3bar. The spectrum before broadening (dashed) and after
(solid) are both shown. [101]
When working with mid-IR radiation (for example from the TOPAS idler) the
last step of this technique is much simpler as there are glasses available that pos-
sess anomalous dispersion in this wavelength region (1600-2000 nm) so a simple glass
block can provide the negative GVD required to undo the SPM positive chirp.
3.5 Ultra Short Pulse Measurement
As pulses became shorter they reached a point at which they were too short for simple
photodiodes to measure. Therefore new diagnostic techniques needed to be developed.
According to the Nyquist-Shannon sampling theorem, in order to accurately measure
a signal you require a sampling frequency of at least twice the highest frequency
that could be measured. Therefore in order to measure ultra short pulse you require
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something with a time-scale comparable to that of the pulse, which is often a replica
of the pulse itself or another pulse(s) generated from it.
3.5.1 Optical Autocorrelation
The majority of the techniques used to measure ultra short pulses are correlation
techniques that involve using a copy of the pulse to be measured (or one generated
by it) as a probe. Optical autocorrelation involves simply creating a copy of the pulse
and overlapping it with the original in a non-linear medium such as a second harmonic
crystal to create an emission that is the product of the two. By scanning the temporal
delay of the two pulses () it is possible to recover the intensity autocorrelation (A()):
A() =
Z +1
 1
I(t)I(t+ )dt (3.22)
Although the technique is simple to employ it is limited in its scope. In order for
pulse length information to be gleaned you must be able to relate the auto correlation
to the pulse. For example if the pulse is known to be a transform limited Gaussian
then the temporal length of the autocorrelation will be equal to
p
2 times the pulse
length. Dierent pulse shapes will have dierent conversion factors. An autocorrela-
tion is useful for getting an idea of the temporal prole of a pulse however it not able
measure phase. For full pulse reconstruction it is necessary to measure the spectral
intensity and phase, to do so a more robust method must be employed.
3.5.2 Spectral Phase Interferometry For Direct Electric-eld
Reconstruction
Spectral Phase Interferometry for Direct Electric-eld Reconstruction (SPIDER) [102]
is one such method for measuring ultra short pulses. This method involves using a
known spectral shear in order to recover the phase of the pulse. A diagram of a
SPIDER is shown in Fig.3.12(a). The input pulse is split and one half is split again
to create two pulses which are given a suitably large time delay between them. The
other half of the original pulse is passed through a very linearly dispersive medium
which greatly chirps and lengthens it. The two temporally separated pulses are then
combined with this stretched pulse in an SFG crystal. As in autocorrelation methods
the pulses are axially focused to create an extra pulse (in this case two) generated
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from photons from the stretched pulse and un-stretched ones. If the pulses underwent
SFG with dierent temporal parts of the stretched pulse as shown in Fig.3.12(b), it
will result in a spectral shear between the two up converted pulses [102].
The integrated spectrum that is visible on the spectrometer is known a SPIDER
trace [102]. From analysis of this signal it is possible recover the spectral phase. The
trace will have a formula of the form:
S(!) = jE1(!)j2 + jE2(!   
)j2 + 2 jE1(!)j jE2(!   
)j cos [1(!)  2(!) + ! ]
(3.23)
Where 1(!) = 1(!   !0),2(!) = 2(!   !0   
)) are the spectral phases of
each pulse [102] and 
 is the degree of spectral shear that can be removed through
calibration and adjusted to control the modulation of the interferogram to make sure
that the oscillation are visible on the measurement device (eg.CCD camera). The rst
two terms in Eqn.3.23 are the just the up-converted spectra of the two pulses as a
result of the SFG. The third term contains the phase information that is the result of
interference between the two pulses. This phase can be recovered quite simply using
Fourier theory. If you Fourier transform the measured interferogram, it will result
in a central DC term and two side peaks which correspond to the modulation of the
interferogram. By ltering out of the Fourier spectrum all but one of these peaks,
inverse Fourier transforming it and the unwrapping the linear phase, the spectral
phase of the pulse is recovered. In order to completely characterise the pulse you
require the spectral intensity as well as the phase but this can be simply measured
using a straight spectrometer.
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(a)
(b)
Figure 3.12: Diagrams showing (a) the beam layout of a SPIDER where red represents the
fundamental wavelength, blue is the second harmonic and purple is the combination of the
two. (b) Showing the SFG process that occurs to create a SPIDER trace. Images courtesy
of R.Squibb
Chapter 4
Experimental Set-up
The conditions required for HHG experiments are quite particular and there are many
experimental considerations that need to be made. The majority of the experimental
results of this thesis were carried out using the Red Dragon laser system (see chapter
3) to provide the laser pulses necessary for HHG. In this chapter we focus on the
apparatus and set-ups required to provide the conditions to eectively generate and
measure high harmonic signals. In particular we describe the advancements and
improvements that have been made in the stable creation of ablation plumes with
parameters suitable for HHG.
4.1 Generation Of High-Order Harmonics
To perform HHG experiments you require three things; an intense laser eld, a target
and a detection system. Each of these must be particularly chosen in order to facili-
tate the HHG process. The most important parameter of the laser eld is that it is of
suitable intensity. As previously discussed there is in an intensity regime where tun-
nel ionisation dominates, typically this is between 1013 15 Wcm 2 and the values will
depend on the target in question and the wavelength of the driving eld. If the eld
is too weak there will be insucient distortion of the potential of the most weakly
bound electron to allow tunnel ionisation. Too high intensity will lead to saturation
of the HHG process (as discussed in 2.6).
The wavelength of the driving eld will also play a large role in the generation
process. Due to wave-packet spreading the eciency of HHG scales as  6 [103].
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However the increased time in the continuum also allows the returning electron to be
accelerated to high energies. The increase in Up scales with 
2 (2.6) so a balance can
be found in order to achieve high cut-o and reasonable signal.
In this thesis two types of HHG targets were used; gas expanded through a gas jet
and weakly ionised plasma plumes created from laser ablation. In both it is important
to make sure that the densities of the particles are suitable. The eciency of HHG
scales as the square of the number of emitters in the interaction region. However too
many particles and the XUV radiation will be unable to escape the target without
being reabsorbed. Typical particles densities for suitable for HHG are between 1016
and 1019 cm 3.
Once generated the XUV photons created from HHG are very weak with conver-
sion eciencies from the laser eld of typically 10 6. A detection system needs to
be able to detect and amplify these weak signals to allow them to be measured. The
spatial and spectral characteristics may also be important and need to be preserved
and measured. More on this in section 4.2.
4.1.1 Focusing
In addition to using pulses that are short in time, in order to achieve the intensities
required for HHG the pulses must be spatially focused. As HHG is very dependant
on intensity care must be given when performing this focusing. There are two key pa-
rameters that aect by the focus considerations, the beam waist, !0 and the Rayleigh
range zR. !0 for a Gaussian beam is given by:
!0 =
f
!b
M2 (4.1)
Where 0 the wavelength, f is the focal length of the chosen optic and !b is the
radius of the collimated beam before focusing. The Rayleigh range is the distance
from !0 when the waist of the beam is:
!(zR) =
p
2!0 (4.2)
For a Gaussian this is given as:
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Figure 4.1: Diagram showing (a) Lens (b) OAP and (c) spherical mirror focusing geometries.
zR =
!20
M2
(4.3)
This will depend on the how tightly the beam is focused and will be aected by
the amount of aberrations that are present in the beam. M2 is a measure of how far
the beam diers from a diraction limited focus. A perfect Gaussian beam focused
by a perfect lens has an M2 = 1 however if there are aberrations present in either
then M2 > 1 and diraction limited focusing is not possible. Equation (4.3) is only
accurate for M2 = 1, for larger M2 values it is more accurate to use equation (4.2)
and physically measure the Rayleigh length. Aberrations can result from a number
of dierent factors the subtleties of which are beyond the scope of this thesis for a
full description please consult [104]. For our purposes I will only discuss the measures
that are taken to reduce to the aberration in the focusing of the Red Dragon beam.
It should be noted that the beam prole from the Red Dragon is far from perfect
Gaussian with an M2 value 5 therefore diraction limited focusing is not possible.
There are three main choices available for focusing; lenses, spherical mirrors and
o axis parabolas (OAP's) (see gure 4.1). Depending on requirements each has their
own advantages and disadvantages related to amount of dispersion, induced aberra-
tions, nancial cost and ease of implementation.
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Although the simplest to use, lenses are generally not suitable for our purposes.
The inherent large spectral bandwidths associated with short pulses means that ma-
terial dispersion of a transmissive optic such as a lens (typically with a thickness of
a few millimetres) will temporally stretch the pulse making it unsuitable for HHG.
Dispersion will also induce chromatic aberrations which will lead to looser focusing.
These downside are not ideal but manageable for 30fs 800nm pulses, however if you
wish to use multiple pulses of dierent colours, such as a 400nm dressing eld, chro-
matic aberrations will cause the dierent colours to focus in dierent positions in the
propagation direction leading to no overlap of the peak intensities and making such
an experiment impossible. In addition higher order dispersion terms cannot be easily
removed by adjusting the laser compressor. For high intensities lenses also can act as
non-linear media allowing SPM to take place, resulting a positive chirp of the pulse
and stretching it further. However in the case of the loose focusing of the long pulses
required from laser ablation lenses ease of implementation are the focusing element
of choice.
Reective optics do not have this problem as the dispersion is zero. Theoretically
the best focus for our experiments could be achieve through the use of a OAP, how-
ever their alignment is dicult with tiny deviations from perfect alignment and angle
of the OAP leading to very large aberrations. The added inconvenience coupled with
the increased cost of the optics makes OAP's undesirable for our purposes. It turns
out a simple spherical mirror used close to normal incidence is the best compromise.
As we wish to place a target in the interaction region we must use the spherical mirror
o axis (gure 4.1), this will lead to astigmatism and coma aberrations. By making
the angle of the mirror as small as possible without the incoming beam clipping the
target mean this can kept to minimum (typically < 50).
The spherical mirror used in the majority of experiments had a radius of curvature
of 400 mm giving a focal length of 200 mm. Equation (4.1) states the focal spot size
scales linearly with focal length. When considering HHG experiment shorter focal
length will produce higher intensities which may be necessary when working with
weak beams, however small foci mean that fewer particles can interact with the laser
ultimately leading to few HHG emitters. Shorter focal lengths will also result in larger
divergences of both the IR and the high harmonics which will mean lower intensities
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of harmonic photons on the detector. Longer focal lengths cause the opposite to occur
with foci becoming so large the intensity is too low for HHG to occur, which can be a
particular problem when working with our mid-IR sources which typically have lower
energy per pulse. Long focal lengths also require a lot of physical space inside the
vacuum chamber which can cause problems. The divergence may also be too small
so that spatial information about the harmonics cannot be resolved.
4.1.2 Gas Jet Considerations
All of the HHG experiments in this thesis were performed under vacuum to prevent
XUV absorption by ambient gas.HHG does however require an atom/molecule to in-
teract with the laser eld. The target must be delivered into the vacuum in such a
way that it does not compromise the pressure too much. This is not a problem with
ablation plume targets as the plume does not increase the pressure in the chamber
signicantly. With gas targets it is more of a problem, a gas jet allows a region of
high pressure to be created inside the chamber using a relatively small amount of gas
so as to minimise the eect it has on the chamber pressure. For HHG relatively high
densities are required 1017 cm 3, otherwise the probability of generation will be too
low to produce a measurable signal.
There were two dierent gas jet designs available to us, a pulsed solenoid valve
(General Valves) and a home-made continuous ow gas jet.
The solenoid jet design is shown in gure 4.2(a). A spring compresses a Teon
poppet mounted onto a magnet, this creates a seal preventing backing gas from pre-
maturely leaking into the chamber when the jet is turned o. Coiled wire forms a
solenoid around the magnet. When current is applied to the coils the magnetic force
produced over powers the spring and lifts the magnet and connected poppet releasing
gas. The current can be pulsed to the jet allowing the jet to open and close, this is
advantageous as it allows the jet to be operated at high backing pressures while not
making the pressure in the vacuum chamber too high. The jet can be opened for as
little as 300s and up to repetition rates of 100 Hz [53]. When working with a 1 kHz
laser this means only 10% of the laser shots are used, which can be a particular prob-
lem when the HHG signal is weak. Pulsing of the jet also means that its timing must
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be synchronised to the laser to ensure pulses pass through the highest gas density of
each `pu'.
The home-made continuous ow jet consists simply of a drilled Swagelok plug. It
was constructed by back drilling the centre of the plug to produce a very thin end
( 50m), a 100 m hole was micro drilled into this to form the gas jet aperture. The
jet provides a constant stream of gas allowing every laser pulse to be used regardless
of repetition rate, it also means that there are no timing issues compared to the pulsed
jet. The backing pressure that can be used with the CW jet is lower than the pulse
jet and is limted by the pumping of the chamber. In the pumping conguration we
used there were two turbo pumps on the main chamber providing 4000 ls 1 allowing
the backing pressures of up to 2 bar. This was more than sucient to produce the
harmonic signal when working with low eciency set-ups. As the vacuum chamber
was able to handle working with the CW jet at reasonable pressures it was the one
that was employed for the majority of the gas experiments. The pulse jet was only
employed when the vacuum chamber was performing sub-optimally due a mechanical
fault (such as a broken turbo pump).
(a) (b)
Figure 4.2: Schematic cut throughs of two gas jet design available. Showing (a) solenoid [53]
and (b) home-made continuous ow jet.
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4.2 Detection Of Low Intensity Soft X-rays
4.2.1 Vacuum Chambers
Due to absorption cross-sections of air at atmospheric pressures the XUV photons that
are typically generated in our experiments (20-60eV) are very strongly absorbed [105]
and will not propagate more than a few mm. This coupled to the fact that we wish
to study targets other than a gas mixture 80 : 20% mixture of nitrogen and oxy-
gen with traces of other gases means that our high harmonics are generated and
measured inside a vacuum chamber. The chamber used in the majority of these ex-
periments (named the `Tisch tank') consisted of two sections, a generation chamber
and XUV spectrometer which can be seen in gure 4.3. The generating chamber is
60x60x60 cm providing ample space to have a variety of dierent focusing and target
arrangements. Main chamber has two turbo pumps (Varian Turbo-V 551 Navigator)
providing  1000 litres per second of pumping, there is an additional turbo pump on
the XUV spectrometer and both chambers's turbo pumps are backed by scroll pumps.
The pump down procedure is to use the scroll pumps to reduce the pressure in
the chambers to  1x10 2 mbar at which point the turbo pumps are employed to
get the chamber down to 1x10 6 mbar. The limiting factor in pumping down the
chamber is water that has been absorbed by the chamber and its contents which then
is slowly released in a process known as out-gassing. Once you reach 1x10 6 mbar the
limiting factor becomes the rubber seals that are employed throughout the chamber
to achieve lower pressures dierent seals (such as copper gaskets) would be required,
however 10 6 mbar is more than adequate for our purposes. Due to out-gassing the
pump down to the nal pressure can take several hours, this can be reduced by using
dry air or pure nitrogen when letting the pressure up to atmosphere. Keeping the
time in which the chamber is at atmosphere to a minimum, correctly cleaning new
equipment to be placed in vacuum and wearing gloves also help to reduce the pump
down time.
To prevent damage to the micro channel plate (MCP) it is necessary to keep
the pressure in the spectrometer chamber below 1x10 5 mbar. However, in order to
achieve the densities required for ecient harmonic generation the pressure in the
generating chamber can be of the order of 10 3 mbar. To facilitate this dierential
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Figure 4.3: Diagram showing the chamber used to generate and measure HHG named the
`Tisch tank'. Dierential pumping between the two sections of the chamber allows the one
with the one that contains the gas jet to be at 1x10 3 mbar whilst keeping the spectrometer
 1x10 5 mbar protecting the MCP inside.
pumping is employed. The chambers are linked by an open aperture to allow the har-
monics to pass to the spectrometer without being absorbed. Although the pressure
is too high in the generating chamber for the MCP the small aperture separating the
chambers throttles gas ow creating a pressure dierential between the two. Couple
this to the large amount of pumping in both chambers and it is possible to maintain
the pressure dierential required even when using a continuous ow gas jet.
The laser enters the chamber through a thin (typically 1 mm) window. The
material the window is chosen to reduce the dispersion and absorption of the driving
eld(s), for 30 fs 800 nm pulses fused silica was used, while for the mid-IR radiation
of the TOPAS calcium uoride (CaF2) was more suitable. The window can also be
anti-reection coated to increase the transmission, though such a coating can have
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Figure 4.4: Looking into the generating chamber of the `Tisch tank'. Showing the HHG
generating beam (red) focusing down on gas expanded from a jet (yellow).
very negative eects on any radiation that it is not specically designed for. This
means sometimes it is more suitable to take the two times 4% loss from the window in
order to be more versatile. The focusing set-up used in the majority of experiments is
shown in gure 4.4. The location of the laser focus is kept static and an external 3-axis
translation stage attached to the pipe that feeds the gas jet and is used to position the
jet in the desired part of the focus. Position in the direction of propagation (z-axis)
in the focus will dictate the intensity the `thin' gas jet experiences and the beam
gradients for phase matching. Distance from the gas jet aperture (y-axis) will aect
the gas density in the interaction region and also has implications on rotational cooling
which is important from molecular alignment experiments [53], such experiments are
beyond the scope of this thesis. The last direction of adjustment (x-axis) only aects
the lateral overlap of the focus and the gas jet and is generally centred in order to
make sure the laser passes through the highest density of gas.
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4.2.2 XUV Spectrometer
Once high harmonics have been generated from a gas or plasma target they must be
analysed. The time delay between concurrent harmonics is too fast for a traditional
method such as a photodiode to resolve them temporally. It becomes necessary to sep-
arate them spectrally using an XUV spectrometer. As photons of these wavelengths
can not be propagated in air the spectrometer is housed in a second vacuum chamber
connected to the generating vacuum chamber via a small (= 5 mm) dierential
pumping hole. The dierential pumping hole allows the pressure in the spectrometer
to be kept below 1x10 5 mbar to prevent damage to the MCP while still being able
to operate a continuous ow gas jet.
The XUV spectrometer is shown in gure 4.5, it consist of a grating and an MCP.
The gold blazed XUV at eld grating (1200 lines/mm `Hitachi High-Technologies')
allow the harmonics to be spectrally separated. The angle at which the harmonics
are diracted by the grating is given by the grating equation:
n = d (sin() sin(0)) (4.4)
where n is the order of diraction, d is the constant of the grating (spacing between
grating ridges) and  is the wavelength of the emission.  is the incident angle of the
radiation and 0 is the diracted angle as shown in gure 4.6. Equation (4.4) shows
dierent wavelengths come o the grating at dierent angles. There is a component
of all wavelengths of emission that reects o the surface of the blaze, this is known
as the 0th order, a physical block is tted inside the chamber to block this emission
as it is potentially very dangerous for the MCP. Higher order harmonics photons that
are diracted closer to 0th. The grating is designed to work with an incident angle of
3o.
In an ideal world you would like to measure the HHG as close to the generation
region as possible. However, the remaining high intensity IR would destroy any detec-
tion system that could measure the weak harmonics. This means that the rst optic
of the XUV spectrometer is positioned over 1 metre away from the interaction region.
As the IR beam that generated them is diverging after its focus so are harmonics.
Although the divergence is dependant on the wavelength of the emission making the
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Figure 4.5: Schematic of our XUV spectrometer, showing the path of the 0th order beam
(red),the refraction angles of the XUV beams (blue) and the orientation of the grating.
harmonic divergence signicantly less than the IR it will reduce the intensity of the
signal. The grating is slightly concave in the propagation direction which focus the
harmonics in the spectral dimension (vertical as shown gure 4.5). This helps to
increase the signal on the detector and increase the spectral resolution. The line
spacing also varies along the grating to contribute further to focusing. This set up of
one grating preserves the spatial information perpendicular to the spectral sorting.
When working with particular weak HHG signals it is possible to use a toroidal mir-
ror to providing focusing in the other dimension. This results in harmonic spots that
contain no spatial information but are more intense.
The XUV detector used consists of two Micro-Channel plates (MCPs) coupled
to a phosphor screen. An MCP is constructed from tightly packed glass capillaries
that are used fused together and sliced to create a thin plate full of channels (gure
4.7(a)). Depending on design each channel is  20! 2 m in diameter and when a
voltage is applied to the plate acts as a tiny Photo-Multiplier Tube (PMT). When a
photon of high enough energy strikes one of the channel it can induce the emission of
an electron by the photo-electric eect. The plates and phosphor screen are typically
placed at increasing voltages with the rst plate at 0 V, second at 1.7 kV and screen
4.2. Detection Of Low Intensity Soft X-rays 75
Figure 4.6: Cross-section diagram of the a blazed diraction grating
at 3.5 kV. This electric eld accelerates the electron down the channel and each time
it strikes the walls of the tube it causes the liberation of more electrons leading to an
electron cascade. The channels are inclined at an angle of 8o to the normal to better
facilitate this process, sequential plates are ipped in orientation to create a chevron
like path for the electrons. The front and back side of the MCP are also coated with
Nichrome to allow electrical conduction between channels and serves as the electrode
for voltage to be applied. Once the electron bunch strikes the phosphor screen it
causes it to emit photons which can be captured with a CCD camera. The gain in
MCP used in this thesis (Photonis) is estimated to be 106.
(a) (b)
Figure 4.7: Showing (a) diagram showing the structure and function of an MCP. Adapted
from [106]. Also (b) a photograph of the front surface of the real device mounted on a
vacuum ange.
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The phosphor screen used in the device is a P47 which has an emission at 400 nm.
This emission is still fairly weak so a low light camera (PCO Pixely USB) was used
to image the phosphor screen. It has a bit depth of 14 and frame rate of 30 fps, the
shutter speed is fast enough that the harmonics from a single shot can be captured.
As the wavelength emitted by the phosphor can pass through glass it allows the CCD
to be positioned outside of the vacuum chamber. The two dimensional nature of
the detector set up allow the spatial information about the photons that strike the
detector to be conserved producing images on the CCD that look like the example
shown in gure 4.8.
Figure 4.8: Example of the raw CCD image of harmonics from Argon. Harmonic order
increases from left to right, the edge of the MCP can be seen on the right hand side.
The main source of noise in the detector is dark counts from the MCP. These
are the result of cosmic rays and other sources of ionising radiation interacting with
the MCP channel causing the emission of an electron which is then amplied and
excite the phosphor. Dark counts are heavily inuenced by the voltages used and it is
important to nd a balance such that there is sucient amplication of the harmonic
signal while not being overwhelmed by dark counts. The MCP response is highly
non-linear with voltage, while it scales linearly with incident XUV radiation, up until
the uence is large enough that the MCP saturates.
MCPs devices are very fragile and a great deal of care must be observed when
working with such a device. They should only be operated inside a vacuum greater
than 1x10 5 mbar to prevent electric breakdown. When not being used they should
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also be stored in vacuum as the plates themselves are hydrophilic. Absorption of water
can cause the plates to bow, this can cause the plates to shatter as well as changing
the separation between the plates which can lead to arcing. Over the course of its life
time the response of an MCP will drop with extended exposure XUV photons, with
shadows of harmonics becoming visible in the dark counts. Applied voltages can be
increased to compensate for the reduced response to a point however eventually one
or more of the plates will need to be replaced. The changing response of MCP devices
making it very dicult to make an absolute measurement of the harmonic intensity,
for such a measurement the use of a calibrated PMT is required. The energy scale
of an HHG spectra can be calibrated using thin metal lters that have particular
absorption edges (eg Aluminium @ 70 eV).
4.3 Beam Line Construction
Once the femtosecond pulses leave the laser they must be delivered intact to the
interaction region. Mirrors are the preferred method for steering pulses. As men-
tioned before the pulses possess very large bandwidths and this must be taken into
account. When working with 800nm 30fs pulses it is sucient to use simple protected
silver mirrors which give reectivities of  95%. Even with such high reectivity the
losses will add up and the number of optics used should always be kept to a minimum.
Very high reectivities (>99.995%) can be achieved through the use of dielectric
coated mirrors, however these must be specially made for a pulse in question as the
reectivity can vary greatly outside of the designed spectral region. Dielectric mirrors
are limited in how broadband you can make them making then unsuitable handling
very short pulses like those produced by HFPC who bandwidth can be octave span-
ning. Care must also be taken when working with dielectric optics as they are sensitive
to polarisation and angle that they are used, with dierent mirrors required for 0o
and 45o reections. Misuse of these optics can introduce complicated phases that can
lengthen the pulse as well as varying reectivity with wavelength.
If possible all transmissive optics (entrance window of vacuum chamber) should
be anti-reection coated as there is 4% reection from each glass to air/vacuum
surface. It is also possible to use dielectric coating to construct mirrors that are able
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to separate or combine pulses of dierent wavelength.
4.3.1 Multi-colour Field Synthesis
There were a number of experiments that required the use of more than one eld.
When working with with more than one femtosecond pulse it is not a trivial matter to
overlap them both spatially and temporally in the interaction region. Considerations
about the temporal overlap begin at the generation stage. It is not practical to use an
additional laser system that has been synchronised to the rst to simply create a dress-
ing eld. Therefore, with our arrangement alternative frequencies must be generated
from the fundamental. This way the two elds will automatically be synchronised as
long as the optical paths of the two beans are kept the same. This is not a trivial task.
When working with two colour elds such as ! and 2!, pulse overlap can be
achieved in both co-linear and non co-linear geometries. In the former the fundamen-
tal beam that generates the second eld is used to perform HHG (gure 4.9). In the
latter the fundamental beam is split and part is used to create the second eld after
which it is separated and discarded. The now isolated second eld then recombined
with the other fundamental arm (as shown in gure 4.10) before heading to the vac-
uum chamber. As a co-linear geometry requires the same radiation to generate the
second eld and the high harmonics it is only possible with techniques that are not
very detrimental to the fundamental temporal or spatial prole. A co-linear geom-
etry was employed when performing experiments with a second harmonic dressing
eld (section 5). As in such studies control the sub cycle delay between the two elds
was very important.
We have already discussed the theory SHG in (3.1.3). The second harmonic was
generated using an o the shelf BBO crystal (Eksma optics BBO-1003H), the crystal
was chosen for its high eciency and as a result it is rather thick at 500 m. As shown
in the gure the crystal uses type I phase-matching, this means that the resulting in
the second harmonic is produced with polarisation perpendicular to the fundamen-
tal. Due to 0th and 1st order dispersion the second harmonic travels slower than the
fundamental through the SHG crystal, wave plate, vacuum chamber window as well
as all the air spaces between the generation and chamber. To compensate for this a
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Figure 4.9: SHG set-up showing the second harmonic (blue) being overlapped in polarisation
and time. The pulse separation shown (lumps on beams) will be slightly dierent in reality
as there will be pre-compensation for the vacuum chamber window. The waveplate is a 0th
order =2 @ 800 and  @ 400, this allows dierent polarisation arrangements to be used.
birefringent calcite crystal to delay the 2! and the polarisation arrangement makes
this possible. Adjustment of the calcite delay is controlled by rotating the plate about
the y-axis. The delay induced by our calcite plates (Eksma optics 225-2114) was be-
tween 370-520 fs over a 0o to +5o rotation allowing to overlap the pulse envelopes in
the interaction region. The sub-cycle temporal control came from a thin glass plate
(Borosilicate 130  m), the small amount of dispersion induced allowed relative pulse
relays of 2.2fs to be scanned with a 0o to 50o rotation of the plate. The orientation of
the 2! polarisation will aect the HHG process, to control this a special wave-plate
was used after the temporal control optics. The plate was /2 @ 800 nm and  @
400 nm, allowing free rotation of the 800 nm with respect to the 400 nm.
The co-linear geometry is advantageous in this set-up as the optical paths of the !
and 2! are almost identical and the dierences can be compensated for. This would
not be the true in a non co-linear set up as shown in gure 4.10 as the two beam
travel on dierent optical paths, air currents and small vibrations of the optics can
easily induce delays on the sub cycle level. In order to use such a set-up it would
require very careful engineering and active control.
If the temporal overlap constraints are not so stringent then non co-linear geome-
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Figure 4.10: Diagram of a two colour non co-linear beam line set up. The fundamental
(red) is split by beam splitter (BS), second harmonic is generated in the SHG crystal
and the remaining fundamental is dumped by dichroic mirror (M1). The two arms of the
interferometer are recombined by dichroic mirror (M2) to produce a beam that contains
both colour pulses (purple).
tries oer some advantages over co-linear. As the beams are separated on dierent
arms of an interferometer it is possible to easily alter intensity and polarisation of
the each beam individually. It is also possible to match their divergences by placing
telescope in one of the beams and adjusting the lens separation. Using an interfer-
ometer means that achieving spatial and temporal overlap is more complicated in a
non co-linear set-up. Spatial overlap at the interaction can be easily done by placing
a CCD camera at the focus inside the chamber and overlapping the two foci. It is
important to heavily reduce the intensity of both beams to prevent damage to the
camera. Opening the vacuum chamber every time you want to nd the spatial overlap
is not practical and it is common to construct a separate alignment beam line outside
of the chamber that replicates the path length and focusing of the chamber.
Once spatial overlap is achieved it is possible to nd the temporal overlap. As
shown in gure 4.10 a delay stage was placed in one of the arms of the interferometer,
several methods were used to nd the stage position when the path lengths are equal.
The rst was to slowly scan the delay stage and look for interference fringes in beam,
this only works if you are working with pulses of the same wavelength and the spatial
overlap is good enough that the fringes are large enough to be seen. When working
with the second harmonic the overlap can be found by observing the presence of even
4.3. Beam Line Construction 81
harmonics in the HHG signal. If the second eld is of large enough intensity it is pos-
sible to use SPM, when you focus a high intensity beam in air it causes breakdown
and the formation of a plasma in which SPM occurs. The pattern that is produced
after the focus is aected by whether the weaker of the pulses arrived before or after
the stronger pulse. By scanning the delay stage and observing the form of the pat-
tern the temporal delay can be found, again this method relies on the beams being
spatially overlapped at the focus.
4.3.2 Ablation Plume Beam Lines
Ablation plume experiments require two pulses; a heating pulse to create the plume
and the HHG driving pulses to create the harmonics. For some experiments a Nd:YAG
laser was used to provide 10 ns heating pulses. However for others the uncompressed
CPA radiation of Red dragon was used to provide 120 ps heating pulses. 20% of
the beam was syphoned o using a beam splitter before the compressor and directed
straight to the chamber. The remainder of the beam passes through the compressor
as normal. A large delay is required between the two pulses (see next section) in order
to observe HHG. In the case of Nd:YAG the delay the pulses are not fundamentally
linked and as the delay is so long it can be done electronically using a timing box
(`Stanford Research Systems') to trigger the Nd:YAG at the correct time. In the case
of uncompressed CPA the pulses are linked and temporally separating them must be
done optically using a delay line (gure 4.11). Such long optical delays (typically 10's
of nanoseconds) can be a problem with femtosecond pulses as non-linear propagation
eects can detrimentally eect the prole of the beam. These delays can simply be
measured using photo diode (DET10 Thorlabs) and an oscilloscope.
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Figure 4.11: Diagram of a typical beam line set-up used for ablation plume experiments.
The heating pulse (1) arrive rst then after an optical delay the HHG driving pulse (2) is
delivered to the chamber.
Chapter 5
HHG Trajectory Control Using
Two Colour Fields
A great deal of work has been done both experimentally [107{110] and theoreti-
cally [107, 111{114] on HHG using multiple elds. Most of this was focused on the
use of a second eld to improve the HHG eciency. The use of a perpendicular elds
in HHG to provide some form of quantum control was originally proposed by Ivanov
et al. [115]. A decade later that Kitzler et al. was proposed that !   2! elds could
be used to achieve control over electron trajectories [116]. It was proposed that by
controlling the relative phase between the two elds it could allow dierent electron
recombination angles to probe the cation. The rst experimental result that showed
a two colour eld could be used to the control electron trajectories in the continuum
in order to probe the atomic system was performed by Shar et al. [117]. Two colour
elds have also been used to shorten the attosecond pulses generated using an HHG
method [118,119].
The investigations contained in this chapter aimed to control electron trajectories
in HHG through the use of two colour elds. This builds on the previous work of L.
Brugnera et al. [120]. Where they were able to show that the second colour eld could
be used as a gate for selecting trajectories. Our investigations sought to achieve three
main goals. Firstly, to better quantify the dependences of the gating on the second
harmonic eld. Secondly, to study the eect on harmonic order and any odd or even
harmonic dependence and nally to provide quantitative comparison to a numerical
model.
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5.1 Classical Explanation Of Trajectory Control
We previously discussed the mechanism of HHG in chapter 2. During this process the
electron spends an amount of time in the continuum moving under the eect of the
driving eld. While in the continuum the electron wave packet can be driven by other
electric elds in addition to the driving eld. Typically much weaker than the driving
eld these `dressing elds' can greatly aect HHG by modifying electron trajectories.
In the previous work by L. Brugnera et al. they employed a second harmonic eld
polarised orthogonally to driving eld. The second harmonic frequency breaks the
half cycle symmetry and allows the generation of even harmonics. Additionally the
parameters of the second eld give several degrees of freedom that can be used to
control the HHG process.
The total electric eld of a fundamental (!) driving eld and its second harmonic
(2!) can be written as:
E(t) = exEx cos(!t) + eyEy cos(2!t+ ) (5.1)
where Ex and Ey are amplitudes of the fundamental and second harmonic respec-
tively and ex and ey are the directions of their polarisations.  the phase of 2! eld
relative to the fundamental.
In his PhD thesis L. Brugnera performed classical calculation of the electron tra-
jectories [121]. These assumed the electron was born at rest in continuum after ioni-
sation, the eect of Coulomb potential was also neglected. In the calculation a series
of electrons were launched just after the peak of the fundamental (between 0 and 0.25
T, where T is the time period of the fundamental). They were then allowed to move
freely in the electric eld(s). To determine the probability that an electron trajectory
will lead to a re-collision with the core a Gaussian function of width approximated
to the range of the atomic core was placed at the origin. The overlap between the
electron and this function provided the probability of recombination. The function
had a FWHM of 8 atomic units. The results of this calculation are shown in gure 5.1.
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Figure 5.1(a) shows classical trajectories calculated for a single colour fundamen-
tal eld. It can be seen that there are two regions of successful re-collision either
side of a zero region. In reality this central zero region should have a probability of
1 but it is an artefact of the code and corresponds to trajectories that do not leave
the inside of the Gaussian function. The successful recombinations that occur with
smaller excursion times correspond to the `short' trajectories while those with greater
times are the `long' trajectories. The excursion time verses re-collision energy for the
single colour is shown in gure 5.1(b) where the left side of the curve are the short
and the right the long.
(a) (b)
(c) (d)
Figure 5.1: Results of classical electron trajectories calculations. Where (a) and (b) are
re-collision probabilities and energy versus excursion time curve. Also shown re-collision
probabilities for a two colour eld when the relative delay between the elds are (c)  = 0
and (d)phi = =2. Adapted from [121]
When a two colour eld is applied the results drastically change. Figures 5.1(c) &
5.1(d) show the re-collision probabilities for the same fundamental with an orthogonal
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second harmonic eld. The dierence between the two is the relative phase between
the eld () has been set to  = 0 in the former and  = =2 in the latter. It can be
seen that which trajectories are able to re-collide with core varies greatly with this
phase. The explanation for this can be explained by simply considering the motion of
the electron in 2 orthogonal dimensions separately. For re-collision to occur the net
displacement by each dimension needs to be close to zero. If an electron trajectory of
the fundamental would recombine when the second harmonic has caused maximum
displacement then the re-collision will be less likely. Whereas if the net displacement
in both directions is zero then the trajectory will lead to emission. In this way the
second harmonic acts as a gate.
5.2 Experiment And Results
We performed HHG experiment to try to observe this gate of the trajectories. How
heavily the trajectories will be gated will depend on the strength of the second eld.
However we want the second eld to be weak enough so that is does not strongly
contribute to ionisation. Having the second eld polarised orthogonally is particu-
larly benecial in ensuring this. As the second harmonic is much weaker than the
fundamental the total eld vector of the two will greatly dier from the single colour
case. Therefore the rate of tunnel ionisation should not be greatly aected. If the
elds were polarised in the same direction this would not be the case.
The laser used to perform this experiment was the KML Red Dragon system (sec-
tion 3.2). Pulses of 30 fs 800 nm were focused using a 20 cm focal length mirror
onto argon expanded from a CW gas jet (section 4.1) with a backing pressure of 1
bar. To prevent damage to SHG crystal and to not operate in the HHG saturation
driving pulses of 200J were used. In order to study the eect of the dressing eld
on multiple trajectories it was necessary to focus the beam after the gas jet in order
to phase match the long trajectories (section 2.6). Harmonics were measured using a
XUV spectrometer (section 4.2). The MCP was used with voltages of 1.7kV on the
plates and 3.5kV on the phosphor screen.
The second harmonic dressing eld was generated from the fundamental using a
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500m thick BBO crystal, producing pulses with a central wavelength of 400nm. This
driving laser pulse energy and temporal pulse length were able to produce conversion
eciencies up to 25%, the amount of second harmonic being controlled by variation
of the crystal orientation. The two regimes used in the experiment were 25% and 3%
as compared to fundamental after generation. Due to dispersion inside the generat-
ing crystal and subsequent optics the fundamental and the second harmonic will not
be temporally overlapped in the interaction region. It was necessary to control the
relative delay between the two pulses. A calcite plate was used to control the coarse
delay between the two pulses in to overlap the peaks of the pulse envelopes. The SHG
BBO used was type 1, which results in the second harmonic being generated with a
polarisation perpendicular to the fundamental. Calcite is birefringent so by correct
alignment and a correct thickness of the optic it is possible introduce retardation to
compensate not only the linear dispersion inside the generating crystal but also any
induced by further transmissive optics between the generation of the second harmonic
and the interaction region. By adjustment of the crystal angle along the correct axis
it is possible to scan over a range optical delays. The crystal we used had the delay
range 370  520fs over a 0 and 5 degree angle incidence.
The presence of the second harmonic eld breaks the half-cycle symmetry of HHG
allowing for the phase matching of even harmonics of the fundamental not usually
seen when using a single colour eld (section 2.5). This was achievable even with a
very weak dressing eld. Even harmonics were seen when working with dressing pulse
energies of only 10 J. In general the intensities of the even harmonics depended on
the strength of the dressing eld (see gure.5.2). Therefore, temporal overlap of the
pulse envelopes could be optimised by nding the maximum of the even harmonic
signal.
The delay range of the calcite is crucial for overlapping in the interaction region.
However rotation of this plate is too coarse to study the sub-cycle dynamics of tra-
jectory control. In order to have a ner control over the delay a thin glass plate was
introduced into the beam in addition to calcite. The relative delay of the plate, ()
is given by:
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Figure 5.2: Harmonic spectra from Argon generated using 800nm radiation with a 3% and
25% 400nm dressing eld. Showing the lower even harmonic yield in the case of the weaker
dressing eld.
() =
d tan ()
c
r!
  c
r2!
 (5.2)
Where c is the speed of light in a vacuum, d is the thickness of the plate and  is
the angle of incidence. The refractive index of the for the fundamental (!) and the
second harmonic (2!) are r! and r2! respectively.
Initially we used a fused silica plate to control the ne delay as was done by L.
Brugnera et al.. Uncertainties about the thickness of the plate meant that it was
swapped out for a dierent one with a well known thickness. When performing delay
scans the plate had to be rotated 50 degrees in order to observe 3 oscillations of the
even harmonics which corresponds to a delay of  2 fs. This plate was made from
D263 M borosilicate glass (Schott). The refractive index properties of this glass in
the IR are not well known as the glass is most commonly used in microscope cover
slides. Later measurements made on the plate put the dierence between refractive
index @ 800 and 400 at 0.004 in keeping with the observations in the harmonics.
The dispersion of this material has advantages and disadvantages, as the refractive
index dierence is small it meant that the scan could be performed more accurately.
However one problem that was observed was in the data where the spatial diameter
of the long trajectories rings changed with plate angle. This is usually linked to the
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intensity of the generating eld and with such large angles the reectivity from the
surface of the plate will change. In fact the end of scans are approaching the Brew-
ster's angle ( 55o) for this glass. With our polarisation setup this causes an increase
in the ! transmission (up to 100%) and decrease in 2! (down to 90%). Thus making
our measure on relative intensity of the 2! changes from 25% to 23% or 3% to 2.7%
over the scan.
Scans were carried out on argon where the thin plate was rotated from 0 to 50o in
steps of 1o and while observing the harmonic spectra. This was done for second har-
monic elds that had a relative intensity compared to the fundamental of 3% and 25%.
5.2.1 Analysis and Results
We set out to investigate the phases between modulation seen in the long and short
trajectories. Figure 5.4 shows examples of raw CCD images from 3% and 25% scans
optimised for long trajectories. In this set-up the on axis emission corresponds to
short trajectories while the outer most ring-like structures are the long trajectories.
Intermediate rings are the results of QPI and will contain contributions from both
types of trajectory. For our purposes these were not considered.
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Figure 5.3: Showing (a) an example of the integration window used and (b) the calibrated
modulation of the short trajectory from 26th harmonic in the 3% case.
To observe the trajectories gating we needed to isolate the relative intensities of
the short and long trajectories. This was done from the image recorded on the MCP
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by using a integration box like the one shown in gure 5.3(a), only considering a small
angular and energy window corresponding to the centre of the short trajectory. The
window was integrated spectral and plotted against the relative delay. The relative
delay had a tan() dependence on the plate angle. A simple interpolation method was
used to remove this dependence and make the plot linear with delay. The delay was
then calibrated using equation (5.1). An example of this is shown in gure 5.3(b). It
can be seen that the modulation takes place on approximately half cycles of the 2!.
In the case of the long trajectories the intergration window was positioned o axis as
the same energy as the centre of the short trajectories.
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Figure 5.4: Examples of the raw CCD images of HHG spectra taken from relative delay
scans working with (a) 3% and (b) 25% dressing eld strength compared to the fundamental.
In (a) it can been seen that the even harmonics are signicantly weaker and even long
trajectories can not be seen.
Even harmonics can be clearly seen on the short trajectories signal from both
relative intensities of 2!. In the 25% case long trajectory signal from even harmonics
can be seen. Long trajectories are typically much weaker than the short. In the 3%
case the even harmonic signal is so weak that any long trajectory signal can not be
discerned from noise. Another problem for our purposes is that there is insucient
inuence of the 2! on the odd harmonics so no modulation could be observed. Thus
we chose to focus on the 25% case.
Performing the interaction and interpolation we are able to produce modulation
plots containing long and short trajectory information (gure 5.5). All that was left
to do was separate the short and long trajectory signals and spatially integrate them,
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Figure 5.5: Processed image of the scan showing modulation of short and long trajectories.
Only one side of the long trajectory is shown for clarity.
producing the nal plots showing trajectory signal vs relative delay. This was done for
both odd and even harmonics and the results can be seen in gure 5.6. It can be seen
that we were able to observe the phase shift between the modulation of the short and
long trajectories. What is of more interest is that the phase shift is dierent for odd
and even harmonics. In the case of odd orders the maximum of the long trajectories
arrives 0.2 fs before the short, while for odd orders the opposite is true with the
long trajectory maximum lagging behind the short. This behaviour was observed in
multiple adjacent odd and even orders.
5.3 Theoretical Modelling
Numerical calculations were performed by D.J. Homann at Imperial College Laser
Consortium to try and understand these results. He calculated the single-atom dipole
response using the SFA [38] method and then propagated the near eld signal to the
macroscopic far-eld to produce harmonic spectra similar to the type seen in the
lab [122]. By recreating the conditions of that lab experiment he was able to observe
similar modulation of the short and long trajectories with relative delay [123] between
the two elds. There is very good agreement, when observing the 19th and 20th har-
monic of 25%2! scan (gure 5.7). There is 0.04 fs and 0.1 fs dierence between the
long and short phase shift respectively when comparing experiment and theory. In
case of other harmonics the depth of modulation in the experiment was insucient
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(a)
(b)
Figure 5.6: Modulation of the short and long trajectories from (a) 19th and (b) 20th harmonic
of a 25% scan. Dierent phase shift can be seen between the dierent orders.
to compare with theory.
In addition he used a quantum orbit model to calculate the modication of the
electron trajectories. These results can be seen in gure 5.8. It shows how the ex-
cursion times for the dierent trajectory (and therefore harmonic) energy are altered
by dierent relative phases in the same way as the classical calculations. For short
trajectories it can be seen that for a phase dierence of 0 fs they are heavily shifted
to long excursion times due to wave packet spreading. This lowers the harmonic
intensity, whereas at this delay the long trajectories are mostly unaected. With a
0.27 fs delay the long trajectories are shifted to earlier time increasing their intensity.
Scanning the phase will lead to the excursion times shifting backwards and forwards
leading to oscillations of the long and short trajectories.
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(a)
(b)
Figure 5.7: Modulation of of the short and long trajectories of the 19th and 20th harmonic
from SFA + propagation theory calculations. Adapted from [123]
5.4 Discussion And Conclusions
We have successfully recreated the Brugnera et al. result of being able to control HHG
electron trajectories through the use of an orthogonal second harmonic dressing eld.
In spite of the less than optimal delay plate employed, we were able to observe modu-
lation in the short and long trajectories from both odd and even harmonics. A phase
shift was seen between the short and long trajectories due to the gating eect of the
second eld.
The phase shift was dierent between the odd and even orders however the ori-
gin of this is not well understood. Theoretical SFA calculations were able produce
a similar phase shift in the case of the 19th and 20th harmonics. It should be noted
these produced the best agreement and it is possible that this could be the result of
`cherry picking' results. To conrm that this is a real physical eect the experiment
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Short Long
Figure 5.8: Quantum orbit calculations of the modication of the electron trajectories. [123]
would need to be repeated preferably using a more suitable delay plate, (made of
fused silica) allowing the use of smaller angles. At the time of writing this is expected
to happen in the next few months.
Chapter 6
Ablation Plume HHG
This chapter describes the technique of HHG from laser ablation plumes. It covers the
experimental methods used to produce a plume that is a suitable non-linear medium
for HHG. It details our technical advancements in the eld of ablation plume HHG
including work at 1 kHz and the use of `soft' targets.
6.1 Basic Ablation Plume HHG Set-up
We will now discuss the set-up for creating ablation plumes to use as targets for HHG.
As with a gas jet it is important to create a gas like target that is of appreciable den-
sity. This is done with a laser pulse that arrives before the HHG pulse and ablates the
surface of solid target creating an ablation plume. After a short time delay the HHG is
focused tangentially to surface of the target through the plume as shown in gure 6.1.
We require ablation pulses that have temporal length longer than 100ps (as dis-
cussed in section 1.4), in order to create a weakly ionised ablation plume that is
created by melting and vaporisation. There are two sources that were used for this
source, un-compressed CPA radiation from the Red Dragon was extracted before the
compressor providing pulses with 1   2mJ in 160ps centered at 800nm at a repeti-
tion rate of 1kHz. The other source was the fundamental (1064nm) of a commercial
Nd:YAG giving up to 70mJ in 10ns with a repetition rate of 10Hz. The Nd:YAG
is simplest ablation source to work with as it is an individual laser coupled with the
required delays (of the order of ns) mean that is can be triggered electronically and
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Figure 6.1: Diagram of basic ablation plume HHG. The focused ablation pulse (blue) creates
the weakly ionised ablation plume (green). After a delay the HHG pulse (red) is focused
through the plume very close to the surface of the target to generate harmonics which travel
to the XUV spectrometer to be analysed.
easily adjusted to nd the optimal delay. This is not possible with the Red Dragon
ablation source as it is intrinsically linked to the HHG generating pulses the delay
must be achieved optically; this is particularly troublesome as the short pulses are
propagated an additional 10-15 m of a delay line, meaning non-linear propagation ef-
fects can have a very detrimental eect on the beam prole. This could be over come
with access to an external compressor allowing the beam to be propagated as a long
pulse and then compressed right before the chamber, however without access to such
a system in this work we opted to telescope up the beam to reduce the propagation
eects. Another down side to the Red Dragon source is it the optical delay required
are so long that they are beyond the travel of any variable delay stage available to
us. Therefore to vary the delay the beam line had to be physically altered or even
re-built entirely. Although less convenient the Red Dragon ablation source has one
giant advantage allowing ablation at 1 kHz which greatly increases the average HHG
ux. As previously mentioned cosmic rays and other ionising radiation present in
the lab will result in dark counts on the MCP, this noise set the limit to the camera
integration time that can improve a weak signal. By operating at 1 kHz instead of 10
Hz it greatly improves the signal to noise and does not throw away 99% of the HHG
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generating pulses.
Dispersion is not a problem with pulses this temporally long therefore a lens
(f = 40=50cm depending on target ablation requirements) was used for focusing on
to the target. The pulses are loosely focused to a spot size  500m, this allows
the ablation to be softer as well making for easier alignment of the ablation plume
with the HHG generating pulses. The lens is placed outside the chamber allowing
for convenient adjustment of the focusing conditions. Unlike with gases from a gas
jet the materials that make up the plumes are not gases at room temperature. Once
these hot contents of the ablation plume come in contact with cool surface such as
the walls or windows of the vacuum chamber they will adhere and coat that surface.
This can be a problem as we do not wish to clean the inside of the vacuum chamber
and its windows after every experimental run. A glass microscope slide is placed
inside the vacuum chamber a few centimetres from the target surface. This acts as a
shield for the chamber catching the debris from the plumes, even coating of this can
be a problem as mostly all of the target that we use are not transmissive of the IR
radiation of the ablation pulse and some of the metal targets are are reective eec-
tively turning the coated surface into a mirror. There is an amount of self cleaning
by the ablation beam re-ablating the deposited material as it propagates through it,
however this is limited and it becomes necessary to change this shield when switching
between targets and whenever the vacuum chamber is let up. There is little to no
damage to the microscope slides from the ablating beam and the can be reused once
cleaned with acetone. The shield is placed close enough to the target to catch all the
debris as plume expands as shown in gure 6.2(a).
Figure 6.2(b) shows the density prole of an ablation plume that is the result of
nano-second pulse length laser ablation. It can be seen that the most dense part
of the plumes is located very close to the surface of the target, as the HHG signal
is proportional to the square of the number of emitters it is necessary to align the
generating pulse with the densest part of plume. To achieve this generating beam is
focused as close as possible to the surface that does not result in clipping which is
typically only a few 100m, it is therefore also important to make sure the surface is
carefully aligned parallel to to the generating beam.
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(a) (b)
Figure 6.2: Show (a) the set-up used to collect debris from an ablation plume for SEM
study and (b) the density prole of a typical ablation plumes from a nanosecond ablation
pulse where white is the highest density and black the lowest. Adapted from [61]
To facilitate maximum HHG signal the generating pulse must to delayed with re-
spect the ablating pulse. This is to give the plume a chance to expand from the surface
and allow the driving pulse to be focused though the maximum density. Typically
delays are of the order several tens of nanoseconds with the optimal delay depending
on the atomic/molecular weight of the species you wish to generate from in the plume.
Ionisation is an additional consideration that much be made when creating an
ablation plume. While particle density depends on the strength of ablation it is im-
portant not to ablate too strongly otherwise it will result in too much ionisation in
the plume. This will lead to a large number of free electrons in the plume as men-
tioned in section 2.6 this have a large detrimental eect on the HHG phase matching .
Excessive ionisation will also deplete the population of neutrals in the plume reducing
the HHG response from that species when the HHG pulse arrives. The presence of
ions in the plume is of great importance for resonant harmonic enhancement (chapter
7).
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6.2 Plasma Plume Ablation At 1 kHz
Prior to the work contained in this thesis all HHG from ablation plumes had been
performed at a maximum 10 Hz, moving to 1 kHz has the advantage of better signal
to noise. The rst ablation plume harmonics using 1 kHz obtained from silver abla-
tion plume are shown in gure 6.3. The ablation was done using the uncompressed
CPA from the Red Dragon (0.5 mJ 120 ps 800 nm) and HHG was driven using
the standard output of the system ( 1 mJ 40 fs). The results show a reasonably
high harmonic cut o with similar harmonic prole that is normally seen from gas
harmonics.
(a) (b)
Figure 6.3: First HHG spectra obtained at 1 kHz from Silver ablation plumes. Showing the
RAW CCD image of the MCP (a) and the spatially integrated harmonic signal (b)
The improved signal to noise also allowed a observation about HHG from ablation
plumes. There was a lot of uncertainty as to eect of free electron created during
ablation on the HHG process. One could reason that the eect of the free electrons
will be greater on electron trajectories that spend longer and go deeper into the con-
tinuum, so would have a much greater eect on the long trajectories and and higher
order harmonics. Long trajectories had never been observed from ablation plume
HHG, it was not known whether the absence of long trajectories was due to lack of
signal due to working at 10 Hz or the additional free electrons created by ablation
destroying the phase matching.
In [2] we showed that o axis ring like structures were observed from an alu-
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minium ablation plume. The rings have a similar structure to the long trajectories
we observed from gas harmonics experiments performed in the chamber. They were
also obtained in a similar manner, by positioning the ablation plume before the fo-
cus and aperturing the HHG beam in order to phase the long trajectories o axis as
explained in section 2.6. As a test to conrm if the rings were in fact the result of
long trajectories the target was moved to after the focus without changing any other
parameters and it was found that the rings disappeared as would be expected with
long trajectories. This result is shown in Figure 6.4.
Figure 6.4: Harmonic spectra from an aluminium ablation plume positioned before and after
the focus. The ring structure of the long trajectories can be clearly seen in the focusing
before and absent after the focus.
The presence of long trajectories in the ablation plume harmonic signal was
promising as the hope was the that technique known as quantum path interference
(QPI) [71] could be applied to ablation plume targets. This involves exploiting the
o axis nature of the long trajectories, by careful adjustment of the phase match-
ing conditions it is possible to interfere the short and long trajectories. Changing
the intensity of the HHG driving eld it is possible to change the attosecond chirp
and the timing between the short and long trajectories. Observing the interference
and varying the delay it is possible to make a measurement of the dipole phase. A
complete description of the technique can be found in ( [71]). To make such a mea-
surement you need to be able to make a careful intensity scan of the harmonic signal.
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Such a measurement can take up to an hour and therefore requires very stable and
reproducible plume creation, variations in the plume ion content or density will lead
to a uctuating harmonic signal making the intensity scans required for QPI mea-
surements impossible. Working at 1 kHz presents a problem as now we must consider
damage to the surface of the target.
6.3 Stable Plasma Plume Creation
The conditions for creating ablation plumes that are suitable for HHG require pulses
that are on the order of nanosecond. As discussed in section 1.4 this regime leads to
the deposition of heat into the surface of the target leading to melting and damage
to the area surrounding the laser focus. Figure 6.5 shows the ablation of a sheet of
steel with dierent regimes of ablation. It can be seen the nanosecond ablation leads
to most damage of the surface, this suggests that there is melting occurring in the
case of the longer pulses, rather than the pure vaporisation seen from femtosecond
pulses. This could explain our observations when working with the standard cuboid
target where we noticed that after ablating the same location after a few seconds
plume begins to uctuate in spatial distribution and density. The variation in the
plume causes the harmonic signal to drop by an order of magnitude in only a few
seconds. We attribute this eect to localised melting of the surface of the target due
to heating from consecutive pulses creating an unstable surface to ablate from. This
was mitigated by moving the target up or down to keep the beam alignment and
same position in the focus while allowing ablation from a fresh target surface.
Using a moving target for stable laser ablation is by no means novel, more tech-
nical and impressive set-ups being employed for creation plasma mirrors [124] and
molecular beam creation [125]. However these previous set-ups are not ideal to prove
the dense weakly ionised plumes required for HHG there a custom target was con-
structed. The set-up has to be able to accurately position the target very close (50
m) to the HHG generating beam without clipping it. The diameter of the HHG
generating beam is changing as is passes through the focus, this prevents the use of
a large rotating disk like (that type that has been employed in previous works), as
the beam will clip on the edges of the disk. For this reason we opted for a rotating
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(a) (b) (c)
Figure 6.5: SEM images of the ablation site after 100 m of steel was ablated with (a)
femtosecond, (b) picosecond and (c) nanosecond pulses. Adapted from [60]
cylindrical target as shown in gure 6.6. If the physical properties of a target material
allowed it cylinders could constructed completely out the substance.
Figure 6.6: Diagram of our set-up employed to use with our rotation targets.
The cylinders were 1/2" in diameter and  5 cm tall to allow for some vertical
translation in addition to rotation. They were mounted directly on top of a stepper
motor through a bore through the bottom and held with eight alignment screws as
shown in gure 6.7. The stepper motor allows a maximum rotation speed of  4 Hz.
With a rotating target the `trueness' of the targets rotation becomes a large consid-
eration, this is a measure of the axial deviation from the vertical axis when the motor
rotates (how much the target `wobbles'). The stepper motor was measured to have a
wobble of 1 mrad with the height of the target this translates into a maximum dis-
placement at the top of the target of >100 m which is acceptable for our purposes.
In order to achieve this target must be carefully aligned on to the rotation axis of the
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motor, any misalignment of the target (shown in gure 6.7) will cause an eective
variation in the density of the ablation plume and the target moves forwards and
backwards. Alignment of the target using the eight screws is a laborious procedure,
consisting of trial and error while looking at the scatter from a He:Ne laser. With
practice the alignment can take between 10-30 mins. This prompted the creation
of a second version of this style of target set-up to be designed where the target is
mounted onto a separate set of bearings that can be independently aligned and then
coupled to the motor with a drive belt removing the dependance on the trueness of
the motor's shaft. The target cylinders are also constructed without the screw holes
and a simple push t with one locking screw is used to attached it to the bearing.
However this set-up was not completed in time to be employed in the experiments
employed in this thesis but will be crucial to the continuation of this work.
Figure 6.7: Showing (left) a cut through of the of a rotation showing the screws used to
align the target to the centre of rotation of the stepper motor. Also shown the eect of
tilted (middle) and oset (right) misalignment gives rise to an axial movement half way
through a rotation (dotted).
The target on top of the rotation stepper motor is positioned on an xyz translation
stage. The stage consists of the three dovetail linear stages driven by stepper motors.
The driving thread on the y and z stage is 1 mm per rotation while the x stage is 0.5
mm per rotation this allows the target to be brought very close to the HHG generating
beam. The stage is controlled electronically from outside the vacuum chamber allow-
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ing target alignment without having to `let-up' the vacuum chamber to make changes.
Stepper motors are not ideal for use in the vacuum chamber as the nature of a stepper
motor means that there is a holding current, due to the insulating nature of vacuum
means the motors can get very hot and can burn out if not turned o when not in use.
By employing the use of this rotating target set-up we have been successfully gen-
erate stable high-order harmonics from an aluminium for over 1 million laser shots.
Figure 6.8(a) shows the integrated signal from all the harmonics over the range. Each
point is the average of 10 images each consisting of 500 laser shots and the error is
the standard deviation of the integrated signal from the 10 shots. During this scan
the target was only rotated there was no vertical translation. It can be seen that
the error bars are getting larger towards the end of the scan, this is due excessive
ablation of the surface of the target. During ablation material is removed from the
target and over a large scan such as this one ablation will begin to carve a channel
into the surface of the target, changing the distance the plume has to travel making
the delay timing worse.
(a) (b)
Figure 6.8: Results of a stability measurements carried out on an aluminium plasma showing
(a) stable harmonics generated for over 1x106 laser shots and (b) the signal reduction of
that occurs if the rotation motor is stopped. In both cases the signal shown the integration
of all the harmonics visible on the MCP.
Figure 6.8(b) shows the benets of using the rotating target. When the motor is
stopped there is almost an order of magnitude reduction of harmonic signal in  2
second (or 2000 laser shots). If the motor was then restarted then the signal returned
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(a)
(b) (c)
Figure 6.9: Microscope image taken at x4 magnication of a the surfaces of a used cylindrical
targets. Showing (a) an aluminium target after a stability run, clearly seen are cut holes
that result from when the target rotation was stopped and small channels from when the
target was rotated continuously. Also shown (b) the same target after  100 um have been
removed from the top of the surface and (c) a graphite target used for a stability run where
the depth of the channel is signicantly deeper.
to its original high value. The fact the motor was not vertically translated seems to
suggest that melting is the main source of instability in our regime of laser ablation.
By simply rotating we allow heat in a recently ablated surface a chance to dissipate
into the bulk of the target. This cools the surface and allows any slightly melted
areas to re-solidify. The signal was deemed suitably stable for our requirements and
therefore automated vertical translation was not necessary.
To analyse the damage to the surface of a target they were studied under a mi-
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croscope. Figure 6.9(a) shows an image taken of an aluminium target after a run
such as the one that produced the result found in gure 6.8. It can be seen the dam-
aging eect of working with target stationary with visible holes cut into the target,
however when the target is continuously rotated there is a visible channel but the
surface damage is greatly reduced. The damage to the surface of the is not very deep
and the surface of the target can be completely cleaned (gure 6.9(b)) and reused by
removing  100 m with a mechanical lathe .
The damage to the surface of the target is very dependent on the physical prop-
erties of the material. Materials such as chromium, manganese and boron carbide
are very hard making them very resilient to damage and good sources for ablation.
However these materials in particular manganese are also brittle, which means any
attempts to machine with normal tools will cause it to shatter. These types of targets
were machined by external companies that have access to diamond tipped tools and
then attached to the motor using an adapter.
It is not only metals that can be machined, graphite is suciently strong that our
standard type of targets could be created from it. As before we performed stability
measurements using such a target (gure6.10(a)). It can be seen that the HHG signal
from graphite was maintained for over 1x106 shots, however the signal is not as stable
as the aluminium result in gure 6.8(a). In this particular scan the total harmonic
signal initially increases then reaching a maximum at approximately 5x105 shots. It
is possible the either the distance between the target and the HHG beam or the delay
between the pulses not been absolutely optimal. As the scan continued the ablation
pulses slowing cut a channel into the target, this change in distance could improve the
signal however as the channel gets deeper it does the reduces the quality of the laser
ablation and the HHG signal suers. What is clear is that the stability is worse in
the case of graphite than aluminium with a 50% reduction in signal over the scan as
compared to a 10% reduction. It should be noted that we do still observe a signicant
increase in signal from rotating graphite as compared to static (gure 6.10(b)). When
the motor was stopped the harmonic signal from the graphite was reduced to point
where harmonics were indistinguishable from noise.
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(a) (b)
Figure 6.10: Showing (a) Stability scan of harmonic signal from a graphite rotating ablation
target and (a). Also shown the reduction of HHG signal to less than noise level of the
detection system from the same target when the motor is stopped.
6.4 Soft Targets
If the target's physical properties are not suitable for machining (such as Indium) then
composite targets are constructed with a disk of soft material on top of an aluminium
base. This is also the method that is used when working with expensive metals (eg.
silver) where constructing a solid target would be very wasteful and expensive. Tar-
gets will suer degradation as they are used however damage is only on the surface
and a target can be reused by simply removing 50-100 m by turning the cylinder on
a lathe.
When working with powdered targets it becomes even more dicult. Some pow-
ders such as uracil or thymine stick to themselves and can be formed into tablets.
This was done using a mould and die placed into a y press to apply several tonnes
of pressure. These tablets were typically the same diameter as the cylinders and 
2 cm tall. Although these tablets are more rigid than the loose powder it is far to
weak to be machined, they therefore had to be attached to the top of the target
using glue. This is not a trivial task as the tablet still needs to be aligned to the
centre of rotation of the regular target. The base of the tablets was lightly coated
with glue and placed on top of a cylinder target, while the glue was still wet the
cylinder was slowly rotated and through the assistance of the alignment He:Ne laser
the tablet could be adjusted with gentle "taps" until its rotation was true. Once the
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Figure 6.11: Photograph of a target constructed to work with uracil, showing a solid uracil
tablet glued to the top of an aluminium bases with uracil mixed with super glue placed into
a recess.
tablet had been brought into due form the motor is stopped and the glue is allowed to
dry while the vacuum chamber is pumped down at which point the target can be used.
If the powder is not self adhering or if there is a limited amount of it due to
expense then another approach must be adopted. The powder was mixed with super
glue to create a paste, this was then used to ll a small recess was machined into
a cylinder target. The issue of contamination due to the super glue has not proved
to be a problem as in it was shown that using the same method as one employed
here the super glue alone does not produce harmonics [62]. Although the surface is
smoothed as much as possible while the glue is setting this method does not provide
a very uniform surface which does cause stability issues, however this was the only
method available to the work with such powered substances.
An example of a target that employed both methods to work with uracil powder
(the results of which are discussed in 8.2) can be seen in gure6.11. Whether working
with tablets or glue powder these targets are less resilient to damage from ablation
and require vertical translation more often than the metal cylinders. This prevents
then from being used for long scans with the laser ablation only being stable for a
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few seconds before the target need to be vertically translated.
6.5 Ablation Plume Diagnostics
Understanding the actual composition of the ablation plume is an incredibly impor-
tant and dicult task. No tool available to us provides a complete story however
two methods were employed to gain some insight into the composition of ablation
plumes, Scanning Electron Microscope (SEM) debris analysis and Time Of Flight
Mass Spectroscopy (TOF-MS).
As previously mentioned in section 6 we employ a microscope slide to catch the
plumes debris. Analysing these depositions can give some information about the
larger particles contained in the plume. To prepare a sample for analysis a small
piece of silicon wafer (0.25 cm2) was attached to the surface of the microscope slide
facing the ablation plume. The target was ablated for 5-10 mins in the same way as
when generating a plume for HHG. The silicon wafer piece was taken to an external
SEM to collect images of the debris deposited on the surface at 10,000 and 100,000
times magnication. A complete description of how an SEM works can be found
here [126]. There are two reasons that the debris must be collected on silicon. Firstly
the wafters are very at and prepared very clean making debris from the ablation
plume easily distinguishable from the plain surface. Secondly silicon is conductive,
which is very important as insulators do not work in an SEM. Analysis of depositions
from non-conducting samples such as uracil must be coated in a thin layer of gold in
order for the surface to be measured.
It is important to remember that while useful an SEM measurement only provides
insight into the composition of the plume, it is not a direct measurement of the `in
situ' plume. It is possible and indeed likely that structures that are observed on the
surface of the shield may be the result of deposition growth, wherein multiple plume
constituents are deposited on top of each other and forming nano-structures on the
surface. The resolution of an SEM is not high enough to resolve individual molecules
or molecular fragments, any structure visible will be the result of 100's of particles.
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Figure 6.12: Diagram of the TOF-MS arrangement used in our ablation plume analysis,
the repeller and extractor plates accelerate positively charges species (red crosses) in the
ablation plume towards a drift region. Once in the drift tube species travelling at dierent
speeds separate and arrive at the detector at dierent times. The spatially intergrating
MCP converts the ion signal into a time dependant voltage.
TOF-MS allows direct analysis of the ion content of the plume. This technique
determines the compositions of plume by comparing the mass to charge ratio of the
plume's constituents. Electrodes are placed on opposite sides of the interaction re-
gion, voltage is applied to the electrodes to create an electric eld which accelerates
positively charges towards a drift region (as shown in gure 6.12). The acceleration
each charge receives is a = Eq=m, where E is the electric eld, q is the charge of ion
and m is its mass. This causes dierent ions with dierent charge/mass ratios to be
accelerated to dierent speeds by the time they reach the drift region. This is an area
of zero electric eld created by a third electrode and the front grid of the MCP which
are both grounded. The lack of electric eld causes particles travelling at dierent
speed to separate and arrive at the end of the drift region at dierent times, where
a time resolving detector is placed. This converts the ion signal into a voltage that
can be read on an oscilloscope. Although this method does lose the spatial informa-
tion it allows the temporal distribution to be observed. TOF-MS measurements are
not perfect as the ions take several microseconds to travel from interaction region to
the detector. It is possible for molecular fragmentation and other processes to occur
and what is measured may not be entirely accurate, but again it provide some insight.
The structure of the electrodes can be either wire meshes or metal disks. The disk
case is shown in gure 6.12. Wire meshes can be desirable as they produce a more
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uniform electric eld than metal plates, however they are unsuitable for our purposes
as they are are more vulnerable to being coated with the plume contents. If the con-
tents of the plume are electrically conductive (as is the case with many of the metals
we have studied) it is possible for the insulating mounting of the meshes to become
compromised by a conductive coating. This can lead to arcing between the plates in
the chamber which in addition to being dangerous to the user can damage the high
voltage power supplies. Plates can be mounted in such a way that the insulating
parts are positioned on the reverse side of the plate from the interaction region and
the problem of coating can be avoided.
A typical structure of a TOF-MS spectra is shown in gure 6.13(a), it can be
seen that there are multiple distinct peaks each is resulting from a dierent charge to
mass ratio. The rst visible peak positioned at zero is the result of photon emission
during the laser ablation process this is used for calibration, since photons travel at
c and the ions typically take on the order of microseconds to arrive at the detector,
this peak sets t = 0. A raw TOF-MS will need to be calibrated in order to convert
between time of arrival and atomic mass units (amu) this is typically done by using a
known pure species such as a noble gas (such as Argon) and looking for its dierent
ions (Ar+, Ar2+, etc).
The total arrangement of the TOF-MS that is used at Instituto de Qumica Fsica
Rocasolano, CSIC, Madrid, where the majority of these experiments were performed
is shown in gure 6.13(b). In addition to the Nd:YAG laser used for ablation of
the solid target there is a second excimer laser with a central wavelength at 157 nm
(7.89 eV). Normal TOF-MS measurements only allow the study of ion content, this
addition laser is used for post-ablation ionisation of the neutral species allowing them
to be studied. However the photon energy of the excimer laser prevents its use to
study neutral molecules with Ip greater than 8 eV.
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(a) (b)
Figure 6.13: Showing (a) a typically TOF-MS spectra and (b) TOF-MS full set set up.
Where (1) is the TOF drift tube, (2) MCP detector, (3) repeller and extractor plates,
(4) the Nd:YAG laser used for ablation of the sample, (5) excimer laser used for neutral
ionisation, (6) high voltage source, (7) oscilloscope to collect TOF signal and (8) timing
box. [7]
Chapter 7
Resonant Enhancement of
Harmonic in Metal Ablation
Plumes
In this chapter I focus on our results on HHG in ablation plumes from transition
metal targets. Plumes produced from these substances have been shown to produce
enhancement of harmonics in particular spectral regions. We performed investigations
to better understand the nature of these enhancements and I include a description
of the most promising theory for modelling these enhancements. Particular focus
is given to the results from manganese which could be a potential source of singly
isolated attosecond pulses.
7.1 HHG In Metal Ablation Plumes
As with gas harmonics, the HHG response is heavily inuenced by the dipole mo-
ment of the generating species. Some materials such as silver (Ag), aluminium (Al)
or copper (Cu) have reasonably featureless HHG spectra that can be seen in gure
7.1(a). The harmonics were produced in the method described in section 6. Silver
is a very useful material for ablation plumes HHG, it produces relatively strong har-
monics with fairly high orders (g 7.1(a)). It is often used for optimisation and beam
alignment. It can be seen that the harmonic spectra extends to 47th, the rst vertical
ionisation potential of Ag is 7.5 eV this is very low compared to noble gases such as
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argon at 15.7 eV or neon at 21.5 eV . The intensities we typically work with are 
1x1014 Wcm 2 you would not expect to see such high orders for the low Ip. Even if
you drove the harmonics harder they should reach saturation. The second Ip of silver
is 21.5 eV and it is from these silver ions that the HHG is reasoned to take place.
This Ip the same as neon making the harmonic spectra between these two materials
comparable.
There are two possible sources of ions in which HHG can occur. Ionisation can
occur during ablation and from from the driving laser directly. It is not currently
known how much if any each mechanism contributes to HHG. Theoretically the ion
distribution produced by each will be dierent. From ablation it will be mostly uni-
form however from driving eld ionisation it will depend on the intensity prole of
laser which will be highly non-linear. As the intensity of the driving eld is much
greater there should also be a larger number of ions that are produced. These can
result from tunnel ionisation events that don't result in recombination or even over
the barrier ionisation in the case of low Ip's. The creation of ions also results in
liberation of electrons into the continuum which would have a similar distribution to
the ions (at least on short time-scales). Free electrons are detrimental to the phase
matching of HHG (section 2.6). Ionisation from the driving eld will occur every half
cycle resulting in more free electrons in the continuum which is what leads to the
ionisation gating(section 2.7.2). This remains a topic of investigation and will be of
particular importance when trying to optimise the emission from these ions for use
as an attosecond source (see section 7.4).
Having successfully applied the use of 1 kHz repetition rate pulses for ablation
plumes HHG (section 6.2) we attempted to also observe even harmonics using a weak
dressing eld of second harmonic. It can be seen in gure 7.1(b) that even harmonics
can be observed from ablation harmonics in the same manner as gas. The presence
of a second harmonic eld has been to shown in some cases to enhance the HHG
response of the odd orders from ablation plumes [127] in keeping with gas harmonic
results [128{133].
As previously mentioned our ablation plume HHG was often operating in an ion-
isation gating regime. This meant that only the beginning of the pulse contributes
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(a) (b)
Figure 7.1: HHG spectra generated in silver ablation plumes using (a) 800 nm and (b) 800
nm with a weak 400nm dressing eld. As with gas harmonics the presence of the second
eld allows the production of even ordered harmonics.
the HHG process before accumulated ionisation destroys the phase matching. This
is advantageous when working with broadband pulses as it is possible to change the
eective wavelength of the HHG generating half cycles by adjusting the chirp of the
pulse. This is achieved by changing the separation of the grating in the compressor
of the CPA system. Changing the generating wavelength allows harmonics to be
scanned in wavelength as well. There is a limit to the range that can be scanned as
additional chirp will heavily stretch the pulse lowing its intensity to point where HHG
cannot take place. A scan of the 17th and 19th harmonic of Ag is shown in gure 7.2.
The pulse lengths displayed were measured using SPIDER [3]. It can be seen that
the harmonics shift as the pulses are positively or negatively chirped. The shift of
the 17th indicates a shift of generating wavelength between 755-813 nm around the
central wavelength of 780 nm. The intensities of the harmonics are strongest at the
chirp free pulses and decreases with longer pulses as would be expected.
7.2 Four Step Model Theory
Particular transition metals exhibit localised enhancement of one or a few harmonics.
To date resonances have been observed in tin [134], indium [135], antimony [136],
manganese [137] and chromium [138]. Enhancements occur at dierent energies for
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Figure 7.2: Pulse chirp scan of the 17th and 19th harmonics from a silver ablation plume.
The pulse length used generate each spectra are shown (green) with a `+' or ` ' symbol
indicating whether a positive or negative chirp had been applied respectively. The intensities
have been normalised to that of the 19th to allow relative comparison [3].
dierent materials and are independent of the driving eld wavelength.
There were several competing theories as to the physical origin of the localised
harmonic enhancement. I will now give a brief description of the four step model
developed by V. Strelkov. He reasoned that as the enhanced harmonic signal was
dependent on the ellipticity of the driving eld it could not be explained by only
bound-bound electronic transitions and would have to include free electron motion.
Previous HHG resonance theories looking at a single or multiphoton resonance in a
bound-bound transitions predict enhancement of multiple harmonic orders in contrast
to the observed enhancement of one or a few orders in we observed [139]. Strelkov
proposed a modication to the well established three step model that split the last
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step (recombination) into two stages. A representation of the model is shown in
gure 7.3. Rather than the electron radiatively recombining into the ground state
there is a radiationless recombination to an autoionising state. From this state the
electron then relaxes down to the ground state resulting in the emission of the XUV
photon. An autoionising state is a very weakly bound electronic state in which the
excited electron has energy higher than the vertical Ip. Such a state can decay into
the continuum or ground state, and is very short lived, however the time-scales of
HHG mean that such a state can play an important role.
Figure 7.3: Diagram of the four step model, where (1) ionisation and (2) propagation are
the same is in the three step model [36, 37] but the (3*) recombination to ground state is
replace by (3) inelastic scattering to an auto ionising state (red) with an energy level (~
)
that is above the ionisation potential (I) of the ground state. To which the electron (4)
radiatively relaxes [139].
One could assume that having two steps would decrease the probability of pro-
cess however the large inelastic scattering cross-section of the autoionising state and
high oscillator strength between some ground-autoionising state transitions can re-
sult in a high probability. Simulations of the In+ ion put the oscillator strength of
the transition between an autoionising state and the ground state, (4d105s2 1S0 !
4d95s25p(2D)1P1), exceeding the strength of the other transitions in the ion by a fac-
tor of 12 [140].
Numerical TDSE calculations were conducted to try to recreate the enhancements.
The autoionising states were modelled using a potential similar to that shown in
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Figure 7.4: Comparison of the four step model calculations and analytical theory with
reported experimental results [134{136,138,141,142]. Adapted from [139]
gure 7.3 given by (7.1). Where the rst term is the `soft coulomb' potential and
second creates a barrier that is able to support bound states with positive energy
(quasistable) which acts as a good approximation for auto-ionising states. The tting
parameters a0; a1; a2&a3 are adjusted so that the state has the correct energy level
and life time. Q is the charge of the generating ion.
V (r) =   Q+ 1p
a20 + r
2
+ a1 exp
"
 

r   a2
a3
2#
(7.1)
These calculations and an analytical approach based on the four step model (de-
tails of which can be found here [139]) found good agreement with previous experi-
mental results [134{136,138,141,142] seen in gure 7.4.
7.3 Resonant Enhancement In Tin
Enhancement previously observed in tin ablation plumes in the region of the 17th
harmonic of 800 nm [134, 138]. This section focuses on the results contained in [5].
We attempted to recreated this result except working at 1 kHz repetition rate and
we were able to obtain similar results. In addition we performed scans of the eec-
tive driving wavelength by adjusting the pulse chirp as before. The pulse length was
varied by applying positive and negative chirp and the results can be seen in gure
7.5. Changing the eective generating wavelength causes the 17th harmonic shift in
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Figure 7.5: Chrip scans of the 15th and 17th harmonics from a tin ablation plume. The
pulse length of the pulses used to generate the harmonic are shown (blue) where a `+'
or ` ' symbol indicates whether a positive or negative chirp had been applied. The shift
of the harmonics indicate a shift of eective generating wavelength between 807-766 nm
around the central wavelength of 780 nm. The intensities have been normalised to the 17th
harmonic to allow relative comparison. [5]
a similar way as was seen in silver. However if you compare the intensity of the
15th harmonic relative the 17th there is clear dierence as the chirp is scanned. The
intensity of the 15th is most comparable when the spectra is blue shifted and com-
pletely disappears when the tuned away from 52 eV. This shows that enhancement
of harmonics is localised to a particular spectral region and that in order to observe
enhancement the harmonic radiation must coincide with it. The enhancement also
exists over a reasonably large energy range ( 4 eV) with the centre being located at
49 eV or where the 16th harmonic for 800 nm driving eld would be.
We also carried out HHG in tin plumes using an additional 400 dressing eld
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(gure 7.6(b)). It shows that with the second eld enhancement of even harmonics is
also possible with a large increase in the intensity of the 16th being seen compared to
the other even harmonics. In fact the enhancement factor of the 16th is larger than
that of the adjacent ones. When performing the experiments shown in gure 7.6 we
worked with a driving laser where the centre wavelength was 780 nm corresponding
to harmonic wavelengths of the 16th, 17th and 18th of 48.28, 45.88 and 43.33 nm in
the case of chirp free radiation. It can be seen that the 17th harmonic also receives
enhancement while the 18th does not. A previous result reported in [138] which also
showed an enhancement of harmonics in tin ablation plumes, the driving laser had
a central wavelength of 800nm and this gave harmonics at 50 nm (16th), 47.07 nm
(17th)and 44.44 nm (18th). With this change in wavelength they observed strongest
enhancement in the 18th harmonic, also should be mentioned in that experiment they
were working with a stronger driving intensity (1x1015 Wcm 2).
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Figure 7.6: HHG spectra from tin ablation plume using (a) single colour and (b) two-colour
pump schemes [5]
I will now describe the theoretical attempts to explain the harmonic enhancement
seen in tin. Electronic transitions in singly ionised tin, Sn+ (Sn II to use the naming
convention found in [5]) has been reported to have strong oscillator strengths in this
energy range [140]. In particular the 4d105s25p2P3=2 ! 4d95s252 transitions have a
spectral range of 24.927.3 eV. We were able to attribute the enhancement of the 16th
as well as the 17th in the chirp free case to these transitions. In the case of large
negative chirps the 17th extends out of this region and transitions only in Sn II were
not sucient to describe it. It became necessary to also consider transitions in dou-
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bly ionised tin, Sn2+ (Sn III). The auto-ionising states were calculated for Sn II, Sn
III and Sn III* in [5] where the latter is excited Sn III (4d105s2 ! 4105s5p). The
calculated photo absorption cross sections of these states is shown in gure 7.7(a).
The enhancement of 17th harmonic at large blue tuning ( 45 nm) could be assigned
to the 4d105s2 ! 4d95s25p transition in Sn III seen in the middle plot of gure ref-
g:TinReses at 27.6 eV (44.92 nm). However the energy of the excited state of this
transition is below the Ip of Sn IV (30.5 eV) as a result the state is not autoionising
therefore any enhancement involving this transition cannot be explained using the
four-step model. It could be due to a single atom response mechanism (such as the
one presented in [143]) and/or due to improved phase matching found near to a res-
onance [144] and would require further investigation.
The 4d95s5p2 state of Sn III* has an energy of 35.22 eV and as a result can
autoionise. TDSE calculations were carried out using the same method as that refer-
enced in the last section. Potentials using (7.1) were chosen to recreate autoionising
states in Sn II and Sn III* whose transitions corresponded to energies of 26.22 and
28.48 eV respectively. These particular transitions were chosen as they had the largest
oscillator strength in spectral region of interest. Figure 7.7(b) shows the calculated
macroscopic harmonic signal from Sn II the enhancement of the 17th harmonic can be
clearly seen in good agreement with experiment. Additionally the driving wavelength
was scanned and the enhancement of the 17th harmonic as a function of photon energy
can also be seen in gure 7.7(b). Interestingly the location of maximum enhancement
is 0.5 eV lower than the location of the unperturbed resonance.
Additional calculations performed in [5] studied the energy width of these qua-
sistable states. A considerable Stark shift and broadening increasing the width and
frequency of the state was found in these states with laser intensities that were used
experimentally. The shift was signicantly larger than compared to that calculated
for the ground state. This eectively decreases the energy of the transition between
the ground state and autoionising state and shifts the harmonic enhancement as seen
in gure 7.7(b). The Stark broadening also explains the large range over which the
enhancement was observed as seen in gure 7.5.
The nal results from tin were calculations including the presence of a 400 nm
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Figure 7.7: Results of tin calculations showing (a) Photoabsorption cross section spectra of
Sn II 4d105s25p ! 4d95s25p2(top), Sn III 4d105s2 ! 4d95s25p(middle) and Sn III excited
state 4d105s25p ! 4d95s5p24 (bottom) convolved with a Gaussian instrumental function
with a width of 30 meV. The vertical dashed lines show the locations of the 16th, 17th and
18th harmonics of a 780nm driving eld at 25.45, 27.05 and 27.65 eV respectively. Also
showing (b) (top right) TDSE calculated macroscopic harmonic signal from Sn II with a
laser intensity of 1015 Wcm 2. As well as (bottom right) the enhancement of the 17th
harmonic as a function of photon energy where the unperturbed resonance is labelled. All
adapted from [5]
dressing eld. As shown in gure 7.7(a) the Sn III* has strong transitions near to the
location of the 18th and experimentally near to the previous experiment result [134].
The calculations were performed for in Sn II at 2x1014 Wcm 2 and in Sn III* at
8x1014 Wcm 2 and 2x1015 Wcm 2. At the lower intensity the enhancement of the
17th harmonic is due exclusively to Sn II. This is due to there being insucient ioni-
sation to produce Sn III* ions. At higher intensities Sn III* begin to contribute to the
HHG signal hence the enhancement of the 18th harmonic that was observed in [138].
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Figure 7.8: Two colour calculated HHG spectra using TDSE in (top) Sn II and (middle
and bottom) Sn III* ion at dierent driving pulse intensities. [5]
7.4 Resonant Enhancement In Manganese Plumes
Using Few-cycle Pulses
Particular interest was given to ablation plumes from Manganese, structurally a very
hard material making it resistance to surface damage and ideal for a stable ablation
plume source. Previous results with manganese with 30 fs pulses [137] have shown
its HHG spectra has enhancement at  50 eV or the 31st harmonic of 800 nm. The
resonance takes the form of a second plateau has been seen from several other ma-
terials [145]. Manganese was of particular interest as its spectra has been shown to
extend to the 101st order the highest order ever observed from an ablation plume [137].
We were able to recreate these previous observations working with 30 fs pulse from
the Red Dragon system (gure 7.9). The second plateau is clearly visible starting at
the 31st harmonic and extending beyond the 50th order. The rst Ip of manganese
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Figure 7.9: HHG spectra from manganese using 40 fs pulses of 800 nm showing the `second
plateau' starting at the 31th harmonic ( 50eV ). Adapted from [8]
is 7.4 eV this is not suciently high to produce such high orders without reaching
saturation. It is suspected that generation is taking place from the Mn+ ion which
has an Ip = 15.6 eV. The results of a simple experiment made to help conrm this
is shown in gure 7.10. The intensity of the driving pulse was reduced close to the
point where only a few orders of the second plateau are visible. The intensity was
then further reduced by aperturing the beam resulting in the disappearance of the
second plateau. However the cut-o 1st plateau does not move as you would expect
with reduced intensity, this means that these harmonics are probably being produced
by neutral manganese atoms that are operating under saturation at both intensities.
Therefore the second plateau must be due to HHG in the Mn+ ion were the lower
intensity was to weak to tunnel ionise. As we wish to generate from the Mn+ ions this
also means that stronger ablation must be use to ensure a high proportion this species
in the plume. This experiment does not help with the question as to the origin of ions
in a plume that result in HHG. The increased intensity from unapertured beam will
cause further ionisation however it is also possible that the apertured beam intensity
was insucient to induce tunnel ionisation in the Mn+ ion.
Mn+ being source of second plateau is further supported by the presence of a
`giant' 3p!3d resonance in the ion at 50 eV in the photoionisation cross section with
a value of  40 Mb [146]. This is very large when compared to rare gas atoms which
have a cross section of between 1-8 Mb at this photon energy [147]. As photoioni-
sation is the inverse process of of photorecombination HHG should exhibit the same
resonances. This has not only be observed in other ablation plumes HHG work but
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Figure 7.10: HHG spectra from a Manganese ablation plume with 10mm and 7mm aper-
turing of the driving pulse beam. A 400 nm eld is also present to allow the observation of
even harmonics.
also in HHG from xenon [148]. Harmonics from the second plateau were also found
do be highly dependent on the ellipticity of the driving eld as with standard HHG
with the signal completely disappearing with only slight ellipticity.
Figure 7.11: Raw HHG spectra collected from manganese using few cycle pulses [8].
In addition to working with the 30 fs pulses from the Red Dragon laser we also
performed investigations into manganese ablation plumes using the few cycle pulses
from the `femtolaser' system (<4 fs 0.2 mJ 780 nm). A typical spectrum is shown in
gure 7.11. There is a striking change in the form the second plateau, having been
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reduced to a single strong and reasonably broadband (2.5 eV) harmonic localised
at 50 eV. All the other harmonics have been suppressed apart from two adjacent
harmonics which are weak by comparison.
Four step model calculations were carried out for manganese plumes by V. Strelkov
[8]. A similar potential to that shown in gure 7.3 was used, give as:
V (x) =  a+ a
1 + exp
 
x+b
c
+ a
1 + exp
  x+b
c
+ d=(e+ x2)
1 + exp
 
x+b
c
+ d=(e+ x2)
1 + exp
  x+b
c
 (7.2)
where a; b; c; d and e are adjustable parameters which where chosen to be 1.672,
1.16, 0.216, 8.95 and 0.63 respectively [8] in order to give a metastable stable state
that is 51.6 eV above the ground state. The laser eld had an intensity of 4x1014
Wcm 2 in keeping with the estimations of the intensities used in the HHG exper-
iments. As we were working with few cycle pulses CEP becomes important, CEP
values of  = 0,=4 and =2 were used. The results of the calculated HHG spectra
can be seen in gure 7.12. Further details of the calculation can be found in [8]. It can
be seen that for both the 40 fs and the few cycle pulses that calculations have good
agreement with the observed experimental results. In the case of the 40 fs pulses the
second plateau beginning at 50 eV can be seen. While for the few cycle pulses only
one strong harmonic is observed at 50 eV with suppression of the adjacent orders.
This gives weight to the validity of the four-step model for describing the localised
harmonic enhancement.
The previously presented experimental results had been done with random CEP,
a repeat of the results with the 3.5 fs pulse with CEP locked is shown in gure 7.13.
It can be seen that there is a small dependence on the intensity and form of the 31st
harmonic with CEP phase.
A Gabor transform was performed on the TDSE results to analyse the spectral
emission times (gure 7.14). Calculations were performed for a 40 fs pulse and a few
cycle pulse at three dierent CEP values. The long pulse result shows the resonance
is repopulated and decaying with each half cycle of the multi cycle pulse producing a
train of attosecond pulses as with normal HHG. The emission from the short pulse is
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(a) (b)
Figure 7.12: Calculated HHG spectra using TDSE the potential described in (7.2) for (a)
40 fs and (b) few cycle pulses at CEP values of  = 0,=4 and =2 [8]
conned to only one or two half cycles of the driving eld. The most intense emission
results from the last half cycle, trajectories that occur in this half cycle have the lower
eld strength at the point of recombination than the other half cycles. As a result
the resonance will be less perturbed. This emission can be viewed as an isolated
sub-femtosecond XUV pulse if the pulse length is dened as the full width at half
maximum. The main emission is joined by a smaller adjacent pulse that is emitted
before or after it depending on the CEP of the driving pulse. The form of the main
pulse does not change a great deal with CEP although the emission time will slightly
shift with the maximum being less than 1 fs.
By spectrally isolating the single harmonic is could be a potential source of an
isolated attosecond pulse. Any possible emission would not be incredibly short with
the available bandwidth only allowing for 250 as Fourier limited pulse. However this
is oset by the absence of strong adjacent harmonics and would make it very easy to
separate the pulse from the other emissions. In addition due to the reasonably small
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dependenceonCEPcouldmakethisaveryattractivesourceforreasonablyshort
isolatedattosecondpulses.
7.5 Conclusions
HHGfromparticularmetalshasbeenshownabletoproducelocalisedenhancement
ofharmonicsinparticularspectralregions. Wewereabletoobservetheseresults
whenworkingwith1kHzrepetitionrate.
Deeperinvestigationsweremadeintinwhereitwasfoundwiththeaidofthefour
stepmodelthatautoionisingstatesinSnIIandSnIII*ionsseemtoberesponsible
fortheharmonicsenhancements. Thecontributionsbyeachionwerefoundtobe
intensitydependent.
Theresonanceenhancementinmanganeseplumesresultsinasecondplateuwhen
workingwithlongpulses.Shortpulsesresultinasingleintenseharmoniclocated
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Figure 7.14: Calculated TDSE HHG results from a manganese plasma using (a) 40 fs pulse
and few cycle pulses with CEPs of (b)  = 0, (c)  = =4 and (d)  = =2. The pulses
used from the generation are shown in the bottom panels while the middle panels are time-
frequency diagrams. The top panels are temporal prole of the emission obtained after a
32.7 eV high pass lter was applied. [8]
at 50 eV with almost no adjacent harmonics. This presented a possible source for
isolated attosecond pulses. Four step model calculations produced a good agreement
between theory and experiment and were able to recreate the single isolated harmonic.
The manganese isolated harmonic showed very little CEP dependance.
Chapter 8
Plasma Plumes HHG in Organic
targets
Metals are not the only material that are solid in a vacuum at room temperature. In
this chapter I describe our foray into working with organic (carbon based) targets,
including pure carbon in several forms and the rst attempted to use ablation plumes
HHG spectroscopy to study dierences between two molecules of biological interest.
In our case we focus on comparisons between the nucleobases uracil and thymine.
Extra consideration has to be given to composition when working with molecular
targets as the ablation conditions can lead to formation of nano-particles and/or
molecular fragmentation.
8.1 High Harmonic Investigations involving Car-
bon
Previous work has been conducted on HHG from carbon containing targets, including
work with fullerenes [149] carbon nanotubes [150] and graphite [151,152]. It has been
shown that there is considerable enhancements in the harmonic yield in the 40-100
nm range or (9th -19th harmonics of 800 nm). This eciency has never been compared
to harmonics generated from gas source under the same experimental conditions. An
ecient ultra short x-ray source in this energy region would be of particular use for
investigations of valence electron dynamics in chemical and biological systems and
therefore warranted further investigation.
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8.1.1 Comparison Of Carbon And Gas HHG Targets.
The gas chose to compare with carbon was argon, it is the most common gas target
used in HHG it provides a good balance of eciency and nancial cost. The gas
was delivered to interaction region using a 1 kHz pulsed jet (`Atto-tec') coupled to
a capillary providing an interaction length of 1.2 mm [79]. The gas jet used was de-
signed for high HHG eciency in order to facilitate attosecond streaking experiments.
The experimental set-up was the standard one for ablation plume experiments
same as that described in 6. The laser parameters were slightly dierent as the
experiments were performed in the `Atto lab' at Imperial College laser consortium
using our femtopower laser. This system that provides 0.2 mJ 5 fs 800 nm HHG
driving pulses using HCFC (3.4). The CPA compression in this laser is dierent to
the Red Dragon as a result the uncompressed pulses that were syphoned out to be
used for ablation were 8 ps with 120 J at 1 kHz. This lower energy meant that the
pulses had to be more tightly focused onto the target (giving a spot size  250 m)
in order to produce the same ablation conditions. The smaller spot size did make
alignment a little more dicult but was not a problem to overcome. 1064 nm 10
ns 10 Hz ablation pulses were also used, these were provided by the same Nd:YAG
that was used in the Red Dragon lab with the beam transported between labs. The
time delays between the pulses were set between 30 to 40 ns for the 10 ns pulses to
optimise the harmonic yield, while the 8 ps pulses optical delay was xed at 34 ns.
The driving pulses were focused using a f=400 mm mirror to give an estimated laser
intensity of Ifs=5x10
14 Wcm 2. The initial eciency experiments were conducted
before the development of the rotating target, as a result the static ablation plume
graphite target was reasonably unstable therefore it was only possible to compare the
single shot response. These results are shown in gure 8.1.1. The argon harmonics
were optimised with jet position relative to the laser focus and jet backing pressure;
graphite was optimised by position of the plume, timing between the pluses, ablation
pulse focusing and energy.
It can be seen that the single shot HHG response of carbon for these low order
harmonics is over ve times higher under these conditions. The opposite is true for
higher orders with argon response becoming higher this is simply due to the higher
Ip of argon. The graphite results shown are those from 10 ns ablation as those re-
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Figure 8.1: Harmonic spectra from carbon (graphite) ablation plume produced by 10 ns
pulses and argon gas, in both cases the experimental conditions were individually optimised
to maximise harmonic signal. [4]
sults were signicantly stronger than the ps ablation. We believe that this is due to
a higher density of emitters present in the plume as when we scanned the driving
pulse intensity (by adjustment of an iris) we noticed a signicant blue shift in the
harmonics from the nanosecond ablation and did not notice any blue shift in the case
of picosecond ablation. A blue shift was observed in the case of the gas target but it
was smaller than that from the nanosecond ablation.
The calculated transmission spectra for argon in this spectra region using the es-
timated pressure in the gas jet interaction region [79] is shown in gure 8.2(a). It
can be seen that there is almost 90% absorption in this spectral region. However it is
calculated for emission passing through such an amount of gas, in HHG the emission
is generated throughout the target and as a result the reduction in HHG signal will
be less than this. The same calculation was done for a carbon gas with a thickness of
250m at a similar density to experiment (gure 8.2(b)), it can be seen that absorp-
tion is signicantly less at around 30%. This can explain why the argon signal was
weaker than carbon in this spectral region and stronger at higher orders. Crudely
applying this absorption values to the ratio of the two harmonic signals we nd that
argon signal is stronger carbon if absorption was not present. However the fact that
the carbon harmonic signal was even comparable (absorption adjusted dierent of (
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(a) (b)
Figure 8.2: Calculated transmission spectra of (a) 1.5 mm of argon at a density of 7x1017
cm 3 and (a) 250 m of carbon gas with a density of 7x1017 cm 3. Both were assumed to
be at room temperature and plasma eects have not be considered. [105]
70%) to argon considering the usual weakness of plasma plume harmonics is striking.
Purely as an XUV source carbon is quite attractive for use in this spectral range (15-
25 eV) simply because argon has large absorption and the ecient gas alternatives
are typically krypton or xenon, both of which are very expensive.
In order for the comparison to be fair between the gas and ablation plume we
need to be able to compare the density of emitters present. Harmonics in the range
of 30-60 eV were generated from an additional gas tube target using neon. These
were propagated through the argon gas jet placed 5 cm down stream. The dierence
in harmonic signal was measured with and without argon gas in the jet. By using
the known absorption cross-sections of argon in this energy range [105] and assuming
a uniform gas distribution we were able to estimate the density of argon in the jet
at 6x1017 cm 3 for the same operating conditions used in the comparison. Such
a measurement was not possible in the case of the ablation plume due to the high
transient and spatially varying nature of the plume as well as very high transmittance
in the studied spectral range [105]. Instead a molecular dynamical simulation was
performed using the open-source molecular dynamics code ITAP IMD [153].
The increase response of the graphite plumes (compared to other plasma plumes
HHG sources) was believed to be due to presence of nano-particles in the plume which
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have been shown [154] to be capable of enhancing the eciency of HHG. A possible
explanation for this enhancement as compares to the single atoms/ion is the increased
cross section of the recombination of the returning electron but this is not conrmed.
It is known that laser ablation is widely used technique for the creation of nanoparti-
cles [155,156]. However previous optimisation of this process has not been concerned
with the formation of free electrons and highly excited ions [153, 157]. Additional
information about the simulation can be found in [4]. The density of carbon atoms
that would be present in the interaction region from our ablation conditions was cal-
culated to be for picosecond pulses (2x1010 Wcm 2) and nanosecond pulses (1x109
Wcm 2) 2.6x1017 cm 3 and 2.5x1018 cm 3 respectively. This result is in keeping with
the observed blue shifts.
8.1.2 Stable Graphite Investigations
The rotating target method (section 6.3) was applied to working with graphite. As
with the metal target this greatly improved the stability of plume creation and there-
fore the HHG generation. This allowed us to do comparative investigations using
driving pulses that are not as ecient so multiple laser shots are required to measure
a harmonic signal. In the hollow core bre compression technique the pressure of
gas (neon in this case) in the hollow-core bre controls the amount of broadening
that occurs due to SPM. We scanned the neon pressure in the bre and observed the
HHG signal from graphite ablated with 10 ns pulses (Figure 8.3). The rst thing
that must be noted is the harmonics are signicantly broader that those that have
been observed from metal ablation plumes when working with this radiation partic-
ularly from the 3.0 bar. The FWHM of the mid-order harmonics was 1.5 nm from
graphite as compared the 0.4 nm for dierent metals (Ag, Al, Cu) we worked with.
This greater width can be explained by SPM and chirping of the fundamental as it
propagates through the carbon plume.
3.0 bar backing pressure is the ideal for this HCFC set-up producing the most
broadening and the shortest pulse (5 fs). As you deviate from this value the pulse
will broaden lowering its intensity and hence its Up. It was expected that the har-
monic cut-o would scale with the backing pressure however gure 8.3 shows there is
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Figure 8.3: Graphite harmonic spectra (right) and the fundamental pulse spectra (left) as
a function of the backing pressure in the hollowcore bre. The central wavelength (0) is
spectral average [7]
no decrease in the harmonic cut-o and very little change in the harmonic intensity
in pressures between 3.0 - 2.4 bar. This suggests that in this range the HHG was
taking place under saturation. While scanning the pressure there is also a shift of
the harmonics in energy which is due to the central wavelength of the fundamental
shifting due to SPM in the bre.
We also employed the use of mid-IR radiation from the HE-TOPAS, with the
longer wavelength we would expect to observe the  5 scaling rule. Figure 8.4 shows
the results of 1300nm 40 fs compared to 780 nm 30 fs driving pulses. The mid-IR
radiation shows the increased harmonic cut-o from the higher Up. However we do
not observe the lambda scaling in this result the 1300 nm had energy of 0.2 mJ while
the 780 nm was 0.54 mJ yet the 1300 nm HHG signal was only reduced by 20% at
the lower orders.
We believe that the presence of nano-particles is responsible for the increased re-
sponse of graphite. The intensity enhancement in the 15-26 eV could suggest the
involvement of surface plasmon resonances that are analogously seen in the case of
fullerenes [158,159] in the range of the giant resonance at 20 eV. Another possibility
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Figure 8.4: Harmonic spectra from graphite working using 1300 nm (top) and 800 nm
(bottom) driving pulses. The pulses energies were 0.2 mJ (top) and 0.54 mJ (bottom) for
driving and ablation was performed using 20 ps 780nm 1 kHz pulses.
is that presence of clusters in the plume, while not contributing to the HHG signal as
emitters could enhance the local eld analogously to recent studies that have shown
the use of gold nanostructures to enhance gas HHG [133,160].
8.1.3 Graphite Plume Composition
To ascertain whether nanoparticles are present in the graphite ablation plume we
performed investigations into the plume composition. We employed three dierent
methods; observation of the plume emission spectra under HHG ablation conditions,
plume debris analysis and TOF-MS.
Using a combination visible/UV spectrometer (ocean optics) and the XUV spec-
trometer we were able to observe the self emission lines of the graphite ablation plume
to gain some information about the level of ionisation in the plume. Figure 8.5(a)
shows the visible/UV self emission of the graphite plume under the conditions that
were used for HHG generation using 8 ps ablation pulses. It shows the weak peaks
at 470, 515 and 555 nm can be assigned to excited C2 dimer molecules while the re-
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Figure 8.5: Plasma emission spectra from graphite ablation plumes in (a) the visible and
UV regions when ablated using 8 ps (2x1010Wcm 2) to create optimal conditions for HHG.
Emission spectra in the XUV from overexcited plumes resulting from ablation with (b) 8
ps (5x1010 Wcm 2) and (c) 10 ns pulses (3x109 Wcm 2). Adapted from [7]
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maining peaks correspond to neutral or singly ionised atomic carbon. Figures 8.5(b)
and 8.5(c) were produced from ablating too strongly with 8 ps and 10 ns pulses,
corresponding to uences of 5x1010 Wcm 2 and 3x109 Wcm 2 respectively. Under
the conditions used for HHG ablation there is not usually any plasma emission lines
visible in the region. However in the case of the 8 ps there are lines that are the
result of C II and C III, while from the 10 ns highly excited C III, C IV and C V are
visible. This suggests that carbon plumes that are suitable for HHG do not contain
highly excited atomic species.
To study the nanometre-scale objects that might be present in the ablation plume,
debris analysis was performed (section 6.5). This was done for both 10 ns and 120 ps
ablation under similar conditions to those used to create ablation plumes for HHG.
The graphite was ablated for 10 minutes; The debris was collected on a silicon wafer
positioned 5 cm from the target surface, this was then analysed using an SEM. Figure
8.6 shows the results, it can be seen that from the picosecond ablation there is very
little debris that is visible on the silicon surface. Laser irradiation of graphite is known
to create nano-particles, it is possible that nano-particles are present but are so small
(2-5 nm ) that the resolution of the SEM is insucient to resolve them. The situa-
tion is very dierent from nanosecond ablation with a large number of nano-particles
of various sizes ranging from less than 10 nm up to 250 nm. A histogram of the
spread of nano-particle sizes shows a mean particle size being between 50 - 75 nm.
It is important to note that debris analysis there is an amount of uncertainty as to
the origin of the visible structures. They could be the result nano-particles that were
present in the plume, formed from aggregation upon deposition or a combination of
the two.
TOF-MS measurements (section 6.5) were also performed to study to the ion
contents of the plumes. Unfortunately attempts to perform these investigation at
Imperial College were unsuccessful due to experimental complications. Instead they
were carried out with the assistance of our collaborators at CSIC Madrid who have
a fully functional and well characterised TOF-MS system. However at their facil-
ity they do not have access to a Ti:Sapph laser with similar specications as the
Red Dragon or Femtolaser system. Therefore investigations using 800 nm 160 ps or
8 ps was not possible and only ablation 1064 nm 10 ns was investigated. A mass
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(a)
(b)
Figure 8.6: SEM images of the collected plume debris from a graphite target ablated using
(a) picosecond and (b) nanosecond ablation. The spread of particulate size is shown in the
later. [7]
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Figure 8.7: TOF-MS trace of a graphite target ablated with 10 ns pulses at the conditions
that were optimal for HHG from this particular target. [7]
spectrum from a carbon plasma that was generated using 10 ns pules is shown in
gure 8.1.3. The spectrum was collected after 60 laser shots. It can be seen that
this plume contains predominately singly ionised clusters consisting of between 10-30
carbon atoms with the peak at 14 atoms. Eorts were made to nd higher mass
clusters which would be consistent with the SEM results for 10 ns ablation, however
these were not found when searching at longer delays after ablation (up to a few m).
Attempts were made to establish to the neutral contents of the graphite plume using
post pulse ionisation using a F2 excimer laser ( = 527 nm). No change in signal
was observed when the excimer laser was focused down onto the plume. This could
be as the Ip of carbon is 11.2 eV and the ionising photon energy is E = 7.9 eV it
would require a two photon absorption which would be dicult with the low inten-
sity of this laser. However with such an abundance of singly ionised clusters it is not
beyond the realms of possibility that the plume contains similarly size neutral species.
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Figure 8.8: HHG spectra from graphite and B4C comparing ablation with 8 ps and 10 ns
pulses while keeping the HHG driving pulses conditions the same.
8.1.4 Carbon Containing Targets
After observing the increased HHG signal from graphite we performed investigations
into several other forms of carbon and carbon containing materials looking for sim-
ilar eects. The mechanically soft nature of graphite meant that it was particularly
susceptible to surface damage. Boron carbide (B4C) is one of the hardest known
materials (Mohs harness  9.5) having applications in tank armour and bulletproof
vests. We compared the HHG signal from graphite with that of B4C when ablated
with both 10 ns and 160 ps radiation (gure 8.8). The ablation from B4C was sig-
nicantly more stable as compared to graphite requiring almost no rastering of the
static target. The HHG signal from 10 ns ablation is signicantly stronger in the case
of both substances. For both types of ablation pulses B4C HHG response is slightly
strongly than that of graphite. Except in the case the 9H at 16 eV from the B4C 10
ns ablation which is more than twice as strong as the graphite. There is more of a
blue shift of the harmonics in the case of B4C than compared to graphite, this could
suggest a higher density in the plume or a higher degree of ionisation resulting in
more free electrons. As this blue shift is coupled with a signicantly stronger signal
it is more likely that it is the former rather than the latter.
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The very high response of B4C in the region of 16 eV could be very useful from
an XUV source point of view. As a sanity test we performed HHG experiments on
pure boron under the same conditions as the B4C (gure 8.9(a)). The response of
boron produces only one very strong harmonic at 16 eV, the dierence in maximum
harmonic order can be attributed to Boron's lower Ip = 8.3 eV as compared to car-
bons Ip = 11.2 eV. Singly ionised atomic boron has two transitions 2s2p! 2s3d and
2s2p! 2s2p  2s at 88.2 nm [161] this seems too far from the this harmonic to be a
resonant enhancement. However the system that was used to collect these spectra was
not designed to measure these lower order harmonics as result the energy calibration
method uncertainty ( 2 eV) is exaggerated at these energies [79, 162]. Therefore
it is possible that the harmonic does coincide with the transitions and could explain
the enhancement. It can be seen that response of graphite the harmonic order is
approximately linear between the 9th, 11th and 13th it is not unreasonable to suggest
that this increased HHG spectra in the case of B4C is a combination of the carbon
(graphite) and boron. The reason that this only manifests in 10 ns ablation could
be that the heating from the high energy long pulses could cause more ionisation
and break up the boroncarbide into individual carbon and boron atoms. During this
breakup it is possible to some of the fragments to be neutral boron. This would need
to be conrmed with TOF-MS measurements.
(a) (b)
Figure 8.9: Harmonic spectra comparing (a) Boron with B4C and (b) C60 with Carbon
aerogel. All samples were ablated with 10 ns pulses and HHG was performed under the
same conditions driving laser conditions.
After determining that the increased response of the graphite was most likely due
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to the presence of nano-particles we attempted to work with targets that inherently
contain nano-particles that may survive the ablation process and be delivered into
the plume. Carbon aerogel is a very light material composed of carbon nano-particles
in the case of this sample with diameters  10 nm stuck together in a sponge like
arrangement [163]. Buckminsterfullerene (C60) is spherical molecules composed of 60
carbon atoms arranged in a cage-like structure. It has been shown to demonstrate
surface-plasmon resonances. The results from both the Aerogel and C60 (gure 8.9(b))
are very similar to the response of graphite, there are slight dierences unfortunately
these materials are so soft that HHG signal was incredibly unstable so comparison of
the intensities is not accurate. The spectra show in gure 8.9(b) are average of 10
CCD images each integrated over 10 shots as the single shot response was not strong
enough to be observed. When we attempted to work with these materials using a
rotating target it was not ideal having to use a glue mixture that could be applied
to a recess of the rotating target. Repeated attempts to create a smooth target were
only partially successful with the stability being improved but not enough that it
was possible to perform a true comparison and we chose to pursue other avenues of
interest.
8.2 Comparison Of Uracil And Thymine
We attempted to extend the ablation plume HHG technique to work with sim-
ple molecules of biological interest. Uracil (C4H4N2O2) is a naturally occurring
pyrimidine derivative, it is one the four nucleobases that are presents in ribonu-
cleic acid (RNA). It forms a base pair by forming two hydrogen bonds with ade-
nine. The methylation of uracil produces its deoxyribonucleic acid (DNA) equivalent
thymine(C5H6N2O2). The chemical structure of uracil and thymine is shown in gure
8.10. These molecules are of particular interest because of their link to RNA and DNA
damage with the formations of dimers with the exposure ultra violet light [164,165].
The hope is that HHG spectroscopy could be used to gain information about these
molecules. As substances have very similar molecular structure and ionisation po-
tentials it might be possible to compare the HHG spectra to a make a PACER-like
measurement [69].
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8.2.1 HHG Response From Uracil And Thymine
Uracil and thymine are both solids at room temperature with melting points at 335
and 317 oC respectively. Both have reasonably low vertical ionisation potentials with
uracil at 9.6 eV and thymine at 9.2 eV. Both are sold as white powder that does self
aggregate, this means that they can be formed into a solid tablet target as described
in 6.4. With mostly similar physical and chemical properties we might expect to
observe similar non-linear optical properties from these targets ablation plumes.
Figure 8.10: Showing the molecular structure of uracil (left) and thymine (right)
The rst problem that must be overcome is getting the molecules into the gas
phase so HHG measurement can be performed. Uracil and thymine have been pre-
viously studied using molecular beams [166{168] using Fourier transform microwave
spectroscopy measurements. However the number densities that are present in a
molecular beams are not suitable for HHG as it requires between 1015-1017 cm 3
density of emitters. Laser ablation has already shown to be able to produce these
conditions. In order for HHG spectroscopy to be possible we must create ablation
plumes that are of sucient density and also contain mostly unionised molecular frag-
ments.
During these experiments we worked with two dierent types of ablation pulses,
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1 mJ of 800 nm in 160 ps @ 1 kHz and 25-30 mJ of 1064 nm in 10 ns @ 10 Hz. Both
were loosely focused on the surface of a rotating target using f=400 mm lens. HHG
was also attempted with two dierent types of driving pulses of 800 nm 30 fs from the
Red Dragon laser and 1250-1550 nm 40 fs from the tunable HE-TOPAS. The target
set-up was the same as with the previous ablation plume experiments using a rotating
target (gure 8.11). The construction of the uracil/thymine is described in section
6.4. As previously stated both substances are very soft with the surface of the rotating
target being damaged after only a few seconds before vertical translation was required.
Figure 8.11: Diagram of the uracil/thymine rotating target set up showing the solid tablet
(white), the ablation plume (pink) and the laser beams involved.
It was expected that the response from these very soft materials would be weak
so we opted to initially work with the 1 kHz ablation. As uracil is the simpler of
the two we also chose to work with that rst. Harmonic signal was obtained from
uracil ablation plumes when working with both 800 nm and the peak eciency of the
TOPAS radition at 1300 nm. (gure 8.12). It is possible to see that the harmonic
signal obtained from the two dierent wavelengths are of comparable intensity, even
though the energy in the 1300 nm was lower than that of 800 nm (0.35 mJ and 0.53
mJ respectively). This does not follow the wavelength scaling rule that the harmonic
intensity Ih /  5 [103]. In our set-up this would predict a 13-fold decrease in signal
which is not seen.
Harmonics were also successfully obtained from uracil ablation plumes when work-
ing with both the types of ablation pulses, the results are seen in gure 8.13. The
spectra shown are the result of integration over 1 second. It can be seen that the
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Figure 8.12: HHG spectra from uracil driven by (top) 780 nm and (bottom) 1300 nm pulses.
In both case ablation was done using 160 ps 1 mJ pulses.
harmonic signal is weaker in the case of 1064 nm ablation, however it is not the 2
orders of magnitude lower than would be expected from the dierence in repetition
rate. This suggests that the 1064 nm pulses with higher energy are able to produce
plumes that are more ecient for HHG as was observed in the case carbon. The
plumes may have higher density of emitters either due to over all increase in plume
density or reduced ionisation. Large amounts of ionisation will lead to an excess of
free electrons which as previously mentioned in section 2.6 is detrimental to phase-
matching. It can be seen that there is slight blue shift in the harmonic spectra from
1064 nm ablation perhaps indicating a higher plume density.
Despite the relative success with uracil, we were unable to obtain any harmonic
signal from thymine under any of the conditions employed. This included both types
driving and ablation pulses, exploring all ablation energies available and changing
focusing conditions. From visible observations of plumes it is clear that thymine is
ablated by these laser pulses. The only emission that could be obtained was plasma
emission lines that were the result of ablating too hard leading to excessive ionisa-
tion. The preparation and handling of uracil and thymine was completely the same.
Thymine powder did not aggregate as well as uracil but well enough to form tablets.
It left behind a thin layer of powder on gloves when handling it but this was the only
observed dierence in the mechanical properties.
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Figure 8.13: HHG signal collected from uracil, when working with 1300nm HHG driving
pulses and (red) 1.3 mJ 800 nm 160 ps 1 kHz and (blue) 28 mJ 1064 nm 10 ns 10 Hz pulses.
To check that the absence of signal was not due to alignment or ablation condi-
tions, a target was constructed out of a 50:50 mixture of uracil and thymine powders.
It along with a pure targets each were stacked on top of each other so all experimental
parameters could be kept the same while switching between the targets. The results
are shown in gure 8.14. Harmonics are seen from uracil and absent from thymine.
The signal in the 50:50 mixture is  1=5 of that of the uracil. As the HHG signal
we measure is the intensity of a coherent emission it is proportional to the square of
the number of emitters. Assuming that thymine does not produce an HHG signal in
the 50:50 case but is ablated so that a plume contains  50% less uracil than the
pure case we would expect a reduction in signal of 1/4. Measurement conducted by
the Madrid group have shown that thymine has a 20% higher ablation threshold than
uracil so we should expect less thymine than uracil in the plume. The extra reduction
in signal could be the result of inconsistencies in target surface. It is also possible
that thymine not only does not generate harmonics but is also having a detrimental
eect harmonic production by its presence.
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Figure 8.14: HHG results carried out under the same conditions from uracil (top), thymine
(bottom) and a target constructed from a 50:50 powder mixture of the two (middle). Figure
adapted from [11]
8.2.2 Uracil And Thymine Plume Composition
It became increasingly important to study the composition of the ablation plumes, as
with carbon we performed debris analysis (section 8.1.3) on the uracil and thymine
plumes. Uracil and thymine are insulators so it was necessary to deposited a thin
layer of gold on to the debris to allow it to be viewed by an SEM. The analysis was
carried out using both types of ablation and performed at two dierent magnications
and the results are shown in gure 8.15.
Deposition from picosecond ablation at x10k (10,000) magnication, uracil and
thymine appear relatively similar with only slightly more deposited material visi-
ble from uracil. When considering the x100k magnication the dierences between
the two molecules become more apparent. Uracil shows a lot of debris consisting of
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mostly round nano-particle like structures ranging in size from 10-200 nm with the
majority being between 10-20 nm. Meanwhile thymine shows signicantly less visible
small (100 nm) structures, instead debris consists of irregular crystal like formations.
Nanosecond ablation show more deposited material as compared to picosecond
from both chemicals (at least at times 100k magnication). This suggests that much
more material is ablated when working with the nanosecond pulses. The same dif-
ference in the morphology between the two chemicals was seen from the picosecond
case as well. Uracil's larger structures (1-2 m) are a lot less uniform however the
nano-particle like structure are the same as when employing nanosecond ablation.
In thymine's case at x100k the structures are even more crystalline and larger than
compared with the picosecond ablation with some 1 m long.
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(a)
(b)
Figure 8.15: SEM images of the uracil and thymine ablation debris. Showing the results
from (a) picosecond and (b) nanosecond ablation pulses. Performed at 10,000 and 100,000
magnication
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It terms of what this means to the comparison, overall there seems to be more
visible debris from uracil this could suggest that ablation is more ecient from this
material or that its plumes contain larger particulates that are visible on the SEM. It
is important to keep in mind that this technique of debris analysis cannot distinguish
between formations which are a result of straight deposition of structure present in
the plume and those that result from aggregation on the silicon substrate. It is our
opinion that the formations that are seen in the uracil debris are more likely formed
while in plume while it is almost impossible that those from thymine formed before
deposition. We hypothesized that thymine plumes do not contain nano sized particles
but rather only dimers, single molecules, molecular fragments or single atoms that
are more likely to bind together on the surface and form the crystal like structures.
The composition of the plumes was also studied using TOF-MS experiments. Two
dierent focusing regimes were used; Tight and soft which has spot sizes of 200 m
and 500 m receptively. This gave rise to uences of 1.5-4 J/cm2 and 22-29 J/cm2.
These values were at the upper and lower values of those used in the actual HHG
experiments so would give us an indication if we were working close to a transition
point. The results of the TOF-MS from both thymine and uracil are shown in gure
8.16. For soft focusing it can been seen that in the case of uracil parent ions are
visible at 112 amu while intact thymine are not (at 126 amu). In both materials a
large number of ions both above and below the molecular mass (Mm) and not only
multiples of the Mm indicating that both bond breaking and formation is taking place
in the plume. Although it appears that thymine contains a lot more peaks it should
be noted that it is plotted on a log scale as there was so little signal they were almost
indistinguishable from the background on a linear scale.
For the tight focusing that peaks are strongly shifted towards the lower atomic
fragments in the case of uracil meaning that the amount of molecular fragmentation
during the ablation process is greatly increased to point where no fragments larger
than whole uracil ions. With thymine this is even more highly exacerbated with
thymine being completely atomised into hydrogen (mH = 1), carbon (mC = 12), ni-
trogen (mN = 14) and oxygen (mO = 16). This provides a denite dierence between
the two molecules with whole uracil ions surviving both ablation regimes and being
more resistant to fragmentation. The extra free electrons released in this process
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could destroy the phase matching preventing an HHG signal growing to measurable
levels.
It is important to note that TOF-MS measurements made here only gives infor-
mation about the positively charged species in the plume. Attempts were made to
analyse the neutral species with post ablation ionisation unfortunately the photon
energy of the eximer laser (E = 7.9 eV) was not high enough to result in appreciable
ionisation of neutral uracil and thymine, this means the neutral composition still re-
mains a mystery.
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Figure 8.16: TOF-MS measures taken from soft and tight focusing from uracil (a) & (c)
and thymine (b) & (d) receptively. The numbers on the peaks are the fragment masses.
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8.3 Conclusions
We were successfully able to compare the single shot HHG response of graphite ab-
lation plume with those generated from argon gas. The HHG signal was found to be
stronger in the case of carbon of lower order harmonics (9th, 11th and 13th), however
this most likely explained by the large absorption in argon in this spectral range.
Though this does not mean carbon has a stronger non-linear response it is still a
very ecient source in this spectral range and is much cheaper than alternatives such
as krypton and xenon. Through the use of debris analysis and TOF-MS we found
signicant evidence that the nanoparticles were present in the graphite plume and
this could be the source of the increased HHG eciency.
Reasonably stable HHG spectra were obtained from graphite, the stability could
be improved through the use of B4C which is a lot harder material. Other forms of
carbon were investigated but the unsuitable mechanical properties prevent them for
being used for more in depth study or as XUV source.
HHG spectra were successfully generated from plumes created from the ablation
of the biological molecule uracil. Uracil plume spectra were obtained from multiple
dierent driving and ablation pulses. However HHG signal was not able to be ob-
tained from its DNA equivalent thymine under any conditions. Debris analysis and
TOF-MS measures suggest that there is a high degree of molecular fragmentation in
the case of thymine. This would lead to a high density of free electrons in the the
plume, which could have destroyed the phase matching of the system and prevented
the generation of harmonics.
The ion composition of uracil also showed an amount of fragmentation making it
impossible to assign the HHG spectra of whole uracil but is more likely the result of
a mixture of uracil and its fragments. In its current state it is not possible to perform
HHG spectroscopy measurement on either uracil and thymine. To realise such an
experiment it would be necessary to nd the right conditions to ablate the materials
that do not lead to molecular fragmentation.
Chapter 9
Conclusions
9.1 Summary And Conclusions
In this thesis we have covered a number of topics involving the HHG process:
Through the use of a second colour dressing eld we set out to improve upon pre-
vious work, in order to better understand the process of electron trajectory control.
On the most part we achieved this observing modulations of harmonic intensity with
the relative delay. Classical calculation help to explain that the orthogonal second
harmonic eld is acting as gate. In addition we observed a that the modulation odd
and even orders had dierent phase dependences, it has yet to be seen if this is a real
physical result due to a lack of modulation contrast on some other orders.
We have made great improvements in the technical aspects of ablation plume
HHG. We extended the technique to work at 1 kHz repetition rates. At these pulse
rates heating and melting of the target was a real problem, however with the use of
a rotating target system we were able to stabilise the ablation process. The stable
creation of plumes suitable was achieved for over 106 laser shots and we been able to
extend this set-up to work with softer targets. Additionally we have made more of
an eort than previous works to understand the composition of the plumes.
Prior to this work there was a great deal of uncertainty with regards to the lo-
calised harmonic enhancement in some transition metals. With collaboration from V.
Strelkov we have been able to provide substantial evidence that the cause of these en-
hancements is due to method detailed in the four-step model [139]. In the case of tin
155
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it was seen the autoionising states that are the source of the enhancement can exist
in multiple dierent ions with contributions depending on the intensity of the driving
eld. Manganese shows an enhancement in the form of a second plateau starting at
 50eV . When working with few cycle pulses it was found that only a single isolated
harmonic is enhanced. This emission had very little dependence on CEP, coupled
with the spectral isolation of the emission could make it a very attractive source of
attosecond pulse generation.
When working with graphite targets we were able to demonstrate a reasonably
strong HHG response for low orders. This strong emission could be due to carbon
nano-particles which were discovered to be present in the plume by TOF-MS mea-
surements. The emission was comparable with that from an argon gas jet. I should
add as a caveat for the reader that we are not making the claim that carbon is a
more ecient producer of HHG. Only that under our experimental conditions when
compared to reasonably ecient argon harmonics we where able to produce a sin-
gle shot harmonic response that for low orders was greater in the case of a graphite
plume. This was most likely due to that large absorption present in argon in this
spectral region. It should also be mentioned that the HHG signal that is usually
measured from other ablation plume targets (be they metal or non-metal) is almost
always signicantly weaker than that from gas. It is therefore quite exceptional that
the graphite plume response from carbon is even comparable to argon and does make
it an attractive cheap source to produce coherent XUV radiation in this region.
We extended the ablation plume HHG to work with molecules of biological inter-
est. We have shown that uracil exhibits a reasonable HHG response while thymine its
DNA equivalent does not produce a measurable signal under any of the experimental
conditions available. Harmonics were generated from uracil plumes using both 800nm
and 1300nm radiation and the results behave the same as harmonics from gas targets.
Ablation using 800 nm 160 ps and 1064 nm 10 ns pulses produces plumes which are
suitable for HHG. Although the 1064 nm pulses had a repetition rate that was two
orders of magnitude lower the signal was only 1 order of magnitude lower, although
this could possibly be due to the instability induced by high surface damage from
the high repetition rate. Analysis of the debris collected from the plume and ions
composition of the plume we have found evidence that suggests a greater amount
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molecular fragmentation during the ablation process from thymine as opposed to
uracil. Although fragmentation is lessened in uracil a degree of it is still present un-
der all ablation regimes. Therefore it is inaccurate to assigned the HHG spectra to
only uracil molecules but rather is more likely generated from a number of dierent
molecular fragment species which may or may not include the whole molecule. It
should be noted that the peak that due to uracil+ was also signicantly weaker than
the other ion peaks suggesting the density of surviving molecules in the plume is low.
Although the fragmentation channels due to photoionisation in uracil in this ablation
regime are (as far as I know) not known, so it is possible that once uracil is ionised
it fragments very quickly.
To understand the ablation plume further TOF-MS measurements would be re-
quired with access to a laser with photon energy of 9.5 eV to achieve post ablation
ionisation to understand the neutral species composition of plume. In addition it
would also be benecial to make use of fast voltage switching in TOF-MS to gain
information about at what point in time dierent species are emitted. Understanding
that timing would allow the delay between the ablation and HHG pulses to be opti-
mised for a particular species. This could allow conditions (if they exist) that allow
for the creation of a dense plume that is mostly composed of intact molecules. If
such conditions are found the best way to guarantee that HHG was being carried out
on the correct species is to construct an experimental chamber that allows TOF-MS
to be carried out as well as HHG and allows quick switching between the two. The
same could be done for thymine although the conditions will probably be much more
dicult to nd.
9.2 Future study
Studies involving the use of two colour dressing eld will be repeated. In order to
improve these results the author would recommend the use of a fused silica plate sim-
ilar to that which was used in [120]. Additionally intensity scans of second eld could
give some information as to the extent of the trajectory windowing. The stronger the
eld is the smaller the selection window, it would be interesting to how far the second
eld intensity can be pushed before ionisation from it becomes a problem. With a
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strong enough eld the gating widow could possibly be reduced to point where only
a single harmonic trajectory could be selected.
It is the authors opinion that more thought needs to be given to the source of ions
in ablation plume HHG. Also a re-visiting of the ideal pulses for ablation. Previous
results reported that femtosecond pulses are not suitable for ablation plume HHG. It
is the authors opinion that this was due to the fact that these results focused on metal
targets in which the presence of ions is very important to produce a visible signal.
A recent publication [61] has shown that when ablating (with similar uxes to those
that we used) with femtosecond pulses it produced plumes that contain predominately
neutrals while the nanosecond pulses had a high degree of ionisation. If we wish to
continue down the route of using ablation plume HHG for studying molecules like
uracil and thymine this could be a potential solution.
As a nal idea, one of the holy grails of HHG study has been to properly study
water. An interesting experiment would be to apply the technique of ablation plume
HHG to work with cryogenically cooled ice. The low temperatures which would re-
duce to vapour pressure enough that is could be used in our vacuum systems. An
advantage to this method as opposed to working with liquid target is it would allow
HHG to be generated from not only neutral but ionised water.
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