The ␥ tool was developed to quantitatively compare dose distributions, either measured or calculated. Before computing ␥, the dose and distance scales of the two distributions, referred to as evaluated and reference, are renormalized by dose and distance criteria, respectively. The renormalization allows the dose distribution comparison to be conducted simultaneously along dose and distance axes. The ␥ quantity, calculated independently for each reference point, is the minimum distance in the renormalized multidimensional space between the evaluated distribution and the reference point. The ␥ quantity degenerates to the dose-difference and distance-to-agreement tests in shallow and very steep dose gradient regions, respectively. Since being introduced, the ␥ quantity has been used by investigators to evaluate dose calculation algorithms, and compare dosimetry measurements. This manuscript examines the ␥ distribution behavior in two dimensions and evaluates the ␥ distribution in the presence of data noise. Noise in the evaluated distribution causes the ␥ distribution to be underestimated relative to the no-noise condition. Noise in the reference distribution adds noise in the ␥ distribution in proportion to the normalized dose noise. In typical clinical use, the fraction of points that exceed 3% and 3 mm can be extensive, so we typically use 5% and 2-3 mm in clinical evaluations. For clinical cases, the calculation time is typically 5 minutes for a 1ϫ1 mm 2 interpolated resolution on an 800 MHz Pentium 4 for a 14.1ϫ15.2 cm 2 radiographic film.
I. INTRODUCTION
The clinical utilization of intensity modulated radiation therapy ͑IMRT͒ has lead to the widespread need for multidimensional dose distribution measurements and comparisons. To provide quantitative measurements, multidimensional dosimeters such as radiochromic film [1] [2] [3] [4] [5] [6] and polymerizing gels [7] [8] [9] [10] [11] [12] [13] [14] have been developed. One of the difficulties with using these, or other multidimensional dosimeters is the large amount of measurement data that has to be analyzed and compared. Typically evaluations of dose measurements include comparison with either other measurements ͑e.g., using other dosimeters͒ or, more commonly, against calculated dose distributions. Dose comparison tools have been developed to aid such comparisons. [15] [16] [17] [18] For purposes of this paper, dose comparisons will be between two distributions, termed the reference and evaluated distributions. The labels are necessary because some of the tools are not symmetric with respect to which distribution is selected for each role. As envisioned in this work, the reference distribution will typically be a measurement benchmark to which a calculated, evaluated, distribution will be compared. This means that the dimensionality of the reference distribution will usually be smaller than or the same as the evaluated distribution.
The dose comparison test suite has typically included the dose difference test, where the numerical dose difference is computed, point-by-point, using local spatial interpolation if necessary to co-locate the evaluated dose distribution and the reference distribution. A limitation with the dose-difference test is that it becomes overly sensitive in steep dose gradient regions. For example, small spatial offsets between the two distributions caused by experimental measurement error yield otherwise identical dose distributions to exhibit large dose differences in regions of steep dose gradients. Therefore, the usefulness of the dose difference test is strongest in regions of relatively shallow dose gradients. Displays of dose-difference distributions are typically marked by numerically large values in regions of steep dose gradients for the reasons mentioned above. Determining in which regions the dose differences are significant may require a point-by-point manual evaluation of the local dose gradient. The dose difference tool is anti-symmetric with respect to which distribution is selected as the reference distribution.
The sensitivity of the dose difference tool to steep dose gradients led to the development of the distance-toagreement ͑DTA͒ tool. 15, 17 This tool, as interpreted in this paper, is applied to the evaluated distribution independently for each reference point. For a specific reference point, the evaluated dose distribution is searched to locate the nearest point with the same dose value, equivalent to locating the closest approach of the isodose line or surface in the evaluated distribution corresponding to the same dose as the reference point. For discretized dose distributions, spatial inter-polation is generally required to determine the minimum distance. Unlike the dose difference tool, the DTA tool is not overly sensitive in steep-dose gradient regions. However, in shallow dose gradient regions, a large DTA value may be computed even for relatively small dose differences. Because steep dose gradient regions are typically much smaller in size than shallow dose gradient regions, much of DTA distributions will exhibit regions of disagreement greater than the clinically acceptable criterion. This feature makes DTA distributions very difficult to visually interpret. The DTA tool is neither antisymmetric nor invariant with respect to which distribution is selected as the reference distribution. Both dose difference and DTA analyses provide continuous distributions that can be displayed to the reviewer, for example as a colorwash, or summarized in a histogram.
Because of the complementary sensitivity of these tests, a combined test was developed, termed the composite distribution. 15, 19, 20 The composite distribution identifies regions where the dose-difference and DTA are simultaneously greater than pre-selected clinical criteria. In principal, regions where one test is overly sensitive will be the same region that the complementary test is appropriately sensitive, so failure by both criteria indicates that the two distributions disagree in a clinically significant fashion.
While the composite distribution solves the difficulty with the individual tests, it has some significant limitations. The composite distribution is essentially binary, it records a passfail result based on the user-specified criteria for the two independent tests. Display of this distribution shows regions that fail the tests, but provides no information of the magnitude of the failure. For example, the DTA and dose differences may just exceed the tolerances, or they may exceed them by a large amount, the composite distribution will have the same value, only identifying that they failed both tests. Tabular summaries are limited to counting the points that passed and failed, although these statistics can be subdivided according to dose magnitude, dose gradient, or other quality of the dose distribution.
A generalization of the composite distribution was developed by our group ͑Low et al. 16 ͒, termed the ␥ distribution, that addresses the limitations of the composite distribution. The ␥ distribution has been used by us and other authors to compare dose distributions. 8, [21] [22] [23] The presentation in the original paper was preliminary. For example, one limitation of that paper was that the examples were shown only in one dimension. While it is perfectly acceptable to use this tool in one dimension, because of the widespread use of film-based dose distribution measurements, the testing methods are likely to be more useful in comparing distributions of two dimensions. Another limitation of the paper was that the sensitivity of the tests to noise in the dose distributions was not evaluated. This paper addresses these limitations and presents some two-dimensional examples of the use of the ␥ distribution.
II. METHODS AND MATERIALS
We have implemented a slight change to the previously published nomenclature. 16 The original paper specified the two distributions as ''measured'' and ''calculated,'' implying that the comparisons are always made between these distributions and that the measurement is always the benchmark dataset. Because the ␥ tool is not symmetric with respect to the two distributions, and because either or both distribution can be measured or calculated, we now use the terms ''evaluated'' and ''reference'' to replace calculated and measured, respectively. The ␥ tool is calculated independently for each reference point using the entire evaluated distribution. The new nomenclature is summarized in Table I for clarity. Refer to Low et al. 16 for figures showing one-and two-dimensional examples of these terms.
In general, the evaluated distribution will have at least as high a dimensionality as the reference distribution. For example, the reference distribution may be a two-dimensional film dose distribution measurement, while the evaluated distribution may be a full 3D dose distribution calculation. Note that the ␥ function is defined independently for each reference point so the neighboring reference points do not influence the computation of ␥ at that point. Therefore, the reference distribution may consist of as little as a single point dose measurement. For this study, both the evaluated and reference distribution were two dimensional.
A. Square fields
To show the performance of the dose comparison tools for a case that has clinical relevance, has both steep and shallow dose gradients, and would provide a straightforward visual display of the tool's performance, we selected a projection through a 10ϫ10 cm 2 , 6 MV beam incident on a water phantom. The dose distributions were calculating using a fit to clinical data originally published by our group. 16 The extension of this model to two-dimensions yielded slight low-dose artifacts outside the beam penumbra and along the diagonal field axes, but this did not significantly affect the dose comparison tool evaluations. The dose distribution was normalized to 1.0 at the central axis, had a maximum dose gradient of 12% mm Ϫ1 , and for most evaluations, had a pixel spacing of 1ϫ1 mm 2 . The reference dose distribution used an unmodified version of this distribution ͓Fig. 1͑a͔͒. We tested the ␥ function under conditions that provided discrepancies that would independently highlight the dose-difference and DTA tests using acceptance criteria of 3% and 3 mm, respectively. The square dose distribution shown in Fig. 1͑a͒ was modified in quadrants to create the evaluated distribution. In quadrant 1, labeled unmod, the evaluated distribution was not modified, so with no added noise, the reference and evaluated dose distributions were identical. In quadrant 2, labeled dose shift, the dose was modified by providing a multiplicative dose offset that was a function of the off-axis distance x such that ⌬Doseϭ0.012x ͑1͒ yielding a Ϯ3% dose difference ͑the dose difference criterion ⌬D) at xϭϮ2.5 mm, respectively. In quadrant 3, labeled space shift, the reference distribution was spatially skewed using the offset ⌬yϭ0.12x,
͑2͒
where y refers to the direction perpendicular to the field edge. This produced an offset in the y direction of Ϯ3 mm ͑the DTA criterion ⌬d) at an off-axis distance at xϭ Ϯ2.5 mm, respectively, and was used to create dose distribution discrepancies for which the DTA tool was sensitive. Quadrant 4, labeled both, simultaneously employed both modifications ͓Eqs. ͑1͒ and ͑2͔͒ to the reference distribution, with suitable replacement of the y-axis and x-axis variables.
To examine the influence of pixel-to-pixel noise on the dose comparison tools, pseudorandom normally distributed noise was imposed as a multiplicative factor to the reference and evaluated distributions. Noise was imposed with single standard deviations of up to 3%. For all tests, the dosedifference, distance-to-agreement, composite, and ␥ analyses were conducted.
B. Constant dose gradient
The tests using the dose distributions shown in Figs. 1͑a͒ and 1͑b͒ provided qualitative displays of the tools' performance under the influence of noise. One of the advantages of the ␥ distribution is that, because it provides a continuous numerical value, the ␥ distribution can be summarized in a histogram. The use of a histogram provides to the user an efficient summary of the quality of comparison between the two dose distributions. The user can easily identify the fraction of reference points that are within acceptable tolerances (␥р1), as well as the fraction of reference points that do not meet the tolerances and by how much. A quantitative test was used to investigate the sensitivity and behavior of ␥, and specifically for ␥ histograms, as a function of added noise. Dose distributions with constant, user-specified dose gradients were modeled and the pixel spacing, ␥ tolerance values, dose gradient, noise-free dose difference between the evaluated and reference distributions, and additive normally distributed noise were varied. The ␥ histograms were presented as two-dimensional distributions, with each row having a ␥ histogram corresponding to a separate comparison test, each with a unique additive noise standard deviation.
III. RESULTS

A. Square field
The square-field evaluation of the dose comparison tools with no added noise is shown in Fig. 1 . The reference and evaluated distributions are shown in Figs. 1͑a͒ and 1͑b͒ , respectively. The dose-difference distribution is shown in Fig.  1͑c͒ . Quadrant 1 ͑unmodified͒ shows a constant value of zero, while quadrant 2 ͑dose shift͒ shows the slowly varying dose difference. Both of these quadrants clearly reflect the differences between the reference and evaluated distributions. The dose difference in quadrant 3 ͑space shift͒ shows only small dose differences except near the beam edge, where, because of the steep dose gradient, the dose differences become large, even with only a relatively small spatial shift between the two dose distributions. This striking dosedifference feature is typical of small spatial offsets in steep Fig. 1͑d͒ ͑the outer 1.0 cm are not defined because the DTA search was limited to a 1.0 ϫ1.0 cm 2 square͒. There is a qualitative difference between the presentation and subsequent interpretation of the dosedifference and DTA tools. DTA distributions tend to have numerous complex features, due in part to the fact that shallow dose gradient regions extend over larger areas than steep dose gradient regions. Interpretation of the DTA distributions is also difficult because of the general lack of experience that users have of their examination. The values in quadrant 1 are, as expected, 0 cm. The DTA in quadrant 2 is more complex, but some features can be identified. First, the DTA is almost zero near the steep dose gradient region, because even dose differences greater than 3% effectively shift the steep dose gradients less than 1 mm. In both the high and low dose regions where the dose gradient is shallow, the DTA increases rapidly as the dose difference increases, such that the DTA exceeds 1 cm ͑the maximum distance used for the DTA search algorithm͒ for dose differences of as small as 1%. Because most of the quadrant contains shallow dose gradient regions, most of the quadrant has large DTA values. The DTA in quadrant 3 exhibits a smooth increase in value as a function of the spatial offset, with a small decrease in the low-dose region near the diagonal divisions. The DTA in quadrant 4 shows a combination of the results of quadrants 2 and 3.
The color-wash in the composite distribution ͓Fig. 1͑e͔͒ shows the regions that pass either or both the dose-difference and DTA tests ͑blue͒ and fail both tests ͑red͒. In quadrant 1, the dose distributions were the same, so the entire area passed. In quadrant 2, the dose gradient exceeded the 3% criterion at 2.5 cm off-axis distance, so the comparison failed in regions lateral to Ϯ2.5 cm, except in regions of steep dose gradients, where the DTA was less than the 3 mm criterion. In quadrant 3, the position shift caused dose discrepancies that were much less than the 3% criterion in the shallow dose gradient regions. In the steep dose gradient regions, the spatial offsets between the two distributions were greater than 3
FIG. 1. Example of dose analysis tools for model and modified 10ϫ10 cm
2 fields representing the reference and evaluated dose distributions, respectively, with no added noise. The gamma tool uses 3% and 3 mm dose difference and distance-to-agreement criteria, respectively. mm lateral to Ϯ2.5 cm off-axis distance, so the composite distribution showed failure of both tests outside Ϯ2.5 cm. Similarly, in quadrant 4, both steep and shallow dose gradient regions failed outside the 2.5 cm region. While the composite distribution accurately identified regions that fail both criteria, it was only a pass-fail test and did not indicate by how much the distributions passed or failed.
The ␥ distribution is shown in Fig. 1͑f͒ . The ␥ϭ1 contour has been drawn to assist the comparison against the composite distribution. In all 4 quadrants, the regions that failed the ␥-distribution test were nearly identical to the regions that failed the composite test. The advantage of using ␥ was that the comparison was a continuous function, so the magnitude of passing or failure was easily identified.
The influence of 3% standard deviation multiplicative pseudorandom noise on the reference distribution is shown in Fig. 2 . The influence on the dose difference was straightforward and did not reduce the sensitivity of the dose difference on steep dose gradient regions ͓Fig. 2͑c͔͒. The DTA distribution ͓Fig. 2͑d͔͒ was more profoundly affected by the noise. In the shallow dose gradient regions, the structure that was seen in Fig. 1͑d͒ was disrupted by the noise, but in the steep dose gradient region, where the DTA was most useful, the DTA still measures the distance between the two dose distributions ͑quadrants 3 and 4͒. Similarly, for the composite distribution, the noise in the shallow dose gradient region caused the composite distribution to mimic the noise, but in steep dose gradients, where the noise had a relatively small effect on the DTA, the composite distribution was relatively unchanged. A very similar result was seen in the ␥ distribution, where for steep dose gradient regions, the ␥ distribution was relatively unaffected, but in shallow dose gradient regions, the ␥ distribution was profoundly affected by the noise.
A very different result was seen when 3% standard deviation normally distributed pseudorandom noise was added to the evaluated distribution ͑Fig. 3͒. The dose-difference distribution was essentially the same as when the noise was   FIG. 2 . Example of dose analysis tools for model and modified 10ϫ10 cm 2 fields representing the reference and evaluated dose distributions, respectively, with 3% noise ͑multiplicative͒ added to the reference dose distribution. The gamma tool uses 3% and 3 mm dose difference and distance-to-agreement criteria, respectively. added to the reference distribution, but the DTA looked very different. Because the DTA was calculated on a point-bypoint basis for the reference distribution, the effect of adding noise to the evaluated distribution was to provide opportunities to locate a point in the evaluated distribution that was closer than the DTA that would be determined with no noise. This could be seen in the high dose, shallow dose gradient regions of quadrants 2 and 4, where the DTA values were smaller than with no noise. The composite and ␥ distributions also reflected this result, with only very small portions of the steep dose regions that failed the composite or ␥ tests. This was in contrast with the no-noise case, where the regions near the field corners failed the comparisons based on dose differences greater than 3%.
B. Constant dose gradient
The constant gradient test results are shown in Figs. 4 -6 using the same 3% and 3 mm criteria. The figures show two-dimensional distributions that are collections of ␥ histograms for a series of added noise standard deviations. The noise was added to the evaluated and reference distributions on the left and right columns, respectively. The first row in each figure represented the histogram in the absence of noise. Because these dose distributions were both constant and equal gradients, each reference point was the same distance from the evaluated distribution, so for no noise, they had the same value of ␥ and the histograms were single valued. The results shown in Fig. 4 compared the ␥ histograms for evaluated and reference dose distributions that differed by 6%, for dose gradients of 0, 10% cm Ϫ1 , and 50% cm Ϫ1 , corresponding to gradients experienced throughout clinical IMRT dose distributions. For 0% dose gradient ͓Figs. 4͑a͒ and 4͑b͔͒, as the evaluated distribution noise increased, the average value of ␥ decreased almost linearly until reaching a minimum value, where it remained almost constant with increasing noise. As the gradient increased, the no-noise value of ␥ FIG. 3 . Example of dose analysis tools for model and modified 10ϫ10 cm 2 fields representing the reference and evaluated dose distributions, respectively, with 3% noise ͑multiplicative͒ addded to the evaluated dose distribution. The gamma tool uses 3% and 3 mm dose difference and distance-to-agreement criteria, respectively. decreased because the distance between the two distributions in the renormalized space decreased. Again, with noise added to the evaluated distribution, the value of ␥ decreased to an asymptotic value of approximately 0.33 at a noise level of 3%.
When noise was added to the reference distribution, the average value of ␥ changed very little, but the width of the ␥ distribution increased linearly with the added noise. For 0% gradient ͓Fig. 4͑b͔͒, the standard deviation of the ␥ distribution was equal to the standard deviation of the noise. The behavior was also seen for 10% cm Ϫ1 dose gradient. At 50% cm Ϫ1 the steep gradient over-rode the relatively small dose difference of 6%, and the ␥-test degenerated to a DTA test. The DTA for a 6% dose difference in a 50% cm Ϫ1 dose gradient was 1.2 mm, equivalent to ␥ϭ0.4 with the selected criteria. In these conditions, the value of ␥ with no noise was small, and increasing noise broadened the ␥ histogram width slightly.
The effect of noise on a varying dose difference while maintaining a constant dose gradient ͑0%͒ is shown in Fig. 5 .
The no-noise histograms ͑the first rows͒ were, as expected peaked at ␥ϭ0, ␥ϭ1, and ␥ϭ2 for the 0%, 3%, and 6% dose differences. When noise was added to the evaluated distribution, the peak shifted linearly to an asymptotic value of ␥Х0.33 for all dose differences. When noise was added to the reference distribution the peak value remained constant, but the histogram broadened with a standard deviation equal to the standard deviation of the noise ͑after renormalization by the dose-difference criterion͒.
To examine the asymptotic behavior of noise as a function of pixel spacing, the simulation was repeated for a constant dose difference of 6% and no dose gradient, for 1 mm, 2 mm, and 3 mm pixel spacing ͑Fig. 6͒. The no-noise peak values were not altered by the change in pixel spacing because evaluated and reference dose distribution pixel locations were collocated. The asymptotic value of ␥ for noise added to the evaluated distribution shifted linearly with increased pixel spacing, corresponding to the pixel spacing divided by the distance criterion. For example, with a 3 mm pixel spacing and a 3 mm criterion, the asymptotic value of ␥ was approximately 1. Shifts in the histogram values of ␥ were linear up to the value of ␥ corresponding to the pixel spacing. As before, noise added to the reference distribution spread the ␥ histogram peak, but the mean value stayed relatively constant.
IV. DISCUSSION AND CONCLUSIONS
Recently, Depuydt et al. 18 published a clinical assessment of the ␥ tool, providing a review of the calculation technique and some examples of its use. They were concerned with errors in the ␥ calculation in steep dose gradient regions, and with the calculation time required to calculate ␥. Instead, they determine if the ␥ value was greater or less than 1, rather than determining the value. This effectively reduced the ␥ tool to an equivalent of the composite evaluation, removing the continuous nature of ␥. While we have seen artifacts in ␥ calculations owing to large evaluated dose distribution matrix spacings, interpolation to 1ϫ1 mm 2 grids ͑as used in this paper͒ keep these artifacts to less than 0.2, even in steep dose gradient regions. For clinical cases, the calculation time is typically 5 minutes for a 1ϫ1 mm 2 interpolated resolution on an 800 MHz Pentium 4 for a 14.1 ϫ15.2 cm 2 radiographic film. We found that the dose evaluation tools provided a comprehensive, quantitative comparison between two dose distributions. For dose distribution overlays or dose-difference determinations, the results were independent to within a sign of selection of the reference or evaluated distribution. However, for the DTA and ␥ tools, the results could be profoundly affected by the selection, especially when one or both of the dose distributions contained some noise. Typically, the reference and evaluated distributions would refer to measured and calculated distributions, respectively, but the final selection should be based on which distribution is considered the standard by which the other is compared. Because the DTA and ␥ distributions were computed on a point-by-point basis for the reference distribution, it would typically be the distribution with the sparsest data and could even be conducted on a single measurement point ͑e.g., an ionization chamber measurement͒. The effect of measurement or calculation noise ͑e.g., with Monte Carlo dose calculations͒ might also affect the selection of the reference or evaluated distributions.
The pixel spacing of the evaluated distribution needed to be sufficiently small to provide accurate calculations of ␥ in steep dose gradient regions. Without spatial interpolation, the values of ␥ in steep dose gradients could be in error, causing distracting artifacts in ␥ distributions. As a general rule, the spacing should be less than or equal to 1/3 of ⌬d. We are investigating a method for determining the maximum acceptable pixel spacing as a function of the local dose gradient and desired ␥ accuracy.
While the constant-gradient ␥-histogram analysis showed significant perturbations in the presence of noise, the study was conducted with greater noise standard deviations than typically found in clinical cases. For nonstochastic dose calculations, the point-to-point variation should be less than the noise examined in this study. However, for the evaluation of Monte Carlo dose calculations, both the DTA and ␥ functions would be sensitive to noise. If the calculation was considered the evaluated distribution, it would underestimate the ␥ comparison. For example, in regions where the two dose distributions differ by only an average value of 3%, 1% standard deviation noise in the evaluated distribution would reduce the average value of ␥ from 1.0 to 0.5. This would make quantitative use of the ␥ distribution more difficult, because the acceptability of the comparison would need to consider not only ⌬D and ⌬d, but also the expected pixel-to-pixel noise standard deviation. The situation would be different if the Monte Carlo calculation is considered the reference distribution. The average value of ␥ would be accurately calculated, but ␥ would vary point-by-point, so some smoothing of the ␥ distribution might be appropriate.
The ␥ distribution is a magnitude value and consequently has no numerical sign. It measures the closest distance between each reference point and evaluated dose distributions after scaling by ⌬D and ⌬d. Because the ␥ tool involves the simultaneous evaluation of dose and distance dimensions, there as been some justifiable confusion regarding what the ␥ tool means. For example, does a common value of ␥ϭ1 have the same meaning in a steep or shallow gradient re- FIG. 6 . Constant gradient tests showing the effect of noise on ␥ histograms ͑3%, 3 mm criteria͒ for 6% dose differences and no dose gradient as a function of dose distribution pixel spacing with noise added to the evaluated ͑a͒, ͑c͒, ͑e͒ and reference ͑b͒, ͑d͒, ͑g͒ distributions. The color scale indicates the number of histograms pixels.
gion? The computed value of ␥ is a measurement of the distance between the two dose distributions in the renormalized space. The vector corresponding to the shortest distance is, by definition, orthogonal to the evaluated distribution. The orientation of that vector relative to the spatial axes will be a function of the local dose gradient. The steeper the dose gradient, the more the ␥ vector is perpendicular to the dose axis and parallel to the spatial axes. As the dose gradient approaches infinity, the ␥ vector becomes perpendicular to the dose axis and is a direct measurement of the DTA. Conversely, for zero dose gradients, the vector is parallel to the dose axis and ␥ is a measure of the dose difference. Therefore, ␥ automatically accounts for the local gradient to select the proper test when comparing the distributions.
Another potential use of the ␥ distribution is to equate ⌬d criterion with spatial error bars in the dose distributions. In steep dose gradient regions, the dose difference is not significant relative to the spatial error bar, and the ␥ value is reduced by the spatial component of the ␥ vector. The ␥ distribution therefore shows the dose difference with consideration of the spatial error bars and the local dose gradient.
The ␥ tool provides a quantitative method for comparing two dose distributions. In this paper, we have shown the utility of the tool to compare two similar dose distributions and evaluated the sensitivity of the tool to pseudorandom noise. In all of these tests, the dose and distance criteria were fixed, preselected values. In practice, the values can be set as functions of space ͑the location of the dose comparison͒ or dose value. For example, near a critical structure boundary, the value of ⌬d may be reduced to highlight spatial errors in that region. Also, the dose difference criterion ⌬D may be relaxed for low-dose regions or regions not in a critical structure or target. The application of ␥ with these added degrees of freedom is being investigated.
