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CR Singularities and Generalizations of Moser’s Theorem I
Valentin Burcea
Abstract. Let (z1, . . . , zN , w) be the coordinates in C
N+1. Let M ⊂ CN+1 be the real-analytic submanifold defined near p = 0 as follows
w = z1z1 + · · · + zNzN + λ1
(
z
2
1 + z
2
1
)
+ · · · + λN
(
z
2
N
+ z
2
N
)
+ O
(
|z|
3
)
,
where λ1, . . . , λN ≥ 0. We assume that M is formally equivalent to the following polynomial model
w = z1z1 + · · · + zNzN + λ1
(
z
2
1 + z
2
1
)
+ · · · + λN
(
z
2
N
+ z
2
N
)
+ z
2
1zN + z
2
1zN .
We show then that M is biholomorphicaly equivalent to the polynomial model when N > 1.
1. Introduction and Main Result
This note is motivated by the local equivalence problem in complex analysis and Moser’s Theorem[25]. Two real-analytic submanifolds
in complex spaces may be only formally biholomorphically equivalent as it has been shown by Moser-Webster[24] and Gong[13] in the C.-R.
Singular situation[4], and respectively by Kossovskiy-Shafikov[19] in the C.-R. situation[2]. Moser[25] considered the local equivalence problem
for the real-analytic surface in C2 defined near p = 0 as follows
(1.1) w = zz +O
(
|z|3
)
,
where (z,w) are the coordinates in C2. Moser[25] proved that if (1.1) is formally equivalent to the following model
(1.2) w = zz,
then (1.1) is biholomorphically equivalent to it. This result is known as the Theorem of Moser[25].
In this note, the following equivalence result is proven
Theorem 1.1. Let (z1, . . . , zN , w) be the coordinates in C
N+1. Let M ⊂ CN+1 be a submanifold defined near p = 0 as follows
(1.3) w = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
+O
(
|z|3
)
,
where λ1, . . . , λN ≥ 0. We assume that M is real-analytic and formally equivalent to the following model
(1.4) w = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
+ z21zN + z
2
1zN .
Then M is holomorphically equivalent to this model assuming that N > 1.
The proof of this result relies on a careful analysis of formal holomorphic equivalences in the local defining equations (1.3) of M and (1.4)
of the model. The main role is played by the real submanifolds existent near the C.-R. singularity p = 0, which are minimal hypersurfaces in
CN . More precisely, we adapt the methods of Mir[22],[23] applying the Approximation Theorem of Artin[1] using the assumption that M is
formally equivalent to the polynomial model from (1.4). The presence of the terms of order 3 in (1.4) has non-degeneracy role for concluding
the convergence of the formal transformation, regardless that these terms of degree 3 do not define invariants in (1.4).
The C.-R. Singularities [4],[6],[11],[14],[15],[17],[26] in codimension 2 are important for the area of the analysis of several complex
variables. Dolbeault[8], [9], Dolbeault-Tomassini-Zaitsev[10],[11] used the existence of the C.-R. Singularities in order to study the problems of
existence and uniqueness of Levi-flat hypersurfaces with prescribed compact boundary[10],[11]. The author[6] constructed a family of analytic
discs attached to a class of C.-R. Singular real submanifolds in codimension 2 trying to understand the local hull of holomorphy using methods
from Huang-Krantz[15]. Huang-Yin[17],[18] impresivelly exploited the C.-R. structure near the C.-R. singularity[4],[6] in order to study the
local hull of holomorphy[17],[18]. Gong-Lebl[14] studied C.-R. Singular submanifolds of codimension 2 which are Levi-flat at the C.-R. points.
Slapar [26] showed that a compact real surface embedded in complex surface has a regular Stein neighborhood basis assuming the existence
of C.-R. Singularities on the real surface.
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2 VALENTIN BURCEA
2. Preparations
2.1. Preliminaries. Let M,M ′ ⊂ CN+1 be real-analytic submanifolds defined near p = 0 as follows
M : w = Q (z, z) + ϕ(z, z)−
(
z21zN + z
2
1zN
)
, M ′ : w′ = Q
(
z′, z′
)
,(2.1)
where ϕ(z, z) = O
(
|z|3
)
and Q (z, z) is the polynomial defined by the right-side in (1.4).
We consider the formal holomorphic equivalence defined between M and M ′ as follows
(2.2)
(
w′, z′
)
= (g(z,w), f(z,w)) , where f(z, w) = (f1(z,w), . . . , fN (z, w)).
Following [5],[28], we can eventually compose with an linear automorphism of the quadratic model from (1.4) in order to assume that
g(z,w) = w +
∑
k≥0
gk(z)w
k, f(z,w) = z +
∑
k≥0
fk(z)w
k =

z1 +∑
k≥0
f
(1)
k
(z)wk, . . . , zN +
∑
k≥0
f
(N)
k
(z)wk

 ,(2.3)
where fk(z) and gk(z) are formal holomorphic power series, for all k ∈ N. The terms of degree 3 in (1.4) may be become different by eventual
linear changes of coordinates. Thus these terms do not define invariants, but their presence is important as we shall observe throughout
further computations for finding suitable analytic systems. In order to have simplified computations, we shall assume that we deal with formal
holomorphic normalized equivalences as in (2.3). It follows thus by (2.1) and (2.2) that
g(z,w) = Q
(
f(z,w), f(z,w)
)
,(2.4)
or equivalently by (2.3) that
(2.5) w +
∑
k≥0
gk(z)w
k = Q

z +∑
k≥0
fk(z)w
k, z +
∑
k≥0
fk(z)w
k

 .
Because M andM ′ are formally equivalent, it follows that there exist {ai,j (z, z, w,w)}i,j=1,2 real-formal functions defined near 0 ∈ C
N+1,
which are not identically vanishing, satisfying by (2.1) the following
∑
k≥0
gk(z)w
k −Q

z +∑
k≥0
fk(z)w
k, z +
∑
k≥0
fk(z)w
k

 = a11(z, z, w,w) (Rew −Q (z, z)− Reϕ(z, z))
+ a12(z, z, w,w) (Imw − Imϕ(z, z)) + i (a21(z, z, w,w) (Rew −Q (z, z)− Reϕ(z, z)) + a22(z, z, w,w) (Imw − Imϕ(z, z))) ,
(2.6)
Restricting (2.1) at w = x, for each x ∈ (0, ǫ) with given sufficiently small ǫ > 0, we obtain the following real-analytic hypersurfaces
(2.7) ρ1 (z, z, x) = 0, ρ1 (z, z, x) = z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)
+Reϕ(z, z)− x.
Dolbeault-Tomassini-Zaitsev [10],[11] observed that near the C.-R. singularity p = 0, the real submanifoldM ⊂ CN+1 defined as in (1.3), may
be non-minimal at its C.-R. points. This motivates the problem study in CN , because (2.7) defines also a hypersurface in CN . More precisely,
we show the following
Lemma 2.1. Let (z1, . . . , zN ) be the coordinates in C
N and let ρ1(z, z, x) be defined as in (2.7). If px ∈ CN is chosen such that
(2.8) ρ1 (px, px, x) = 0,
∂ρ1 (px, px, x)
∂zN
6= 0,
then (2.8) is a hypersurface of finite type at px.
Proof. The existence of the point px 6= 0, for each x ∈ (0, ǫ), may be obtained from Dolbeault-Tomassini-Zaitsev [10],[11]. Following
[2], we consider the following base of C.-R. vector fields associated to (2.8) defined as follows
(2.9) Lk =
∂
∂zk
−
(
∂ρ1
∂zN
(px, px)
)−1 (
zk + 2λkzk +
∂ (Reϕ(z, z))
∂zk
)
∂
∂zN
, k = 1, . . . , N − 1.
Making computations, we observe that
[
L1,L1
]
= −
(
∂ρ2
∂zN
(px, px)
)−1 ∂
∂zN
(1 + O(1)) −
(
∂ρ2
∂zN
(px, px)
)−1 ∂
∂zN
(1 + O(1)) ,
which gives the missing direction. Here O(1) is a formal power series depending of z, z and x without constant term. It follows that (2.8)
defines a hypersurface of finite type at px. 
2.2. A family of hypersurfaces. Following Mir[22],[23], we complexify the real submanifolds defined by w = x ∈ (0, ǫ) in the real part
in (2.1). We replace thus z1, . . . , zN with ζ1, . . . , ζN ∈ C in (2.1). We conclude then by (2.1) the following local defining equation:
(2.10) C2N ⊃Mx : ρ1 (z, ζ, x) = 0, where ρ1 (z, ζ, x) = x−Q (z, ζ)− ϕ (z, ζ)− ϕ (ζ, z).
Next, we consider px ∈Mx satisfying (2.8). We consider the system of complexified C.-R. vector fields for Mx defined as follows
(2.11) L⋆1 =
∂ρ1 (z, ζ, x)
∂ζN
∂
∂ζ1
−
∂ρ1 (z, ζ, x)
∂ζ1
∂
∂ζN
, . . . ,L⋆N−1 =
∂ρ1 (z, ζ, x)
∂ζN
∂
∂ζN−1
−
∂ρ1 (z, ζ, x)
∂ζN−1
∂
∂ζN
.
By Theorem of Implicit Functions, it follows by (2.8) the existence of the real hypersurfaces
(2.12) Nx : Im zN = ψ (x, z1, z1, . . . , zN−1, zN−1,Re zN ) ,
defined near 0 ∈ R. Here ψ : R2N−1 → R depends analytically on x ∈ (0, ǫ). Moreover, we can assume that ψ does not contain pure terms in z
or in z by eventually changing the coordinates.
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We continue the study of (2.6) fixing x ∈ (0, ǫ) in (2.1) under the assumption that Imw = Imϕ(z, z). From (2.6), it follows that
x+
1
2

∑
k≥0
gk(z) (x+ iImϕ(z, ζ))
k +
∑
k≥0
gk(ζ) (x− iImϕ (z, ζ))
k


−Q

z +∑
k≥0
fk(z) (x+ iImϕ(z, ζ))
k , ζ +
∑
k≥0
fk(ζ) (x− iImϕ (z, ζ))
k


= a11(z, ζ, x+ iImϕ (z, ζ) , x+ iImϕ (z, ζ)) (x−Q (z, ζ)− ϕ (z, ζ)− ϕ (ζ, z)) .
(2.13)
For z near px, we have by (2.8) that
(2.14)
∂ρ1 (v1(z), 0, x)
∂zN
6= 0,
where v1 is the first Segre mapping[2],[22] defined as follows
(2.15) v1 : C
N −→ CN , v1(z) = v1 (z1, . . . , zN−1, zN ) = (z1, . . . , zN−1, 0) .
Before going ahead, we introduce the following notations
(2.16)


Hk (z, ζ, x) =
∂ρ1 (z, ζ, x)
∂zk
, k = 1, . . . , N ;
Vr (z, ζ) = HN (z, ζ, x)
(
∂ (ϕ (z, ζ)− ϕ (ζ, z))
∂ζr
)
−Hr (z, ζ, x)
(
∂ (ϕ (z, ζ)− ϕ (ζ, z))
∂ζN
)
, r = 1, . . . , N − 1.
In order to apply the Approximation Theorem of Artin[1], we construct by (2.13) and (2.15) convenient analytic systems as follows.
2.3. Analytic Systems. Following the procedure of Mir[22],[23], we apply successively L⋆1, . . . ,L
⋆
N−1 in (2.13) evaluating everything
using the real-analytic hypersurfaces defined in (2.12). We obtain by (2.16) the following analytic equation
− Er (ζ, z, x) +
Vr (z, ζ)
2

∑
k≥1
kgk(z) (x+ iImϕ (z, ζ))
k−1 −
∑
k≥1
kgk (ζ) (x− iImϕ (z, ζ))
k−1


−
∑
k≥1
(
HN (z, ζ, x)
∂gk (ζ)
∂ζr
(ζ)−Hr (z, ζ, x)
∂gk (ζ)
∂ζN
)
(x+ iImϕ (z, ζ))k = (zr + 2λr)HN (z, ζ, x)− (zN + 2λN )Hr (z, ζ, x)
+
Vr (z, ζ)
2
N∑
l=1

−∑
k≥1
k

zlf(l)k (ζ) +∑
k≥1
2λlζlf
(l)
k
(ζ)

 (x− iImϕ (z, ζ))k−1 +∑
k≥1
kζlf
(l)
k
(z) (x+ iImϕ (z, ζ))k−1
−
∑
k,p≥1
(k + p)λlf
(l)
k
(ζ) f
(l)
p (ζ) (x− iImϕ (z, ζ))
k+p−1 +
∑
k≥1
2kλlzlf
(l)
k
(z) (x+ iImϕ (z, ζ))k−1
+
∑
k,p≥1
(k + p)λlf
(l)
k
(z)f
(l)
p (z) (x+ iImϕ (z, ζ))
k+p−1 +
∑
k,p≥0
kf
(l)
k
(z)f
(p)
k
(ζ) (x+ iImϕ (z, ζ))k−1 (x− iImϕ (z, ζ))p
−
∑
k,p≥0
pf
(l)
k
(z)f
(p)
k
(ζ) (x+ iImϕ (z, ζ))k (x− iImϕ (z, ζ))p−1

+∑
k≥1
(x+ iImϕ (z, ζ))k
(
HN (z, ζ, x) f
(r)
k
(z)
−Hr (z, ζ, x) f
(N)
k
(z)
)
+
N∑
l=1
∑
k≥1
(x− iImϕ (z, ζ))k zl

HN (z, ζ, x) ∂f(l)k (ζ)
∂ζr
−Hr (z, ζ, x)
∂f
(l)
k
(ζ)
∂ζN


+
N∑
l=1
∑
k≥1
λl

HN (z, ζ, x)
∂
(
ζlf
(l)
k
(ζ)
)
∂ζr
−Hr (z, ζ, x)
∂
(
ζlf
(l)
k
(ζ)
)
∂ζN

 (x− iImϕ (z, ζ))k
+
N∑
l=1
∑
k,p≥0
λl

HN (z, ζ, x)
∂
(
f
(l)
k
(ζ) f
(l)
p (ζ)
)
∂ζr
−Hr (z, ζ, x)
∂
(
f
(l)
k
(ζ) f
(l)
p (ζ)
)
∂ζN

 (x− iImϕ (z, ζ))k+p
+
N∑
l=1
∑
k,p≥0
(x− iImϕ (z, ζ))k (x+ iImϕ (z, ζ))p f
(l)
k
(z)

HN (z, ζ, x) ∂f(l)k (ζ)
∂ζr
−Hr (z, ζ, x)
∂f
(l)
k
(ζ)
∂ζN

 ,
(2.17)
where Er (ζ, z, x) is defined as follows
Er (ζ, z, x) = Lr



ζ1 +∑
k≥0
fk (ζ) (x− iImϕ (z, ζ))
k



zN +∑
k≥0
fk(z) (x+ iImϕ (z, ζ))
k


2
+

z1 +∑
k≥0
fk(z) (x+ iImϕ (z, ζ))
k



ζN +∑
k≥0
fk (ζ) (x− iImϕ (z, ζ))
k


2
 , for all r = 1, . . . , N − 1.
(2.18)
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This (2.18) may be computed and expanded by similar manners as (2.17), for all r = 1, . . . , N − 1. These computations are restricted to the
complexification of (2.12). It is clear that (ζ, z) = (0, v1(z)) belongs to the complexification of Nx and also that
(2.19)
∂g
∂ζl
(0) and
∂fk
∂ζl
(0) may not vanish, for all k ∈ N and l = 1, . . . , N.
Thus (2.17) gives by (2.12), (2.15), (2.16) and (2.19) the following analytic system:
(2.20)


(
f1 (v1(z), x) + (fN (v1(z), x))
2
)
HN (v1(z), 0, x) + P1 (f1 (v1(z), x) , . . . , fN (v1(z), x)) = χ1 (v1(z), x) ,
f2 (v1(z), x)HN (v1(z), 0, x) + P2 (f1 (v1(z), x) , . . . , fN (v1(z), x)) = χ2 (v1(z), x) ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
fN−1 (v1(z), x)HN (v1(z), 0, x) + PN−1 (f1 (v1(z), x) , . . . , fN (v1(z), x)) = χN−1 (v1(z), x) ,
where P1, P2, . . . , PN−1 are polynomials in N variables. The coefficients of these polynomials and χ1 (v1(z), x) , . . . , χN−1 (v1(z), x) are power
series that are holomorphic in z1, . . . , zN−1, but formal in x ∈ (0, ǫ) and with no constant terms.
Moreover, we can take derivatives with respect to z1, . . . , zn in (2.17) of length |I| = n, for I ∈ NN . Repeating the previous procedure
evaluating the resulted identity using (2.12), we conclude by (2.15) the following analytic system
(2.21)


(
∂If1
∂zI
(v1(z), x) +
∂I
(
f2N
)
∂zI
(v1(z), x)
)
HN (v1(z), 0, x) + P1
(
∂If1
∂zI
(v1(z), x) , . . . ,
∂IfN
∂zI
(v1(z), x)
)
= χ′1 (v1(z), x) ,
∂If2
∂zI
(v1(z), x)HN (v1(z), 0, x) + P2
(
∂If1
∂zI
(v1(z), x) , . . . ,
∂IfN
∂zI
(v1(z), x)
)
= χ′2 (v1(z), x) ,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
∂IfN−1
∂zI
(v1(z), x)HN (v1(z), 0, x) + PN−1
(
∂If1
∂zI
(v1(z), x) , . . . ,
∂IfN
∂zI
(v1(z), x)
)
= χ′N−1 (v1(z), x) ,
where P ′1, P
′
2, . . . , P
′
N−1 are polynomials in N variables. The coefficients of these polynomials and χ
′
1 (v1(z), x) , . . . , χ
′
N−1 (v1(z), x) are power
series that are holomorphic in z1, . . . , zN−1, but formal in x ∈ (0, ǫ) and with no constant terms and depending on
(2.22)
∂Ig(z)
∂zI
|z=v1(z),
∂If
(l)
k
(z)
∂zI
|z=v1(z), where l = 1, . . . , N , k ∈ N, I ∈ N
N with |I| < n.
The analytic systems (2.20) and (2.21) are formed just by N − 1 equations. Thus (2.20) and (2.21) do not contain sufficient equations in
order to conclude the desired partial convergence performing induction on the length of I ∈ NN . This obstacle is overcamed by applying L⋆1L
⋆
1
in (2.13) and then evaluating the resulted identity using the complexifications of real hypersurfaces from (2.12). This gives by (2.14), (2.15)
and (2.16) another analytic equation
(2.23) fN (v1(z), x) (HN (v1(z), 0, x))
2 + P (fN (v1(z), x)) = χN (v1(z), x) ,
where P is a polynomial in N variables. Its coefficients and χN (v1(z), x) are power series that are holomorphic in z1, . . . , zN−1, but formal
in x ∈ (0, ǫ) and with no constant terms. Identifying the coefficients of x in (2.23), we apply Proposition 4.2 from Mir[22] recalling (2.14). It
follows by induction on k ∈ N that
(2.24) f
(N)
k
(z)|z=v1(z)
is convergent, for all k ∈ N .
Returning to (2.20), we identitify the coefficients of x in (2.20). Recalling Proposition 4.2 from Mir[22], we conclude by induction on k ∈ N⋆
using (2.14) that
(2.25) f
(l)
k
(z)|z=v1(z) is convergent, where l = 1, . . . , N and k ∈ N .
Returning to (2.13), we identify the coefficients of x in (2.13) assuming that (2.12) holds. We conclude by (2.14) and (2.15) that
(2.26)
∂gk(z)
∂z
|z=v1(z) is convergent, where k ∈ N, for all I ∈ N
n.
Moreover, we can apply L⋆1L
⋆
1 in (2.13) and then we take derivatives with respect to z1, . . . , zn in (2.20) of length |I| = n in the resulted
identity, for I ∈ NN . Restricting the resulted identity on the complexifications of real hypersurfaces defined by (2.12), it follows by (2.15) the
following analytic equation
(2.27)
∂IfN
∂zI
(v1(z), x) (HN (v1(z), 0, x))
2
(
1 + P ′
(
∂IfN
∂zI
(v1(z), x)
))
= χ′N (v1(z), x) .
where P ′ is a polynomial in N variables. Its coefficients and χ′N (v1(z), x) are holomorphic series in z1, . . . , zN−1, but formal in x ∈ (0, ǫ) and
with no constant terms and depending on
(2.28)
∂Ig(z)
∂zI
|z=v1(z),
∂If
(N)
k
(z)
∂zI
|z=v1(z), where k ∈ N, I ∈ N
N with |I| < n.
Now, we are ready to perform induction on the length of I ∈ NN . We identify thus the coefficients of x in (2.27) using the induction
assumptions. Recalling Proposition 4.2 from Mir[22], we make induction on k ∈ N in order to conclude by (2.14) that
(2.29)
∂If
(N)
k
(z)
∂zI
|z=v1(z) is convergent, where k ∈ N, I ∈ N
N with |I| = n.
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Returning to (2.21), we identify the coefficients of x recalling Proposition 4.2 from Mir[22]. Considering induction on k ∈ N, we conclude
by (2.14) and (2.15) that
(2.30)
∂If
(l)
k
(z)
∂zI
|z=v1(z) is convergent, where l = 1, . . . , N , k ∈ N, I ∈ N
N with |I| = n.
Returning to (2.13), we identify the coefficients of x in (2.13). As previously, we conclude by (2.14) and (2.15) that
(2.31)
∂Igk(z)
∂zI
|z=v1(z) is convergent, where k ∈ N, for all I ∈ N
n with |I| = n.
We have to observe that the defining equations are considered near certain points px ∈ Mx which is sufficient. These points may be
eventually changed leading to the same conclusion. It remains to show the following
Lemma 2.2. Any holomorphic polynomial change of coordinates of degree 2 leaving the quadratic model invariant in (1.4) produces mixed
terms of degree 3 in (1.4).
Proof. It is suficient to consider the following invertible holomorphic transformation of (1.4) of coordinates :
(2.32)
(
z′, w′
)
=

z1 + N∑
i=1
a
(1)
ij zizj + b1w, . . . , zN +
N∑
i,j=1
a
(N)
ij zizk + bNw,w

 .
Replacing everything in the corresponding local defining equations, it follows by (1.4) that
w = Q(z, z) + Re
{
N∑
k=1
zk
(
N∑
i=1
a
(k)
ij zizj + bk
(
z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)))}
+ 2Re
{
N∑
k=1
λkzk
(
N∑
i=1
a
(k)
ij zizj + bk
(
z1z1 + · · ·+ zNzN + λ1
(
z21 + z
2
1
)
+ · · ·+ λN
(
z2N + z
2
N
)))}
+O(3).
(2.33)
Studying the mixed terms of degree 3 in (2.33), it follows that any holomorphic change of coordinates eliminating the present terms, will generate
other mixed terms of degree 3. Thus the presence of the mixed terms of degree 3 can not be eliminated by changing the coordinates. 
The existence of mixed terms of degree 3 is fundamental in order to construct convenient analytic systems for concluding partial convergence
observations. Any change of coordinates eliminating those mixed terms, produces other mixed terms of degree 3 which replace their non-
degeneracy role. For instance, if the coefficient of z1z2z1 does not vanish, we can apply L⋆1L
⋆
2 to the local defining equation in the new
coordinates. We find thus desired analytic systems by similar manners.
3. Proof of Theorem 1.1
The proof relies on the Approximation Theorem of Artin[1] and on the approach of Mir[22],[23], especially on Lemma 6.1 from Mir[22].
The minimality of the hypersurfaces (2.12) is fundamental in order to consider parametrizations using Segre sets[2]. Kossovskiy-Shafikov[19]
showed recently that between two nonminimal real-analytic formally equivalent submanifolds in the complex space, it may not exist holomorphic
equivalences. Generally, the minimality is the standard geometrical condition in order to conclude the convergence of formal holomorphic
transformations. Baouendi-Mir-Rothschild[3], Mir[22],[23], Sunye´[27], Merker[20], Meylan-Mir-Zaitsev[21] are suggested to the reader towards
to this research direction.
We have to consider z = (z1, . . . , zN ) and z = ζ = (ζ1, . . . , ζN ) as independent variables taking in consideration the complexification of
(2.12). Moreover, we need to more generally assume that x ∈ C. By a translation, we can consider x near 0 ∈ C. By (2.2), we rewrite (2.17)
more generally as follows
(3.1) R (z, x+ iImϕ (z, ζ) , A (x, z, ζ)) = −
1
2
B (x, z, ζ) ,
where there are used the following notations
(3.2) A (x, z, ζ) = f (ζ, x− iImϕ (z, ζ)) , B (x, z, ζ) = −
1
2
g (ζ, x− iImϕ (z, ζ)) , R (z,w,λ) = Q (f(z,w), λ)−
1
2
g(z,w).
Following Mir[22],[23], there is considered also the following notation
(3.3) T ((λ, µ) , x, z, ζ) = R (z, x+ iImϕ (z, ζ) , λ) − µ, λ ∈ CN , µ ∈ C.
In order to apply the Approximation Theorem of Artin[1], we have to reconsider the situation introducing more variables as follows. We
assume that x = x1− x2, zN = z
1
N
− z2
N
, where x1, x2, z1N , z
2
N
∈ C. Defining also z′ = (z1, . . . , zN−1) and ζ
′ = (ζ1, . . . , ζN−1), we consider the
ring of the formal power series in x1, x2, z′, z1N , z
2
N
, ζ denoted by C
[[
x1, x2, z
′, z1
N
, z2
N
, ζ
]]
throughout the following proof.
Proof. We conclude by (2.30) and (2.31) that
(3.4)
∂k+n
∂kzN∂x
n
1
[
T
(
(λ, µ) , x1 − x2, z
′, z1N − z
2
N , ζ
)]
|x1=x2, z1N=z
2
N
is convergent, for all n, k ∈ N⋆.
It is natural to consider the following analytic system
(3.5)
∂k+n
∂kx1k∂z
1
N
n
[
T
(
(C,D)
(
x1, z
′, z1N , ζ
)
z′, z1N − z
2
N , x1 − x2, ζ
)]
|x1=x2, z1N=z
2
N
≡ 0, for all n, k ∈ N.
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Then the Approximation Theorem of Artin[1] gives that (3.5) admits an convergent solution (C,D)
(
x1, z
′, z1
N
, ζ
)
agreeing in its Taylor
expansion up to a certain order to (A,B)
(
x1, z
′, z1
N
, ζ
)
defined as in (3.2). It follows that
(3.6) T
(
(C,D)
(
x1, z
′, z1N , ζ
)
, x1 − x2, z
′, z1N − z
2
N , ζ
)
≡ 0 in C
[[
x1, x2, z
′, z1
N
, z2
N
, ζ
]]
.
Taking x2 = 0 and z2N = 0 in (3.6), we obtain by (3.3) and (3.2) that
(3.7) R (z, x+ iImϕ (z, ζ) , D (x, z, ζ)) = C (x, z, ζ) in C [[x, z, ζ]].
Following Mir[22], we define a parametrization of (3.7) as follows. By (2.12), we conclude the existence of the following varieties
(3.8) Qz =
{
z ∈ CN ; ζN = Θ
(
x, z, ζ′
)}
,
where Θ is convergent near 0 ∈ C2N−1. Since N > 1, it follows by Lemma 2.1 that the hypersurfaces (2.7) are actually of finite type fixing x
near 0 in C. Thus, considering the following mapping
(3.9) V
(
x, z, ζ′
)
= D
(
x, z, ζ′,Θ
(
x, z, ζ′
))
,
we obtain following Mir[22] an application of maximum generic rank parameterizing (3.7) defined as follows:
(3.10) C× CN × CN−1 ∋
(
x, z, ζ′
)
7−→
(
x, ζ′,Θ
(
x, z, ζ′
)
, V
(
x, z, ζ′
))
.
The remaining details are left to the reader as exercise. Recalling Proposition 6.2 from Mir[22], it follows that R is convergent. Letting ζ = 0
in R, it follows by (3.7) that f and g are convergent. The proof is concluded. 
Finally, we mention that recent generalizations of the Theorem of Moser[25] have been obtained by Huang-Yin[16] when (1.3) is formally
equivalent to the mixed terms quadratic model in (1.4), and by the author[5] in a more general situation. In C2, Gong[12] proved another
analogue of Moser’s Theorem[25] when the Bishop invariant[4] is not vanishing. In all these cases, our approach does not apply because it does
not exist enough analytic equations in order to obtain sufficient partial convergence observations. Thus the existence of the terms of degree 3
in (1.4) may be seen as a non-degeneracy condition. Because these terms of degree 3 may be eventually chosen differently in (1.4), there are
many other convenient polynomial models which may be used in order to generalize the Theorem of Moser[25].
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