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Resumen: La deteccio´n de menciones es el primer mo´dulo utilizado en los sistemas
de resolucio´n de la correferencia. Debido a que los errores se van acarreando de un
mo´dulo a otro, es importante que los resultados obtenidos por este mo´dulo sean
los mejores posibles. Dentro del campo de la deteccio´n de menciones, las menciones
anidadas son las ma´s dif´ıciles de detectar. En este art´ıculo presentamos un sistema de
deteccio´n de menciones anidadas basado en expansio´n, un nuevo modelo de deteccio´n
de elementos de Procesamiento de Lenguaje Natural anidados basado en aprendizaje
automa´tico. Los resultados obtenidos por nuestro sistema son superiores al 72%
de medida-F en el corpus AnCora. No podemos comparar directamente nuestros
resultados con otros sistemas debido a que no existen como tales, pero si comparamos
la medida-F media obtenida por otros sistemas en la deteccio´n de todo tipo de
menciones (no solo menciones anidadas), y que nosotros estamos tratando con las
menciones ma´s dif´ıciles, conseguimos resultados favorables.
Palabras clave: Deteccio´n, menciones, resolucio´n de correferencia
Abstract: Mention detection is the first module used in coreference resolution sys-
tems. Due to that, it is important that the results obtained by this module are as
high as possible. Within the field of mention detection, nested mentions are the
most difficult ones to detect. In this paper, we present a nested mention detection
system based on expansion, a new model for detecting nested elements in NLP ba-
sed on machine learning. The results obtained by our system are above the 72% in
F-measure in AnCora corpus. We can not compare directly our results with other
systems, since there are not exist, but if we consider that the average F-measure
obtained by other systems for all mention (not only nested mentions), and that we
are dealing with the most difficult mentions, we achieve good results.
Keywords: Detection, mentions, coreference resolution
1. Introduction
La resolucio´n de la correferencia es un
campo en el que se ha trabajo mucho u´lti-
mamente dentro de la comunidad del Pro-
cesamiento del Lenguaje Natural (PLN). La
mayor parte de a´reas del PLN utilizan en
alguna de sus fases informacio´n de la corre-
ferencia. Ejemplos de ello se encuentran en:
Recuperacio´n de la Informacio´n (Gonza´lez y
Rodr´ıguez, 2000), Extraccio´n de la Informa-
cio´n (Cardie, 1997), Generacio´n de Resu´me-
nes (Steinberger et al., 2007), Bu´squeda de
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Respuestas (Morton, 1999), o´ incluso Extrac-
cio´n de Opiniones (Jakob y Gurevych, 2010).
El primer mo´dulo utilizado dentro de
cualquier sistema de resolucio´n de la co-
rreferencia es el de deteccio´n de mencio-
nes/mentions/markables (debido a que el uso
de mention es el ma´s utilizado u´ltimamen-
te en ingle´s, a lo largo del art´ıculo se utili-
zara´ la traduccio´n de este te´rmino, es decir,
mencio´n). Una mencio´n es un elemento que
puede ser considerado como ana´fora o como
antecedente. A tal efecto, una mencio´n puede
ser: descripciones definidas, nombres demos-
trativos, nombres propios, aposiciones, pro-
nombres, etc. La mayor parte de sistemas de
resolucio´n de la correferencia utilizan siste-
mas basados en reglas para la deteccio´n de
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menciones (Lappin y Leas (1994), Soon et al.
(2001), o´ Stoyanov et al. (2010)); o simple-
mente se basan en la extraccio´n de menciones
correctas dentro de un corpus. De hecho, has-
ta do´nde conocemos, no existe ningu´n mo´du-
lo o´ sistema de deteccio´n de menciones basa-
do en aprendizaje automa´tico.
Debido a que la deteccio´n de menciones
es el primer mo´dulo utilizado en la resolu-
cio´n de la correferencia, es importante que
los resultados obtenidos por dicho mo´dulo
sean lo ma´s altos posibles. De hecho, Uryupi-
na (2008) muestra en su art´ıculo co´mo hasta
un 35% de errores de cobertura y un 20%
de errores de precisio´n son debidos a erro-
res producidos en el mo´dulo de deteccio´n de
menciones. Si profundizamos un poco ma´s en
el tema y tenemos en cuenta los resultados de
los mo´dulos de deteccio´n de menciones para
el espan˜ol obtenidos en Recasens et al. (2010)
(la media de medida-F es del 72%), vemos
que existe una clara necesidad de ahondar en
la deteccio´n de menciones y mejorar los sis-
temas existentes.
Dentro del campo de la deteccio´n de men-
ciones, las menciones anidadas son las ma´s
dif´ıciles de detectar. Recientemente, proble-
mas asociados con la deteccio´n de elementos
anidados han sido estudiados (Byrne (2007)
o´ Finkel y Manning (2009) en reconocimiento
de entidades nombradas).
En el estado de la cuestio´n de la detec-
cio´n de elementos de PLN, el modelo IOB es
el ma´s utilizado (mirar Abney (1996), Hacio-
glu et al. (2005), y Pradhan et al. (2008)).
Sin embargo, creemos que este modelo posee
ciertas deficiencias a la hora de detectar ele-
mentos anidados.
Por todas estas razones, en este art´ıculo
hemos propuesto un modelo alternativo para
la deteccio´n de elementos anidados.
En la seccio´n 2, describimos nuestro mo-
delo. En la seccio´n 3, las caracter´ısticas uti-
lizadas en el sistema de deteccio´n de men-
ciones para espan˜ol son descritas. La seccio´n
4 muestra los resultados experimentales de
nuestro sistema. Las conclusiones y trabajo
futuro son mostradas en la u´ltima seccio´n.
2. Deteccio´n de menciones
basada en expansio´n
Para la deteccio´n de menciones, propone-
mos un modelo alternativo basado en 2 fases:
1. Fase 1 - deteccio´n de elementos
no anidados: deteccio´n de elementos
no anidados utilizando el modelo cla´si-
co IOB; y
2. Fase 2 - deteccio´n de elementos
anidados: recursivamente expandimos
las menciones anteriormente anotadas
hasta que no se detecta ninguna otra
mencio´n.
Consideramos que la deteccio´n de menciones
no anidadas (fase 1) ya ha sido suficientemen-
te explorada dentro del PLN (tal y como se
ha indicado en la seccio´n anterior). Debido a
ello, este art´ıculo se centra u´nicamente en la
deteccio´n de menciones anidadas (fase 2).
2.1. Aprendizaje
El modelo propuesto para detectar men-
ciones anidadas se basa en expansio´n, es de-
cir, se basa en tomar los elementos ante-
riormente anotados y expandirlos (expandir
sus l´ımites) hasta crear un nuevo elemento.
Para conseguir tal finalidad, representamos
las anotaciones correctas de menciones de un
corpus en forma de a´rbol (como si del resulta-
do de un ana´lisis sinta´ctico se tratase). Cada
uno de los niveles de este a´rbol estara´ com-
puesto de tokens y de menciones anotadas en
la fase 1 o en iteraciones anteriores (las cuales
llamamos grupos).
Dado el esquema de representacio´n espe-
cificado, el algoritmo de aprendizaje se ba-
sa en tomar cada uno de los niveles del
a´rbol. Al inicio del procesamiento de ca-
da nivel, clasificamos las menciones ano-
tadas en el nivel anterior segu´n la si-
guiente ontolog´ıa de tipos de menciones1:
Verbal (G VERBAL), Fecha (G DATE),
Nu´mero (G NUMBER), Determinante Pose-
sivo (G DET POSS), Determinante demos-
trativo (G DET DEM), Pronombre Relati-
vo (G PRONOUN REL), Pronombre Posesi-
vo (G PRONOUN POSS), Pronombre Per-
sonal (G PRONOUN PERS), Descripcio´n
Definida (G DEF), Descripcio´n Indefinida
(G INDEF), Nombre Propio (G PROPER) y
Nombre Comu´n (G COMMON).
Posteriormente, tomamos cada una de las
nuevas menciones (para mayor comprensio´n
trataremos a esta mencio´n a lo largo de la sec-
cio´n como MENT) de los que vamos a apren-
der. Para una nueva mencio´n, seleccionamos
1Esta clasificacio´n ha sido obtenida estudiando va-
rios corpora, y la representacio´n y forma de expansio´n
de cada uno de los diferentes tipos de menciones.
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cada uno de los grupos que contiene y los tra-
tamos de manera individual para la expan-
sio´n (para mayor comprensio´n trataremos a
este grupo como GRPBASE). Tomando co-
mo l´ımite de aprendizaje aquellos elementos
(los cuales pueden ser tokens o grupos) que
conforman la nueva mencio´n y una ventana
de 4 elementos tanto por la izquierda como
por la derecha, dividimos el aprendizaje en:
aprendizaje de elementos por la izquierda y
aprendizaje de elementos por la derecha. Pa-
ra cada elemento, asignaremos una etiqueta
IOB (Inside - Dentro, Outside - Fuera y Begin
- Inicio) a los elementos adyacentes al grupo
seleccionado como base (GRPBASE). Cuando
un elemento se encuentra entre GRPBASE y
el l´ımite de la nueva mencio´n (MENT), asig-
namos una etiqueta I a dicho elemento. Cuan-
do un elemento coincide con el l´ımite de la
nueva mencio´n (MENT), asignamos una eti-
queta B a dicho elemento. Finalmente, cuan-
do un elemento esta´ fuera de los l´ımites de
la nueva mencio´n (MENT), asignamos una
etiqueta O a dicho elemento.
Acorde con este modelo, una instancia
de aprendizaje se representa como el par
[GRPBASE , elemento adyacente]. Esta repre-
sentacio´n permite utilizar caracter´ısticas de
aprendizaje automa´tico ma´s sofisticadas que
el modelo cla´sico IOB, ya que en dicho mode-
lo so´lo tendr´ıamos un elemento (el elemento
en s´ı) sobre el que aplicar caracter´ısticas.
Para decrementar el nu´mero de instancias
de aprendizaje de elementos etiquetados con
O, so´lo aquellos elementos que se encuentren
dentro de una ventana determinada, son en-
trenados (no todos los elementos encontrados
dentro de una misma oracio´n que se encuen-
tren fuera de la nueva mencio´n).
Finalmente, cuando todo el a´rbol ha sido
procesado y entrenado el sistema de aprendi-
zaje automa´tico, las menciones encontradas
en el u´ltimo nivel son clasificadas (de igual
modo que si se tratasen de elementos den-
tro del a´rbol). Para estas menciones, se rea-
lizara´ el proceso de aprendizaje, pero etique-
tando los elementos adyacentes con valor de
O (indicando, as´ı, que esos elementos no po-
seen a otra mencio´n que los contenga).
Para entender mejor el proceso de apren-
dizaje, vamos a realizar los pasos explicados
anteriormente en el siguiente ejemplo de ora-
cio´n:
[1 El doble [2 que 2] se enfren-
tara´ a [3 la pareja Sandon Stolle-
Mark Woodforce 3] 1] estara´ for-
mado por [4 [5 Guga 5] y [6 Jai-
me Oncins 6] 4] .
La figura 1 muestra el proceso de apren-
dizaje seguido para este ejemplo (se toma en
cuenta un taman˜o de ventana de 4 elemen-
tos). Inicialmente, en la fase 1, se detectar´ıan
los elementos no anidados de la oracio´n
(“la pareja Sandon Stolle-Mark Woodforce”,
“Guga” y “Jaime Oncins”). Los tokens
contenidos en las menciones no anidadas
son agrupados y clasificados, obteniendo
la oracio´n mostrada en la figura. Una vez
detectadas las menciones no anidadas, pro-
cedemos con el proceso del primer nivel del
a´rbol (menciones 1 y 4). Para la mencio´n
1, tomamos los grupos que lo componen,
es decir G REL y G PROPER1, y apren-
demos la expansio´n de cada uno de ellos.
La expansio´n para G REL se muestra en
la primera oracio´n de ejemplo de la figura.
Como instancias de aprendizaje del lado
izquierdo, tendremos los pares [G REL,
El]=B y [G REL, doble]=I; mientras que
las instancias del lado derecho ser´ıan:
[G REL, se]=I, [G REL, enfrentara´]=I,
[G REL, a]=I, [G REL, G PROPER1]=B,
[G REL, sera´]=O, [G REL, el]=O, [G REL,
formado]=O y [G REL, por]=O. Para el
resto de grupos del mismo nivel se realizar´ıa
el mismo proceso. Una vez completado
el primer nivel, se agrupan los elementos
detectados en el nivel anterior, obteniendo el
resultado mostrado en la figura. Como ya no
existen nuevas menciones sobre estos grupos
(hemos alcanzado el nivel ma´ximo del a´rbol
de menciones), se etiquetan los elementos
adyacentes como O y se realiza el mismo
aprendizaje.
Figura 1: Proceso de aprendizaje de las men-
ciones anidadas.
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2.2. Anotacio´n
Inicialmente, al igual que en la fase de
aprendizaje, tomamos una oracio´n y la ano-
tamos con las menciones no anidadas (fase
1). Estas menciones son agrupadas y clasi-
ficadas. Posteriormente seleccionamos aque´l
grupo que se encuentra ma´s bajo en el a´rbol
sinta´ctico de la oracio´n como grupo base so-
bre el que expandir. Una vez seleccionado,
tomamos los elementos aydacentes y los cla-
sificamos con el modelo aprendido en la fase
de entrenamiento. Para cada lado del grupo,
tomamos el u´ltimo elemento anotado con la
etiqueta I o´ con la etiqueta B como elemento
que representa el final de la expansio´n para
cada lado. Es posible que el elemento ma´s ad-
yacente al grupo haya sido etiquetado como
O. En caso de que tal etiquetacio´n se de en
ambos lados, se tomara´ como que no existe
una nueva mencio´n de la expansio´n del ante-
rior. Si esta etiquetacio´n so´lo sucede en uno
de los lados, para ese otro lado se tomara´ co-
mo l´ımite el propio grupo base, obteniendo
una nueva mencio´n. Este proceso se ejecu-
tara´ de manera recursiva hasta que todos los
grupos existentes en una iteracio´n dada sean
no expansibles.
3. Caracter´ısticas de aprendizaje
automa´tico
Debido a que las instancias de aprendiza-
je automa´tico son representadas como el par
[GRPBASE , elemento adyacente], las carac-
ter´ısticas de las instancias pueden estar rela-
cionadas con el grupo base, con el elemento
adyacente o con ambos.
Las siguientes caracter´ısticas son las que
se han utilizado en el sistema de espan˜ol. Sin
embargo, las mismas pueden ser extrapoladas
a otros idiomas.
Caracter´ısticas asociadas a los elementos
adyacentes
• Patrones le´xicos: informacio´n de
mayu´sculas/minu´sculas y de tipo
(nume´rico, alfanume´rico, letras u
otro).
• Etiquetas morfolo´gicas
• Etiquetas de lista: el elemento ac-
tual pertenece o no a una lista de
palabras (las listas disponibles son:
geogra´fica, personas, corporaciones
y temporal).
• Informacio´n del nu´cleo
sinta´ctico: Informacio´n morfolo´gi-
ca y morfosinta´ctica del nu´cleo
sinta´ctico del actual elemento.
• Informacio´n del cabeza del
nu´cleo sinta´ctico: Informacio´n
morfolo´gica y morfosinta´ctica del
nu´cleo sinta´ctico del nu´cleo sinta´cti-
co del actual elemento.
• Compatibilidad de WordNet:
en caso de que el elemento actual
sea un nombre comu´n, compatibili-
dad entre dicho elemento y nu´cleo
sinta´ctico del mismo (siempre que
el nu´cleo sinta´ctico tambie´n sea un
nombre comu´n).
• WordNet: en caso de que el ele-
mento actual sea un nombre comu´n,
nombre de la clase de WordNet pa-
ra dicho elemento. El nombre de la
clase corresponde al nivel ma´s alto
de la jerarqu´ıa de WordNet.
• Tokens: si el elemento actual es un
s´ımbolo, su etiqueta de s´ımbolo; si
el elemento actual es un adverbio o
preposicio´n, la palabra que confor-
ma al token.
Caracter´ısticas asociadas al grupo base
o a los elementos adyacentes
• Posicio´n: el elemento se encuentra
al principio o al final de la oracio´n;
el elemento se encuentra al inicio,
dentro o al final de unos pare´ntesis
o corchetes.
• Informacio´n del grupo: si el ele-
mento es un grupo o es un token;
etiqueta de la ontolog´ıa que descri-
be el tipo de mencio´n.
• Informacio´n morfosinta´ctica: en
caso de que el elemento sea un gru-
po, indica si el grupo contiene a un
nombre dentro del a´rbol sinta´ctico;
informacio´n morfosinta´ctica del ele-
mento.
Caracter´ısticas asociadas tanto al grupo
base como a los elementos adyacentes
• Es nu´cleo sinta´ctico: indica si
el elemento adyacente actual es el
nu´cleo sinta´ctico del grupo base o
viceversa.
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• Caracter´ısticas en l´ınea: resulta-
dos anotados en los resultados ante-
riores.
• Posicio´n: distancia entre el elemen-
to adyacente actual y el grupo base.
• Informacio´n morfosinta´ctica: el
elemento adyacente actual esta´ den-
tro de la informacio´n morfosinta´cti-
ca del grupo base.
Para representar las caracter´ısticas ante-
riores, se utilizan trigramas. A modo de ejem-
plo, la caracter´ıstica del nu´cleo sinta´tico se
aplicara´ para el token actual con una venta-
na de tres elementos, es decir, que entrar´ıan




El u´nico corpus existente que tiene ano-
tadas las menciones en espan˜ol es el corpus
AnCora. El corpus AnCora para espan˜ol (Re-
casens y Mart´ı, 2010) esta´ extra´ıdo de pe-
rio´dicos y agencias de noticias y consiste en
500k tokens. Adema´s, se ha anotado manual-
mente: argumentos y roles tema´ticos, clases
sema´nticas, entidades nombradas, sentidos de
WordNet y relaciones de correferencia.
Debido a que nuestra intencio´n es evaluar
nuestro sistema de datos obtenidos de mane-
ra automa´tica, utilizamos el corpus ofrecido
en la tarea de correferencia del SemEval-2010
(Recasens et al., 2010), el cua´l esta´ basado en
el corpus AnCora, anotando de manera au-
toma´tica: la informacio´n morfolo´gica y mor-
fosinta´ctica mediante la herramienta Free-
Ling2; y la informacio´n de roles sema´nticos
y de dependencias mediante la herramienta
JoinParser3. Debido a que las entidades nom-
bradas no esta´n anotadas automa´ticamente
en este corpus, hemos decidido no utilizar
caracter´ısticas relacionadas con las entidades
nombradas en nuestro sistema. Estad´ısticas
relacionadas con las menciones para este cor-
pus se muestran en la tabla 1.
4.2. Resultados
Para evaluar nuestro sistema, hemos uti-
lizado el clasificador J48 para el sistema de
aprendizaje automa´tico. Debido a que so-
lo queremos evaluar el sistema de deteccio´n
2http://www.lsi.upc.es/nlp/freeling
3http://www.lsi.upc.edu/xlluis/?x=cat:5
Ment. Anid. No anid.
Ent. 78.779 25.521 (32%) 53.258 (68%)
Des. 12.232 3.962 (32%) 8.270 (68%)
Test 14.133 4.469 (31%) 9.664 (69%)
Cuadro 1: Estad´ısticas sobre las menciones
en el corpus AnCora. Nota: las abreviaturas
ent. y des. son el corpus de entrenamiento y
el de desarollo del corpus AnCora.
de menciones anidadas, hemos utilizado las
menciones no anidadas correctas existentes
en el corpus para los resultados de la fase 1.
A partir de estas menciones, se ha ejecutado
el sistema para la obtencio´n de las menciones
anidadas.
Para entrenar nuestro sistema, los corpus
de entrenamiento y de desarrollo han sido uti-
lizados; mientras que el corpus de test es el
utilizado para evaluar el sistema.
En la tabla 2 se muestran los resultados
obtenidos por nuestro sistema. Estos resulta-
dos son extra´ıdos de la herramienta de sco-
rer proporcionada por la tarea de correferen-
cia del SemEval-2010. Cabe destacar de esta
herramienta que, en caso de no coincidencia
exacta entre el corpus correcto y la anota-
cio´n realizada, se tendra´ en cuenta que di-
cha anotacio´n sera´ correcta un 50% siempre
y cuando en la anotacio´n se incluya el nu´cleo
sinta´ctico del corpus correcto. Hemos separa-
do los resultados de deteccio´n globales (Ove-
rall) de aquellos en los que concuerdan los
l´ımites exactamente (Exact matching). Esta
divisio´n se ha realizado debido a que muchas
de las diferencias entre el corpus correcto y
las anotaciones realizadas por nuestro siste-
ma se deb´ıan a un solo determinante o signo
de puntuacio´n que estaba anotado en el cor-
pus correcto y que no anotaba nuestra he-
rramienta. Creemos que esta diferencia no es
significativa para un sistema posterior de re-
solucio´n de la correferencia, con lo que es ne-
cesario mostrar ambos resultados.
Nos es imposible comparar estos resulta-
dos con otros obtenidos por diferentes mode-
los por dos distintas razones: 1) no existen
resultados para sistemas que utilizan mode-
los de aprendizaje automa´tico para la detec-
cio´n de menciones; y 2) ninguno de los sis-
temas existentes separa los resultados obte-
nidos entre menciones anidadas y no anida-
das.No obstante, consideramos que los resul-
tados obtenidos por nuestro sistema son in-










Cuadro 2: Resultados obtenidos en la detec-
cio´n de menciones anidadas.
directamente comparables a los obtenidos en
Recasens et al. (2010). Esto se debe a que
tanto en el caso de Recasens et al. (2010) co-
mo en el nuestro, utilizamos el mismo corpus
y el mismo sistema de evaluacio´n. Si tene-
mos en cuenta que la media de la medida-F
de estos sistemas es del 71% para todos los
tipos de menciones (tanto las anidadas co-
mo las no anidadas) y que nosotros obtene-
mos un 72% en las menciones ma´s dif´ıciles de
detectar (las menciones anidadas), podemos
concluir que nuestros resultados son acordes
al estado de la cuestio´n. Adema´s, estos siste-
mas son basados en reglas y espec´ıficos del es-
pan˜ol, mientras que los nuestros pueden ser,
mediante una fa´cil adaptacio´n, extrapolados
a otros idiomas.
Despue´s de analizar los errores obtenidos
por nuestro sistema, nos hemos dado cuenta
de la complejidad presentada por el corpus
utilizado. En este corpus, no se han anotado:
predicados, aposiciones, improperios, sintag-
mas nominales atributivos y modismos. De-
bido a que detectar algunos de los citados
elementos requiere de conocimiento del mun-
do, es muy dif´ıcil diferenciar estos casos de
los que s´ı deben ser anotados; sobre todo, de-
bido a la ambigu¨edad existente en algunos de
los mismos.
Las debilidades que se han hallado despue´s
de comprobar los resultados son, ba´sicamen-
te: 1) la independencia entre los lados izquier-
do y derecho genera, algunas veces, anotacio-
nes espurias debido a que, en determinados
casos, si no se anotan ambos lados, no de-
bera´ anotarse ninguno (ejemplo de ello se en-
cuentra en el pronombre relativo “que”); y
2) los errores en niveles tempranos se aca-
rrean hasta los niveles superiores.
Debido a todos los problemas encontrados,
una solucio´n plausible podr´ıa ser la de utili-
zar un mo´dulo de deteccio´n de la anaforicidad
(mirar Ng (2004) para mayor informacio´n) y
as´ı descartar aquellas menciones que seguro
que no son anafo´ricas; reduciendo el nu´mero
de resultados espurios obtenidos por el siste-
ma.
5. Conclusiones
Hemos presentado un nuevo modelo ba-
sado en aprendizaje automa´tico y expansio´n
para la deteccio´n de menciones anidadas, des-
cribiendo el sistema con detalle en todas las
fases de deteccio´n. Nuestros resultados no
pueden compararse directamente a otros sis-
temas de deteccio´n de menciones, pero con-
sideramos que, ya que estamos tratando con
las menciones ma´s dif´ıciles de detectar (las
menciones anidadas), hemos conseguido re-
sultados favorables.
Actualmente, estamos desarrollando un
modelo basado en IOB para poder realizar
comparaciones entre ambos sistemas. Como
trabajo futuro, queremos probar este modelo
para otros idiomas distintos del espan˜ol, me-
jorando las caracter´ısticas utilizadas y anali-
zando que´ caracter´ısticas son comunes a to-
dos los idiomas y cua´les no. Adema´s quere-
mos expandir este modelo a otras tareas de
PLN para la deteccio´n de elementos anida-
dos, tales como la deteccio´n de entidades
nombradas.
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