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We consider chiral electrons moving along the 1D helical edge of a 2D topological insulator and
interacting with a disordered chain of Kondo impurities. Assuming the electron-spin couplings of
random anisotropies, we map this system to the problem of the pinning of the charge density wave by
the disordered potential. This mapping proves that arbitrary weak anisotropic disorder in coupling
of chiral electrons with spin impurities leads to the Anderson localization of the edge states.
PACS numbers: 71.55.-i, 72.25.Hg, 73.43.-f, 75.30.Hx
Introduction. – Recent interest to the topological insu-
lators (TI) is inspired by remarkable properties of their
boundaries [1–4]. While the charged excitations in the
bulk of TI are gapped as they are in conventional band
insulators, the boundary can host gapless excitations. In
the presence of a potential disorder there appear bulk
electronic states in the gap. However such states are lo-
calized and thus cannot support any DC current. At
the same time the boundary states of TI remain ex-
tended making the system conductive. The prediction
is most dramatic for the one-dimensional (1D) edge of
a two-dimensional (2D) TI where right and left moving
electrons carry opposite spins: the conductance remains
perfect (e2/h) because the potential disorder cannot flip
spins of the edge electrons and thus cannot back-scatter
them. As a result the usual 1D Anderson localization
does not occur. On the other hand, surface imperfec-
tions in real crystals are by no means limited by the po-
tential disorder. Since the existing experiments [2, 4] do
not show perfect conductance even for short TI edges,
it is important to understand the possible sources of the
backscattering.
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FIG. 1. Chiral electrons at the helical edge of a 2D TI inter-
acting with localized spins. Solid arrows show the original im-
purity spins while the dashed arrows illustrate the tendency to
ferromagnetic in-plane ordering of the impurity spins modified
by the local rotations (8). In combination with this ordering,
the random magnetic anisotropy leads to the backscattering
of the edge electrons and thus to the destruction of the chi-
rality due to the Anderson localization.
The scattering of the edge electrons by localized spins
as shown in Fig. 1 seems to be the most dangerous. Such
magnetic impurities appear, e.g. due to the Hubbard-like
repulsion, which prevents double occupation of the local-
ized electronic states. Indeed, the elementary process of
spin exchange between the edge electron and impurities
(e−s coupling) is accompanied by the electron backscat-
tering. In other words, the exchange field of the static
magnetic impurities violates the time reversal symme-
try and the edge states loose the chirality. However this
symmetry can be restored by dynamics of the localized
spins as happens e.g. in Kondo effect [5]. Moreover, it
was shown [6] that the conductance should remain per-
fect even at the level of Boltzmann equation as long as a
component of the total spin of electrons and impurities
Stotz is conserved, i.e., the system is invariant under rota-
tion of all spins around z-axis. On the other hand, there
is no reason for the e−s coupling to be isotropic in disor-
dered systems with strong spin-orbit interaction. Some
processes that violate Stotz - conservation were recently
discussed [7–9] and their effect was argued to vanish at
T → 0 [7] or at weak enough interaction [8, 9].
Here we study the effect of random anisotropy of the
electron coupling with spin impurities, which breaks the
conservation of Stotz . We show that in fact this coupling
leads to backscattering which survives even at T → 0
limit. Thus an arbitrary weak anisotropy of the electron-
spin coupling leads to Anderson localization of edge
states in long enough samples. In spite of the fact that
in real systems the spin-impurities can be distributed all
over the 2D bulk, we describe them by an effective 1D
model. This model is motivated by the exponential de-
cay of the exchange interaction with the distance. Taking
into account the remote spin impurities can only change
initial parameters of the effective model without affecting
qualitative conclusions.
Model and results.– The helical edge is described by
the Hamiltonian
Hˆ = −iv
∫
dxψ†τˆz∂xψ +
∑
k
JkαβSˆ
k
α
[
ψ†τˆβψ
]
xk
, (1a)
where v is the Fermi velocity and ψ†,ψ are two com-
ponent fermionic fields ψT = (ψR,↑, ψL,↓). Chirality of
the edge is reflected in the fact that the direction of
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2the electron motion (L,R) is glued to their spin direc-
tion (↑, ↓). Matrices τˆx,y,z are the Pauli matrices acting
in two-dimensional spin space, and summation over re-
peated indices α, β = x, y, z is always implied. Spin 1/2
operators Sˆkx,y,z describe localized spins interacting with
electrons at random points xk, xk+1 > xk, located at
the typical distance a = 〈〈xk+1 − xk〉〉 from each other.
Hereinafter 〈〈. . . 〉〉 stands for the disorder average.
The disorder in the problem is encoded into coupling
Jkαβ constants. We parameterize them as
Jˆk = JOˆk
1 + k cosφk k sinφk jkxk sinφk 1− k cosφk jky
0 0 jkz
 (1b)
where Oˆk are orthogonal 3 × 3 matrices [12]. Constant
J  v characterizes the typical strength of the interac-
tion of chiral electrons with localized spins. The fluctua-
tions of this overall scale do not lead to any new physics
and we will neglect them from the very beginning. Non-
vanishing k are of the most importance and we adopt
〈〈klei(φk−φl)〉〉 = dδkl, (1c)
where the parameter d  1 characterizes the disorder
strength.
Our main result is the mapping of the original Hamil-
tonian (1) to the well studied problem [13] of repulsive
electrons in the disordered potential. The latter model is
described by the Matsubara action
S =
∫
dxdτ
(∂τα)
2
/u+ (∂xα)
2
u
2piK
+ < ε(x)e2iα(x,τ).
(2a)
Here α(x, τ) is the real bosonic field related to the elec-
tron density by
ρ = (ψ†ψ)→ −∂xα
2pi
. (2b)
The complex field ε(x) describes the static disorder
〈〈ε(x)ε∗(x′)〉〉 = u
2
ξ3
Dδ(x− x′). (2c)
Action (2a) is analogous to that of the pinning of the
charge density waves by the point like impurities and the
randomness of the phases of ε(x) describes the random-
ness of the positions of such impurities with respect to
the charge density wave period.
Luttinger parameter K, sound velocity u, minimal
length of the validity of the effective description (2a),
ξ, and the dimensionless disorder strength D are related
to the parameters of the original model (1)
K =
4u
v
; u =
J
2pi
(
ln
EB
∆
)1/2
; ξ =
2av
J
; D = dv
J
ln
EB
∆
,
(2d)
where EB is the width of the band of the chiral fermions,
and ∆ = J/2a has the meaning of an averaged single par-
ticle gap. The description is valid provided that the orig-
inal coupling of the electrons with spins is weak enough
J  v, i.e. K  1 and ξ  a (also the relative values of
the couplings jkz are assumed to be moderate).
Mapping (2) enables us to make several important con-
clusions about the low temperature transport. Indeed,
without the anisotropy disorder, d = 0, the current-
current correlator found from Eqs. (2a)–(2b) retains the
ballistic pole structure
〈jj〉Ω,q = e
2Ω2〈ρρ〉Ω,q
q2
=
e2v
pi
(K/4)2Ω2
Ω2 + u2q2
(3)
indicating the absence of the Anderson localization.
Correlation function (3) gives the Kubo conductivity
σ(ω) = 〈jj〉Ω→−iω+0,q=0/(−iω) ∝ 1/ω. The conduc-
tance of the infinite system [14] G =
∫
dq
2pi~|Ω| 〈jj〉Ω,q =
e2(K/4)/(2pi~). Moreover, in analogy with Refs. [15],
one may expect that the conductance of the finite sys-
tem connected to ideal leads retains its universal value
e2/(2pi~).
Arbitrary weak anisotropy disorder d > 0 changes the
picture drastically. Indeed for the repulsively interacting
electrons, the disorder is always relevant perturbation:
its evolution with the microscopic scale ξ is given by [13]
dD
d ln ξ
= (3− 2K)D. (4)
Combining Eq. (2d) with Eq. (4) we find the estimate
for the localization length of the chiral fermions, D(ξ =
Lloc) ' 1,
Lloc = a
( v
J
) 2−2K
3−2K
(
1
d ln(EB/∆)
) 1
(3−2K)
. (5)
Semiclasical approximation for the spin dynamics is
valid because of the important properties of the effective
spin interaction in the chiral wire which we illustrate now.
In the second order in J , one obtains
Hˆs = − J
2
4piv
∑
k 6=l
Sˆkαw
kl
αβSˆ
l
β
|xk − xl| . (6)
The couplings wklαβ are related to the parameters of
Eq. (1b) as
wklαβ =
[
Oˆk
(
Pˆ + kΦˆk + lΦˆl
)
Oˆl
]
αβ
;
pˆ =
1 0 00 1 0
0 0 0
 ; Φˆk =
cosφk sinφk 0sinφk − cosφk 0
0 0 0
 ; (7)
where only terms linear in disorder  are kept. We notice
that unlike the case of non-chiral systems: (1) coupling
3constants jx,y,z do not enter into spin interaction at all;
(2) most of the disorder can be got rid of by the rotation
SˆkβO
k
βα → Sˆα, (8)
which leaves the commutation relations for the spin oper-
ators intact. It means that for  = 0 the system of rotated
spins is classically ferromagnetically ordered in X − Y
plane (wxx = wyy = 1, wzz = 0), and no frustration is
possible. For the same reason the induced spin-spin inter-
action always favor the collectively ordered state rather
than single impurities surrounded by the Kondo cloud.
Therefore, the low-energy physics of the system is deter-
mined by the collective motion of the rotated spins (8)
which effective description we develop.
We parameterize the spins by the smooth fields α(x, τ)
and −1 < nz(x, τ) < 1
Skα(τ) =
1
2
Oˆk
√1− n2z(xk, τ) cosα(xk, τ)√1− n2z(xk, τ) sinα(xk, τ)
nz(xk, τ)

α
(9)
Then the system (1) has the Matsubara action represen-
tation S = Sel + Ss. The spin part of the system is
nothing but familiar [17] Wess-Zumino action
Ss = −i
∫
dτdx ρs(x)nz(x, τ)∂τα(x, τ). (10a)
where 2ρs(x) =
∑
k δ(x− xk) is the linear density of the
localized spin 2〈〈ρs〉〉 = 1/a.
The action for chiral electrons can be conveniently rep-
resented as S = S0 + S⊥ + S‖. The term
S0 =
∫
dxdτψ¯
[
∂τ − ivτˆz∂x + Jρs
√
1− n2z τˆ(α)
]
ψ;
τˆ(α) = τˆx cosα+ τˆy sinα, (10b)
(ψ¯,ψ being two component Grassmann fields) describes
the motion of the electrons in the field created by smooth
and slowly evolving configurations of the spins. With-
out spin dynamics the electron would be gapped and
no charge transport were possible. The spin dynamics
in fact facilitate the transport (similarly to the moving
charge density wave).
The action S⊥ given by
S⊥ =
∫
dxdτψ¯
[
Jρs
√
1− n2z τˆ(−α+ φ)
]
ψ. (10c)
contains the most relevant disorder. Here (x), φ(x) are
the random static fields such as (xk) = 
k, φ(xx) = φ
k.
The remaining term S‖ describes the forward scatter-
ings by the spin. It has the form
S‖ =
∫
dxdτψ¯hz(x, τ)τˆzψ;
hz = Jρs
[
nzjz(x) +
√
1− n2z(jx(x) cosα+ jy(x) sinα)
]
,
(10d)
where once again jα(x) are the random static fields such
as jα(xk) = j
k
α.
Let us turn to the analysis of the action (10). If there
were no fluctuation of ρs, nz, and α, the system (10b)
would acquire the gap of the width 2∆ = J/a. The fluc-
tuations of ρs, nz are the static and dynamic fluctuations
of the gap, they are massive and can be treated pertur-
batively at low energies. When fermions are gapped, the
direct calculation of the fermionic determinants is more
convenient than bosonization procedure [16]. Unlike the
electrons the phase mode α remains soft and its gradient
must be taken into account. The most convenient way to
proceed is to perform the gauge transformation
ψ = e−iατˆz/2ψ; ψ¯ = ψ¯eiατˆz/2. (11a)
As the result of such gauge transformation and rec-
ollection of terms with diagonal and off-diagonal Pauli
matrices the action S0 becomes independent of α
S0 =
∫
dxdτψ¯
[
∂τ − ivτˆz∂x + Jρs
√
1− n2z τˆx
]
ψ;
(11b)
term S⊥ remains α dependent
S⊥ =
∫
dxdτψ¯
[
Jρs
√
1− n2z τˆ(−2α+ φ)
]
ψ, (11c)
and Eq. (10d) modifies as
S‖ = −1
2
∫
dxdτψ¯ [v∂xα+ iτˆz(∂τα+ 2ihz)]ψ, (11d)
The spin part of the action (10a) acquires the addi-
tional (anomalous) part ' (∂xα)2
Ss =
∫
dτdx
[
−iρsnz∂τα+ v(∂xα)
2
8pi
]
. (11e)
The same anomaly is responsible for the appearance of
the ∂xα term in Eq. (2b).
One can consider terms (11c) – (11e) as small correc-
tions to the main term (11b). Let us first assume that
the fields ρs(x) and nz(x, τ) are smooth on the time scale
1/∆ and on the linear scale ξ = v/∆. Under this assump-
tion the fermions can be integrated out and we obtain
S0 → − 1
2piv
∫
dxdτJ2ρ2s
(
1− n2z
)
ln
(
EB
Jρs
√
1− n2z
)
,
(12a)
(as the system is gapped, non-anomalous contributions
vanish from the density operator (2b)). This action is
maximized for nz = 0 and we will consider the small devi-
ations from this extremum value [18]. The r.m.s. of static
fluctuations of the spin density δρs = ρs − (1/2a) on the
scale ξ is suppressed by the the parameter (a/ξ)1/2  1.
It permits to neglect the fluctuation in the density under
4the logarithm and we obtain in the leading logarithmic
approximation
S0 + Ss + S‖ → −
∫
dτdx
J2ρ2s
2piv
ln
(
EB
Jρs
)
+ S¯ + δSZ ;
(12b)
The first term is nothing but sample-to-sample fluctu-
ating ground state energy which can be neglected. The
second term describes the soft mode which propagates
ballistically (at hz = 0)
S¯ =
∫
dτdx
[
2piu2ρ˜2
v
− iρ˜∂τα+ v(∂xα)
2
8pi
]
, (12c)
with velocity u  v defined in Eq. (2d). We introduced
the short hand notation ρ˜(x, τ) ≡ ρs(x)nz(x, τ). Notice,
that the disorder disappeared from Eq. (12c) completely.
Action (12c) is quadratic in ρ˜ and the partition function
is determined solely by the saddle point
ρ˜ =
iv∂τα
4piu2
, (12d)
substitution of this solution into Eq. (12c) and the con-
dition u v yields the first term in Eq. (2a).
Remaining terms are locally small and have to be cal-
culated for fields constrained by Eq. (12d). The contri-
bution δSZ is generated by the term Eq. (11d) in the
second order and it reduces to
δSZ = 1
8piv
∫
dxdτ (∂τα+ 2ihz)
2
=
1
8piv
∫
dxdτ (∂τα+ iJjz ρ˜)
2
− J
2
2piv
∫
dxdτρ2s(jx cosα+ jy sinα)
2,
(12e)
where we omitted the total time derivatives of the peri-
odic functions of α. The term in the second line contains
the small (as J/v) correction to the velocity u. As jz . 1
it has to be neglected (even though this correction is a
random function) as the stiffness disorder is irrelevant for
low energy waves. The last term has the same structure
(terms e±2iα) as the last term in Eq. (2a). However for
〈〈2〉〉 ' 〈〈j2x,y〉〉, the absolute value of this term is much
smaller that the contribution we will consider next.
The main contribution leading to the Anderson local-
ization comes from Eq. (11c). Putting nz = 0 and aver-
aging over fermions using Eq. (11b), we obtain
S⊥ →
∫
dxdτ
2piu2
av
(ρs) cos(2α− φ). (12f)
Introducing complex field
ε(x) =
2piu2ρs(x)(x)
av
e−iφ(x), (12g)
we arrive at Eqs. (2a) and (2c).
To conclude – We analyzed the chiral electrons on an
edge of a two-dimensional topological insulator allowing
for all possible couplings with localized spins. We showed
that the system can be always reduced to the effective
bosonic model (2) which exhibits the Anderson localiza-
tion. In our explicit analysis we did not account for any
interaction between the edge electrons. However, we be-
lieve that our conclusions remain valid for any interaction
of a finite strength. Indeed, as the effective bosonic model
(2) corresponds to the model with Luttinger parameter
K  1 the finite electron-electron interaction can lead to
only perturbative corrections and is unable to destroy the
Anderson localization. Only if the interaction is strongly
attractive (which does not seem to be realistic) can the
localization be lifted and the superconductor-insulator
transition [13] may occur.
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