A k-γ c -edge critical graph is a graph G with the connected domination number γ c (G) = k and
Introduction
Our basic graph theoretic notation and terminology follows that of Bondy and Murty [4] . Thus G denotes a finite graph with vertex set V (G) and edge set E(G). The minimum degree of a graph G is denoted by δ (G). An independent set is a set of pairwise non-adjacent vertices. The independence number α(G) is the maximum cardinality of an independent set. The clique number ω(G) is the maximum cardinality of a vertex subset W for which G[W ] is a complete subgraph. It is easy to see that the independence number α(G) of the complement G is equal to ω(G) of G. For a connected graph G, a cut set is a vertex subset S ⊆ V (G) such that G − S is not connected. The minimum cardinality of a vertex cut set of a graph G is called the connectivity and is denoted by κ(G). If G has S = {a} as a minimum cut set, then G contains a as a cut vertex. A graph G is l-connected if κ(G) ≥ l. When no ambiguity occurs, we abbreviate δ (G), α(G), ω(G) and κ(G) to δ , α, ω and κ, respectively. A hamiltonian path is a path that contains all vertices of a graph. A graph G is hamiltonian connected if any two vertices are joined by a hamiltonian path. It is worth noting that every hamiltonian connected graph is 3-connected. A smallest connected dominating set is call a γ c -set. The cardinality of a γ c -set of G is called the connected domination number of G and is denoted by γ c (G). A total dominating set of a graph G is a subset D of V (G) such that every vertex in G is adjacent to a vertex in D. The minimum cardinality of a total dominating set of G is called the total domination number of G and is denoted by γ t (G).
A graph G is k-γ c -edge critical if γ c (G) = k and γ c (G + uv) < k for each pair of non-adjacent vertices u and v of G. A graph G is k-γ c -vertex critical if γ c (G) = k and γ c (G − v) < k for any vertex v of G. A graph G is a maximal k-γ c -vertex critical if G is both k-γ c -edge critical and k-γ c -vertex critical. It is easy to see that a disconnected graph cannot contain a connected dominating set. Thus if a graph G contains a cut vertex c, then G − c has no connected dominating set. Hence, in the following, we always assume that k-γ c -vertex critical graphs are 2-connected. A k-γ t -edge critical graph is similarly defined.
For related results on the independence number of domination critical graphs, Simmons et al. [10] proved that all 3-γ t -edge critical graphs with the minimum degree δ satisfies α ≤ δ + 2. Ananchuen [1] pointed out that every 3-γ c -edge critical graph is also 3-γ t -edge critical and vice versa. Hence, in the following, every result in 3-γ t -edge critical graphs also represents a result in 3-γ c -edge critical graphs. In particular, all 3-γ c -edge critical graphs satisfy α ≤ δ + 2. In [9] , we prove that α + ω ≤ n when a graph G is 3-γ c -edge critical and we characterized such graphs achieving the upper bounds.
In this paper, we show that when the 3-γ c -edge critical graph G is also 3-γ c -vertex critical, namely when G is maximal 3-γ c -vertex critical, the upper bound for α decreases from δ + 2 to be δ . Further, the upper bounds for α + ω decreases from n to be n − 1. We characterize all extremal graphs when α + ω = n − 1. By a consequence of this result, we have that G satisfies ω ≤ n − 3 and the equality holds if and only if G is C 5 . We also prove that every maximal 3-γ c -vertex critical graph satisfies α ≤ κ. By this result, we can show that if G satisfies κ < δ , then G is hamiltonian connected.
Preliminaries
In this section, we state a number of results that we make use of in establishing our theorems. We begin with a result of Chvátal and Erdös [5] which gives hamiltonian properties of graphs according to the connectivity and the independence number. 
Simmons [10] established the upper bound of the independence number of 3-γ t -edge critical graphs.
Theorem 2.4.
[10] Let G be a 3-γ t -edge critical graph. Then α ≤ δ + 2.
In [8] , we established the result of 3-γ c -edge critical graphs when α = δ + 2. 
In [7] , we slightly improved Lemma 2.6(3) regardless whether or not u and v are adjacent.
On maximal 3-γ c -vertex critical graphs, we established results of maximal 3-γ c -vertex critical graphs in [7] Page 80. Let G be a maximal 3-γ c -vertex critical graph with a vertex cut set S and T 1 , T 2 , ..., T m be the components of G − S.
(2) v does not dominate S.
Lemma 2.10. [7] Let a ∈ V (T i ) for some i ∈ {1, 2, ..., m}. Then G has these following properties.
( 
is a maximal 3-γ c -vertex critical graph.
We also provided G 1 (l) the class of maximal 3-γ c -vertex critical graphs of connectivity l ≥ 2 with a smallest cut set contains no edge. Let v be an isolated vertex, K l be a copy of a complete graph such that V (K l ) = {q 1 , q 2 , ..., q l } and K l be the complement of a complete graph such that V (K l ) = {z 1 , z 2 , ..., z l }. The graphs v, K l and K l are mutually disjoint. A graph G in the class G 1 (l) can be constructed from v, K l and K l by adding edges according the join operations :
It is easy to see that, for 1
We proved that :
Theorem 2.12. [7] Let G be a maximal 3-γ c -vertex critical graph of connectivity l ≥ 2 with a smallest cut set contains no edge. Then G ∈ G 1 (l).
In the following observation, the proof of which comes from characterizations in [7] .
Observation 2.13. [7] Let G be a maximal 3-γ c -vertex critical graph of order n such that κ ≤ 3 or
We conclude this section by giving the upper bound of α + ω of 3-γ c -edge critical graphs together with the characterization of the extremal graphs as detailed in the following construction. This result was proved in [9] .
The class G 2 (n, α)
For α ≥ 3 and n ≥ 2α, let X = {x 1 , ..., x α }, W 0 ,W 1 , ...,W α−1 be mutually disjoint non-empty sets of vertices except W 0 which can be empty. A graph G ∈ G 2 (n, α) is constructed from an isolated vertex z and sets X,W 0 ,W 1 , ...,W α−1 by adding edges according to the join operations :
• adding edges so that the vertices in ∪ α−1 i=0 W i form a complete subgraph. Figure 2 .
Theorem 2.14. [9] Let G be a 3-γ c -edge critical graph. Then α + ω ≤ n and the equality holds if and only if G ∈ G 2 (n, α).
Independence Number
Since every maximal 3-γ c -vertex critical graph is 3-γ c -edge critical, we have by Theorems 2.4 and 2.14 that α ≤ δ + 2 and α + ω ≤ n. In this section, we show that the upper bounds of α and α + ω are slightly decreased when a 3-γ c -edge critical graph is also 3-γ c -vertex critical. Let G be a maximal 3-γ c -vertex critical graph with a vertex x of degree δ . We see that if α = δ + 2, then by Lemma 2.5,
contradicting Lemma 2.6(3). Therefore, every maximal 3-γ c -vertex critical graph satisfies α ≤ δ + 1. In the following, we suppose that α = δ + 1.
Let I be a maximum independent set. By δ ≥ κ and Observation 2.13, it suffices to focus only when δ ≥ 4. Then |I| = α = δ + 1 ≥ 4 + 1 = 5. By Lemma 2.3, the vertices in I can be ordered as x 1 , x 2 , ..., x δ +1 and there exists a path
We first consider the case when x ∈ I. So there exists i
∈ E(G), y = u to dominate x 1 . Thus, to dominate x, we have y ∈ V (P). Similarly, by Lemma 2.2(3), we have y j−1 = y. Therefore y i−1 y j−1 ∈ E(G).
We now consider the case when
Proof. Suppose to the contrary that 3 and this completes the proof.
We now ready to establish the upper bound of the independence number.
Proof. Suppose to the contrary that α = δ + 1. Lemma 3.2 implies that x / ∈ I. In fact, x / ∈ I ∪ V (P).
x is adjacent exactly one of x i or y i for each i ∈ {1, 2, ..., δ }.
is an independent set of size δ + 2, a contradiction, and so j > 1. By Lemma 2.6(3) . This completes the proof.
We see that a graph G in the class G 1 (l) has v as a vertex of minimum degree and N G (v) is a maximum independent set of size δ . Therefore the upper bound of the Theorem 3.3 is sharp.
In view of Theorem 2.14, we naturally come up with the question : what is the upper bounds for α + ω when a graph G is maximal 3-γ c -vertex critical? We will show that the upper bounds of α + ω and α · ω, respectively, are n − 1 and ⌊ n−1 2 ⌋ · ⌈ n−1 2 ⌉ and these bounds are best possible. By Observation 2.13, in the following, we assume that maximal 3-γ c -vertex critical graphs contain at least 9 vertices and δ ≥ 4. Let G be a maximal 3-γ c -vertex critical graph, I a maximum independent set and W a set of vertices which induced a maximum complete subgraph such that |I ∩W | is minimum. Proof. Suppose to the contrary that |W ∩I| = 1. Thus
.., w ω } and I = {a 1 , a 2 , ..., a α }. By Observation 2.13, it suffices to consider the case when δ ≥ 4.We first establish these following claims
Suppose that ω ≤ 2. Since |V (G)| ≥ 9 and |V (G) − (I ∪ W )| = 2, it follows that α ≥ 6. Lemma 2.3 implies that the vertices in I can be ordered as x 1 , x 2 , ..., x α and there exists a path y 1 , y 2 , ..., ∈ E(G), thus establishing Claim 3. By α + ω + 1 ≥ 9 together with Claim 5, we have that α − 1 ≥ 3. Lemma 2.3 thus implies that the vertices in I ′ can be ordered as x 1 , x 2 , ..., x α−1 and there exists a path y 1 , y 2 , ...,
Hence α < ω + 1. Claim 5 then implies that α = ω, thus establishing Claim 6.
Since {y 1 , y 2 , ..., y α−2 } ⊆ W ′ , by Claim 6, |W ′ −{y 1 , y 2 , ..., y α−2 }| = 1. Let {w ω−1 } = W ′ −{y 1 , y 2 , ..., y α−2 }. We note by Lemma 2.3 that
We first consider the case when
We now consider the case when We are now ready to establish the upper bound of α + ω. Proof. Let G be a maximal 3-γ c -vertex critical graph. Theorem 2.14 implies that α + ω ≤ n, moreover if α + ω = n, then G ∈ G 2 (n, α). Let z, X,W 0 ,W 1 ,W 2 , ...,W α−1 be defined by the same as the class
and this establishes the upper bound.
Clearly, a graph G ∈ G 1 (l) satisfies α + ω = n − 1. We next characterized all maximal 3-γ c -vertex critical graphs when α + ω = n − 1. In view of Observation 2.13, we focus on the such graphs with δ ≥ 4 . Let G be a maximal 3-γ c -vertex critical graph satisfying α + ω = n − 1. Let W = {w 1 , w 2 , ..., w ω } and I = {a 1 , a 2 , ..., a α }, moreover, |I ∩ W | is minimum. Lemma 3.5 thus implies that |W ∩ I| = 0. Hence
Because I is an independent set and δ ≥ 4, it follows that a has at least three neighbors in W for all a ∈ I. So ω ≥ 3. In view of Theorem 3.6, we must have that the only one maximal 3-γ c -vertex critical graph satisfies α + ω = n − 1 is a graph of odd order G ∈ G 1 (l). We have the following corollary.
Further, Theorem 3.6 gives the following corollary which is the sharp upper bound of clique number of maximal 3-γ c -vertex critical graph. Proof. By Theorem 3.6, we have that α + ω ≤ n − 1. If α = 1, then a maximum independent set of size one is also a connected dominating set contradicting γ c (G) = 3. Hence, α ≥ 2. This implies that ω ≤ n − 1 − α ≤ n − 3, establishing the bound. Now, we may assume that ω = n − 3. Hence, the equality α + ω = n − 1 holds and α = 2. Therefore, G ∈ G 1 (l). If l from the construction of the class G 1 (l) is at least 3, then α ≥ 3 contradicting α = 2. Hence, l = 2 implying that G is C 5 . This completes the proof.
Connectivity
In this section we show, by using Theorem 3.3, that every maximal 3-γ c -vertex critical graph satisfies α ≤ κ. We also study the such graphs when α = κ. Since we characterized all maximal 3-γ c -vertex critical graphs with κ ≤ 3 in [7] , in the following, we focus on |S| = κ ≥ 4. Recall that all maximal 3-γ c -vertex critical graphs are 2-connected.
Throughout this section, we let S be a minimum cut set and T i be the components of G − S for i = 1, 2, ..., m. We, further, let
. Let I be a maximum independent set of G, I i = I ∩ H i and |I i | = α i for i ∈ {1, 2}. Then I = I 1 ∪ I 2 ∪ (S ∩ I). We further, let |I 1 ∪ I 2 | = p. It is worth noting that if 
a contradiction and thus establishing Claim 1. 
In both cases, we have that {y 1 , y 2 , ..., Since {x 1 , x 2 , ..., x p } ⊆ I, y i ≻ (S ∩ I) for i ∈ {1, 2, ..., p − 1}. Therefore y i ≻ S, contradicting Lemma 2.9(2). Hence, α ≤ κ.
We have by Theorem 2.12 that the graph G ∈ G 1 (l) has N G (v) as a minimum cut set and also a maximum independent set. Hence α(G) = κ(G). Therefore, the bound in Theorem 4.1 is best possible.
We, further, focus on maximal 3-γ c -vertex critical graphs which satisfy α = κ. We then have |S − I| + |S ∩ I| = |S| = α 1 + α 2 + |S ∩ I|. So
We may assume without loss of generality that α 1 ≤ α 2 . We would like to show that if a maximal 3-γ c -vertex critical graph G satisfies α = κ, then G − S contains at least one singleton component for every minimum cut set S. We then suppose to the contrary that there is no singleton component of G − S, in particular, |H i | > 1 for i = 1, 2. We next establish the following lemmas. Proof. By the assumption, |H i | > 1 for i = 1, 2. Suppose first that p = 0. Thus S = S ∩ I. By Theorem 2.12, GG 1 (l). We have N G (v) is a minimum cut set of G and v is a singleton component of G − N G (v) , contradicting the assumption. We distinguish 2 cases.
Since |S| ≥ 4, |S ∩ I| ≥ 3. Lemma 2.3 yields that the vertices in {a 2 , a 3 , ..., a α } can be ordered as x 1 , x 2 , ..., x α−1 and there exists a path P = y 1 , y 2 , ..., y α−2 with {x i , y i } ≻ c G + x i x i+1 for i ∈ {1, .., α − 2}. Since each y i is adjacent to at least one vertex of I for i = 1, 2, ..., α − 2, y i = a 1 . To dominate a 1 , y i ∈ H 2 ∪ {v}. 
0, a contradiction and Case 1.1 cannot occur.
Subcase 1.2 : v ∈ V (P).
Thus there exists j ∈ {1, 2, ..., α − 2} such that y j = v.
is not adjacent to some vertex w ∈ H 1 , then consider G+wa 1 . Lemma 2.10(1) implies that |D wa 1 ∩ {w, a 1 }| = 1 and |D wa 1 ∩ S| = 1. Thus either w ∈ D wa 1 or a 1 ∈ D wa 1 . In both case,
By the same arguments as considering G + ua 1 , we have a contradiction. Thus Case 1 cannot occur.
Since |S| ≥ 4, it follows that |S ∩ I| ≥ 2, in particular, S ∩ I = / 0 and {a 1 , a 2 } does not dominate G. Consider G + a 1 a 2 . Lemma 2.10(1) gives that |D a 1 a 2 ∩ {a 1 , a 2 }| = 1 and |D a 1 a 2 ∩ S| = 1. Without loss of generality, let a 1 ∈ D a 1 a 2 . By the connectedness of Proof. By the assumption that α 1 ≤ α 2 , we suppose that α 1 = 0. Clearly {x 1 , x 2 , ..., x p } ⊆ H 2 and • w i ∨ (Z − {z i }) and
• adding edges so the the vertices in R and Z form cliques.
Observe that, for 1 ≤ i ≤ s, N G (r i ) = R ∪ T ∪ W − {r i ,t i }, N G (t i ) = R ∪ W ∪ Z − {w i , r i }, N G (w i ) = R ∪ T ∪ Z − {t i , z i } and N G (z i ) = Z ∪ T ∪W = {z i , w i }. Observe also that T and W are independent sets. A graph G is illustrated in Figure 3 where double lines between two sets means joining each vertex in one set to every vertex in the other set. We see that G has T a maximum independent set and T ∪ W a mimimum cut set. Thus α = s < 2s = κ. We, further, have that G is a regular graph with deg G (v) = 3s − 2 for all v ∈ V (G). Since s ≥ 3, δ = 3s − 2 > 2s = κ. Hence, the condition α = κ is necessary to prove Corollary 4.7.
We conclude this paper by establishing hamiltonian property of maximal 3-γ c -vertex critical graphs. We prove the following result by using Theorem 2.1. Proof. Suppose that κ < δ . By Lemma 2.7, G is either C 5 or 3-connected. Because κ(C 5 ) = δ (C 5 ) = 2, it follows that G is 3-connected. Theorem 4.1 and Corollary 4.7 then imply that α < κ. By Theorem 2.1, G is hamiltonian connected.
However, we believe that every maximal 3-γ c -vertex critical graph is either C 5 or hamiltonian connected. To prove this, by Theorem 2.1 and Corollary 4.9,we need only prove the following conjecture. 
