Abstract. In some pro le monitoring applications, the independency assumption of consecutive binary response values within each pro le is violated. To the best of our knowledge, estimating the time of a change in the parameters of an autocorrelated binary pro le is neglected in the literature. In this paper, two maximum likelihood estimators are proposed to estimate the real time of step changes and drift in Phase II monitoring of binary pro les in the case of within-pro le autocorrelation. Our proposed estimators identify the change point not only in the autocorrelated logistic regression parameters, but also in autocorrelation coe cient. The performance of the proposed estimators to identify the time of change points either in regression parameters or autocorrelation coe cient is evaluated through simulation studies. The results, in terms of the accuracy and precision criteria, show the satisfactory performance of the proposed estimators under both step changes and drift. Moreover, a numerical example is given to illustrate the application of the proposed estimators.
Introduction
In some manufacturing or nonmanufacturing systems, the relationship between a response variable and one or several explanatory variables, referred to as pro le, should be monitored during the time. Concerning the type of this relationship, the pro les are categorized into di erent classes, such as simple linear, multiple linear, polynomial, nonlinear, Generalized Linear Models (GLM)-based pro les, etc.
Most pro le monitoring approaches in the literature have been provided under normality assumption of the response variable. However, in many statistical monitoring applications, the normality assumption of the response variables is violated. In such situations, the generalized linear models are usually used to cover this kind of pro les when the response variable belongs to the family of exponential distributions such as binary, binomial, Poisson, and gamma. In the rst research concerning the monitoring of GLM pro les, Yeh et al. [1] extended ve Hotelling's T 2 charts, namely, T 2 H ; T 2 R ; T 2 I ; T 2 E , and T 2 D , for Phase I monitoring of binary pro les. Through simulation studies, they compared the performances of their proposed charts to detect out-of-control disturbances in terms of the signal probability criterion and found that T 2 I chart outperformed the others. After that, some e orts have been put into monitoring GLM pro les in Phases I and II. Phase I monitoring of GLM pro les is documented as follows.
Amiri et al. [2] evaluated two of the best control charts of Yeh et al. [1] including T 2 I and T 2 R methods for Phase I monitoring of Poisson regression pro les considering step shifts and drifts. Amiri et al. [3] extended Hotelling's ve T 2 charts for monitoring gamma response pro les in Phase I. They implemented simulation studies and evaluated the performance of their proposed methods under di erent magnitudes of step shift and drift in terms of the signal probability criterion. Paynabar et al. [4] proposed a general riskadjusted control chart for monitoring binary surgical responses based on the Likelihood Ratio Test (LRT). Noorossana and Izadbakhsh [5] utilized multinomial logistic regression and extended some methods in order to monitor pro les in the case of multinomial response variable. Amiri et al. [6] extended three methods, namely, Hotelling's T 2 , LRT, and F charts, to monitor GLM regression pro les concerning the Poisson response variables in Phase I. A change point detection problem was studied by Shadman et al. [7] to monitor the generalized linear pro les for a large class of response variables with continuous and nominal scales in Phase I. They compared their proposed approach with the existing charts in especial case of binomial and Poisson pro les. Phase II monitoring of GLM pro les in the literature is also addressed as follows.
Izadbakhsh et al. [8] proposed three methods based on the Ordinal Logistic Regression (OLR) to monitor the pro les with ordinal response variable in Phase II. They assessed the performance of the proposed control charts in terms of Average Run Length (ARL) criterion. Shang et al. [9] proposed a scheme to monitor the logistic regression pro les in the case of random explanatory variables. Their proposed method could also detect the mean shifts in the explanatory variables along with the regression parameters. Saghaei et al. [10] proposed two methods including EWMA2 and Hotelling's T 2 control charts for Phase II monitoring of logistic pro les under binary responses. Four methods, namely, Multivariate Exponentially Weighted Moving Average (MEWMA), 2 , Exponentially Weighted Moving Average (EWMA) with R statistic, and a combination of the last two statistics, were proposed by Noorossana et al. [11] to monitor OLR pro les in Phase II. Soleymanian et al. [12] proposed four control charts including Hotelling's T 2 , MEWMA, LRT, and LRT/EWMA to monitor pro les with binary response variable in Phase II. Noorossana et al. [13] studied monitoring of pro les with multinomial response variables based on multinomial logistic regression. They converted the multinomial logistic regression to the Poisson GLM using log link and proposed two methods including MEWMA and LRT statistics to monitor multinomial logistic regression pro les in Phase II. Using three approaches including LRT, MEWMA, and Support Vector Machine (SVM), the Phase II monitoring of logistic regression pro les was studied by Noorossana et al. [14] . Shadman et al. [15] introduced a uni ed framework based on Rao score test to monitor GLM pro les in Phase II. Some di erent control charts to monitor the shape parameter of a Weibull regression model have been studied by Panza and Vargas [16] in Phase II. Imani and Amiri [17] extended two methods, namely, T 2 based chart and Skinner's residual based chart, to monitor the logistic regression pro les in a two-stage process. A uni ed framework was proposed by Qi et al. [18] based on the weighted likelihood ratio test for Phase II monitoring of generalized linear pro les either for the xed explanatory variables or for the random ones.
Once a monitoring statistic falls outside the control limit intervals, a signal will be received from the control chart. However, identifying the real time when the process rst goes to an out-of-control situation helps the quality practitioners to eliminate the sources of the signals more e ectively. Recently, several researches have been done to estimate the real time of change, referred to as the \change point," in linear proles. However, the literature on estimating the change point of GLM pro les is not large enough. Shara et al. [19] presented the Maximum Likelihood Estimator (MLE) to estimate the real time of a step change in Phase II monitoring of binary pro les. Afterwards, Shara et al. [20] used MLE approach to estimate the change point in binary pro les when the type of change was drift. The ML estimator was developed by Shara et al. [21] to identify the change point in Phase II monitoring of Poisson regression pro les. Zand et al. [22] extended two methods, namely, LRT and clustering, to estimate the real time of a step change in Phase I monitoring of binary pro les. Sogandi and Amiri [23] estimated the real time of a step change in Phase II monitoring of gamma regression pro le using MLE approach. The change point estimation of gamma regression pro les with a linear trend disturbance based on the extension of MLE approach was studied by Sogandi and Amiri [24] . Sogandi and Amiri [25] used a general MLE approach to estimate the change point of GLM pro les under the monotonic change in Phase II. Shang et al. [26] explored the change-point estimation of binary pro les in Phase II based on LRT method by considering random explanatory variables.
In all of the above-mentioned researches, either on monitoring or on change point estimation of GLM pro les, the response variables within each pro le have been assumed independent. This assumption is satis ed under very restricted laboratory conditions and there is no guarantee that it holds in practice. For instance, consider the manufacturing process of electrolytic capacitors in which the nal quality of the units is expressed as \pass" or \fail" and the successive observations are taken in short intervals. In this process, the explanatory variables are the type of raw material, level of voltage, frequency, and temperature. Obviously, the binary response observations are autocorrelated due to the short time of measuring the sampled observations within each pro le. The binary nature of the response variable induces the use of logistic regression. However, this model strongly depends on the independency assumption of experimental units in di erent levels of explanatory variables. Consequently, since both normality and independency assumptions are simultaneously violated, the common approaches available in the literature cannot be used for monitoring such autocorrelated GLM pro les. Although it is very likely to face situations with the lack of normality and independency, simultaneously, very little attention has been devoted to monitor autocorrelated GLM pro les. We can mention Koosha and Amiri [27] , who investigated the e ect of within-pro le autocorrelation on monitoring logistic regression pro les in Phase I. They suggested two remedial approaches to account for the e ect of autocorrelation in terms of signal probability criterion. Maleki et al. [28] studied Phase II monitoring of autocorrelated binary pro les using a Markov-based model. For this purpose, they introduced a logistic regression model, which took into account the withinpro le autocorrelation. They evaluated the performance of their proposed method in detecting di erent step shifts in the vector of regression model parameters in terms of ARL criterion. It is worth mentioning that, to monitor autocorrelated binary pro les, it is important to identify the time when the process starts to change to an out-of-control situation after receiving an out-of-control signal. However, to the best of the authors' knowledge, estimating the real time of change in autocorrelated GLM pro les has obviously been neglected in the literature. The mentioned research gap as well as the wide application of the autocorrelated GLM pro les in industrial or service environments is a very good motivation to analyze such pro les. Hence, in this paper, we propose two MLE methods to estimate the real time of change point under step changes and drift, respectively, in Phase II monitoring of autocorrelated logistic regression pro les. We assume that the response values within each pro le are autocorrelated and follow rst order autoregressive (AR(1)) model. Note that in Maleki et al. [28] , only step shifts are taken into account. However, in this paper, not only the step changes but also the linear trends in the vector of model parameter are studied.
The rest of this paper is organized as follows: In the following section, the preliminaries and the model assumptions are described. Two estimators to identify the time of changes in binary pro les considering the within-pro le autocorrelation in Phase II are presented in Section 3. The rst method estimates the time of change under step changes while the second estimator determines the change point under linear trend in model parameters. Section 4 contains simulation studies to evaluate the performance of the proposed estimators in terms of accuracy and precision criteria. An illustrative example is provided in Section 5 to show the application of our proposed estimators. The concluding remarks and a recommendation for future study are discussed in Section 6.
Preliminaries and assumptions
As noted previously, Maleki et al. (1) where = Corr(y i ; y i 1 ), and = ( 1 ; 2 ; :::; p ) 0 is the vector of regression coe cients. In the second step, they presented the likelihood function by taking into account the within-pro le autocorrelation. Maleki et al. [28] noted that the common approaches in the area of monitoring GLM pro les were proposed under the independency assumption of consecutive response values within each pro le. Hence, they developed an evolutionary algorithm to estimate the regression parameters by maximizing the likelihood function. Afterwards, they computed the Fisher information matrix of the induced likelihood function under Eq. (1) to estimate the asymptotic covariance matrix of the estimated parameters, . Then, they proposed two control charts, namely, the extended Hotelling's T 2 and MEWMA, to monitor the model parameters under di erent step shifts.
Proposed change point estimators
In this section, the proposed estimators to identify the real time of a change in a binary pro le when the observations within each pro le are autocorrelated and follow AR(1) model are suggested. In Subsection 3.1, the type of disturbance is assumed to be a step change while in Subsection 3.2, the change type is considered as a drift. Note that, rst, the Hotelling's T 2 chart proposed by Maleki et al. [28] for Phase II monitoring of autocorrelated binary pro les is used to detect any faults in the vector of regression parameters. It is worth mentioning that, for jth pro le, the T 2 j statistic considering the within-pro le autocorrelation structure is de ned as:
; j =1; :::; T; (2) where j = 
Proposed estimator under step change
It is assumed that the model parameters of the autocorrelated binary pro le are statistically in-control at the beginning of the underlying process with the known vector of 0 = (; 1 ; :::; p ) 0 . After an unknown step change point at sc th pro le, the vector of model parameters goes to an out-of-control state denoted by 1 , where 1 6 = 0 . The underlying process continues until period T when the Hotelling's T 2 control chart triggers an out-of-control signal. In other words, we have T 2 j UCL for j < T , and T 2 j > UCL for j = T , where UCL denotes the upper control limit of Hotelling's T 2 chart. Note that the value of UCL is set such that a desired in-control average run length (ARL 0 ) value is achieved. The ML estimates,, are asymptotically distributed with multivariate normal distribution with the mean vector of 0 and covariance matrix of , which is derived based on the inverse of Fisher information matrix. During the formulation of subgroups, when j = 1; 2; :::; sc ; the vector of model parameters j is equal to its known in-control value 0 . For these subgroups, we have: (p + 1) matrices, and sc 2 f1; 2; :::; T 1g. We assume that the model parameters remain at the outof-control level until the step change is detected and the corresponding assignable cause is eliminated. Two unknown parameters in the regression model are 1 and sc . Based on the aforementioned explanations, the likelihood function by considering the withinautocorrelation structure is:
The MLE of sc under step changes (denoted by sc ) considering the within-autocorrelation structure is the value that maximizes Eq. (5). Simplifying this equation leads to the following result:
We are supposed to maximize Eq. (6) with respect to 1 and sc within the mentioned parameter space. To this end, note that since the parameter space concerning sc is countable, we have:
In other words, maximizing Eq. (6) 
It can be statistically checked that " j 0 s; j = lt + 1; :::; T are independent and identically distributed as: 
Performance evaluation
In this section, the performance of the proposed estimators in identifying the time of changes in the regression parameters of the autocorrelated binary pro les in Phase II is evaluated through two numerical examples. In Example 1, the shift type is considered as a step change while in Example 2, the process parameters change by a linear trend.
Example 1
To evaluate the performance of the proposed estimator to identify the time of step change in parameters of Eq.
(1), we assume that = 0:15 and p = 2. The intercept and slope parameters are considered as 1 = 3 and 2 = 2, respectively. Hence, the in-control vector containing the autocorrelated logistic regression parameters is 0 = (; 1 ; 2 ) 0 = (0:15; 3; 2) 0 . In our simulation experiments, the step changes are simulated to occur at sc = 50. Thus, for pro les j = 1; :::; 50, the random samples are generated with vector parameters of 0 = (0:15; 3; 2) 0 . For the rst 50 in-control random autocorrelated binary pro les, it is assumed that no false alarm is received by the extended Hotelling's T 2 control chart. To deal with this issue and avoid any false alarm, if the value of chart statistic exceeds the UCL, we replace it by another in-control random sample. After sample sc = 50, the subgroups come from a process with vector parameters of 1 = ( + k 1 ; 1 + k 2 ^ 1 ; 2 + k 3 ^ 2 ) 0 ; (k 1 ; k 2 ; k 3 ) 0 6 = (0; 0; 0) 0 , until the control chart triggers an out-of-control signal. Then, the step change point sc is estimated under each out-of-control scenario. For each step change, this procedure is repeated N = 1000 times and for each replicate, three criteria based on the di erence between the actual and estimated change points, i.e., j sc sc j are computed. The rst row of Tables 1-6 represents the magnitude of step change in model parameters in P (j j 1) 7.1% 7.2% 7.3% 7.4% 9.6% P (j j 2) 7.2% 11.1% 13.0% 13.3% 18.3% P (j j 3) 9.1% 15.0% 17.2% 17.8% 29.0% P (j j 4) 12.0% 17.0% 25.0% 25.3% 32.0% P (j j 5) 16% 26.0% 29.0% 36.5% 42.0% the unit of their standard deviation. In the second and third rows of Tables 1-3, the mean and standard deviation of j sc sc j values under di erent magnitudes of step changes are given. The rows 4-9 of Tables 1-3 also provide the precisions of the proposed estimator in terms of the probability which lies in the speci ed tolerances. This criterion is denoted by p(j sc sc j = 0) and p(j sc sc j i); i = 1; 2; 3; 4; 5. Table 1 tabulates the performance of the proposed estimator in identifying the time of step change in the intercept parameter ( 1 ) for di erent values of k 1 . Table 1 shows that the values of estimated change point ( sc ) are far from the real value ( sc = 50) under very small shifts (k 1 = 0:25; 0:5). In other words, the di erence between the real and estimated change points is high when the magnitude of step change in intercept parameter is very small. Hence, as expected, the accuracy and precision of estimations under vary small shifts in intercept parameter are low. However, the performance of our proposed estimator under moderate and large step shifts in intercept parameter is satisfactory. Note that as the magnitude of the step change in the intercept parameter increases, the performance of the proposed estimator in nding the real time of change under all criteria improves.
The results of simulation experiments to estimate the change point in slope parameter, 2 , of the autocorrelated binary pro le are given in Table 2 . Similar to Table 1 , the value of E(j sc sc j) under very small shifts is high. However, the value of this criterion decreases as the magnitude of step change in slope parameter increases. This result is also con rmed by standard deviation criterion (Std(j sc sc j)) as well as the corresponding probabilities.
Statistical performance of the proposed estimator in determining the change point in parameter is summarized in Table 3 . Analyzing the results of Table  3 is also similar to the previous ones. However, one can see that the accuracy and precision of the proposed estimator for shifts in autocorrelation coe cient are less than the corresponding results under shifts in the intercept and slope parameters.
Here, for more elaboration of the results, the graphical analysis of our proposed estimator to identify the time of step changes in model parameters is also provided. As illustrated in Figure 1 , the proposed estimator has its best performance in terms of both accuracy and precision criteria when the shift occurs in slope parameter.
Example 2
In this subsection, the performance of the proposed estimator in identifying the time of linear trends in the model parameters of Eq. (1) Recall that if any chart statistic corresponding to the generated in-control samples exceeds the UCL, the corresponding pro le(s) is replaced by another one(s). This procedure continuous until no false alarm occurs for the rst 50 random pro les. Starting from the 51th sample, we induce a linear trend in the regression parameters such that for jth: j = 51; 52; ::: pro le, Tables 4-6 . Table 4 displays the performance of the proposed estimator in identifying the change point with linear trend in parameter 1 under di erent values of b 1 . As seen in Table 4 , for drift rate parameter b 1 = 0:05, the expected and standard deviation values of j lt lt j obtained by N = 1000 replicates are equal to 13.4933 and 7.0310, respectively. As the magnitude of b 1 increases, the performance of the proposed drift estimator in terms of both accuracy and precision criteria improves. Increasing the magnitude of shift in the parameter 1 also leads to increasing the probability values.
The performance of the proposed method in identifying the change point in parameter 2 concerning the linear trend is assessed in Table 5. Similar to  Table 4 , it is seen in Table 5 that the accuracy and precision of the estimated change points under linear trend in parameter 2 improve signi cantly as the value of b 1 increases. It is worth mentioning that the similar conclusions can also be drawn from probability values.
The results of simulation experiments under different values of drift rate parameter of b are summarized in Table 6 . The results con rm that the performance of the proposed estimator in identifying the change point when parameter increases linearly is well satisfactory. In other words, under di erent rates of linear trend, the performance of the proposed method not only in intercept and slope parameters but also in autocorrelation coe cient is satisfactory. As expected, the results also show that as the drift rate parameter increases, the values of E(j lt lt j) and Std(j lt lt j) decrease while the probability values increase.
Next, similar to Example 1, a graphical analysis of the proposed drift estimator to identify the change point in model parameters is also provided. As seen in Figure 2 , the proposed drift estimator has its best performance in terms of both accuracy and precision criteria when the linear trend is induced in the slope parameter.
Illustrative examples
To illustrate the application of the proposed estimators, two illustrative examples using the same data as those in Section 4 are given in this section. In the rst illustrative example, we generate 50 in-control pro les with the vector parameter of 0 = (; 1 ; 2 ) 0 = (0:15; 3; 2) 0 . After that, we generate out-of-control pro les in which a step change with magnitude of k 1 = 0:75 in unit of ^ 1 occurs in 1 . The estimated parameters of autocorrelated binary pro les for each sample along with the corresponding Hotelling's T 2 statistics are summarized in Table 7 .
As shown in Figure 3 , the T 2 control chart signals at T = 62. Figure 3 shows that the proposed step and drift estimators identify the time of change at sc = 51 and lt = 53, respectively. Hence, the proposed step method estimates the change point with 1 sample far from the actual value, while the di erence between the actual change point and the one estimated by drift estimator equals 3.
Here, to illustrate the application of the proposed drift estimator, we generate 50 in-control autocorrelated binary pro les. Then, we induce a linear trend in the intercept parameter from the 51th sample until the chart signals an out-of-control situation signal at the 66th sample. The estimated parameters and the corresponding T 2 statistics are given in Table 8 . As shown in Figure 4 , the drift estimator identi es the change point at the 49th sample while the estimated change point obtained by step estimator is at the 54th pro le. This issue implies that for linear trends, the drift estimator outperforms the proposed step estimator.
Conclusion and future research
In this paper, we proposed two estimators to identify the time of step changes and drift in Phase II monitoring of autocorrelated binary pro les. We assumed that the response values within each pro le were autocorrelated and followed rst order autoregressive (AR(1)) model. We investigated the performance of the proposed estimators in terms of accuracy and precision criteria through simulation studies. The results showed that the proposed estimators under both step changes and drift obtained accurate and precise estimates of change point, especially under the medium to large shifts. Then, we illustrated the application of the proposed estimators under step change and drift through two illustrative examples. The result of illustrative examples con rmed the satisfactory performance of the proposed estimators. Estimating the change point of binary pro les in the case of between-pro le autocorrelation is recommended in the future research. 
