We consider the so-called Ladyzhenskaya model of incompressible fluid, with an additional artificial smoothing term ε∆ 3 . We establish the global existence, uniqueness, and regularity of solutions. Finally, we show that there exists an exponential attractor, whose dimension we estimate in terms of the relevant physical quantities, independently of ε > 0.
Introduction
The Ladyzhenskaya model of incompressible viscous fluid was introduced in the sixties [6] . The original motivation was to formulate a physically reasonable modification of Navier-Stokes equations that would yield a mathematically well-posed problem. 1 The Ladyzhenskaya model describes a non-Newtonian rate-type fluid, with the stress tensor of the form
where by D we denote the symmetrized gradient of , i.e. D = (∇ + ∇ T )/2. This form of S gives rise to weak solutions in the natural energy space L
For ≥ 11 /5 = 2 2, any solution becomes an admissible test function in the weak formulation as the convective term belongs to the dual space of L (0 T ; W 1 ). Hence, existence theory can be developed using monotonicity of the operator coming from (1); moreover, any weak solution satisfies the energy equality and is dissipative [6, 7] .
For ≥ 5 /2 = 2 5, weak solutions are unique, as observed already by Ladyzhenskaya. For ∈ [ 11 /5 5 /2), various means can be employed to prove existence of weak solutions with additional regularity. If ≥ 12 /5, one can test the equation by time derivative to obtain ∈ L ∞ (0 T ; W 1 ), see [2, 8] . The same result can be actually deduced for arbitrary > 11 /5, using spaces of fractional time regularity [3] . Alternatively, it is possible to improve spatial regularity (formally: test the equation by ∆ ); this is viable for > 9 /4 in the Dirichlet setting, while one can consider ≥ 11 /5 in the periodic case, see [8] . In this manner, regularity ∈ L ∞ (0 T ; W 1 2 ) ∩ L (0 T ; W 1 3 ) is obtained.
We note that due to specific properties of the convective term, regular solutions are unique in the class of weak solutions.
Let us turn our attention to the question of large time behavior of solutions to the Ladyzhenskaya model. In certain respect, the situation is rather satisfactory for any ≥ 11 /5. Indeed, the energy equality provides us with both the dissipativity and compactness of the set of weak solutions, implying the existence of a compact global attractor, using the framework of [1] . Moreover, if > 11 /5, additional time regularity of solutions established in [3] yields not only the unique continuation property, but also existence of a finite-dimensional exponential attractor.
The latter result is proven by the "method of trajectories", see e.g. [5, Chapter 2] , which typically works with no more regularity than what is required to obtain uniqueness. Matters become more delicate, however, when one moves further to the problem of explicit estimates of the dimension of the attractor. The robustness of the method of trajectories is due to its reliance on the smoothing property of solution operators; that is to say, Lipschitz continuity into a compactly embedded space. Unfortunately, explicit dimension estimates hinge on Lipschitz constants of these solution operators, which involve the higher regularity estimates mentioned above. Even for simple estimates, like those obtained by testing with time derivative, the resulting numbers are very large [2] , meaning fast polynomial growth in reciprocal viscosities. In case of more advanced regularity techniques, explicit estimates are even worse or not traceable at all. In any case, these estimates are too large to be physically relevant.
One is thus tempted to try resorting to a more refined technique of Lyapunov exponents, see e.g. [10] for a thorough exposition, which is known to acquire, at least in certain setting, physically optimal dimension estimates of invariant sets like attractors. However, in order to apply this method, one has to show that solution operators are not only smoothing but really smooth; in other words, we need to prove differentiability of solutions with respect to the initial condition. One soon realizes that the Ladyzhenskaya model, due to the nonlinearity in the highest order term, would require
regularity for such a proof. In the 3d setting, this is well beyond the available mathematical techniques.
On the other hand, it is interesting to note that once the differentiability has been proved, the resulting attractor estimates are independent of the regularity (3). The final estimates come from the trace of the linearized equation, and are available using the estimates of in W 1 only. The aim of this paper is to corroborate this fact by a more rigorous argument. We study the Ladyzhenskaya model, perturbed by a higher order artificial dissipation of the form ε∆ 3 We establish the existence, uniqueness, and dissipativity of solutions; then we prove the existence of attractor and finally, estimate its dimension explicitly in terms of the data of the equation. In all the analysis, we are careful to employ dependence on ε as little as possible. The ε-term is indispensable at some points, like in the proof of uniqueness for small and certainly in establishing the differentiability of the solution operator. Curiously enough, complete independence of ε is maintained in the quantitative results, such as the size and, most importantly, the dimension of the attractor. We emphasize however, that it is far from proving that these results can be extended also to the limit ε → 0+, that is to say, for the original Ladyzhenskaya model.
We remark that even a weaker dissipation would suffice for our goal. A closer look at Theorem 22 reveals that we will employ the ε-induced W 1 ∞ regularity. Hence (−∆) with arbitrary > 5 /2 would be enough. Even smaller values of would most likely work, also depending on . In a sense, = 3 is a convenient choice, avoiding advanced techniques (e.g. fractional Sobolev spaces).
Notation and nomenclature

Definition 1.
The following spaces will be used frequently throughout the paper:
H V and V 3 are considered with topology of the corresponding closure.
We will denote by (
). The symbol · stands for the standard W -norm.
Recall that for Ω ⊂ R 3 open, bounded and sufficiently smooth, we are allowed to define an equivalent norm · on W 3 2 0 (Ω) (and naturally also on V 3 ) induced by the scalar product
All reference to W 3 2 0 (Ω) in this work takes place with the use of · . We will treat W 3 2 0 (Ω) as though implicitly equipped with this norm accordingly.
Definition 2.
Let X be a Banach space or its closed subset. We call a family of operators S( ) : X → X , ≥ 0, a semigroup provided S(0) = and S( + ) = S( )S( ) for any ∈ X and ≥ 0. If, in addition, the mapping S( · )· : [0 ∞) × X → X is continuous, we call the pair (S( ) X ) a dynamical system.
Definition 3.
Let {S( ) : ≥ 0} be a semigroup on X . We term a set B ⊂ X
• positively invariant if S( )B ⊂ B for all ≥ 0, if inclusion may be replaced with the set equality for all ≥ 0, then B is called invariant;
• uniformly absorbing if for any bounded E ⊂ X there is * ≥ 0 such that S( )E ⊂ B for all ≥ * .
Definition 4.
We say a dynamical system (S( ) X ) admits the global attractor if there is A ⊂ X that is invariant, compact in X and attracts bounded sets of X , i.e. for every δ > 0 and every bounded B ⊂ X there is
is the open ball in X of diameter δ centered at the origin.
Definition 5.
Let A be a relatively compact subset of X . The fractal dimension of A is defined as
where N X (A δ) denotes the smallest number of balls with radius δ necessary for covering A.
Lastly we introduce a so-called exponential attractor. It can be shown that existence of an exponential attractor entails that of the global attractor [5, Theorem 2.5].
Definition 6.
We say a dynamical system (S( ) X ) admits an exponential attractor assuming there exists M ⊂ X that is positively invariant, compact in X , finitely fractal-dimensional and which attracts bounded sets of X exponentially, i.e. for every
Formulation of the problem
Let Ω ⊂ R 3 be a bounded domain with a smooth boundary and T ∈ (0 ∞). We consider the system
We recall that : Ω → R 3 is a given time-independent external force and : The stress tensor is constitutively prescribed via a function S ∈ C 2 (R 3×3 sym ; R 3×3 sym ), such that |∂ X 2 S(X)| is locally bounded and for any X Y ∈ R 3×3 sym the following properties hold:
In other words, S has a polynomial growth with respect to X, which is controlled by constants ν 0 ν 1 and the parameter ≥ 2. The latter quantity will be particularly crucial for the statement of our results, as well as for the appropriate functional setup.
Later on, we will also require that S has a potential, i.e. there exists a smooth function S :
Typical examples one has in mind is the Ladyzhenskaya fluid
or a regular variant thereof
The corresponding potentials read
). We will call a weak solution to the problem (4) provided ∈ Υ, ∂ ∈ Υ * and for any ∈ Υ the following identity is satisfied:
a.e. in (0 T ), where the first term expresses duality between (V ∩ V 3 ) * and V ∩ V 3 . We also want to attain the initial condition, i.e. (0) = 0 .
In a moment, we will prove that the problem is well-posed in the above mentioned class; in particular, the estimates derived in Theorem 11 below imply that all terms in the weak formulation are integrable with respect to .
As the solution and its time derivative belong to mutually dual spaces, the equation can be "tested" by the solution itself. By Temam [11, Lemma III.
1.2], there exists a continuous representative ∈ C([0 T ]; H).
This confers a good meaning to the initial condition. We will always work with such a representative.
Remark 8.
The pressure has completely dropped out of the weak formulation. This will be the case for the rest of the paper, as we only work with divergence-free test functions. Concerning the existence of pressure, see also Remark 14.
Theorem 9.
Given 0 ∈ H, T ∈ (0 ∞) and ∈ L 2 (Ω), problem (4) has got at most one weak solution in the class specified by Definition 7.
Proof. Let be weak solutions on [0 T ]. Setting = − , one gets
Testing the equation with , observe first
and Regularity of a weak solution and Gronwall's lemma imply
where
In this case one can eschew the ε-dependency by means of the common interpolation:
and thereby (8) becomes
Because ≥ 5 /2 guarantees 2 /(2 − 3) ≤ , the claim follows using (2) and Gronwall's lemma again.
Theorem 10. 
Proof. Test the equation for
with . In view of (5), (7), Korn's and Poincaré's inequalities, we estimate
Gronwall's lemma entails boundedness of { } in L ∞ (0 T ; H) and hence in Υ. The bounding constant depends on ε as far as V 3 -estimates are concerned. More precisely, only
In order to estimate the time derivative, we recall that
The equation implies
The individual terms are estimated as follows:
Accordingly, {∂ } is bounded in Υ * and we may assume
By the Aubin-Lions lemma (see e.g. Temam [11] ) we can also suppose
It remains to show that one can take the limit in the weak formulation. From what has been proven so far, this is obvious for the first two terms and the right-hand side.
We have yet to verify that
also tend to zero for any ∈ Υ. Since it has already been established that these terms are bounded for ∈ Υ uniformly in , it suffices to consider only smooth test functions
Due to (5) and (12), boundedness of
follows. Given that we may suppose S(D ) → S(D ) a.e. in (0 T ) × Ω by the strong convergence of gradients, we conclude R 1 → 0 for any ∈ C 1 ([0 T ] × Ω) in particular. As for the latter quantity, we compute
whence the conclusion follows.
Finally, considering time-continuous representatives, we have
• For every from a dense subset of H the functions → ( ( ) ) are equicontinuous on [0 T ] by the bounds on {∂ }.
The Arzelà-Ascoli theorem thus allows us to assume
Given that has a continuous representative, we infer (0) = 0 as required.
Having established the compactness result, we can formulate the following Theorem 11. Proof. We omit the proof. Indeed, one possibility is to choose a suitable approximating scheme and employ the compactness established in the previous theorem to obtain a solution in the limit. See e.g. [8, Chapter 5] where the Galerkin approximation is used.
Remark 12.
An ε-free approach in the last two theorems would require ≥ 11 /5. This imposition stems from the convective term, which cannot be tested by the solution for lower values of , thus barring us from deriving the energy inequality (11).
We continue showing a higher local regularity of solutions.
Theorem 13.
Proof. The proof will be performed on a level of smooth approximations of the solution, e.g. the Galerkin approximation utilizable in the proof of the existence theorem. More specifically, we will consider it admissible using ∂ as a test function
Recalling (6), we define an auxiliary quantity
Observe that Y ( ) ≥ 1 and
Since Korn's and Hölder's inequalities imply
boundedness of Y is equivalent to boundedness of ε 1/2 and ∇ in turn. We will pursue the former, i.e. bounding Y . Note that Y ∈ L 1 (0 T ) (ε-independently) and for any δ > 0 there exists
We employ two simple estimates
• Due to Hölder's and Young's inequalities,
• By div = 0,
Like in the previous point, we bound
Inserting (14), (16) and (17) into (13) produces 1 2
The major obstacle here is, indeed, the term 
which amounts to bounding V and ε
2
. The remaining bound on ∂ then follows from integration of (18) between δ and T , while applying (15), (19) and (21).
12 /5 ≤ < 3: This option suggests to invoke
The fact that ≥ 12 /5 also guarantees
Using common interpolation and boundedness of ( ) 2 , we obtain The rest is reasoned in the same manner as in the preceding variant.
≤ < 1/5: In this case we must have recourse to V 3 → L /( −2)
(Ω R 3 ) and use an approach completely analogous to the one above. All estimates will hence be plagued by ε-dependancy.
Remark 14.
The previous theorem implies that ∂ ( ) ∈ L 2 (Ω) for almost every time . We can hence introduce the pressure as follows. Set
As such, for a.e. ∈ (0 T ) we have well defined U( ) ∈ D (Ω), vanishing if ∈ V. By de Rham's theorem [9] , there exists ( ) ∈ D (Ω) such that U( ) + ∇ ( ) = 0. In other words, (4) 1 holds in the sense of distributions, for fixed above.
We conclude this section with a table summarizing individual features of the problem, which we have studied so far, as related to and necessity of the ε-term. Let denote dispensability of the ε-term while × the opposite: 
Thus (S( ) H)
is a dynamical system and we may embark on showing it has an exponential attractor. First, we need to establish dissipativity. It is one of the quantitative results that holds for any ε > 0 but is independent of a particular value of ε.
Recall that ε > 0, ≥ 2 and ∈ L 2 (Ω) are fixed in this paper.
Theorem 15.
The dynamical system (S( ) H), generated by the system (4), is dissipative. More precisely, there exists a closed set B 0 ⊂ H which is uniformly absorbing and positively invariant for S( ), and
Proof. From the energy inequality (11) it follows that 
Theorem 16.
There exists a compact set B ⊂ H that is positively invariant and uniformly absorbing for (S( ) H). The set B is bounded as
) with the time derivative in L 2 (0 T ; H). Since this regularity was in fact deduced from L 2 -norm of the initial condition (not mentioning T and other static data), we obtain a uniform bound in these spaces for all solutions originating in B . Thence we observe that the bounding constant will depend on ε when < 12 /5. 
Corollary 17.
Let be two solutions starting from B, let T > 0 and
Proof. (i) is immediately obtained from (10) (or (9) for < 5 /2) and (23). In order to verify (ii), we will invoke (24).
Lastly, (iii) is directly implied by (10) (or (8) for < 5 /2) and (23).
Differentiability
In order to apply the method of Lyapunov exponents, it is necessary that the solution semigroup be differentiable on B in the following sense.
Definition 18.
Let ∈ R be fixed. We say S( ) is uniformly Fréchet differentiable on B if there exists a family of compact, linear operators
Note that the definition does not enforce openness of B. The operators T 0 thus may not be uniquely determined.
It will be shown in the following that S( ) indeed fulfills the condition of the above definition. To this end we first introduce the right candidate for {T 0 }. Let be the solution to the original problem with (0) = 0 . We will study the linearized equation, i.e.
where ∂ F( )U assumes the form (cf. (4))
Like in the original equation, we deal with only in so far as by saying that it disappears in the weak formulation but can be recreated from the weak solution U. Keep in mind disappearance takes place only when testing by zero-divergence functions.
Definition 19.
Let be a fixed weak solution to (4) and ξ ∈ H. A function U will be termed a weak solution to the linearized equation (26) 
) and for every ∈ L 2 (0 T ; V 3 ) the following identity is satisfied:
a.e. in (0 T ). The initial condition is attained in the form ξ = U(0) a.e. in Ω, which is meaningful as U ∈ C([0 T ]; H).
Theorem 20.
Provided (0) ∈ B, then for any ξ ∈ H there exists a unique weak solution to the linearized equation in a neighbourhood of .
Proof. We skip the proof. Here the question of existence would follow the same lines as in Theorem 11, only with some considerable simplification such as linearity of all terms and boundedness of |D | due to (23).
Uniqueness of solutions to both the original and the linearized problems lets us introduce a solution semigroup
where U is the corresponding solution with the initial condition ξ and with (0) = 0 . Since verification of (25) deserves a proof without digressions, we will investigate compactness of L 0 ( ), > 0, separately.
Note that for any index set I the set ξ α ∈ H : α ∈ I sup α ξ α 2 < ∞ gives rise to a family of weak solutions
). Consequently, by the Aubin-Lions lemma the set of solutions
(0 ; H). Due to temporal continuity of solutions in H, it makes sense to ask whether {U α ( ) : U α ∈ G} is precompact in H. The answer is positive as the following lemma readily implies.
Lemma 21.
Let starts in B. The mapping T :
Proof. Let U V ∈ G, and set W = U − V. Subtracting the equalities for U and V and testing by W yield
a.e. in (0 T ). Recall (7) for the last equality. Invoking (5) and · 1 ∞ -regularity coming from (23), we continue:
By the Gronwall inequality, for any 0 < < T
Integration over (0 T ) finally yields
The property of uniform Fréchet differentiability has thus been effectively pared down to checking (25) alone. Be forewarned that ε > 0 will be crucial here, which will be demonstrated via careful following all dependencies thereon. The result cannot be shown for ε = 0 in the presented manner.
Theorem 22.
For all > 0, {L 0 ( ) : 0 ∈ B} is a uniform Fréchet derivative of S( ) on B.
Proof. It suffices to check (25). Fix δ > 0 and 0 ∈ B such that
Putting back together (28)-(32), we have obtained
The final series of steps begins with Gronwall's inequality, while keeping in mind η(0) = 0. The remainder rests on (23) and Corollary 17 (i) and (iii):
In the fourth inequality we have as well exploited the interpolation ∇ 2 2 ≤ 2 ∆ 2 . Accordingly, one can take β = 1 /2. Let it be noted that 11 (ε) → ∞ for ε → 0+.
Method of Lyapunov exponents
The method of Lyapunov exponents is a powerful tool for estimating the fractal dimension of an exponential attractor for a given system. A thorough treatment of the topic can be found e.g. in [5, Chapter 2] . The setting for the main theorem is as follows. We investigate an abstract evolutionary problem on a Hilbert space X :
with W a bounded and closed subset of X . Let the corresponding solution semigroup (S( ) W ) be well-defined, i.e. there is a global, unique solution for every 0 ∈ W that remains in W for all ≥ 0. In addition, suppose there exists ∈ (0 1] such that for every T > 0 we can find constants
for all 0 0 ∈ W and 1 2 ∈ [0 T ].
Next, assume that for any solution with (0) = 0 , the linearized equation
gives rise to a correctly defined semigroup (L 0 ( ) X ). We will furthermore require U( ) ∈ Y for almost every , where Y is a Banach space densely and continuously embedded in X , and (dF( ( ))/d )φ ∈ Y * for any φ ∈ Y at almost every . Then the dynamical system (S( ) W ) admits an exponential attractor M satisfying
with the constant coming from (34).
We are now in a position to prove the main theorem of the paper.
Theorem 24.
Let ∈ L 2 (Ω), ≥ 2, ε > 0 and (5), (6) hold. Then the system (4) has an exponential attractor M in H. Moreover, its dimension can be estimated independently of ε > 0 in the following manner: (
where I is the diameter of B in W 1 (Ω) estimated in Theorem 16.
Proof. We will go on to verify that (4) meets the assumptions of Theorem 23. Mind that the model satisfies the setting completely with B = W ⊂ X = H and Y = V 3 . The condition (34) is guaranteed by Corollary 17. Some effort will have to be made to show (35).
Recalling (27), for any
The terms under the sum are estimated as follows. Firstly, one observes ( ⊗ ∇ ) = 0 (37) Secondly, using (5) and Korn's inequality:
Thirdly, we have It remains to estimate the integral on the right-hand side. Observe that the exponent in the integrand is the same as in (10) . We distinguish two cases: 
Remark 25.
It is of some interest also to provide a simplified form of the above dimension estimate. More precisely, we want to highlight its dependence on the viscosities ν 0 and ν 1 . We will address only the case ≥ 5 /2, i.e. the part (i) of Theorem 24.
Observe that the energy equality and (22) yield
The size of R can be estimated in two ways, depending on the relative sizes of ν 0 and ν 1 , cf. (22) . From now on, we disregard 2 and |Ω|, hiding both in a generic constant . 
