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Abstract
We use Madan-Yor’s argument to construct associated submartingales to a class of
two-parameter processes that are ordered by the increasing convex dominance. This
class includes processes whose integrated survival functions are multivariate totally pos-
itive of order 2 (MTP2). We prove that the integrated survival function of an integrable
two-parameter process is MTP2 if and only if it is totally positive of order 2 (TP2) in
each pair of arguments when the remaining argument is fixed. This result can not
be deduced from known results since there are several two-parameter processes whose
integrated survival functions do not have interval support. Since the MTP2 property is
closed under several transformations, it allows to exhibit many other processes having
the same total positivity property.
keywords: Cox-Hobson algorithm, Incomplete Markov processes, MRL ordering, Two-
parameter submartingales, Total positivity.
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1 Introduction
The connection between mean residual life (MRL) ordering and the martingale property
originated to Madan and Yor (Madan and Yor, 2002). Using the Azéma-Yor solution to
the Skorokhod embedding problem, these authors provided, for every constant-mean single-
parameter mean residual life (MRL) process, an explicit associated martingale, i.e. a mar-
tingale with the same one-dimensional marginals. They also exhibited many examples of
single-parameter MRL processes. Several other examples of single-parameter MRL processes
may be found in (Bogso, 2015; Hirsch et al., 2011; Lim et al., 2013). Since single-parameter
MRL processes are ordered by the increasing convex dominance, the existence of an asso-
ciated martingale to a given single-parameter constant-mean MRL process follows directly
from a remarkable Kellerer’s result which states that processes ordered by the increasing con-
vex dominance have submartingale marginals. Moreover, this submartingale may be chosen
Markovian. In particular, for single-parameter peacocks, i.e. for constant-mean single-
parameter processes which are ordered by the increasing convex dominance, the Kellerer’s
theorem yields the existence of an associated Markovian martingale. But the Madan-Yor’s
argument does not apply to non-MRL peacocks. Therefore, other Skorokhod embedding
solutions have been used to construct explicitly an associated martingale to a given single-
parameter peacock (see e.g. (Hirsch et al., 2011, Chapter 7) and (Källblad et al., 2017)).
We refer to (Beiglböck et al., 2017) and (Obłój, 2004), where numerous solutions to the
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Skorokhod embedding problem are presented. A motivation of the Skorokhod embedding
approach to associate a martingale to a given peacock is the Dambis-Dubins-Schwarz theo-
rem which states that every single-parameter martingale is a time-changed one-dimensional
Brownian motion. The idea of Madan and Yor extends to the whole family of MRL pro-
cesses. Indeed, as the MRL ordering is preserved by translation, the generalization of the
Azéma-Yor embedding algorithm to non-centered target distributions due to Cox and Hob-
son (Cox and Hobson, 2006) yields an explicit associated submartingale to every single-
parameter MRL process. Moreover, this submartingale is Markovian when the marginals
of the MRL process have densities. In the case of two-parameter processes, the Madan-Yor
argument is still valid. In particular, every two-parameter MRL process is associated to
a two-parameter submartingale. On the contrary, there does not yet exist a counterpart
of Kellerer’s theorem for two-parameter processes. Recently, Juillet (Juillet, 2016) exhib-
ited counterexamples which show that Kellerer’s theorem fails in the two-parameter case.
He then answered an open question formulated in (Hirsch et al., 2011) on the existence
of an associated two-parameter martingale to a given two-parameter peacock. Juillet also
provided a family of centered two-parameter peacocks for which there exists an associated
two-parameter martingale. Precisely, he introduced the notion of diatomic convex ordering
and constructed explicitly an associated martingale to every two-parameter process which
is non-decreasing in the diatomic convex ordering. However, one may observe that cen-
tered diatomic convex ordered processes are convex combinations of centered diatomic MRL
processes, and that Juillet exploits the following argument: since every centered diatomic
MRL process is associated to a martingale measure, then a convex combination of cen-
tered diatomic MRL processes is associated to a martingale measure equals to a convex
combination of the corresponding associated martingale measures. We apply this idea to
other two-parameter processes. Precisely, we provide new families of two-parameter MRL
processes, and then we construct explicitly associated submartingales to several non-MRL
processes. Among MRL processes, there are processes with multivariate totally positive of
order 2 (MTP2) integrated survival functions (see Paragraph 2.1 for the definiton of the
MTP2 property). We prove and apply the following result: the integrated survival function
of an integrable two-parameter process is MTP2 if and only if it is totally positive of order
2 (TP2) in each pair of arguments when the remaining argument is fixed. According to
(Karlin and Rinott, 1980, Proposition 2.1) (see also (Fallat et al., 2017, Proposition 3.5)),
such a result holds for nonnegative functions which have interval support. We mention that
the terminology “having interval support ” is borrowed from (Fallat et al., 2017, Page 7).
Note that several integrated survival functions do not have interval support and, as a conse-
quence, the result of Karlin and Rinot does not apply. The MTP2 property of the integrated
survival functions of certain two-parameter processes allows to generate many other pro-
cesses with MTP2 integrated survival functons. Indeed, the MTP2 property is closed under
several convex transformations.
1.1 Two-parameter mean residual life processes
We define a concept of two-parameter mean residual life (MRL) process, and, using Madan-
Yor’s argument, we show that the Cox-Hobson algorithm provides an associated submartin-
gale to a given two-parameter MRL process.
Let R2+ denote the first quadrant of the coordinate plane. We endow R
2
+ with the
following usual partial ordering: for every s = (s, s′) and t = (t, t′) in R2+, s ≤ t means s ≤ t
and s′ ≤ t′.
Definition 1.1. We call two-parameter mean residual life (MRL) process a family of in-
tegrable probability measures
(
µt, t ∈ R
2
+
)
such that the corresponding family of Hardy-
2
Littlewood functions
(
Ψµt , t ∈ R
2
+
)
defined on the real line R by
Ψµt(x) =

1
µt([x,+∞[)
∫
[x,+∞[
yµt(dy) if x < rµt ,
x if x ≥ rµt ,
where rµt = inf{z ∈ R; µt([z,+∞[) = 0}, is pointwise non-decreasing, i.e. for every x ∈ R
and every s ≤ t, Ψµs(x) ≤ Ψµt(x).
Remark 1.2.
1. Let Ψν denote the Hardy-Littlewood function of an integrable probability measure ν.
Then Ψν is left-continuous, non-decreasing and, for every x ∈ R, Ψν(x) ≥ x. Moreover, one
has lim
x→−∞
Ψν(x) =
∫
R
yν(dy). As a consequence, if
(
µt, t ∈ R
2
+
)
is a MRL process, then
t 7−→
∫
R
yµt(dy) is non-decreasing.
2. Let
(
µt, t ∈ R
2
+
)
be a family of integrable probability measures. For every t ∈ R2+, let rµt
denote the upper bound of the support of µt. Precisely,
rµt = inf{x ∈ R; µt([x,+∞[) = 0}.
Observe that rµt rewrites as follows (see e.g. (Revuz and Yor, 1999, Chapter VI, Lemma
5.1)):
rµt = inf{x ∈ R; Ψµt(x) = x}.
If
(
µt, t ∈ R
2
+
)
is MRL ordered, then t 7−→ rµt is non-decreasing. Indeed, for s ≤ t, if
rµt = +∞, then rµs ≤ rµt ; otherwise, one has
rµt ≤ Ψµs(rµt) ≤ Ψµt(rµt) = rµt
from which we deduce that rµs ≤ rµt .
In the two-parameter case, the MRL ordering is related to the following submartingale
property (see e.g. (Millet, 1983, Section 1)).
Definition 1.3. Let (Ω,F ,P) be a complete probability space, and let (Ft, t ∈ R
2
+) be a filtra-
tion of F , i.e. a family of non-decreasing sub-sigma-algebras of F . A process
(
Xt, t ∈ R
2
+
)
is
said to be (Ft)-adapted if Xt is Ft-measurable for every t ∈ R
2
+. An integrable (Ft)-adapted
process
(
Xt, t ∈ R
2
+
)
is a (Ft)-submartingale if, for every s ≤ t, Xs ≤ E[Xt|Fs].
Remark 1.4. Let
(
Xt, t ∈ R
2
+
)
be an integrable and adapted process with respect to some
filtration
(
Ft, t ∈ R
2
+
)
.
1. If
(
Xt, t ∈ R
2
+
)
is a (Ft)-submartingale with a constant mean, then it is a (Ft)-martingale,
i.e., for every s ≤ t, E[Xt|Fs] = Xs.
2. Suppose that
(
Ft, t ∈ R
2
+
)
is the natural filtration of
(
Xt, t ∈ R
2
+
)
. Then
(
Xt, t ∈ R
2
+
)
is
a (Ft)-submartingale if, and only if, for every positive integer n, every s1 ≤ · · · ≤ sn ≤ s ≤ t
element of R2+ and every continuous bounded function Φ : R
n+1 → R,
E[Φ(Xs1 , · · · , Xsn , Xs)(Xt −Xs)] ≥ 0.
1.2 The Cox-Hobson algorithm and the mean residual life ordering
A connection between the MRL ordering and the submartingale property is deduced from the
Cox-Hobson algorithm which extends that of Azéma and Yor (see (Azéma and Yor, 1979)).
Let
(
µt, t ∈ R
2
+
)
be a family of integrable probability measures such that, for every t ∈ R2+,
mµt :=
∫
R
yµt(dy) > 0, and let (Bv, v ≥ 0) be a standard Brownian motion started at 0.
The Cox-Hobson algorithm provides a family of stopping times
(
Tµt , t ∈ R
2
+
)
such that, for
every t ∈ R2+,
3
z
bµt(z) 2mµt
x
πµt(x)
Figure 1: πµt for a µt with positive mean and such that supp(µt) = R.
C1.
(
B+Tµt∧v
, v ≥ 0
)
is uniformly integrable,
C2. BTµt has law µt.
Precisely, for a fixed t, consider the convex function πµt given by:
∀x ∈ R, πµt(x) =
∫
R
|y − x|µt(dy) +mµt .
For every θ ∈ [−1, 1], define
uµt(θ) = inf{y ∈ R : πµt(y) + θ(x− y) ≤ πµt(x), for every x ∈ R}.
and
∀ θ ∈ [−1, 1], zµt(θ) =
πµt(uµt(θ)) − θuµt(θ)
1− θ
.
Define also the function bµt by:
∀α ∈ R+, bµt(α) = uµt
(
z−1µt (α)
)
,
where
z−1µt (α) = inf{θ ∈ [−1, 1] : zµt(θ) ≥ α}.
We refer to Figure 1 for a pictorial representation of the function πµt and of the image
bµt(z) of a point z ∈ R+ under bµt . Let Tµt be the stopping time given by:
Tµt = inf{v ≥ 0 : bµt(Sv) ≥ Bv} = inf{v ≥ 0 : Sv ≥ b
−1
µt (Bv)},
where Sv = supw≤v Bw and where, for every y ∈ R, b
−1
µt (y) = inf{z ∈ R+ : bµt(z) ≥ y}. Cox
and Hobson proved that Tµt satisfies Conditions C1 and C2 (see (Cox and Hobson, 2006,
Theorem 12)). They also established that Condition C1 is equivalent to the assertion that
Tµt is minimal for (Bv, v ≥ 0) in the sense that if there is a stopping time R ≤ Tµt which
embeds µt, i.e. such that BR has law µt, then R = Tµt a.s. Moreover, by Theorem 12 in
(Cox and Hobson, 2006), Tµt is optimal in the sense that Tµt maximizes P(SR ≥ x) amongst
all minimal stopping times R embedding µt, uniformly in x. We mention that Beiglböck,
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Cox and Huesmann (Beiglböck et al., 2017) develop recently a transport-based approach to
the Skorokhod embedding problem which allows them to derive all known and a variety of
new optimal solutions. One may observe that Tµt rewrites in terms of Ψµt . Indeed, for every
x ∈ R,
u−1µt (x) = inf{θ ∈ [−1, 1] : uµt(θ) ≥ x} = ∂πµt(x) = 1− 2µt([x,+∞[),
where ∂πµt denotes the left-derivative of πµt , and
πµt
(
uµt
(
u−1µt (x)
))
− u−1µt (x)uµt
(
u−1µt (x)
)
= πµt(x) − xu
−1
µt (x).
Then, as in (Cox, 2004, Section 3.2), one may prove that
b−1µt (x) = zµt
(
u−1µt (x)
)
= Ψµt(x).
Note that C1 is also equivalent to E
[
BTµt |FR
]
≥ BR for all stopping times R ≤ Tµt .
In particular, if the family
(
Tµt , t ∈ R
2
+
)
is non-decreasing a.s., then, for every s ≤ t,
E
[
BTµt |FTµs
]
≥ BTµs which means that
(
BTµt , t ∈ R
2
+
)
is a submartingale, and, according
to C2, this submartingale has marginals
(
µt, t ∈ R
2
+
)
. Moreover, if, for every t ∈ R2+, µt
has density, then, using Madan-Yor’s argument, one may show that
(
BTµt , t ∈ R
2
+
)
is an
incomplete Markov process in the sense that, for every s0 < s1 < · · · < sn < t (n ∈ N
∗)
elements of R2+, every real numbers x0, x1, · · · , xn and every Borel subset A of R,
P
(
BTµt ∈ A
∣∣BTµs0 = x0, BTµs1 = x1, · · · , BTµsn = xn) = P(BTµt ∈ A∣∣BTµsn = xn) .
We refer to (Ravaska, 1983) (see also (Jun Luo, 1992)) for the definition and some properties
of incomplete Markov processes. In the case where there is a measure µs with atoms, the
epigraph of Ψµs admits vertical slopes, and then, conditionally on FTµs , any future time Tµt ,
where s ≤ t, depend on both BTµs and STµs which implies that
(
BTµt , t ∈ R
2
+
)
does not
enjoy necessarily the incomplete Markov property. On the other hand, since Tµt = inf{v ≥
0 : Sv ≥ Ψµt(Bv)} is the first time the process (Bv, Sv; v ≥ 0) hits the epigraph of Ψµt , then
the family
(
Tµt , t ∈ R
2
+
)
is non-decreasing a.s. if, and only if, for every s ≤ t, the epigraph
of Ψµt includes that of Ψµs which means that
(
µt, t ∈ R
2
+
)
is a MRL process.
Remark 1.5. Even if there exists some µt0 with negative mean, the MRL order-
ing of
(
µt, t ∈ R
2
+
)
is sufficient for the construction of an associated submartingale to(
µt, t ∈ R
2
+
)
using the Cox-Hobson algorithm. Indeed, if m0 is a real number satisfying
m0 <
∫
R
yµ(0,0)(dy), and if g#µt denotes the image of µt under g : y 7−→ y − m0, then(
g#µt, t ∈ R
2
+
)
is still a MRL process, and, for every t ∈ R2+,
∫
R
z g#µt(dz) > 0. Precisely,
for every x ∈ R,
t 7−→ Ψg#µt(x) = Ψµt(x+m0)−m0 is non-decreasing,
and, as t 7−→
∫
R
yµt(dy) is non-decreasing (see Point 1 of Remark 1.2),∫
R
z g#µt(dz) =
∫
R
(y −m0)µt(dy) >
∫
R
yµt(dy)−
∫
R
yµ(0,0)(dy) ≥ 0.
Now, if (Bv, v ≥ 0) is a standard Brownian motion issued from 0, and if we denote by Tg#µt
the Cox-Hobson stopping which embeds g#µt, then
(
BTg#µt +m0, t ∈ R
2
+
)
is a submartin-
gale associated to
(
µt, t ∈ R
2
+
)
.
It follows from the preceding remark that MRL ordering is a sufficient condition for the
existence of an associated submartingale to a given integrable two-parameter process.
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1.3 Organization of the paper
In Section 2, we recall the definition of MTP2 function and discuss some multivariate total
positivity properties of two-parameter MRL processes. We prove that the integrated survival
function of an integrable two-parameter process is MTP2 if, and only if it is TP2 in each pair
of variables when the remaining variable is fixed. In Section 3, we provide several examples
of two-parameter MRL processes. In particular, we show that the MTP2 property of certain
two-parameter MRL processes is useful to generate other MRL processes with the same
property. The last section is devoted to explicit construction of associated submartingales
to certain non-MRL processes.
2 Total positivity properties of MRL processes
2.1 Multivariate totally positive functions
Definition 2.1. Let n be an integer such that n ≥ 2 and let I1, I2, · · · , In be n totally
ordered sets. A nonnegative function f over I =
n∏
i=1
Ii is said to be multivariate totally
positive of order 2 (MTP2) if, for every (x,y) ∈ I × I,
f(x ∧ y)f(x ∨ y) ≥ f(x)f(y), (2.1)
where x = (x1, x2, · · · , xn), y = (y1, y2, · · · , yn),
x ∧ y = (x1 ∧ y1, x2 ∧ y2, · · · , xn ∧ yn) = (min{x1, y1},min{x2, y2}, · · · ,min{xn, yn})
and
x ∨ y = (x1 ∨ y1, x2 ∨ y2, · · · , xn ∨ yn) = (max{x1, y1},max{x2, y2}, · · · ,max{xn, yn}) .
Remark 2.2.
1. When n = 2, a nonnegative function f satisfying (2.1) is said to be totally positive of order
2 (TP2). We refer to (Karlin, 1968) for examples and properties of totally positive functions.
2. Suppose that n ≥ 3. By definition, a MTP2 function is TP2 in each pair of variables
when the remaining variables are kept constant. But the converse is false. When n = 3,
Kemperman (Kemperman, 1977, Page 330) provided an example of function which is TP2
in each pair of variables when the remaining variable is fixed, and which is not MTP2.
Karlin and Rinot (Karlin and Rinott, 1980) proved that the converse holds when we restrict
ourselves to functions that have interval support. We prove that the result of Karlin and
Rinot extends to the integrated survival functions of integrable two-parameter processes.
We point out that these functions do not have necessarily interval support.
Many examples of MTP2 density functions have been exhibited by Karlin and Rinot
(Karlin and Rinott, 1980). These authors also provided several transformations that pre-
serve the MTP2 property. In particular, they proved the following composition formula
which allows to generate other MTP2 functions.
Proposition 2.3. (Karlin and Rinott, 1980, Proposition 3.4). Let n, m, l be positive inte-
gers. Let I =
n∏
i=1
Ii, J =
m∏
i=1
Ji, K =
l∏
i=1
Ki, where Ii, Ji and Ki are totally ordered sets.
Let f be MTP2 on I × J and g be MTP2 on J ×K. Define
h(x, z) =
∫
J
f(x,y)g(y, z)̺(dy),
where ̺ = ̺1 × · · · × ̺m and ̺i is a σ-finite positive measure on Ji. Then h is MTP2 on
I × K.
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In Section 3, we shall apply a special case of the above result to exhibit several MRL
processes which have MTP2 integrated survival functions.
2.2 Integrated survival functions of MRL processes
We give some total positivity properties of the integrated survival functions of MRL pro-
cesses. Let µ =
(
µt, t ∈ R
2
+
)
be an integrable process, and let Cµ be its integrable survival
function, defined by:
∀ (t, x) ∈ R2+ × R, Cµ(t, x) =
∫
[x,+∞[
(y − x)µt(dy).
Remark 2.4. Let rµt be the upper bound of the support of µt (see Point 2 of Remark 1.2).
Then Cµ(t, x) = 0 if, and only if rµt ≤ x.
We recall that an integrable probability measure is entirely determined by its in-
tegrated survival function. This is the purpose of the next result, borrowed from
(Hirsch, F. and Roynette, B., 2012, Section 2) (see also (Müller and Stoyan, 2002, Theorem
1.5.10)).
Proposition 2.5. Let ν be an integrable probability measure and let Cν denote the integrated
survival function of ν, i.e. the function defined on R by Cν(x) =
∫
[x,+∞[(y−x)µt(dy). Then
Cν enjoys the following properties:
i) Cν is a convex, nonnegative function on R,
ii) lim
x→+∞
Cν(x) = 0,
iii) there exists l ∈ R such that lim
x→−∞
Cν(x) + x = l.
Conversely, if a function C satisfies the above three properties, then there exists a unique
integrable probability measure ν such that Cν = C, i.e. C is the integrated survival function
of ν. Precisely, ν is the second order derivative of C in the sense of distributions, and
l =
∫
R
yν(dy).
We have the same characterization of MRL ordering in terms of integrated survival
functions as in the one-parameter case and the proof follows the same lines as that of
Theorem 3.3 in (Bogso, 2015).
Theorem 2.6. The family
(
µt, t ∈ R
2
+
)
is non-decreasing in the MRL ordering if, and only
if its integrated survival function Cµ satisfies:
∀ t1 ≤ t2, ∀x1 ≤ x2, det
(
Cµ(t1, x1) Cµ(t1, x2)
Cµ(t2, x1) Cµ(t2, x2)
)
≥ 0. (2.2)
Remark 2.7. Inequality (2.2) is equivalent to the following assertion:
Cµ is TP2 in (t, x) when t
′ is fixed, and TP2 in (t
′, x) when t is fixed. (2.3)
Such equivalence does not hold in general. Precisely, (2.2) strictly implies (2.3). Indeed,
consider the following example borrowed from (Kemperman, 1977, Page 330, Proof of (ii)):
Let u and v be two positive real numbers, and let φ : R3+ → R+ be defined by:
φ(t, t′, x) =

u if (t, t′, x) ∈ [0, 1]× [0, 1]×]1, 2],
v if (t, t′, x) ∈]1, 2]×]1, 2]× [0, 1],
0 otherwise.
(2.4)
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Then φ is TP2 in (t, x) when t
′ is fixed, and TP2 in (t
′, x) when t is fixed (see e.g.
(Kemperman, 1977, Page 330, Proof of (ii))). But, for every (t1, t
′
1, x1) ∈ [0, 1]
3 and
(t2, t
′
2, x2) ∈]1, 2]
3,
φ(t1, t
′
1, x1)φ(t2, t
′
2, x2) = 0 < uv = φ(t1, t
′
1, x2)φ(t2, t
′
2, x1)
which shows that φ does not satisfies (2.2). To show that (2.3) implies (2.2) in the case
of integrated survival functions, we apply a characterization of MRL ordering in the one-
parameter case (see (Bogso, 2015, Theorem 3.3)). Let
(
µt, t ∈ R
2
+
)
be an integrable process
whose integrated survival function satisfies (2.3). Let t1 = (t1, t
′
1) and t2 = (t2, t
′
2) be such
that t1 ≤ t2. Since Cµ is TP2 in (t, x) when t
′ is fixed, we have µt1 = µ(t1,t′1) ≤mrl µ(t2,t′1),
i.e. µ(t2,t′1) dominates µt1 in the MRL ordering, and, since Cµ is TP2 in (t
′, x) when t is
fixed, we also have µ(t2,t′1) ≤mrl µ(t2,t′2) = µt2 . Then, as the MRL ordering is transitive,
µt1 ≤mrl µt2 which means that Cµ satisfies (2.2).
One may observe that the MRL ordering is not preserved by some convex transformations.
For instance, if µ = (µt, t ∈ {1, 2} × R+) is a MRL process, and if ν = (νt, t ∈ [0, 1]× R+)
is the process given by
∀ t ∈ R2+, νt = (1− t)µ(1,t′) + tµ(2,t′),
then ν is not necessarily a MRL process. Indeed, the integrated survival function Cν of ν,
defined on [0, 1]× R+ × R by
Cν(t, x) = (1− t)Cµ(1, t
′, x) + tCµ(2, t
′, x),
where Cµ denotes the integrated survival function of µ, is not always TP2 in (t
′, x) when
t is fixed. We introduce a class of MRL processes which is closed by several convex trans-
formations, and from which are generated other MRL processes that belong to the same
class.
Theorem 2.8. Let
(
µt, t ∈ R
2
+
)
be an integrable process, and let Cµ denote its integrated
survival function. If Cµ is TP2 in every pair of variables when the remaining variable is
fixed, then Cµ is MTP2.
Remark 2.9. Theorem 2.8 is not valid for all nonnegative functions. We know from
(Lorentz, 1953) (see also (Kemperman, 1977) and (Karlin and Rinott, 1980)) that such a
result holds for positive functions. Karlin and Rinot (Karlin and Rinott, 1980, Proposi-
tion 2.1) proved that Theorem 2.8 still applies to nonnegative functions which have interval
support (see also (Fallat et al., 2017, Proposition 3.5) ): as in (Fallat et al., 2017, Page 7),
we say that φ : R2+ × R → R+ has interval support if, for every (t1, x1) and (t2, x2) in
R
2
+ × R, φ(t1, x1)φ(t2, x2) > 0 implies φ(t, x) > 0 for every (t, x) ∈ R
2
+ × R satisfying
(t1 ∧ t2, x1 ∧ x2) ≤ (t, x) ≤ (t1 ∨ t2, x1 ∨ x2). But as it is shown in Propositions 3.1 and 3.6
below, there are several integrated survival functions which do not have interval support.
Proof of Theorem 2.8. Let Cµ be the integrated survival function of an integrable process(
µt, t ∈ R
2
+
)
which is TP2 in each pair of variables when the remaining variable is fixed.
For every t ∈ R2+, we denote by rµt the upper bound of the support of µt. Let t1 and t2
be elements of R2+, and let x1 and x2 be two real numbers. We suppose without loss of
generality that x1 ≤ x2. We wish to prove the following inequality.
Cµ(t1 ∧ t2, x1)Cµ(t1 ∨ t2, x2) ≥ Cµ(t1, x1)Cµ(t2, x2). (2.5)
We first show that the right-hand side of (2.5) vanishes when the left-hand side equals zero.
The left-hand side of (2.5) equals zero if, and only if at least one of Cµ(t1 ∧ t2, x1) and
Cµ(t1 ∨ t2, x2) equals zero.
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• If Cµ(t1 ∨ t2, x2) = 0, then, by Remark 2.4, rµt1∨t2 ≤ x2. Moreover, since Cµ is TP2
in (t, x) when t′ is fixed, and TP2 in (t
′, x) when t is fixed, it follows from Remark
2.7 that Cµ satisfies Condition (2.2) in Theorem 2.6. Hence
(
µt, t ∈ R
2
+
)
is a MRL
process, and we deduce from Point 2 of Remark 1.2 that t 7−→ rµt is non-decreasing.
Then rµt2 ≤ rµt1∨t2 ≤ x2 which implies that Cµ(t2, x2) = 0 and, as a consequence,
that the right-hand side of (2.5) equals zero.
• Suppose that Cµ(t1 ∧ t2, x1) = 0. Because Cµ is TP2 in (t, t
′) when x is fixed,
Cµ(t1 ∧ t2, x1)Cµ(t1 ∨ t2, x1) ≥ Cµ(t1, x1)Cµ(t2, x1). (2.6)
Since Cµ(t1 ∧ t2, x1) = 0, the right-hand side of (2.6) equals zero which implies that
at least one of Cµ(t1, x1) and Cµ(t2, x1) equals zero. If Cµ(t1, x1) = 0, then the right-
hand side of (2.5) equals zero. If Cµ(t2, x1) = 0, then rµt2 ≤ x1 ≤ x2 which implies
that Cµ(t2, x2) = 0. Thus, the right-hand side of (2.5) equals zero.
Now, suppose that the left-hand side of (2.5) is positive. In particular Cµ(t1 ∧ t2, x1) is
positive and, as a consequence x1 < rµt1∧t2 . Since t 7−→ rµt is non-decreasing, x1 <
rµt1∧t2 ≤ rµt2 which implies that Cµ(t2, x1) is positive too. Hence, we may write:
Cµ(t1 ∧ t2, x1)Cµ(t1 ∨ t2, x2) =
Cµ(t1 ∧ t2, x1)
Cµ(t2, x1)
[Cµ(t2, x1)Cµ(t1 ∨ t2, x2)]. (2.7)
Because Cµ is TP2 in (t, x) when t
′ is fixed, and TP2 in (t
′, x) when t is fixed, we deduce
from Remark 2.7 and from (2.2) that
Cµ(t2, x1)Cµ(t1 ∨ t2, x2) ≥ Cµ(t2, x2)Cµ(t1 ∨ t2, x1). (2.8)
Combining (2.7) and (2.8), we obtain
Cµ(t1 ∧ t2, x1)Cµ(t1 ∨ t2, x2) ≥
Cµ(t2, x2)
Cµ(t2, x1)
[Cµ(t1 ∨ t2, x1)Cµ(t1 ∧ t2, x1)]. (2.9)
Moreover, since Cµ is TP2 in (t, t
′) when x is constant,
Cµ(t1 ∧ t2, x1)Cµ(t1 ∨ t2, x1) ≥ Cµ(t1, x1)Cµ(t2, x1). (2.10)
Then (2.9) and (2.10) yield
Cµ(t1 ∧ t2, x1)Cµ(t1 ∨ t2, x2) ≥ Cµ(t1, x1)Cµ(t2, x2)
which completes the proof.
In the next section, we exhibit many examples of MRL processes among which there are
processes that possess MTP2 integrated survival functions.
3 Some examples of two-parameter MRL processes
We provide several examples of MRL processes among which there are processes with MTP2
integrated survival functions. In particular, the MTP2 property of these processes is useful
to generate other processes having MTP2 integrated survival functions.
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3.1 A family of diatomic MRL processes
Here is an example of a family of diatomic processes to which Theorem 2.8 applies.
Proposition 3.1. Let ε ∈ (0, 1) and r ∈ R. Let
(
µε
t
, t ∈ R2+
)
be the process given by: for
every t ∈ R+, µ
ε
(t,0) = µ
ε
(0,t) = δr, and, for every t = (t, t
′) ∈ R∗+ × R
∗
+,
µε
t
=
t′
t+ t′
δr−(1−ε)t +
t
t+ t′
δr+t′ ,
where R∗+ denotes the set of positive numbers, and, for every a ∈ R, δa denotes the Dirac
measure at point a. Then the integrated survival function Cµε of
(
µε
t
, t ∈ R2+
)
is TP2 in each
pair of variables when the remaining variable is held constant.
Proof. We first show that Cµε is TP2 in (t, x) when t
′ is fixed, and TP2 in (t
′, x) when t is
fixed. By Remark 2.7, it suffices to prove that
(
µε
t
, t ∈ R2+
)
is a MRL process. For every
t ∈
(
R
∗
+
)2
= R∗+ × R
∗
+, the Hardy-Littlewood function Ψµεt of µ
ε
t
is defined by:
∀x ∈ R, Ψµε
t
(x) =

r + ε
tt′
t+ t′
if x ≤ r − (1 − ε)t,
r + t′ if r − (1− ε)t < x ≤ r + t′,
x if x > r + t′.
Since (t, t′) 7−→
tt′
t+ t′
is non-decreasing on
(
R
∗
+
)2
, it is not difficult to show that, for every
x ∈ R and every t1 ≤ t2, Ψµε
t1
(x) ≤ Ψµε
t2
(x). It remains to prove that Cµε is TP2 in (t, t
′)
when x is fixed. The function Cµε is given by:
∀ (t, x) ∈
(
R
∗
+
)2
× R, Cµε(t, x) =

r − x+ ε
tt′
t+ t′
if x < r − (1 − ε)t,
t(t′ + r − x)
t+ t′
if r − (1− ε)t ≤ x < r + t′,
0 if x ≥ r + t′.
Let t1 ≤ t2 and t
′
1 ≤ t
′
2 be positive real numbers. We wish to prove that, for every x ∈ R,
Cµε(t1, t
′
1, x)Cµε (t2, t
′
2, x)− Cµε(t1, t
′
2, x)Cµε (t2, t
′
1, x) ≥ 0. (3.1)
We may write
R =]−∞, r − (1− ε)t2[∪[r − (1− ε)t2, r − (1 − ε)t1[∪[r − (1− ε)t1, r + t
′
1[∪[r + t
′
1,+∞[.
If x ∈]−∞, r − (1− ε)t2[, then
Cµε(t1, t
′
1, x)Cµε(t2, t
′
2, x)− Cµε(t1, t
′
2, x)Cµε(t2, t
′
1, x)
=
(
r − x+ ε
t1t
′
1
t1 + t′1
)(
r − x+ ε
t2t
′
2
t2 + t′2
)
−
(
r − x+ ε
t1t
′
2
t1 + t′2
)(
r − x+ ε
t2t
′
1
t2 + t′1
)
= ε(r − x)
(
t1t
′
1
t1 + t′1
+
t2t
′
2
t2 + t′2
−
t1t
′
2
t1 + t′2
−
t2t
′
1
t2 + t′1
)
+
ε2t1t
′
1t2t
′
2
(
1
(t1 + t′1)(t2 + t
′
2)
−
1
(t1 + t′2)(t2 + t
′
1)
)
.
Since, on
(
R
∗
+
)2
, (t, t′) 7−→
tt′
t+ t′
is supermodular and (t, t′) 7−→
1
t+ t′
is TP2, we have
t1t
′
1
t1 + t′1
+
t2t
′
2
t2 + t′2
−
t1t
′
2
t1 + t′2
−
t2t
′
1
t2 + t′1
≥ 0
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and
1
(t1 + t′1)(t2 + t
′
2)
−
1
(t1 + t′2)(t2 + t
′
1)
≥ 0
respectively which implies that (3.1) holds.
Suppose that x ∈ [r − (1− ε)t2, r − (1 − ε)t1[. Then
Cµε(t2, t
′
2, x)Cµε (t1, t
′
1, x)− Cµε(t2, t
′
1, x)Cµε (t1, t
′
2, x)
=
t2(t
′
2 + r − x)
t2 + t′2
(
r − x+ ε
t1t
′
1
t1 + t′1
)
−
t2(t
′
1 + r − x)
t2 + t′1
(
r − x+ ε
t1t
′
2
t1 + t′2
)
= t2(r − x)
(
t′2 + r − x
t2 + t′2
−
t′1 + r − x
t2 + t′1
)
+ εt1t2
(
t′1(t
′
2 + r − x)
(t1 + t′1)(t2 + t
′
2)
−
t′2(t
′
1 + r − x)
(t1 + t′2)(t2 + t
′
1)
)
.
Observe that, as x ≥ r − (1− ε)t2,
t′2 + r − x
t2 + t′2
−
t′1 + r − x
t2 + t′1
=
(t2 − r + x)(t
′
2 − t
′
1)
(t2 + t′2)(t2 + t
′
1)
≥ ε
t2(t
′
2 − t
′
1)
(t2 + t′2)(t2 + t
′
1)
.
On the other hand, since (t, t′) 7−→
1
t+ t′
is TP2 on
(
R
∗
+
)2
,
t′1(t
′
2 + r − x)
(t1 + t′1)(t2 + t
′
2)
≥
t′1(t
′
2 + r − x)
(t1 + t′2)(t2 + t
′
1)
and, as a consequence,
t′1(t
′
2 + r − x)
(t1 + t′1)(t2 + t
′
2)
−
t′2(t
′
1 + r − x)
(t1 + t′2)(t2 + t
′
1)
≥ −
(r − x)(t′2 − t
′
1)
(t1 + t′2)(t2 + t
′
1)
.
Hence,
Cµε(t2, t
′
2, x)Cµε (t1, t
′
1, x)− Cµε(t2, t
′
1, x)Cµε (t1, t
′
2, x)
≥
ε(r − x)t2(t
′
2 − t
′
1)
t2 + t′1
(
t2
t2 + t′2
−
t1
t1 + t′2
)
≥ 0
since t 7−→
t
t+ t′2
is non-decreasing on R+.
Suppose that x ∈ [r− (1− ε)t1, r+ t
′
1[. Then it follows from the total positivity property of
the function (t, t′) 7−→
1
t+ t′
that
Cµε(t1, t
′
1, x)Cµε(t2, t
′
2, x)− Cµε(t1, t
′
2, x)Cµε(t2, t
′
1, x)
= t1t2(t
′
1 + r − x)(t
′
2 + r − x)
(
1
(t1 + t′1)(t2 + t
′
2)
−
1
(t1 + t′2)(t2 + t
′
1)
)
≥ 0.
Finally, if x ∈ [r + t′1,+∞[, the left-hand side of (3.1) equals zero and (3.1) is obviously
satisfied. This ends the proof of (3.1). We mention that (3.1) remains true if one allows t,
or t′, or both t and t′ to take the value zero.
Remark 3.2. We mention that Cµε does not have interval support. Indeed, if (t1, x1) and
(t2, x2) satisfy 0 < t1 < t2 and x1 < t
′
1 + r < x2 < t
′
2 + r, then (t1, x1) ≤ (t1, x2) ≤ (t2, x2),
Cµε(t1, x1) > 0, Cµε(t2, x2) > 0 and Cµε(t1, x2) = 0. As a consequence, Proposition 2.1 of
(Karlin and Rinott, 1980) does not apply.
The next example shows that the family of MRL processes includes strictly that of
processes which have MTP2 integrated survival functions.
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Example 3.3. Let (µt, t ∈ R
2
+) be the process given by: for every t ∈ R+, µ(t,0) = µ(0,t) = δ0
and, for every t = (t, t′) ∈
(
R
∗
+
)2
,
µt =
t+ t′
2t+ t′
δ−t +
t
2t+ t′
δt+t′ .
Then
(
µt, t ∈ R
2
+
)
is a MRL process whose integrated survival function Cµ is not TP2 in
(t, t′) when x is fixed. We start by showing that
(
µt, t ∈ R
2
+
)
is a MRL process. The
Hardy-Littlewood function of µt is given by:
∀x ∈ R, Ψµt(x) =

0 if x ≤ −t,
t+ t′ if − t < x ≤ t+ t′,
x if x > t+ t′
and it is not difficult to verify that, for every x ∈ R, t 7−→ Ψµt(x) is non-decreasing.
Now, we show that Cµ is not TP2 in (t, t
′) when x is fixed. We have
∀ (t, x) ∈
(
R
∗
+
)2
× R, Cµ(t, x) =

−x if x < −t,
t(t+ t′ − x)
2t+ t′
if − t ≤ x < t+ t′,
0 if x ≥ t+ t′
and, in particular, Cµ(t, t
′, 0) =
t(t+ t′)
2t+ t′
. But, (t, t′) 7−→
t+ t′
2t+ t′
is not TP2 on
(
R
∗
+
)2
.
3.2 MRL processes obtained by censoring transformations
Let (νt, t ∈ R+) be a one-parameter MRL process such that, for every t ∈ R+,
rt = rνt = inf{z ∈ R, νt([z,+∞[) = 0} <∞.
Let φ, ϕ : R2+ → R be two maps such that φ is non-increasing, ϕ is non-decreasing, φ(0, 0) =
ϕ(0, 0) = r0 and, for every t ∈ R
2
+\{(0, 0)}, ϕ(t) ≥ rt and ϕ(t) > φ(t). Consider the process(
µt, t ∈ R
2
+
)
given by: for every t ∈ R+, µ(0,0) = ν0 and
∀ t ∈ R2+ \ {(0, 0)}, µt = 1]−∞,φ(t)[νt + αtδφ(t) + βtδϕ(t), (3.2)
where
αt =
1
ϕ(t)− φ(t)
∫
[φ(t),rt]
(ϕ(t) − y)νt(dy)
and
βt =
1
ϕ(t)− φ(t)
∫
[φ(t),rt]
(y − φ(t))νt(dy).
Observe that (αt, βt) is the unique solution of the linear system:
αt + βt = νt([φ(t), rt]) and φ(t)αt + ϕ(t)βt =
∫
[φ(t),rt]
yνt(dy).
Proposition 3.4. The process
(
µt, t ∈ R
2
+
)
defined by (3.2) is a MRL process.
Proof. For every t ∈ R2+, the Hardy-Littlewood function Ψµt attached to µt is given by:
Ψµt(x) =

Ψνt(x) if x ≤ φ(t),
ϕ(t) if φ(t) < x ≤ ϕ(t),
x if x > ϕ(t)
from which one deduces that the family
(
Ψµt , t ∈ R
2
+
)
is pointwise non-decreasing.
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The integrated survival function of a process of the form (3.2) is not necessarily TP2 in
(t, t′) when x is fixed. For instance, if one takes νt = δt, φ(t) = −t and ϕ(t) = t + t
′, one
recovers the process given in Example 3.3 whose integrated survival function is not MTP2.
Now, we restrict ourselves to two-parameter MRL processes of the form (3.2) which have
MTP2 integrated survival functions.
Proposition 3.5. Let ν denote an integrable probability measure such that the upper bound
r of its support is finite. Let
(
µt, t ∈ R
2
+
)
be the process defined by: µ(0,t) = ν for every
t ∈ R+, and
∀ t ∈ R+ × R
∗
+, µt = 1]−∞,r−t[ν + αtδr−t + βtδr+t′ , (3.3)
where
αt =
1
t+ t′
∫
[r−t,r]
(r + t′ − y)ν(dy) (3.4)
and
βt =
1
t+ t′
∫
[r−t,r]
(y − r + t)ν(dy). (3.5)
Then the integrated survival function Cµ of
(
µt, t ∈ R
2
+
)
is MTP2.
We omit the proof of Proposition 3.5 since this result is a particular case of Proposition
3.6 stated below. Processes of the form (3.3) have constant mean. These processes may
be slightly modified so that the resulting processes still have MTP2 integrated survival
functions, but have means which depend on t. For instance, the process
(
µε
t
, t ∈ R2+
)
in
Proposition 3.1 is a modification of the process
(
µt, t ∈ R
2
+
)
given by (3.3) when ν = δr,
r ∈ R. In the next result, we provide a modified version of the process
(
µt, t ∈ R
2
+
)
given
by (3.3) which has MTP2 integrated survival function, but whose mean depends on t.
Proposition 3.6. Let ν be an integrable probability measure whose support has a finite upper
bound denoted by r. For every t ∈ R2+, let αt and βt be given by (3.4) and (3.5) respectively.
Then, for every ε ≥ 0, the process
(
µε
t
, t ∈ R2+
)
defined by: for every t ∈ R+, µ
ε
(0,t) = ν, and
∀ t ∈ R∗+ × R+, µ
ε
t
= 1]−∞,r−t[ν + αtδr−t + βtδr+(1+ε)t′ (3.6)
has MTP2 integrated survival function.
Proof. We start by showing that
(
µε
t
, t ∈ R2+
)
is a MRL process. Let Ψν and Cν denote
the Hardy-Littlewood and the integrated survival functions of ν respectively. Let β˜ be the
function defined by
∀ t ∈ R+, β˜(t) = Cν(r − t) =
∫
[r−t,r]
(y − r + t)ν(dy).
Since Cν is nonnegative and convex, t 7−→
β˜(t)
t
is nonnegative and non-decreasing on R∗+.
Moreover, (t, t′) 7−→
tt′
t+ t′
is nonnegative, non-decreasing, supermodular and TP2 on R
∗
+ ×
R
∗
+. Then
(t, t′) 7−→
t′β˜(t)
t+ t′
is non-decreasing, supermodular and TP2 on R
∗
+ × R
∗
+.
For every t ∈ R2+, we denote byΨµεt the Hardy-Littlewood function of µ
ε
t
. Then, by observing
that β˜(t) = (t+ t′)βt, we have, for every x ∈ R,
Ψµε
t
(x) =

Ψν(x) +
εt′β˜(t)
(t+ t′)ν([x, r])
if x ≤ r − t,
r + (1 + ε)t′ if r − t < x ≤ r + (1 + ε)t′,
x if x > r + (1 + ε)t′.
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Let t1 ≤ t2 be elements of
(
R
∗
+
)2
. We have
R =]−∞, r − t2]∪]r − t2, r − t1]∪]r − t1, r + (1 + ε)t
′
1]∪]r + (1 + ε)t
′
1,+∞[.
Let x be a real number. If x ∈]−∞, r − t2], then Ψµε
t1
(x) ≤ Ψµε
t2
(x) since (t, t′) 7−→
t′β˜(t)
t+ t′
is non-decreasing on R∗+ × R
∗
+. If x ∈]r − t2, r − t1], then, as β˜(t1) ≤ t1ν([r − t1, r]) and
Ψν(x) ≤ r,
Ψµε
t1
(x) = Ψν(x) +
εt′1β˜(t1)
(t1 + t′1)ν([x, r])
≤ r + εt′1 ≤ r + (1 + ε)t
′
2 = Ψµεt2
(x).
If x ∈]r − t1, r + (1 + ε)t
′
1], then Ψµεt1
(x) = r + (1 + ε)t′1 ≤ r + (1 + ε)t
′
2 = Ψµεt2
(x). If
x > r + (1 + ε)t′1, then, by definition of Ψµεt2
, Ψµε
t1
(x) = x ≤ Ψµε
t2
(x). Thus,
(
µε
t
, t ∈ R2+
)
is a MRL process which implies that the integrated survival function Cµε of
(
µε
t
, t ∈ R2+
)
defined on
(
R
∗
+
)2
by
Cµε(t, t
′, x) =

Cν(x) +
εt′β˜(t)
t+ t′
if x < r − t,
β˜(t)(r + (1 + ε)t′ − x)
t+ t′
if r − t ≤ x < r + (1 + ε)t′,
0 if x ≥ r + (1 + ε)t′
(3.7)
is TP2 in (t, x) when t
′ is fixed, and TP2 in (t
′, x) when t is fixed. Let us prove that Cµε is
also TP2 in (t, t
′) when x is fixed which, by Theorem 2.8, entails that Cµε is MTP2.
We fix t1 ≤ t2, t
′
1 ≤ t
′
2, and x ∈ R. Suppose that x ∈] −∞, r − t2[. Since the function
(t, t′) 7−→
t′β˜(t)
t+ t′
is supermodular and TP2 on R
∗
+ × R
∗
+, then
(t, t′) 7−→ Cν(x) +
εt′β˜(t)
t+ t′
is TP2 on R
∗
+ × R
∗
+,
and, as in Proposition 3.1, we show that
Cµε(t1, t
′
1, x)Cµε (t2, t
′
2, x)− Cµε(t1, t
′
2, x)Cµε (t2, t
′
1, x) ≥ 0. (3.8)
If x ∈ [r − t2, r − t1[, then
Cµε(t1, t
′
1, x)Cµε (t2, t
′
2, x)− Cµε(t1, t
′
2, x)Cµε (t2, t
′
1, x)
=
(
Cν(x) +
εt′1β˜(t1)
t1 + t′1
)(
β˜(t2)(r + (1 + ε)t
′
2 − x)
t2 + t′2
)
−(
Cν(x) +
εt′2β˜(t1)
t1 + t′2
)(
β˜(t2)(r + (1 + ε)t
′
1 − x)
t2 + t′1
)
= Cν(x)β˜(t2)
(
r + (1 + ε)t′2 − x
t2 + t′2
−
r + (1 + ε)t′1 − x
t2 + t′1
)
+
εβ˜(t1)β˜(t2)
(
t′1(r + (1 + ε)t
′
2 − x)
(t2 + t′2)(t1 + t
′
1)
−
t′2(r + (1 + ε)t
′
1 − x)
(t1 + t′2)(t2 + t
′
1)
)
.
Since x ≥ r − t2, and since t 7−→
t
t+ t′2
is non-decreasing on R+, we have
r + (1 + ε)t′2 − x
t2 + t′2
−
r + (1 + ε)t′1 − x
t2 + t′1
=
((1 + ε)t2 − r + x)(t
′
2 − t
′
1)
(t2 + t′2)(t2 + t
′
1)
≥
εt2(t
′
2 − t
′
1)
(t2 + t′2)(t2 + t
′
1)
≥
εt1(t
′
2 − t
′
1)
(t1 + t′2)(t2 + t
′
1)
.
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Moreover, the TP2 property of (t, t
′) 7−→
1
t+ t′
on R∗+ × R
∗
+ yields
t′1(r + (1 + ε)t
′
2 − x)
(t1 + t′1)(t2 + t
′
2)
≥
t′1(r + (1 + ε)t
′
2 − x)
(t1 + t′2)(t2 + t
′
1)
.
Hence,
t′1(r + (1 + ε)t
′
2 − x)
(t2 + t′2)(t1 + t
′
1)
−
t′2(r + (1 + ε)t
′
1 − x)
(t1 + t′2)(t2 + t
′
1)
≥
t′1(r + (1 + ε)t
′
2 − x)
(t1 + t′2)(t2 + t
′
1)
−
t′2(r + (1 + ε)t
′
1 − x)
(t1 + t′2)(t2 + t
′
1)
= −
(r − x)(t′2 − t
′
1)
(t1 + t′2)(t2 + t
′
1)
.
Thus, since x ≤ r − t1, and since t 7−→
β˜(t)
t
is non-decreasing on R∗+,
Cµε(t1, t
′
1, x)Cµε (t2, t
′
2, x)− Cµε(t1, t
′
2, x)Cµε (t2, t
′
1, x)
≥
εt1(r − x)β˜(t2)(t
′
2 − t
′
1)
(t1 + t′2)(t2 + t
′
1)
(
Cν(x)
r − x
−
β˜(t1)
t1
)
=
εt1(r − x)β˜(t2)(t
′
2 − t
′
1)
(t1 + t′2)(t2 + t
′
1)
(
β˜(r − x)
r − x
−
β˜(t1)
t1
)
≥ 0.
If x ∈ [r − t1, r + (1 + ε)t
′
1[, then, as x ∈ [r − t2, r + (1 + ε)t
′
2[ and as
(t, t′) 7−→
β˜(t)(r + (1 + ε)t′ − x)
t+ t′
is TP2 on R
∗
+ × R
∗
+,
Inequality (3.8) still holds.
Finally, if x ≥ r + (1 + ε)t′1, then (3.8) still holds since Cµε(t1, t
′
1, x) = 0 = Cµε(t2, t
′
1, x).
Moreover, (3.8) remains valid if t1, or t
′
1, or both t1 and t
′
1 equal zero.
Remark 3.7. Note that the integrated survival function Cµε given by (3.7) does not have
interval support, and then Proposition 2.1 of (Karlin and Rinott, 1980) does not apply to
Cµε . Indeed, if (t1, x1) and (t2, x2) satisfy 0 < t1 < t2 and x1 < t
′
1 + (1 + ε)r < x2 <
t′2 + (1 + ε)r, then (t1, x1) ≤ (t1, x2) ≤ (t2, x2), Cµε(t1, x1) > 0, Cµε(t2, x2) > 0 and
Cµε(t1, x2) = 0.
Remark 3.8. For every ε ∈ (0, 1), let
(
µε
t
, t ∈ R2+
)
be the process given by (3.6).
1. Let Tµε
t
denote the Cox-Hobson solution to the Skorokhod embedding problem for µε
t
. If
(Bv, v ≥ 0) is a standard Brownian motion started at 0, then
(
BTµε
t
, t ∈ R2+
)
is a two-
parameter submartingale associated to
(
µε
t
, t ∈ R2+
)
.
2. If νε = (νε
t
, t ∈ [0, 1]× R+) is the process given by
∀ t ∈ R2+, ν
ε
t
= (1 − t)µε(1,t′) + tµ
ε
(2,t′),
then (νε
t
, t ∈ R2+) has MTP2 integrated survival function.
The interest of the MTP2 property relies on the fact that there are several transformations
which preserve this property. Therefore, from a given process with MTP2 integrated survival
function, one may generate several other processes which satisfy the same MTP2 condition.
For instance, the Point 2. of the preceding remark provides a transformation which preserves
the MTP2 property.
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3.3 MRL processes obtained by subordination
We exhibit several subordinated processes with MTP2 integrated survival functions. Pre-
cisely, from a given MTP2 integrated survival function, we generate many other integrated
survival functions using a well-known composition formula. We exploit total positivity prop-
erties of certainR+-valued Markov processes. The following results taken from (Karlin, 1964)
concerns R+-valued Markov processes which have TP2 transition kernels.
Theorem 3.9. (Karlin, 1964, Theorem 5.2.) Let (pt, t ∈ R
∗
+) be the transition densities
of a right-continuous time-homogeneous R+-valued Markov process started at zero. Suppose
that
∀ t ∈ R∗+, pt is continuous and TP2 on R+ × R+. (3.9)
Then (t, λ) 7−→ pt(0, λ) and (t, λ) 7−→ pt(λ, 0) are TP2 on R
∗
+ × R+.
There are many time-homogeneous Markov processes with TP2 transition densities. For
instance, the transition densities (with respect to the Lebesgue measure) of one-dimensional
diffusions are TP2. Here is an analog of Theorem 3.9 for continuous-time Markov chains
which have TP2 transition matrices. We mention that this class of Markov chains includes
birth-and-death processes.
Theorem 3.10. (Karlin, 1964, Theorem 4.3, Points (i) and (ii).) Let (Pt, t ∈ R+) be the
transition matrices of a right-continuous time-homogeneous R+-valued Markov chain issued
from zero. If
∀ t ≥ 0, (i, j) 7−→ Pt(i, j) is TP2 on N× N, (3.10)
then (t, i) 7−→ Pt(0, i) and (t, i) 7−→ Pt(i, 0) are TP2 on R+ × N.
We now provide a way to generate many integrable processes which haveMTP2 integrated
survival functions.
Theorem 3.11. Let
(
µ(λ,λ′), (λ, λ
′) ∈ R2+
)
be an integrable process which has MTP2 in-
tegrated survival function denoted by Cµ. Suppose that there exists a positive constant K
satisfying:
∀ (λ, λ′) ∈ R2+,
∫
R
|y|µ(λ,λ′)(dy) ≤ K(1 + λ)(1 + λ
′). (3.11)
1. Let
(
pt, t ∈ R
∗
+
)
and
(
qt, t ∈ R
∗
+
)
be the transition densities of two right-continuous, inte-
grable and time-homogeneous R+-valued Markov processes issued from zero. Suppose that,
for every t ≥ 0, pt and qt satisfy (3.9). Then the process
(
σt, t ∈ (R
∗
+)
2
)
given by:
∀ (t, x) ∈ (R∗+)
2 × R, σt([x,+∞[) =
∫∫
R2
+
µ(λ,λ′)([x,+∞[)pt(0, λ)qt′ (0, λ
′)dλdλ′
is integrable, and it has a MTP2 integrated survival function.
2. Let (Pt, t ∈ R+) and (Qt, t ∈ R+) be the transition matrices of two right-continuous,
integrable and time-homogeneous R+-valued Markov chains started at zero. If, for every
t ≥ 0, Pt and Qt fulfill Condition (3.10), then the process
(
σt, t ∈ R
2
+
)
defined by:
∀ (t, x) ∈ R2+ × R, σt([x,+∞[) =
∑
i∈N
∑
j∈N
µ(i,j)([x,+∞[)Pt(0, i)Qt′(0, j)
is integrable, and its integrated survival function is MTP2.
To prove Theorem 3.11, we need the following classical result which is an immediate
consequence of Proposition 2.3.
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Corollary 3.12. Let f : R2+ × R → R+ be MTP2 and g : R
2
+ → R+ be TP2. Let ρ be a
σ-finite positive measure on R+ such that:
∀ (t, x) ∈ R2+ × R,
∫
R+
f(u, t, x)g(u, t′)ρ(du) is finite.
Then the function h defined on R2+ × R by
h(t, x) =
∫
R+
f(u, t, x)g(u, t′)ρ(du)
is MTP2 on R
2
+ × R.
Proof of Theorem 3.11. We prove only Point 1 since the proof of Point 2 is quite similar.
Since Cµ is TP2 in (λ, x) when λ
′ is fixed, then, for every (λ′, x), λ 7−→ Cµ(λ, λ
′, x) is non-
decreasing, and then it is Borel-measurable. We deduce that, for every fixed (λ′, x) ∈ R+×R,
the function λ 7−→ µ(λ,λ′)([x,+∞[) is Borel-measurable. Indeed, one has
µ(λ,λ′)([x,+∞[) = lim
n→+∞
n
(
Cµ
(
λ, λ′, x−
1
n
)
− Cµ(λ, λ
′, x)
)
.
Then one may define the process
(
η(t,λ′), (t, λ
′) ∈ R+ × R
∗
+
)
by:
∀ (t, λ′, x) ∈ R∗+ × R+ × R, η(t,λ′)([x,+∞[) =
∫
R+
µ(λ,λ′)([x,+∞[)pt(0, λ)dλ.
Moreover, as the Markov processes we deal with are integrable, the Fubini’s theorem and
Condition (3.11) ensure that the process
(
η(t,λ′), (t, λ
′) ∈ R+ × R
∗
+
)
is integrable and that
its integrated survival function Cη is given by:
Cη(t, λ
′, x) =
∫
R+
Cµ(λ, λ
′, x)pt(0, λ)dλ.
Because the function (t, λ) → pt(0, λ) is TP2 on R
∗
+ × R+, and because Cµ is MTP2 on
R
2
+ × R, we deduce from Corollary 3.12 that Cη is MTP2 on R
∗
+ × R+ × R. Similarly, one
shows that:
∀ (t, x) ∈ R∗+ × R, λ
′ 7−→ η(t,λ′)([x,+∞[) is Borel-measurable,
and defines the process
(
σt, t ∈ (R
∗
+)
2
)
by:
∀ (t, x) ∈ (R∗+)
2 × R, σt([x,+∞[) =
∫
R+
η(t,λ′)([x,+∞[)qt′(0, λ
′)dλ′.
Then it follows from Condition (3.11) and from Fubini’s theorem that
(
σt, t ∈ (R
∗
+)
2
)
is
integrable and that its integrated survival function Cσ is given by:
∀ (t, x) ∈ (R∗+)
2 × R, Cσ(t, x) =
∫
R+
Cη(t, λ
′, x)qt′(0, λ
′)dλ′.
Hence, since (t′, λ′) 7−→ qt′(0, λ
′) is TP2 in R
∗
+ ×R and since Cη is MTP2 on R
∗
+ ×R+ ×R,
then, by Corollary 3.12, Cσ is MTP2 on (R
∗
+)
2 × R.
Example 3.13. Let ε ∈ (0, 1) and let ν be an integrable process whose support admits a fi-
nite upper bound. Then the process
(
µε
t
, t ∈ R2+
)
given in Proposition 3.6 satisfies Condition
(3.11) of Theorem 3.11. Indeed, one has:
∀ t ∈ R2+,
∫
R+
|y|µε
t
(dy) ≤ K(1 + t+ t′),
where one may choose K = max
{
2, |r|+
∫
]−∞,r] |y|ν(dy)
}
. As a consequence:
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1. If (pt, t ∈ R
∗
+) and (qt, t ∈ R
∗
+) are the transition densities of two right-continuous, in-
tegrable and time-homogeneous R+-valued Markov processes issued from zero, and if, for
every t ≥ 0, pt and qt satisfy Condition (3.9), then the process
(
σε
t
, t ∈ (R∗+)
2
)
given by:
∀ (t, x) ∈ (R∗+)
2 × R, σt([x,+∞[) =
∫∫
R2+
µ(λ,λ′)([x,+∞[)pt(0, λ)qt′ (0, λ
′)dλdλ′
has a MTP2 integrated survival function.
2. If p and q denote two TP2 families of density functions on N such that, for every n ∈ N,
the sums
∑
i∈N ip(n, i) and
∑
i∈N iq(n, i) are finite, then the process
(
σε(n,m), (n,m) ∈ N
2
)
defined by:
∀ (n,m, x) ∈ N× N× R, σε(n,m)([x,+∞[) =
∑
i∈N
∑
j∈N
µε(i,j)([x,+∞[)p(n, i)q(m, j)
has MTP2 integrated survival function. Here are some examples of such TP2 families of
density functions taken from (Karlin, 1964, Section 8).
(i) Let a ∈ (0, 1) and let p(a) denote the family of binomial densities given by:
∀ (n, i) ∈ N× N, p(a)(n, i) =
(
n
i
)
ai(1− a)n−i,
where
(
n
i
)
, (n, i) ∈ N× N are the usual binomial coefficients. Then p(a) is TP2 on
N× N.
(ii) For every a ∈ (0, 1), the function p(a) defined by:
∀ (n, i) ∈ N× N, p(a)(n, i) =
(
n+ i− 1
i
)
an(1 − a)i,
is TP2 on N× N.
(iii) Let a ∈ (0, 1) and let q(a) be the function given by:
∀ (n, i) ∈ N× N, q(a)(n, i) =
[
n
i
]
a(i
2+i)/2
n∏
l=1
(1 + al)
,
where [
n
i
]
=

1 if n = i = 0,
(1− an)(1 − an−i) · · · (1− an−i+1)
(1− ai)(1− ai−1) · · · (1 − a)
if 1 ≤ i ≤ n,
0 otherwise.
Then q(a) is TP2 on N× N.
3.4 MRL processes obtained by convolution
One may also generate many MRL processes using convolution transformations.
Proposition 3.14. Let
(
µt, t ∈ R
2
+
)
be a MRL process, and let f be a log-concave and posi-
tive density function which admits a finite first order moment. Then the process
(
ξt, t ∈ R
2
+
)
defined by:
∀ t ∈ R2+, ξt(dy) =
(∫
R
f(y − z)µt(dz)
)
dy
is a MRL process.
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Proof. Let Cµ and Cξ be the integrated survival functions of
(
µt, t ∈ R
2
+
)
and
(
ξt, t ∈ R
2
+
)
respectively. By Fubini’s theorem, we have:
Cξ(t, x) =
∫
R
1[x,+∞[(v)(v − x)ξt(dv) =
∫
R
1[x,+∞[(v)(v − x)
(∫
R
f(v − y)µt(dy)
)
dv
=
∫
R
(∫
R
1[x,+∞[(v)(v − x)f(v − y)dv
)
µt(dy).
By the change of variable v − y = x− z, we obtain:
Cξ(t, x) =
∫
R
(∫
R
1]−∞,y](z)(y − z)f(x− z)dz
)
µt(dy)
=
∫
R
(∫
R
1[z,+∞[(y)(y − z)f(x− z)dz
)
µt(dy)
=
∫
R
(∫
R
1[z,+∞[(y)(y − z)µt(dy)
)
f(x− z)dz =
∫
R
Cµ(t, z)f(x− z)dz.
Since f is log-concave, (x, z) 7−→ f(x−z) is TP2 on R
2. Moreover, as
(
µt, t ∈ R
2
+
)
is a MRL
process, then, by Theorem 2.6, Cµ satisfies Condition (2.2). Hence, it follows from Corollary
3.12 that Cξ also satisfies Condition (2.2) meaning that
(
ξt, t ∈ R
2
+
)
is a MRL process.
Example 3.15. Let
(
µt, t ∈ R
2
+
)
be the process defined by (3.2). Then, for every log-
concave density function f which admits a finite first order moment, the process
(
ξt, t ∈ R
2
+
)
given by:
∀ t ∈ R2+, ξ
ε
t
(dy) =
(∫
R
f(y − z)µε
t
(dz)
)
dy
is a MRL process.
The preceding results are helpful to construct an associated two-parameter submartingale
to certain non-MRL processes. We mention that there does not yet exist a counterpart of
Kellerer’s theorem for two-parameter processes. Recently, Juillet (Juillet, 2016) proved that
the Kellerer’s theorem established in the one-parameter case does not extend to the two-
parameter case.
4 Construction of associated submartingales to a class of
non-MRL processes
We show that the Cox-Hobson algorithm yields an associated submartingale to certain non-
MRL processes.
4.1 Censoring transformed processes
Let ε ∈ R+ and let ν be an integrable probability measure. For every real number r such that
ν(] −∞, r]) and ν(]r,+∞[) are positive, we wish to construct an associated submartingale
to the process
(
µε
t
, t ∈ R2+
)
given by: µε(0,0) = ν and, for every t ∈ R
2
+ \ {(0, 0)},
µε
t
= (1]−∞,r−t[ + 1]r+t′,+∞[)ν + αtδr−t + β
+
t
δr+t′ + β
−
t
δr+(1+ε)t′ , (4.1)
where
β−
t
=
1
t+ t′
∫
[r−t,r]
(y − r + t)ν(dy), β+
t
=
1
t+ t′
∫
]r,r+t′]
(y − r + t)ν(dy),
αt =
1
t+ t′
∫
[r−t,r+t′]
(r + t′ − y)ν(dy).
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Remark 4.1.
1. The process
(
µε
t
, t ∈ R2+
)
given by (4.1) is not MRL ordered in general. For instance, if
ε = 0 = r, the Hardy-Littlewood function of Ψ0
t
of the process
µ0
t
=
{
ν if t = (0, 0),
(1]−∞,−t[ + 1]t′,+∞)ν + αtδ−t +
(
β+
t
+ β−
t
)
δt′ if t ∈ R
2
+ \ {(0, 0)}
(4.2)
is given by:
∀ (t, x) ∈ R2+ × R, Ψ
0
t
(x) =

t′Cν(−t) + tCν(t
′)
Cν(−t)− Cν(t′)
if (t, t′) 6= (0, 0) and − t < x ≤ t′,
Ψν(x) otherwise,
where Cν and Ψν are the integrated survival and the Hardy-Littlewood functions of ν respec-
tively. Take 0 < t1 < t2, t
′ ∈ R+ and x ∈]− t1, t
′[, and suppose that the survival function ν
of ν is continuous and decreasing. Then the function t 7−→ Ψ0(t,t′)(x) is decreasing on [t1, t2]
and, as a consequence, Ψ0(t1,t′) > Ψ
0
(t2,t′)
. Indeed, t 7−→ Ψ0(t,t′)(x) is differentiable on ]t1, t2[
and
∂Ψ0(t,t′)(x)
∂t
=
Cν(t
′)[Cν(−t)− Cν(t
′)− (t+ t′)ν(−t)]
(Cν(−t)− Cν(t′))2
=
Cν(t
′)
(Cν(−t)− Cν(t′))2
(∫ t′
−t
ν(s)ds− (t+ t′)ν(−t)
)
< 0.
2. Let
(
B
(ν)
u , u ≥ 0
)
be a standard Brownian motion such B
(ν)
0 has law ν, and let
(
Tt, t ∈ R
2
+
)
be the family of stopping times given by:
∀ t ∈ R2+, Tt = inf
{
u ≥ 0, B(ν)u ∈]−∞,−t] ∪ [t
′,+∞[
}
.
Then
(
B
(ν)
Tt
, t ∈ R2+
)
is a martingale associated to
(
µ0
t
, t ∈ R2+
)
(see e.g. (Juillet, 2016,
Remark 4.2)). We provide another associated martingale to
(
µ0
t
, t ∈ R2+
)
in Theorem 4.4.
One may observe that
(
µε
t
, t ∈ R2+
)
is a convex combination of processes obtained by
censoring transformations. Indeed:
Remark 4.2. Consider the probability measures
ν+ =
1
ν(]r,+∞[)
1]r,+∞[ν and ν
− =
1
ν(]−∞, r])
1]−∞,r]ν.
1. We have
β−
t
=
ν(]−∞, r])
t+ t′
∫
[r−t,r]
(y − r + t)ν−(dy), β+
t
=
ν(]r,+∞[)
t+ t′
∫
]r,r+t′]
(y − r + t)ν+(dy),
αt = α
+
t
+ α−
t
, where
α−
t
=
ν(]−∞, r])
t+ t′
∫
[r−t,r]
(r+ t′− y)ν−(dy) and α+
t
=
ν(]r,+∞[)
t+ t′
∫
]r,r+t′]
(r+ t′− y)ν+(dy).
2. Let
(
ηε
t
, t ∈ R2+
)
and
(
σt, t ∈ R
2
+
)
be the processes given by:
∀ t ∈ R+, η
ε
(0,t) = ν
− and,
∀ t ∈ R∗+ × R+, η
ε
t
= 1]−∞,r−t[ν
− + α⋆−
t
δr−t + β
⋆−
t
δr+(1+ε)t′
}
(4.3)
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and
∀ t ∈ R+, σ(t,0) = ν
+ and,
∀ t ∈ R+ × R
∗
+, σt = α
⋆+
t
δr−t + β
⋆+
t
δr+t′ + 1]r+t′,+∞[ν
+
}
(4.4)
respectively, where
α⋆−
t
=
α−
t
ν(]−∞, r])
, α⋆+
t
=
α+
t
ν(]r,+∞[)
, β⋆−
t
=
β−
t
ν(]−∞, r])
and β⋆+
t
=
β+
t
ν(]r,+∞[)
.
Then, for every t ∈ R2+, one has
µε
t
= ν(]−∞, r])ηε
t
+ ν(]r,+∞[)σt.
Proposition 4.3. The process
(
µε
t
, t ∈ R2+
)
is ordered by the increasing convex dominance.
Proof. It suffices to show that
(
ηε
t
, t ∈ R2+
)
and
(
σt, t ∈ R
2
+
)
are ordered by the increasing
convex dominance. It follows from Proposition 3.6 that
(
ηε
t
, t ∈ R2+
)
is a MRL process
which, according to Theorem 4.A.26 in (Shaked and Shanthikumar, 2007), implies that it
is ordered by the increasing convex dominance. Moreover, if h#ν
+ and h#σt denote the
image of ν+ and σt respectively under h : x 7−→ −x, then, by Proposition 3.6, the process(
h#σt, t ∈ R
2
+
)
given by
∀ t ∈ R+, h#σ(t,0) = h#ν
+ and,
∀ t ∈ R+ × R
∗
+, h#σt = 1]−∞,−r−t′[h#ν
+ + β⋆+
t
δ−r−t′ + α
⋆+δ−r+t,
}
(4.5)
is MRL ordered. Then
(
h#σt, t ∈ R
2
+
)
is also ordered by the increasing convex dominance
(see Theorem 4.A.26 in (Shaked and Shanthikumar, 2007)). This means that
(
σt, t ∈ R
2
+
)
is
ordered by the decreasing convex dominance. Hence, since
(
σt, t ∈ R
2
+
)
has constant mean,(
σt, t ∈ R
2
+
)
is also ordered by the increasing convex dominance.
Since Kellerer’s theorem fails in the two-parameter case (see (Juillet, 2016, Theorem
2.2)), Proposition 4.3 is not sufficient for the existence of an associated submartingale to(
µε
t
, t ∈ R2+
)
. Moreover,
(
µε
t
, t ∈ R2+
)
is not MRL ordered and the Cox-Hobson algorithm
does not apply. Nevertheless,
(
µε
t
, t ∈ R2+
)
is a convex combination of two processes to
which the Cox-Hobson algorithm provides associated submartingales. Because a convex
combination of submartingale measures is still a submartingale measure, we deduce that(
µε
t
, t ∈ R2+
)
is associated to a submartingale.
Theorem 4.4. The Cox-Hobson algorithm allows to construct an associated submartingale
to the process
(
µε
t
, t ∈ R2+
)
.
Proof. It suffices to show that the Cox-Hobson algorithm yields an associated submartingale
to each of
(
ηε
t
, t ∈ R2+
)
and
(
σt, t ∈ R
2
+
)
. Indeed, if
(
M
η,ε
t
, t ∈ R2+
)
and
(
Mσ
t
, t ∈ R2+
)
denote
the submartingles associated to
(
ηε
t
, t ∈ R2+
)
and
(
σt, t ∈ R
2
+
)
respectively, and if Y denotes
a Bernoulli random variable independent of
(
M
η,ε
t
, t ∈ R2+
)
and
(
Mσ
t
, t ∈ R2+
)
such that
P(Y = 1) = ν(]−∞, r]) = 1− P(Y = 0),
then the process
(
Xε
t
, t ∈ R2+
)
given by:
∀ t ∈ R2+, X
ε
t
= YMη,ε
t
+ (1− Y )Mσ
t
is associated to
(
µε
t
, t ∈ R2+
)
and, for every positive integer n, every s1 ≤ · · · ≤ sn ≤ s ≤ t
elements of R2+ and every continuous bounded function Φ : R
n+1 → R,
E
[
Φ
(
Xε
s1
, · · · , Xε
sn
, Xε
s
)
(Xε
t
−Xε
s
)
]
= ν(]−∞, r])E
[
Φ
(
Mη,ε
s1
, · · · ,Mη,ε
sn
,Mη,ε
s
)
(Mη,ε
t
−Mη,ε
s
)
]
+ ν(]r,+∞[)E
[
Φ
(
Mσ
s1
, · · · ,Mσ
sn
,Mσ
s
)
(Mσ
t
−Mσ
s
)
]
≥ 0
21
which shows that
(
Xε
t
, t ∈ R2+
)
is a submartingale.
Since
(
ηε
t
, t ∈ R2+
)
is a MRL process, the Cox-Hobson algorithm provides an associ-
ated submartingale to it (see Remark 1.5). Moreover, as the process
(
h#σt, t ∈ R
2
+
)
, de-
fined by (4.5), is MRL ordered, the Cox-Hobson algorithm also yields an associated sub-
martingale
(
M
h#σ
t
, t ∈ R2+
)
to
(
h#σt, t ∈ R
2
+
)
. Since
(
h#σt, t ∈ R
2
+
)
has constant mean,(
M
h#σ
t
, t ∈ R2+
)
has also constant mean, and then it is a martingale. It remains to observe
that
(
−M
h#σ
t
, t ∈ R2+
)
is a martingale associated to
(
σt, t ∈ R
2
+
)
.
Remark 4.5. The process
(
µ0
t
, t ∈ R2+
)
given by (4.2) is ordered by the convex dominance,
and, by Theorem 4.4, the Cox-Hobson algorithm provides an associated martingale.
4.2 Processes obtained by subordination
Now, we apply Theorem 3.11 to exhibit other non-MRL processes each of which is associated
to a submartingale.
Theorem 4.6. Let
(
µ(λ,λ′), (λ, λ
′) ∈ R2+
)
be the process defined by (4.1).
1. Let
(
pt, t ∈ R
∗
+
)
and
(
qt, t ∈ R
∗
+
)
be the transition densities of two right-continuous, inte-
grable and time-homogeneous R+-valued Markov processes issued from zero. Suppose that,
for every t ∈ R+, pt and qt satisfy (3.9). Then the Cox-Hobson algorithm allows to associate
a submartingale to the process
(
ζε
t
, t ∈ (R∗+)
2
)
given by:
∀ (t, x) ∈ (R∗+)
2 × R, ζε
t
([x,+∞[) =
∫∫
R2
+
µε(λ,λ′)([x,+∞[)pt(0, λ)qt′ (0, λ
′)dλdλ′.
2. Let (Pt, t ∈ R+) and (Qt, t ∈ R+) be the transition matrices of two right-continuous, inte-
grable and time-homogeneous R+-valued Markov chain started at zero. If, for every t ∈ R+,
Pt and Qt fulfill Condition (3.10), then the Cox-Hobson algorithm yields an associated sub-
martingale to the process
(
ξε
t
, t ∈ R2+
)
defined by:
∀ (t, x) ∈ R2+ × R, ξ
ε
t
([x,+∞[) =
∑
i∈N
∑
j∈N
µε(i,j)([x,+∞[)Pt(0, i)Qt′(0, j).
Proof. We prove only Point 1 since the proof of Point 2 relies on the same arguments. Let(
ηε
t
, t ∈ R2+
)
and
(
σt, t ∈ R
2
+
)
be the processes defined by (4.3) and (4.4) respectively. Let(
η̂ε
t
, t ∈ (R∗+)
2
)
and
(
σ̂t, t ∈ (R
∗
+)
2
)
be the processes given, for every t ∈ (R∗+)
2 and x ∈ R
by:
η̂ε
t
([x,+∞[) =
∫∫
R2
+
ηε(λ,λ′)([x,+∞[)pt(0, λ)qt′(0, λ
′)dλdλ′
and
σ̂t([x,+∞[) =
∫∫
R2
+
σ(λ,λ′)([x,+∞[)pt(0, λ)qt′(0, λ
′)dλdλ′
respectively. Then
ζε
t
= ν(]−∞, r])η̂ε
t
+ ν(]r,+∞[)σ̂t.
The existence of an associated submartingale
(
M
η̂,ε
t
, t ∈ (R∗+)
2
)
to
(
η̂ε
t
, t ∈ (R∗+)
2
)
is de-
duced from Point 1 of Theorem 3.11. On the other hand, the image h#σ̂t of σ̂t under
h : y 7−→ −y is given by:
∀x ∈ R, h#σ̂t([x,+∞[) =
∫∫
R2
+
h#σ(λ,λ′)([x,+∞[)pt(0, λ)qt′(0, λ
′) dλ dλ′,
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where h#σ(λ,λ′) is the image of σ(λ,λ′) under h. Since
(
h#σt, t ∈ R
2
+
)
has a MTP2 inte-
grated survival function, it follows from Point 1 of Theorem 3.11 that
(
h#σ̂t, t ∈ R
2
+
)
has
also MTP2 integrated survival function. In particular,
(
h#σ̂t, t ∈ R
2
+
)
is a MRL process.
Hence, the Cox-Hobson algorithm provides an associated martingale
(
M
h#σ̂
t
, t ∈ (R∗+)
2
)
to(
h#σ̂t, t ∈ (R
∗
+)
2
)
. Then, as in the proof of Theorem 4.4, we deduce that the Cox-Hobson
algorithm yields an associated submartingale to
(
ζε
t
, t ∈ (R∗+)
2
)
.
4.3 Processes obtained by convolution
Using the Cox-Hobson algorithm, one may also associated submartingales to certain non-
MRL processes obtained by convolution. For instance, if
(
µε
t
, t ∈ R2+
)
is the process defined
by (4.1) and if f is a Lebesgue-integrable log-concave and positive density function, then
one may associate a submartingale to the process
χε
t
(dy) =
(∫
R
f(y − z)µε
t
(dz)
)
dy.
Indeed, for every t ∈ R2+, µ
ε
t
= ν(]−∞, r])ηε
t
+ν(]r,+∞[)σt, where the processes
(
ηε
t
, t ∈ R2+
)
and
(
σt, t ∈ R
2
+
)
are defined by (4.3) and (4.4) respectively. Hence,
χε
t
= ν(]−∞, r])χη,ε
t
+ ν(]r,+∞[)χσ
t
,
where
χ
η,ε
t
(dy) =
(∫
R
f(y − z)ηε
t
(dz)
)
dy and χσ
t
(dy) =
(∫
R
f(y − z)σt(dz)
)
dy.
Then, applying Proposition 3.14 and the Cox-Hobson algorithm, one may construct an
associated submartingale to
(
χ
η,ε
t
, t ∈ R2+
)
and an associated martingale to
(
χσ
t
, t ∈ R2+
)
.
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