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Abstract
This paper studies the theoretical predictive properties of classes of forecast combination
methods. A novel strategy based on continuous time stochastic processes is proposed and de-
veloped, where the combined predictive error processes are expressed as stochastic differential
equations, evaluated using Itoˆ’s lemma. We identify a class of forecast combination methods,
which we categorize as non-linear synthesis, and find that it entails an extra term in the pre-
dictive error process that “corrects” the bias from misspecification and dependence amongst
forecasts, effectively improving forecasts. We show that a subclass of the recently developed
framework of Bayesian predictive synthesis fits within this class. Theoretical properties are ex-
amined and we show that non-linear synthesis improves the expected squared forecast error
over any and all linear combination, averaging, and ensemble of forecasts, under mild condi-
tions that are met in most real applications. We discuss the conditions for which non-linear
synthesis outperforms linear combinations, and its implications for developing further strate-
gies. A finite sample simulation study is presented to illustrate our results.
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1 Introduction
Prediction under model uncertainty, where there are multiple candidate models and/or multiple
sources of forecasts, is a critical problem in statistics, machine learning, and econometrics. Faced
with uncertainty, forecast combination or averaging (or ensemble learning), aims to find the best
combination of models to mitigate uncertainty, acknowledging that no one model is optimal and
that there are benefits in diversity. Due to its practical potency and conceptual appeal, forecast
combination has been, particularly since the seminal paper by Bates and Granger (1969), a critical–
if not necessary– tool for researchers and practitioners.
Forecast combination has recently received a surge in interest across multiple fields due to an
increase in usage and availability of more complex models that produce full density forecasts. In
statistics, especially in the Bayesian literature, Bayesian model averaging (BMA: Raftery et al. 1997;
Hoeting et al. 1999) has been a staple, with some theoretical justification under certain conditions
(see, e.g., Madigan and Raftery 1994). In machine learning, ensemble methods, including bagging
(Breiman 1996), boosting (Schapire 2003), and stacking (Dzˇeroski and Zˇenko 2004), have been
used extensively to alleviate overfitting, which machine learning algorithms tend to do and benefit
from in certain contexts. In econometrics, the field has been stimulated by the increased availability
of formal forecasting models that yield full density forecasts and the need to improve information
flows to policy and decision makers. A number of ideas for density combination strategies have
emerged in response (e.g. Terui and van Dijk 2002; Hall and Mitchell 2007; Amisano and Giacomini
2007; Hoogerheide et al. 2010; Kascha and Ravazzolo 2010; Geweke and Amisano 2011, 2012;
Billio et al. 2012, 2013; Aastveit et al. 2014; Kapetanios et al. 2015; Pettenuzzo and Ravazzolo
2016; Negro et al. 2016; Yao et al. 2018; Aastveit et al. 2018a,b), with examples of improved
forecast performance in studies in macroeconomics and finance.
This paper contributes to the growing literature by developing a novel theoretical strategy based
on continuous time stochastic processes to evaluate and assess the theoretical predictive properties
of classes of combination strategies. The development here is motivated by the recently introduced
Bayesian predictive synthesis (BPS: McAlinn and West 2019; McAlinn et al. 2019), which is a gen-
eral Bayesian framework for forecast combination that encompasses other methods as special cases.
The motivation is driven by the fact that a certain class of BPS, proposed in the papers for their
application, substantially improves forecasts over standard and advanced benchmarks in the liter-
ature. We show that this subclass of BPS defines a broader class of forecast combination strategies,
which we call non-linear synthesis. We further show that this class has properties that we identify as
the source of improved predictive performance; namely an extra term in the stochastic process that
captures and corrects the bias from misspecification and dependence amongst forecasts. Finally,
we prove that non-linear synthesis, and thus BPS, outperforms– in terms of expected mean squared
forecast error– over any and all linear combination of forecasts, including popular methods such as
BMA, equal weight averaging, Mallows Cp (Hansen 2007), etc., under very mild conditions that are
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met in most real world applications. Examining the extra term in the stochastic process, we derive
the sources of gain for non-linear synthesis, as well as the conditions under which the predictive
performance of a linear combination of forecasts is equal to that of non-linear synthesis, and thus
potentially optimal. The development of using continuous time stochastic processes to evaluate
predictive performances opens up several avenues of crucial research that goes beyond the analysis
conducted in this paper and has further potential to be applied to other contexts.
A summary of our contributions, and an outline for the rest of this paper, are as follows:
• In Section 2, we discuss the background and literature of forecast combination, model av-
eraging, ensemble learning, and the recently introduced framework of Bayesian predictive
synthesis.
• In Section 3, we propose and develop the theoretical framework of using continuous time
stochastic processes to evaluate predictive performances. We then apply this framework and
evaluate the predictive processes of forecast combination methods using Itoˆ’s lemma. We
identify and evaluate non-linear synthesis, and show that a subclass of BPS is categorized as
non-linear synthesis.
• In Section 4, we evaluate and compare the theoretical predictive properties of linear com-
bination and non-linear synthesis using our developed framework. We prove, under mean
squared forecast error loss, that non-linear synthesis is superior or equal to any and all linear
combination methods. We investigate the conditions for which the predictive performances of
linear combination and non-linear synthesis equals, as well as when the inequality is strictly
true and non-linear synthesis is superior. We identify the source and mechanism of the predic-
tive gains for non-linear synthesis as its ability to capture biases arising from misspecification
and dependence amongst forecasts.
• In Section 5, we provide empirical evidence through a simple, yet pertinent, finite sample
simulation study. We find BPS to be superior to benchmark linear combination methods,
such as equal weight averaging, BMA, and Mallows Cp. We discuss further implications in
Section 6 with additional comments and directions for future research.
2 Forecast combination and Bayesian predictive synthesis
The conceptual appeal of forecast combination, model averaging, and ensemble learning (to avoid
confusion, we will hereby use forecast combination to encompass model averaging and ensemble
learning), is fairly simple: under uncertainty, utilizing information from multiple sources (models,
forecasters, etc.) is better than selecting one. This appeal is particularly true for economic and
social sciences, where it is extremely unlikely that a single model– no matter how complex– ac-
curately captures the data generating process. The effectiveness of forecast combination has been
2
demonstrated in practice over multiple applications and contexts, with theoretical justifications for
doing so (see, e.g., Bates and Granger 1969, and Clemen 1989 and Wallis 2011, for review).
In the general form, a decision maker is interested in forecasting a quantity y ∈ R, and solicits
j ∈ J agents, where agents encompass models, forecasts from forecasters, etc. Agents are denoted
as Aj , (j = 1:J). Each agent, Aj , produces a forecast distribution, hj(xj), which comprises the
information set, H = {h1(·), . . . , hJ(·)}. Note that we use xj to differentiate the quantity of interest
y from the agent forecasts for notational clarity, though in most cases the forecast distributions
are hj(y) (in some cases, forecast combinations are done using forecasts of different, but related,
quantities). The simplest form of forecast combination is model averaging or linear pools:
p (y|A) =
J∑
j=1
wjhj(xj), (1)
where weights w1:J are decided based on some criteria. For example, setting wj = 1/J , we have
equal weight averaging (the standard benchmark in the field, see, Genre et al. 2013), setting the
weights to the posterior model probabilities, we have BMA, setting the weights to minimize the
Mallows criterion, we have least squared averaging of Hansen (2007), and so on.
Theoretical justifications for forecast combinations have been primarily given in the context of
how it improves over single models and on the estimation of the weights. In their seminal paper,
Bates and Granger (1969) show that a combination of two forecasts can yield improved forecasts
over the two individual forecasts, in terms of mean squared forecast error. Louppe (2014) show
that, in the context of random forests, which are equal weight linear pools of tree models, ensem-
ble learning lowers variance while maintaining bias, which is beneficial for tree models that often
overfit. In the Bayesian context, when the true model is nested in the candidate models (M-closed,
as it is referred, following Bernardo and Smith 2009, also see Yao et al. 2018), BMA is known
to asymptotically converge to the true model. However, it is also known that, under an M-open
setting where the true model is not nested (a more realistic setting in application), BMA tends
to converge to the “wrong” model, and often fast to degenerate to it. In terms of estimating the
weights for linear combination, there are several theoretical results worth noting. For example,
Hansen (2007) shows that selecting weights based on minimizing the Mallows criterion is asymp-
totically optimal, in the sense of achieving the lowest possible mean squared error in a class of
discrete model average estimators. Notably, almost all theoretical results for forecast combination
concerns linear combinations of forecasts, which has been limiting with regard to the development
and understanding of broader classes of combination strategies.
The recent development of Bayesian predictive synthesis (McAlinn and West 2019) responds to
the need to develop a coherent Bayesian framework to combine information– in particular, density
forecasts– from multiple sources. Drawing on expert opinion analysis theory (Genest and Schervish
1985; West and Crosse 1992), West (1992) and McAlinn and West (2019) show that there exists a
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subset of Bayesian models where the posterior has the form
p(y|H) =
∫
x
α(y|x)
∏
j=1:J
hj(xj)dx, (2)
where x = x1:J = (x1, . . . , xJ)′ is a J−dimensional latent vector and α(y|x) is a conditional pdf for
y given x, and develop eq. (2) for time series forecasting. Note that eq. (2) is only a valid Bayesian
posterior if it satisfies the consistency condition (see, Genest and Schervish 1985; West and Crosse
1992; West 1992; McAlinn and West 2019).
In many contexts and applications (e.g., McAlinn and West 2019; McAlinn et al. 2019; McAlinn
2017; Bianchi and McAlinn 2018), BPS, under synthesis functions that yield posteriors of a non-
linear form (namely dynamic linear models and its variants), outperforms other combination meth-
ods, including equal weight averaging, BMA, and more advanced methods (e.g. Geweke and
Amisano 2011). While the papers provide some intuition as to why BPS outperforms other meth-
ods, the theoretical properties of its predictive performance, and how it relates to predictive per-
formances of other strategies, remain unexamined.
3 Forecast combination as stochastic processes
In order to examine the predictive properties of forecast combination, we develop a novel theo-
retical strategy drawing from the literature of continuous time stochastic processes. Redefining
forecast combination, and its predictive error process, as a continuous time stochastic process al-
lows us to develop the framework and tools required to prove and illustrate the differences between
linear forecast combination strategies and non-linear synthesis (BPS) with regard to their predictive
properties.
3.1 Set up
To analyze the predictive error process, we first construct the data generating process, for which we
evaluate the performances. Following Hansen (2007), the data generating process is a stochastic
process with no parametric nor linearity assumptions, though unlike Hansen (2007), we generalize
its discrete time stochastic process to a continuous time stochastic process. This not only gener-
alizes the data generating process, but allows us to develop our proposed framework to evaluate
predictive performances using Itoˆ’s lemma. The discrete time stochastic process, on the other hand,
would require evaluation of the expectation, thus, knowledge of the data generating process, in or-
der to use Itoˆ’s lemma. Analyzing continuous time stochastic processes allows us to not impose this
condition, making the results more general.
Consider a continuous time stochastic process (yt, ξt), where yt ∈ R and ξt is a countably
infinite vector. Assume that the data generating process of yt can be represented as a stochastic
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differentiation equation:
dyt = µtdt+
∞∑
i=1
βidξi,t (3)
dξi,t = dWi,t,
where dWi,t, i ∈ N are mutually independent, infinite number of Brownian motions and µtdt
is the drift. Observed processes are {yt} and {ξi,t}i∈I . While I is an arbitrary set of finite i,
we consider, for the sake of simplicity and without loss of generality, it as ordered from 1 to I,
thus, {1, . . . i, . . . , I} ∈ I. We denote ξt as a vector of observable ξi,t; (ξ1,t, ξ2,t, . . . , ξI,t)>, and
set, Ft = σ (ys, ξi,s; s ≤ t, i ∈ I), the smallest σ-algebra that makes all of the observable processes
measurable. Note that the linearity of dyt is not restrictive, as it includes series expansions. This
implies that the data generating process does not impose any parametric nor linearity assumptions.
Given yt+∆t = yt+dyt, the change in yt at some future ∆t from t, the goal is to find the optimal
predictor,
yˆt+∆t = yt + dyˆt,
where the predictive performance is evaluated on the mean squared forecast error (MSFE),
E
[
(yt+∆t − yˆt+∆t)2
]
= E
[
(dyt − dyˆt)2
]
, (4)
which is the standard measure to assess predictive performance (see, e.g., Bates and Granger 1969;
Hansen 2007).
Under the context of forecast combination, the predictor, dyˆt, is comprised of multiple agents,
denoted individually as xj,t+∆t = xj,t+dxj,t. Note, again, that, while in many cases agents forecast
the same quantity as the target, i.e., yˆj,t+∆t = yt + dyj,t, we differentiate the notation to generalize
to cases where agents produce forecasts for different, or similar, quantities (for example, using
forecasts of U.S. inflation to predict the inflation of Japan). Each agent, Aj , produces a forecast,
dxj,t = µj,tdt+
〈
βˆ (j) , dξt
〉
, (5)
based on a finite combination of ξi,t. Here, β (j) is defined as
β (j)> = (0, . . . , β1 (j) , 0, . . . , β2 (j) , 0 . . . , βj (j) , 0, . . . ) ,
the choice and parameter of the variable ξi,t for each Aj . βˆ (j) is some estimator for β (j) and can
differ for each Aj , though must be Ft-measurable. The set of agents is denoted H (3 j), and the
total number of models is Card (H) = J . It is important to note that, under this set up, all agents
are misspecified, in the sense that no one agent can perfectly capture the data generating process.
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When the forecasts are constructed as eq. (5), the expectation of each predictive distribution
from Aj is
E [xj,t + dxj,t| Ft] = yt + µj,tdt+
〈
βˆ (j) , ξt
〉
.
Additionally, B (Ft) is a (J × I) matrix, where the j-th column is βˆ (j) for the following matrix:
B (Ft) =

β (1)>
...
β (j)>
...
β (J)>

.
The following are a couple of examples of forecasts produced by models, rewritten using con-
tinuous time stochastic processes.
Example 3.1. (Linear regression with OLS). Consider an agent producing forecasts using a linear
regression, estimated using OLS. The forecast is,
dxj,t = µˆjdt+
〈
βˆ (j) , ξt
〉
,
where µj is constant (in t) and the OLS estimator is
{
µˆj , βˆ (j)
}
= arg min
µ,β
∫ T
1
(yt − µ− 〈β (j) , ξt〉)2 dt.
Example 3.2. (Bayesian predictive). Consider a Bayesian agent producing forecasts. The Bayesian
forecast distribution is expressed as hj (xj |Ft), where the Bayesian forecast, based on the mean squared
forecast error (eq. 4), is the posterior expectation,∫
xj · hj
(
xj | {ξi,s}i∈js≤t , {yt}s≤t
)
dxj .
When the Bayesian predictive distribution, hj (xj |Ft), is Gaussian, the posterior expectation is equiva-
lent to plugging in the above OLS estimate.
As a clarifying example of the data generating process and forecast comibination, consider
the construction of agents in Hansen (2007), where each Aj uses the first ξ1:j,t to construct their
forecasts. The data generating process in eq. (3) can then be rewritten as
dyt = µtdt+
J∑
i=1
βidξi,t +
∞∑
i=J+1
βidξi,t, (6)
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where the approximation error (omitted variable bias) is
∑∞
i=J+1 βidξi,t; the component that is
always misspecified. While the ordering of agents is not very problematic, since ξi,t may include
series expansions and constructing models in this way may be feasible, the data generating process
in eq. (3) is more general, covering any potential type of forecasts that may arise from people,
institutions, models, etc.
3.2 Forecast combination
Consider a linear combination of forecasts, where each agent produces a predictive distribution,
hj (xj), and are combined linearly. Linear combinations, such as equal weight averaging or BMA,
can be written as,
p (y| A) =
J∑
j=1
wjhj (xj) ,
J∑
j=1
wj = 1, wj ≥ 0.
In general, the combined forecast distribution, p (y| A), need not be included in the original agent
set J . As a result, forecast combination, by collating information from multiple sources that cover
different regions of the underlying data generating process, expands the original agent set and
reaches outside of any individual agent. This expansion is the mechanism as to how forecast
combination can improve prediction over any individual agent, as we assume– coherently to most
applications– that the data generating process is beyond what can be attained by a single agent,
and the extension via combination can potentially close the gap.
Linear combination is dominant– even ubiquitous– in the literature. However, given the above
formulation, it is natural to consider a more general non-linear combination/synthesis function,
C : [0, 1]J → [0, 1]. Thus, setting B (R) as Borel sets of R, agent j’s forecast distribution function,∫
D hj (sj) ds, can be written as Hj (D), for D ∈ B (R). From this, we construct a new statistical
model, p (xt), from function, C, as∫
D
p (s| A) ds = C (H1 (D) , H2 (D) , · · · , HJ (D)) ,
thus, constructing a geometrically “twisted” expansion of the original agent set. We note that, on
the function, C : [0, 1]J → [0, 1], for the value to be a probability measure, the functional class must
be a generalized copula.
The above forecast combination method forms a non-linear synthesis of predictive distributions,
as combining predictive distributions, in contrast to point forecasts, is much of the motivation in
the recent literature, including BPS. However, analyzing the theoretical properties of distribution
forecasts (and their combinations) poses several problems that make further investigation difficult.
This is because of 1) the difficulty to express C (·) that regularizes to one, and the computational
cost being high to numerically regularize, 2) the uniqueness of C (·) that provides the probability
density p (·) not being guaranteed, which causes inconveniences for decision making, and 3) lacking
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interpretability, compared to the stochastic variable method we propose. This paper proposes a
novel theoretical approach based on stochastic variables, as a flexible alternative. Here, we consider
the stochastic variable,Xj ∼ hj (xj) , (j = 1, . . . , J), from an agent’s predictive distribution, hj (xj).
Using this stochastic variable and some function, f : RJ → R, we construct the non-linear synthesis
of forecasts,
Y = f (X1, X2, . . . , XJ) .
The probability distribution that generates this synthesized stochastic variable, y, can be obtained
using the variable conversion theorem. Conversely, if given some copula based distribution, C (h1 (D) , h2 (D) , · · · , hJ (D)),
the probability distribution that generates the stochastic variable, Y ∼ C (h1 (x1) , h2 (x2) , · · · , hJ (xJ)),
can be obtained through a (non-unique) function, F : RJ → R, as Y = F (X1, X2, . . . , XJ). From
this, it is clear that this stochastic variable based method covers copula based methods.
The merit of constructing a method based on stochastic variables, such as the above, is that it
is mathematically easier to handle than copulae, due to the flexibility of the function, f . This is a
natural conception, as generating the combined distribution, p (y| A), often relies on Monte Carlo
methods that generate stochastic variables. In time series analysis, where forecasts are conducted
sequentially, stochastic variable based methods become a powerful tool for Itoˆ analysis, developed
and discussed below. The main merit of Itoˆ analysis is that the only assumption needed is that
the stochastic process is a semimartingale, and not necessary to specify a distribution. Addition-
ally, semimartingale processes, including stochastic volatility models, function well, even when
distribution based combination is difficult due to non-stationarity and where analytical marginal
likelihoods are unattainable. Respective distributions can also be obtained, though this requires
solving the parabolic partial differential equation.
Example 3.3. (Linear combination). The respective stochastic variable to the probability distribu-
tion of a linear combination of agents, p (y| A) = ∑Jj=1wjhj (xj), is the linear sum of products,∑J
j=1 ZjXj , between the stochastic variable, Xj ∼ hj (xj) , (j = 1, . . . , J), and the stochastic vari-
able following a polynomial distribution, Zj . The stochastic variables, Zj , (j = 1, . . . , J), take values,
{0, 1}, with weights, w1, w2, . . . , wJ , on the polynomial distribution,
wz11 w
z2
2 · · ·wzJJ .
Note that non-linear syntheses do not take such a simple form. This is an important distinction, as we
will show that the complexity of non-linear syntheses is what drives its performance.
Returning to the set up in Section 3.1, the synthesized forecast under a non-linear synthesis
function can be expressed using a general continuous function, f ∈ C2 (RJ), or
f (x1,t, x2,t, . . . , xJ,t) ,
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where the predictive value is the increment of the function,
df (x1,t, x2,t, . . . , xJ,t) . (7)
This is not a simple function of the increment, dxj,t, from each agent, xj,t. However, when xt is a
continuous semimartingale, the following Itoˆ’s lemma holds.
Theorem 3.1. (Ikeda and Watanabe 1989; Revuz and Yor 1999). Assume that the stochastic variable
from the agent’s predictive distribution, xj,t + dxj,t, follows eq. (5) for all j = 1:J . Then for any twice
differentiable function, f : RJ → R, the predictive value, i.e., the conditional expectation (from a
Bayesian perspective, this is the expectation of the predictive distribution) of the synthesized stochastic
variable is,
E [f (xt+dt)| Ft] = yt +
J∑
j=1
∂
∂xj
f (x1,t, x2,t, . . . , xJ,t)
(
µj,tdt+
〈
βˆ (j) ,E [dξt| Ft]
〉)
+
1
2
J∑
i=1
J∑
j=1
∂2
∂xi∂xj
f (x1,t, x2,t, . . . , xJ,t)
〈
βˆ (i) , βˆ (j)
〉
dt.
Here, the second and third term on the right hand side, ∂∂xj f (x1,t, x2,t, . . . , xJ,t) and
∂2
∂xi∂xj
f (x1,t, x2,t, . . . , xJ,t),
are the gradient and Hessian of f , respectively, with the current value, yt (= x1,t = x2,t = · · · = xJ,t),
substituted.
Before moving forward, some notations are simplified for legibility. The vector of predictive
values for all agents, 
dx1,t
...
dxJ,t
 =

µ1,t
...
µJ,t
 dt+B (t,Ft)

dW1,t
...
dWI,t
 ,
is simplified as
dxt = µtdt+B (FT ) dW t, (8)
and we express fx as the gradient vector, ∇f , for f , and fxx as the Hessian matrix for f , i.e.,
fx =

∂
∂x1
f
∂
∂x2
f
...
∂
∂xJ
f
 , fxx =

∂2
∂x1∂x1
f ∂
2
∂x1∂x2
f · · · ∂2∂x1∂xJ f
∂2
∂x2∂x1
f ∂
2
∂x2∂x2
f
...
. . .
∂2
∂xJ∂x1
f ∂
2
∂xJ∂xJ
f
 .
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Then, the predictive value for non-linear synthesis, the increment of the function eq. (7), is
expressed using the following theorem.
Theorem 3.2. (Ikeda and Watanabe 1989; Revuz and Yor 1999). When xt follows eq. (8), df follows
the process,
df (xt) = 〈fx, dxt〉+ 1
2
〈dxt, fxxdxt〉 . (9)
Where,
〈fxdxt〉 =
J∑
i=1
(
∂
∂xi
f
)
(xt) dxi
=
J∑
i=1
(
∂
∂xi
f
)
(xt)
(
µj,tdt+
〈
βˆ (j) , dξt
〉)
〈dxt, fxxdxt〉 =
J∑
i=1
J∑
j=1
∂2
∂xi∂xj
f (xt) dxi,tdxj,t
=
J∑
i=1
J∑
j=1
∂2
∂xi∂xj
f (xt)
〈
βˆ (i) , βˆ (j)
〉
dt.
There are several points worth discussing. For one, the assumption that xt follows eq. (8)
is not restrictive, as Itoˆ’s lemma holds for semimartingale processes. This is important as most
real data (and their forecasts) are not martingale processes, but are potentially semimartingales.
Second, investigating eq. (9), the first term is a linear (convex) combination of forecasts, while the
second term is an extra term unique to non-linear synthesis. This extra term is the defining feature
that distinguishes non-linear synthesis from linear combination, a feature that emerges through
evaluation using stochastic processes. Rearranging eq. (9), we have,
df (xt) =
〈
fx +
1
2
fxxdxt, dxt
〉
.
Note that both the drift and diffusion terms are dependent on xt, a critical departure from linear
combination.
More generally, when each agent’s stochastic process follows the Itoˆ process,
dxj,t = µj (xj,t) dt+ 〈σj (xj,t) , dξt〉 ,
the synthesized process can be obtained. Here, for each j ∈ J , µj : R → R, σj : R → RI is a
bounded function, where dξt = (dξ1,t, . . . , dξI,t)
>. The synthesized process is as follows (details on
Itoˆ calculus can be found in Ikeda and Watanabe 1989 and Revuz and Yor 1999). First, vectorizing
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the agents’ Itoˆ processes, we have
dxt = µ (xt) dt+ Σ (xt) dξt,
where Σ (·) is a (J × n) matrix defined as,
Σ (xt) =

σ>1 (x1,t)
...
σ>J (xJ,t)
 .
Taylor expanding f to the second order, we denote the increment, df (xt), as,
df (xt) = 〈fx, dxt〉+ 1
2
〈dxt, fxxdxt〉 .
Setting dξi,tdξj,t =
dt i = j0 i 6= j and dξj,tdt = o (dt), we can write the second term of the right hand
side as,
1
2
〈dxt, fxxdxt〉 = 1
2
J∑
i=1
J∑
j=1
σi,j (xt)
∂2
∂xi∂xj
f (xt) dt.
Here, σi,j is the (i, j) element of the matrix, Σ (xt) Σ> (xt). From this, we obtain the following:
df (xt) = 〈∇f (xt) , dxt〉+ 1
2
J∑
i=1
J∑
j=1
σi,j (xt)
∂2
∂xi∂xj
f (xt) dt. (10)
Note, again, that the second term is the extra term that captures the bias caused by drift, but it
is now clear that the extra term depends on the covariance structure and misspecification of the
agents’ forecasts.
3.3 Bayesian predictive synthesis
We now show that BPS, under the synthesis function in McAlinn and West (2019), is categorized
as non-linear synthesis and can be written as eq. (9).
Consider the dynamic latent (agent) factor model presented in McAlinn and West (2019):
p (yt|Φt,H) =
∫
αt (yt|xt, (θt, vt))
∏
j∈H
hj (xj,t) dxj,t,
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where the synthesis function is specified as,
αt (y|xt, (θt, vt)) = 〈xt,θt〉+ νt, νt ∼ N (0, vt) (11a)
θt = θt−1 + ωt, ωt ∼ N (0, vtW t) . (11b)
Rewriting the above in a continuous time model, where we denote the predictive mean of each
agent,
∫
xj,thj (xj,t) dxj,t, as dxj,t + xj,t, we have
f (xt,θt) = 〈xt,θt〉+ dνt
dθt = ωt, ωt ∼ N (0, vtW t) ,
where the predictive value, df (xt,θt), is
df (xt,θt) = 〈dxt,θt〉+ 〈xt, dθt〉+ 1
2
〈dxt, dθt〉 .
As defined in eq. (9), this is a non-linear synthesis, thus making the formulation of BPS in McAlinn
and West (2019) a non-linear synthesis.
4 Comparing theoretical predictive properties
Expanding the agent space using a non-linear function, f : RJ → R, is simply a greater expansion
than that of linear combination, though it is not clear how this expansion connects to improved
forecasts. If we consider the optimal non-linear synthesis function, F ∗, i.e.,
F ∗ = arg min
f∈H (J)
E
[
(dyt − df (xt))2
∣∣∣Ft] ,
where H (J) is a functional set on the agent set J and is in the Hilbert space. The condition for
optimality is, therefore,
E [dg (xt) (dF ∗ (xt)− dyt)| Ft] = 0, ∀g ∈H (X) .
Note that xt includes the specification error of the agents. Now, also consider the optimal linear
combination weights, w∗, as
w∗ = arg min
w
E
[
(dyt − 〈w, dxt〉)2
∣∣∣Ft]
=
(
E
[
dxtdx
>
t
∣∣∣Ft])−1 E [dxtdyt| Ft] .
Comparing the predictive accuracy between linear combination and non-linear synthesis, we have
the following theorem.
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Theorem 4.1. Under MSFE loss, comparing linear combination and non-linear synthesis, we have the
following inequality:
E
[
(dyt − 〈w∗, dxt〉)2
∣∣∣Ft] ≥ E [(dyt − dF ∗ (xt))2∣∣∣Ft] ,
where the left hand side of the inequality is linear combination, and the right hand side is non-linear
synthesis.
Proof. The optimal linear combination can be written as,(
E
[
dxtdx
>
t
∣∣∣Ft])−1 E [dxtdyt| Ft]
=
(
E
[
dxtdx
>
t
∣∣∣Ft])−1 E [dxt (dF ∗ (xt)− dF ∗ (xt) + dyt)| Ft]
=
(
E
[
dxtdx
>
t
∣∣∣Ft])−1 E [dxtdF ∗ (xt)| Ft]
−
(
E
[
dxtdx
>
t
∣∣∣Ft])−1 E [dxt (dF ∗ (xt)− dyt)| Ft] .
From the optimality of F ∗, E [dxt (dF ∗ − dyt)] is
E [dxt (dF ∗ − dyt)] = 0.
Therefore, we have,
w∗ =
(
E
[
dxtdx
>
t
∣∣∣Ft])−1 E [dxtdF ∗ (xt)| Ft] .
Now, the difference in loss is,
E
[
(dyt − 〈w∗, dxt〉)2
]
− E
[
(dyt − dF ∗ (xt))2
]
=2E [(dyt − dF ∗ (xt)) (dF ∗ (xt)− 〈w∗, dxt〉)] + E
[
(〈w, dxt〉 − dF ∗ (xt))2
]
,
where the cross terms are
E [(dyt − dF ∗ (xt)) dF ∗ (xt)] = 0
E [(dyt − dF ∗ (xt)) 〈w∗, dxt〉] = 0,
13
due to the optimality of F ∗. Thus, we have,
E
[
(dyt − 〈w∗, dxt〉)2
]
− E
[
(dyt − dF ∗ (xt))2
]
=E
[
(〈w∗, dxt〉 − dF ∗ (xt))2
]
≥0.
Given Theorem 4.1, the following example highlights how the inequality holds for BPS, as laid
out in Section 3.3.
Example 4.1. (BPS). For the function, dF ∗, the orthogonal conditions are;
E
[(
dyt − 〈dxt,θt〉 − 〈xt, dθt〉 − 1
2
〈dxt, dθt〉
)(
〈dxt,θt〉+ 〈xt, dθt〉+ 1
2
〈dxt, dθt〉
)]
= 0
E
[(
dyt − 〈dxt,θt〉 − 〈xt, dθt〉 − 1
2
〈dxt, dθt〉
)
〈θt, dxt〉
]
= 0.
Here, F (xt) = 〈xt,θt〉 and the function, F , is dependent and determined by the θt process.
The extra term is set as 12E [〈dxt,E [dθt |dxt ]〉 |Ft ] = αtdt, and
θ˜t =
(
E
[
dxtdx
′
t
])−1 E [dxtdyt]
α˜tdt = E
[
dyt −
〈
dxt, θ˜t
〉
|Ft
]
then the following holds:
E
[(
dyt −
〈
dxt, θ˜t
〉
− α˜tdt
)2]
5 E
[(
dyt −
〈
dxt, θ˜t
〉)2]
.
Given the theoretical results from Theorem 4.1, we have shown that the predictive error for
non-linear synthesis is superior or equal to any and all linear combination of forecasts. At this
point, it is relevant and of practical importance to consider and explore when the forecast error
is equal between non-linear synthesis and linear combination, as well as when the inequality is
strictly true and non-linear synthesis is superior.
4.1 Conditions of equality
We first consider the conditions in which the equality holds. In general, a martingale stochastic
process can be orthogonally decomposed as the following:
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Theorem 4.2. (Kunita and Watanabe 1967). Consider a real martingale process, Nt, and a Rd
martingale process, Mt. The orthogonal projection is
dNt = 〈θt, dMt〉+ dLt, 0 ≤ t ≤ T. (12)
Here, θt is a square-integral function, Lt is a real martingale process, and MtLt is a martingale
process. This orthogonal decomposition is the Kunita-Watanabe decomposition. Note that when MtLt
is a martingale, the increments, dMtdLt, dMtLt, and MtdLt all have expectation zero.
Consider a case when both the target variable, yt, and the agent predictive value, xt, are mar-
tingale processes. From the Kunita-Watanabe decomposition, we have
dyt = 〈θ∗t , dxt〉+ dzt,
E [dxtdzt |Ft ] = 0, 0 ≤ t ≤ T.
Then, the following theorem holds.
Theorem 4.3. When yt, xt, and zt are all square-integrable martingales, 〈ξ,xt〉 are martingales with
regard to ∀ξ ∈ Rd, and assume,
E
[
〈ξ, dxt〉2
∣∣∣Ft] = 〈ξ,Σ (t) ξ〉 .
Then,
E [dyt |dxt,Ft ] = 〈θt, dxt〉 .
The proof requires to show that the residual, (dyt − 〈θt, dxt〉) = dzt, and dϕ (xt) are orthogonal
with regard to all L2
(
Rd
)
functions, ϕ. To do so, we first prove the following lemma.
Lemma 4.1. Assume 〈ξ, xt〉 is a martingale with regard to ∀ξ ∈ Rd and
E
[
〈ξ, dxt〉2
∣∣∣Ft] = 〈ξ,Σ (t) ξ〉 .
Under this assumption, for all f ∈ C2 (Rd), the following
E [df (xt) dzt |Ft ] = 0, 0 ≤ t ≤ T (13)
holds.
Proof. (Lemma 4.1.). If we set E ξt as
E
ξ
t = exp
[
〈ξ,xt − x0〉 − 1
2
∫ t
0
〈ξ,Σ (s) ξ〉 ds
]
,
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from Itoˆ’s lemma, E ξt is a martingale because f (x) = e
〈ξ,x〉, ∀ξ ∈ Rd, and eq. (13) holds. Eq. (13)
also holds for the linear combination of
{
e〈ξ,x〉
}
∀ξ∈Rd
. Therefore, for any f ∈ C2 (Rd), eq. (13)
holds when its approximation by Fourier series covers the second derivative by uniform conver-
gence on compact sets.
Proof. (Theorem 4.3.). Since the functional class, C2
(
Rd
)
, is dense with regard to L2
(
Rd
)
, the
residual, (dyt − 〈θt, dxt〉) = dzt, and dϕ (xt) are orthogonal with regard to all L2
(
Rd
)
functions,
ϕ.
Theorem 4.3. indicates that, when the conditions hold, a linear combination of the predictive
values from agents achieves the optimal predictive value. Thus, when yt and xt are both square-
integrable martingales and if the quadratic variation process is Ft measurable, the predictive error
between linear combination and non-linear synthesis equals.
We note that the assumption for the equality, both yt and xt being square-integrable martin-
gales, is not a realistic assumption for real data analysis, as most real data, and thus their forecasts,
are almost never strictly martingales. However, the equality is not strictly limited to when this
assumption holds. As we show in the following, when either or both yt and xt are semimartingales,
the equality may hold, though these are extremely rare, special cases.
4.2 Conditions of inequality
Converse of the results from the conditions for equality is that non-linear synthesis is superior to
linear combination when yt and xt are semimartingales. When xt is a martingale, the determin-
ing factors for predictive error are the bias from misspecification and the dependence (covariance
matrix) of the agents’ predictive processes, {xj,t}j∈J . Note that the latter covariance matrix– the
dependence amongst agents– is not diagonal due to the multicollinearity of the forecasts, which is
almost always the case. For example, most agents (models or forecasters) use similar data/models,
or even consult/observe each other to produce forecasts. In the case of forecast combination, the
goal is to select/estimate the weights that adjust for these two factors, either by selecting weights
in a way that cancels out the biases from misspecification, or by explicitly incorporating the depen-
dence in the weights themselves.
We showed, in Section 4.1, that it is possible to come up with the best adjustment within a linear
combination framework when both the target variable, yt, and the agents’ predictive values, xt, are
martingale processes. However, in most applications, neither yt or xt are martingales. When we
relax this assumption, where yt and xt are semimartingales, the determining factors for predictive
error also include a third factor; a drift term. Under these conditions, linear combination is not
sufficient, as it is not capable of capturing this third factor, which we will expound below.
In general, a semimartingale process can be decomposed into its martingale component, Mt,
and drift component, At, using the Doob-Meyer decomposition theorem (Doob 1953; Meyer et al.
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1962, 1963; Protter 2005). Denote the Doob-Meyer decomposition of the data generating process,
yt, as
yt = y0 +Mt +At.
When we decompose yt, the target predictive variable is
dyt = dMt + dAt.
The agent processes, {xj,t}j∈J , can also be decomposed via the Doob-Meyer decomposition as
dxj,t = dMj,t + dAj,t.
For the Itoˆ process,
dxj,t = µj (xj,t) dt+ σj (xj,t) dξt, (14)
the drift term is µj (·) dt and the martingale term is σj (xj,t) dξt.
Since both yt and xt are not martingales, the Kunita-Watanabe decomposition cannot be directly
applied. However, we can projection decompose yt orthogonally into the semimartingale process,
xt, which are the agents’ predictive processes, and the excess martingale process, Lt. To be more
precise, we can consider the target predictive value, dyt + yt, as a Ft+∆t measurable stochastic
variable, and decompose as the following (Monat et al. 1995):
Theorem 4.4. (Fo¨llmer-Schweizer decomposition (FS decomposition)). When Ht is a real semi-
martingale process, and St is a Rd valued semimartingale process, St can be decomposed as
St = S0 +Mt +At.
Here, Mt is a martingale process and At is the drift term. Then, dHt is decomposed as
dHt = H + 〈θt, dSt〉+ dLt, P a.s.
Note that H is a Ft measurable stochastic variable and Lt is a martingale process, which is orthogonal
to the martingale term, Mt, of St.
When the target variable, yt, and agents’ predictive values, xt, are both semimartingale pro-
cesses, the FS decomposition can be applied with regard to yt and xt:
dyt = αt + 〈θ∗t , dxt〉+ dzt, (15)
E [dxtdzt |Ft ] = 0, 0 ≤ t ≤ T
Here, αt is a Ft measurable stochastic variable, zt is a martingale process and is orthogonal to
the martingale component of xt. In particular, when xt follows the Itoˆ process (eq. 14), dzt and
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σ (xt) dW t are orthogonal. If we interpret eq. (15) as a linear model of dyt and dxt, αt and dzt
are analogous to the intercept and the error term, respectively. Further, we can interpret the role
of αt as offsetting what 〈θ∗t , dxt〉 cannot cover with regard to the drift term of dyt. The dzt term
represents the misspecification bias not covered by the drift term, i.e., the martingale component.
This term, given information at time t, cannot be improved.
As a toy model, let us consider when the data generating process, yt, and agents’ processes, xt,
are set as
dyt = µdt+
3∑
i=1
dWi,t
dxj,t = µjdt+ dWj,t (j = 1, 2) .
Here, we assume {dWi,t |1 ≤ i ≤ 3} are independent. If µ1,t + µ2,t = µ, then dx1,t + dx2,t is the
optimal forecast combination, though this is an extremely rare case. When µ1,t +µ2,t 6= µ, or when
µ = 0, µj 6= 0, setting αt as the extra term of dyt, we can write,
dyt =
αt − 2∑
j=1
wjµjdt
+ 2∑
j=1
wjdxj + dW3,t.
As it is clear from this equation, the linear averaging component, 〈θ∗t , dxt〉, alone cannot optimally
predict dyt, due to αt, and thus linear combinations will always be insufficient in forecasting due
to the drift term. For non-linear synthesis, however, the extra term in Itoˆ’s lemma (eq. 9) takes the
role of αt.
The following example demonstrates how the extra term in BPS, using the FS decomposition,
takes on the role of the intercept, αt, capturing the bias from misspecification and dependence.
Example 4.2. (BPS: Dynamic latent (agent) factor model). The synthesis function in McAlinn and
West (2019) is
f (xt,θt) = 〈xt,θt〉+ νt, νt ∼ N (0, vt) (16a)
dθt = ωt, ωt ∼ N (0, vtW t) . (16b)
which its increment, df (xt,θt), using Itoˆ’s lemma, is written as
df (xt,θt) = 〈dxt,θt〉+ 〈xt, dθt〉+ 1
2
〈dxt, dθt〉 ,
which is a non-linear synthesis. The predictive mean
E
[
〈dxt,θt〉+ 〈xt, dθt〉+ 1
2
〈dxt, dθt〉
∣∣∣∣Ft] = E [〈dxt,θt〉+ 12 〈dxt, dθt〉
∣∣∣∣Ft]
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is the predictive value. Here, 12 〈dxt, dθt〉 is the extra term, and acts as αt in eq. (15). When dxt
and dθt are dependent, the quadratic variation of the martingale component, dxt, becomes the extra
term. On the other hand, when dxt and dθt are independent, 12 〈dxt, dθt〉 is o (dt), which is equivalent
to linear combination. However, for dxt and dθt to be independent, the agents’ forecasts have to be
orthogonal to each other, i.e., dxtdx′t must be diagonal.
We further show how the bias from misspecification and dependence is captured in McAlinn and
West (2019), namely in the state covariance,W t. First, the extra term is set to 12E [〈dxt,E [dθt |dxt ]〉 |Ft ] =
αtdt, which is the condition for which the θt process is optimized:
θ∗t =
(
E
[
dxtdx
′
t
])−1 E [dxt (dyt − α∗dt)]
α∗t dt = E [dyt − 〈dxt,θ∗t 〉 |Ft ] .
Now, consider the discrete form of the synthesis function in eq. (16),
yt = 〈xt,θt〉+ νt, νt ∼ N (0, vt)
θt = θt−1 + ωt, ωt ∼ N (0, vtW t) ,
and its continuous time representation
yt+1 = yt + dyt,
xt+1 = yt + dxt
θt+1 = θt + dθt
〈xt+1,θt+1〉 = 〈xt,θt〉+ d 〈xt,θt〉 .
From this, we have,
dyt = d 〈xt,θt〉+ νt+1, νt+1 ∼ N (0, vt+1) .
From the FS decomposition, dyt = αt + 〈θ∗t , dxt〉+ dzt, the optimal dθt must satisfy
1
2
〈dxt, dθt〉 = αt.
The necessary and sufficient condition for dθt is, thus,
E [〈dxt, dθt〉 |dxt ] = 2 (dyt − 〈dxt,θ∗t 〉) .
Therefore, vtW t must be chosen to satisfy
dθt =
(
E
[
dxtdx
′
t
])−1
dxt (dyt − 〈dxt,θ∗t 〉) .
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The residual variance parameter, vt, cannot be known at time t, because yt − 〈dxt, dθt〉 cannot be
known. However,W t, the covariance structure of dθt, is proportional up to a constant of (E [dxtdx′t])
−1,
and is optimal apart from the scale of dθt. Thus, the latent dependencies of dxt, and the drift it causes,
is captured by W t, effectively transferring the dependence to dθt.
From these theoretical results, we find:
• Predictive performance of forecast combination is determined by how well the method covers
both the drift and diffusion of the data generating process.
• The dependence between agents’ forecasts, i.e., its multicollinearity, causes an additional
drift, which, for non-linear synthesis, can be covered by the extra term in the stochastic
process.
These insights are critical in terms of its implication to real data analysis, prediction, and decision
making. For one, the conditions for equality, where the optimal linear weights are achievable, is
extremely limiting and unrealistic. In most empirical exercises, agents’ forecasts are not orthogonal.
This may be due to a myriad of issues, including using similar data, having common assumptions,
or even discussing/sharing forecasts. In the forecast combination literature, one topic of interest
is in understanding the dependence amongst agents (Winkler 1981; Clemen and Winkler 1999;
Jore et al. 2010), and BPS has shown how these latent dependencies can be learnt using Bayesian
updating, then effectively transferred to the dynamic coefficients. In cases where the decision
maker has the option of creating her own forecasts to combine (for example, random forests),
these results indicate that if she opts to use linear combination, she should construct models in
a way that they are orthogonal to each other. This, however, is not as straightforward to do in
practice. For example, boosting attempts to do this by additively fitting models onto the residual,
though this does not guarantee that the forecasts are orthogonal. Thus, in almost all cases, using
non-linear synthesis (BPS) is theoretically preferable to linear combinations.
5 Simulation results
To exemplify the theoretical results, we will use a simple, yet pertinent, simulation study to compare
predictive performance between non-linear BPS, equal weight averaging, BMA, and Mallows Cp
(for empirical applications, see, McAlinn and West 2019; McAlinn et al. 2019; McAlinn 2017;
Bianchi and McAlinn 2018).
5.1 Simulation set-up
We construct a simulation study that captures the characteristics encountered in real empirical
applications; namely dependence amongst agents and misspecification. First, the data generating
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process for the target, yt, is generated as follows,
yt = θt0 +
3∑
i=1
θtiξti + ν, ν ∼ N(0, 0.01)
θt = θt−1 + ω, ω ∼ N(0, 0.01),
where the time varying parameters follow a random walk. We initialize θ0 = 1 and discard the first
50 samples, in order to allow random starting points. The covariates ξ1:3 are generated as follows,
ξ1 =
1
3
ξ3 + 1, 1 ∼ N
(
0, 0.01 ∗ 2
3
)
, ξ2 =
1
5
ξ3 + 2, 2 ∼ N
(
0, 0.01 ∗ 4
5
)
,
ξ3 = 3, 3 ∼ N(0, 0.01),
where ξ1,2 are highly correlated with ξ3 by construction.
At any point, only {y, ξ1, ξ2} are observed to the agents, and ξ3 is omitted, thus all possible
models will be misspecified. We construct two agents, {A1,A2}, with each only observing either ξ1
or ξ2, and forecasting yt using a standard conjugate dynamic linear model (DLM; Section 4, West
and Harrison 1997):
yt = F
′
tθt + νt, νt ∼ N(0, vt),
θt = θt−1 + ωt, ωt ∼ N(0, vtW t)
where F t = (1, ξt,{1,2})′ and θt = (θt0, θt1)′. Prior specifications for the DLM state vector and
discount volatility model in each of the two agent models is based on θ0|v0 ∼ N(0, (v0/s0)I) and
1/v0 ∼ G(n0/2, n0s0/2) with n0 = 2, s0 = 0.01, using the usual (θ, v) DLM notation (West and
Harrison 1997, Chap 4). Each agent model uses standard discount factor (β) specification for
state evolution variances and discount factor (δ) for residual volatility; we use (β, δ) = (0.99, 0.95)
in each of these agent models. All DLM-based agent forecast densities h∗(·) are then those of
predictive T distributions.
The BPS synthesis function follows eq. (11), with priors θ0|v0 ∼ N(m0, (v0/s0)I) with m0 =
(0,1′/J)′ and 1/v0 ∼ G(n0/2, n0s0/2) with n0 = 10, s0 = 0.002. The discount factors are set
to (β, δ) = (0.95, 0.99). The model and prior specification for agent models and BPS synthesis
function exactly mirrors that of McAlinn and West (2019).
For the study, we generate 350 samples from the data generating process. The first 25 are
used to estimate the agent models, with another 25 used to calibrate the BPS synthesis function.
Forecasts are done sequentially over the remaining 300 samples, where agent models and BPS are
recalibrated for each t after observing new data and forecasts. This process is done in a way that
mimics that of a real world predictive application. We compare the mean squared forecast error
(MSFE), evaluated at t = {100, 200, 300}. We repeat the simulation 100 times.
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5.2 Simulation results
Comparing MSFE, averaged over the 100 simulations (Table 1), we find significant improvements
in favor of BPS, with BPS cutting down MSFE by at least half. The improvements, calculated as
MSFEBPS/MSFE∗, where * denotes the method compared against, also increase over t, though this
is not due to BPS improving over time, but because the other methods progressively deteriorate.
This is particularly notable with the MSFE for BPS being almost identical from t = 200 to 300.
Looking at the other combination strategies, we find all to be roughly in the same ballpark,
though BMA edges out the rest, followed by equal weight, and then Mallows Cp as last. The order
is consistent throughout t. This result is somewhat surprising, as Mallows Cp, at least theoretically,
should give the optimal weights. However, this optimality is assumed under i.i.d. conditions, which
does not hold for our analysis.
Looking at the predictive comparisons over the 100 simulations (Figure 1), apart from 4 simula-
tions at t = 100, BPS outperforms other methods consistently. We also note that, as t increases, the
difference between the best non-BPS method and BPS increases in favor of BPS, which is consistent
with the results from Table 1. In terms of the distribution of improvements, they are consistent,
almost identical, over all methods, though BMA does seem to be the clear winner amongst non-BPS
methods.
We finally compare and contrast the sequential weights from each combination strategy by
looking at one of the simulations. BMA (Figure 2) weights, although estimated sequentially, is
erratic, with major shifts before 100, and after 250. This pattern is somewhat unusual compared
to results seen in empirical studies (e.g. McAlinn and West 2019; McAlinn et al. 2019), where
BMA weights degenerate quickly to one model. However, this could be explained by the highly
dependent nature of the two agents, where posterior model probabilities are nearly equal. Similarly,
for Mallows Cp, we see two regime changes after 150 and before 250, although the weights are a
lot smoother than that of BMA.
Finally, Figure 4 shows the on-line posterior means of BPS model coefficients over t = 1:300. In
a stark contrast to Figures 2 and 3, we see that the intercept is more prominent than the coefficients
on the two models. As the intercept takes on the role of the drift term, caused by dependence in
the agents, it is understandable that the intercept is large, as the dependence and misspecification
is quite high. This can be visually confirmed by the seemingly inverse proportionality between
the intercept and coefficients on the agents. In particular, there are a couple of periods (around
100 and 300) that require further investigation. During these times, we see an increase in total
coefficient size for both agents, a divergence between coefficients, and a decrease in intercept.
There are two interpretations for this. For one, the agent set misspecification (misspecification
given the set of agents) has decreased, with agents explaining more of the data generating process,
leading to reduced drift coming from misspecification. For another, the dependence amongst agents
decreased, with BPS favoring one agent over another, reducing the drift coming from dependence.
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Due to the reduction in drift, there is less of a reliance on the intercept, leading to a decrease in
the intercept. This result is extremely informative as to how BPS improves over linear combination
of forecasts; by capturing the misspecification and dependence in the intercept through Bayesian
updating.
The simulation results confirm and enforce the results from the theoretical analysis in Section 4:
when the agents are misspecified and dependent, non-linear BPS improves forecasts over linear
combination through learning and capturing the misspecification and dependence. This can be seen
holistically in the improved predictive performance in the simulation study, as well as mechanically
through observing how the BPS coefficients, in particular the intercept, interacts with each other
over time. Empirical studies outside of this paper also reinforces our conclusion, with predictive
comparisons mirroring our simulation results and coefficients behaving in a similar manner to that
seen here.
6 Further discussion
Drawing from the literature of continuous time stochastic processes, a theoretical framework is
developed to evaluate the predictive performance of classes of forecast combination strategies.
Identifying the recently developed Bayesian predictive synthesis as a class of non-linear synthesis,
the predictive process is shown to have an extra term that “corrects” the bias from misspecification
and dependence for the predictive error process. Predictive performances, evaluated with the
mean squared forecast error, is compared to linear combination. Except in rare conditions, namely
when the data generating process and agents’ forecasts follow a martingale process or when the
agents’ forecasts are orthogonal to eachother, non-linear synthesis is proved superior to any and
all linear combinations. Investigating the source of this gain, it is shown that the dependence
(multicollinearity) of the agents causes an extra drift term in the stochastic process, which non-
linear synthesis is able to capture, but linear combination cannot. This is made clear by the extra
term in the stochastic process being a function of the dependence. A finite sample exercise confirms
that non-linear BPS, does, in fact, outperform competing linear combination methods by capturing
misspecification bias and dependence.
The theoretical framework developed and presented in this paper has several potential avenues
of development beyond this paper. One clear avenue is to find the optimal estimator for non-linear
synthesis, in a similar fashion to Hansen (2007). While this paper proves that the class of non-
linear synthesis is superior to linear combinations, under mild conditions, the optimal estimator
for non-linear synthesis is unclear. Though finding this optimal estimator is certainly outside of the
scope of this paper, this will be potentially fruitful and informative. Another is to compare theo-
retical performances between certain synthesis functions that yield non-linear synthesis posteriors.
While the synthesis function using dynamic linear models has produced promising results in both
simulation and empirical studies, it is unclear if there are other synthesis functions that are theoret-
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ically superior. Developing the theoretical framework to deal with specific synthesis functions will
allow this to be investigated. In a more general avenue of development, the framework developed
here can be extended and applied to time series forecasts in general. Evaluating the theoretical
predictive properties of time series models (e.g. state space models) is typically difficult due to
the dynamic nature of the data and model. Because of this, many theoretical developments have
assumed stationarity, or i.i.d. errors. Utilizing the stochastic process framework might facilitate and
provide tools to evaluate the theoretical properties of dynamic models, which is a topic of interest
and importance.
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Predictive properties of forecast combination,
ensemble methods, and Bayesian predictive synthesis
Tables and Figures
Table 1: Predictive evaluation using mean squared forecast error (MSFE) for equal weight aver-
aging (EW), Bayesian model averaging (BMA), Mallows averaging (Cp), and Bayesian predictive
synthesis (BPS), averaged over the 100 simulations. MSFE is evaluated at t = {100, 200, 300}. Pre-
dictive comparisons (%) were done by calculating MSFEBPS/MSFE∗, where * denotes the method
compared against.
MSFE1:t
EW BMA Cp BPS
t = 100 0.00296 0.00294 0.00298 0.00131
(%) 44.13 44.53 43.94 –
t = 200 0.00333 0.00331 0.00335 0.00139
(%) 41.70 41.91 41.47 –
t = 300 0.00365 0.00364 0.00368 0.00139
(%) 38.18 38.26 37.89 –
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Figure 1: Predictive comparisons, evaluated using MSFE at t = {100, 200, 300}, between Bayesian
predictive synthesis (BPS) and equal weight averaging (EW), Bayesian model averaging (BMA),
and Mallows averaging (Cp). Comparisons are calculated using MSFEBPS/MSFE∗, where * denotes
the method compared against. Box plots are those of the 100 simulations.
Figure 2: On-line BMA weights sequentially computed at each of the t = 1:300.
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Figure 3: On-line Mallows Cp weights sequentially computed at each of the t = 1:300.
Figure 4: On-line posterior means of BPS model coefficients sequentially computed at each of the
t = 1:300.
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