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by Neil TisdaleThe protection of wireless communications links against interference is a key concern
in mission critical systems. In particular low probability of interception (LPI) systems
which operate below the thermal noise oor of the receiver are particularly vulnerable.
To protect against interference it is often necessary to include some form of active
interference suppression. Broadband adaptive beamforming is one such technique which
may be used to suppress interference by spatial and spectral ltering of the signals
received by an array antenna. The hardware requirements of adaptive beamforming
systems are high in comparison to other approaches. As a result, the total number of
adaptable weights realisable in the beamformer may be limited by the size, weight and
power constraints of the system. This will limit the degrees of freedom in the beamformer
and hence, the interference cancellation capability of the beamformer.
The eectiveness of increasing the number of time-taps in space-time adaptive processors
(STAP) as a method of increasing the number of interferers the beamformer can simul-
taneously cancel in an environment containing a mix of narrowband, partialband and
broadband interference is studied. An alternative scheme to free up degrees of freedom
in the beamformer is proposed based on frequency-domain excision to pre-lter narrow-
band interference before it reaches the beamformer. This approach frees up degrees of
freedom in the beamformer, which would otherwise be consumed by the narrowband
interference, for use in cancelling partialband and broadband interference. To enable
the excision lters to identify narrowband interference while allowing partialband and
broadband interference to pass through, a novel scheme is presented which produces a
frequency mask that varies on a per-bin basis. Eigenanalysis of the beamformer's covari-
ance matrix is used to explore the ability of frequency-domain excision to desensitise the
beamformer to narrowband interference while bit error rate (BER) simulations demon-
strate the enhanced interference protection the scheme aords an LPI communications
link.
Mismatches between the gain and phase responses of the radio-frequency (RF) front-end
channels in broadband adaptive beamformers can limit their cancellation performance
against higher power partialband and broadband interference. This performance limi-
tation arises from the decorrelation experienced by the received signals across the array
due to the interchannel mismatches. In STAP systems this performance limitation may
be mitigated by increasing the number of taps per channel in the STAP. However, the
computational complexity of adding additional time-taps tends to be high in STAP
beamformers. Two new methods of interchannel mismatch compensation are proposed
based on ecient frequency-domain methods. Simulations using software models and
experiments using a hardware STAP system demonstrate the proposed techniques' abil-
ity to improve the cancellation performance where interchannel mismatches are limiting
cancellation performance.Contents
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Introduction
Since the earliest days of wireless communications engineers have fought a battle against
interference to improve the quality and reliability of communications. As a result, a
multitude of technologies have been developed to address this problem. Improvements in
the selectivity of the radio frequency (RF) front-ends have helped ensure that out of band
signals are removed from the received signal. National and international regulations of
spectrum allocation and usage have helped ensure that commercial systems minimise the
level with which they interfere with each other. Despite these eorts, wireless systems
are still likely to experience interference within the portion of the spectrum which they
operate. So called co-channel interference can arise from a variety of sources: unlicensed
radio equipment, radios operating within public bands of the spectrum, electromagnetic
(EM) emissions from electrical equipment, such as microwave ovens, EM radiation from
space objects, such as the sun, or intentional attempts to disrupt communications [4].
On the technological level more can be done to deal with these sources of interference
by designing additional margins into the link budget of the communications system. In
particular, in digital communications systems a judicious choice of modulation scheme,
spread spectrum techniques or forward error correction (FEC) can be used to improve
the resilience of a communications system to interference. In addition to this, some
form of active interference suppression can be included in the radio receiver to remove
interference before the signal is demodulated. This may be necessary when the expected
interference environment is particularly hostile or if little or no levels of disruption can
be tolerated in the communications link.
One particular class of communications system that is particularly vulnerable to inter-
ference is low probability of interception (LPI) systems. These typically operate with
signal powers that are well below the thermal noise oor of the receiver and use tech-







Figure 1.1: Illustration of the near-far problem for LPI communications systems
signal to noise ratio (SNR) [5, 6]. An example of this sort of system is the NAVSTAR
global positioning system (GPS) [7, 8] which operates at a nominal SNR of -30 dB [9].





where Rs is spreading chip rate and Rd is the data rate.
The processing gain aords the DSSS receiver some resilience to interference which is
typically expressed in terms of the receiver's jamming margin [10]. The jamming margin
relates the maximum level of interference the receiver can tolerate given a specied
minimum SNR (denoted SNRr) required to obtain a certain level of performance.
(Jamming Margin)dB = (Gp)dB   (Ls)dB   (SNRr)dB
where Ls is the loss of the system (sometimes referred to as implementation loss).
However, by operating at very low signal levels, the jamming margin of LPI systems
tends to be small as a signicant portion of the processing gain is taken up in ensuring
that a suitable post-correlation SNR is obtained [11]. By operating at such low power
levels they are susceptible to the so-called \near-far" problem whereby only modest
levels of local interference can prevent reception of the wanted signal transmitted from
a much greater distance away as shown in Figure 1.1.
Digital adaptive beamforming is an eective method of interference suppression against
a variety of forms of interference [12]. An adaptive beamformer consists of a multi-
element antenna with an adaptive signal processor which allows the antenna's gainIntroduction 3
pattern to be shaped in such a way that nulls can be placed in the direction of interfering
signals while steering the mainlobe in the direction of the wanted signal. However, the
number of nulls which the beamformer can place in its beam pattern is limited by the
degrees of freedom within the beamformer, which in turn, depends on the number of
adjustable weights in the beamformer. The cost of adding additional degrees of freedom
is typically high, thereby limiting the total number of interference signals the beamformer
can simultaneously suppress. With limited degrees of freedom it is important that
the adaptive beamformer uses them to most eect by placing nulls in the direction of
interference signals that have the most potential to disrupt the DSSS receiver. It is
well known that DSSS systems are particularly vulnerable to broadband interference,
where the band occupancy of the interference in relation to the DSSS signal is large
[13]. While narrow-band interference can also successfully prevent a DSSS receiver from
demodulating the wanted signal, particularly when the jamming margin of the system
is relatively small [11], it can also be suppressed relatively easily using lower complexity
single-channel interference suppression techniques [14]. Therefore, one strategy would
be to try to remove narrowband interference using lower complexity techniques prior to
adaptive beamforming in order to preserve degrees of freedom in the beamformer.
The aim of this thesis is to consider ecient methods of increasing the interference sup-
pression capacity of broadband adaptive beamformers with a limited number of channels.
In particular, in environments in which interference signals of varying band occupancy
are present. The focus on beamformers with few channels is with an aim of deployment
in small, mobile applications given the relatively high hardware complexity of beamform-
ers. Of particular interest are broadband beamformers such as the space-time adaptive
processor (STAP) given their good cancellation performance against non-zero band-
width signals. While considering methods to improve the STAP's cancellation capacity,
consideration will be given to the role of the time taps and the increased degrees of free-
dom they oer. The problem of reduced cancellation performance against broadband
interference due to interchannel mismatches in STAP beamformers is also considered.
Ecient methods of compensating for the interchannel mismatches for better broadband
cancellation is also explored.
1.1 Research Contributions
The main research contributions presented in this thesis are listed below:
 The limitations of the use of additional time-taps in STAP beamformers in order to
increase the number of interference signals which can be simultaneously cancelledIntroduction 4
was highlighted. This included deriving the parameters upon which the signal
subspace of the STAP's covariance matrix becomes rank 2 when in the presence
of a non-zero bandwidth interference signal. Further numerical analysis of the
eigenvalues of the covariance matrix was also used to support this investigation.
 The use of frequency-domain excision as a method of pre-ltering narrowband
interference prior to beamforming was presented in order to increase the number
of simultaneous interference signals which can be cancelled in a mixed interference
environment. Factors aecting the performance of this approach were discussed
and investigated by simulation.
 A novel algorithm for determining a non-uniform threshold in frequency-domain
excision lters was presented. The algorithm makes it possible to selectively iden-
tify and excise narrowband interference in the presence of partialband and broad-
band interference. This is necessary if frequency-domain excision ltering is to
be used in an adaptive beamforming system to pre-lter narrowband interference
[1, 2].
 Two new methods of eciently compensating for mismatches between the front-
end channels in broadband adaptive beamformers in order to achieve higher levels
of cancellation of non-zero bandwidth interference were proposed. Improved per-
formance was demonstrated both by simulation and on a hardware STAP system
[3].
Some of the research is supported by a journal publication and 2 conference papers
which are listed below:
 N. Tisdale, T. Kazmierski, and D. Brooks. A bandwidth selective frequency
domain excision lter for use in front of adaptive array antennas. Proceedings of
the IEEE Military Communications Conference, pages 1{6, October 2007.
 N. Tisdale, T. Kazmierski, and D. Brooks. Channel mismatch compensation for
space-time adaptive processors. In Proceedings on IEEE Military Communications
Conference, pages 1{7, November 2008.
 N. Tisdale, T. Kazmierski, and D. Brooks. Bandwidth selective lter for the
pre-excision of narrowband interference in broadband beamformers. IET Com-
munications Journal, 4:201{212, 2010.Introduction 5
1.2 Structure of this Thesis
In Chapter 2 various interference suppression schemes are considered with particular
attention being paid to the ability of each technique to protect an LPI DSSS signal from
interference. Given the broadband nature of DSSS signals, interference suppression
systems with the ability to cancel broadband and partialband interference as well as
narrowband interference are of particular interest. Furthermore, the capacity of the
various algorithms to cancel multiple sources of interference is discussed.
Having identied in Chapter 2 adaptive beamforming as an approach to interference
suppression which can achieve high levels of cancellation against multiple sources of
interference, Chapter 3 focuses on ecient methods of increasing the cancellation ca-
pacity of broadband adaptive beamformers. The suitability of increasing the number
of taps per channel in STAP beamformers as a method of increasing the number of
interference sources which the beamformer can simultaneously cancel is explored. An
alternative method of increasing the cancellation capacity of an adaptive beamformer
by pre-ltering narrowband interference using excision ltering is considered. The eec-
tiveness of this approach at desensitising the beamformer to the presence of narrowband
interference is investigated by eigenanalysis of the beamformer's covariance matrix. The
performance of this approach in an LPI DSSS system is examined by BER simulation.
Chapter 4 follows on from Chapter 3 by considering the problem of adapting frequency-
domain excision lters for use as pre-lters in front of adaptive beamforming systems.
In particular, the question of how to identify only narrowband interference in a mixed
interference environment is addressed. To this end a novel algorithm is proposed to
replace the traditional methods of interference identication used in excision lters. The
performance of the algorithm is demonstrated by simulation of the combined excision
adaptive beamforming system using the proposed algorithm.
In Chapter 5 the problem of interchannel mismatches between the channels in broad-
band adaptive beamformers is considered. Mismatches in the responses of the compo-
nents used in the beamformer's channels prior to digitisation can limit the cancellation
achieved against non-zero bandwidth interference. Two new ecient methods of com-
pensating for the interchannel mismatches are presented based on frequency-domain
ltering. The improvement in cancellation performance of both of these methods is
demonstrated both by software simulation and with a hardware STAP beamformer us-
ing a software-in-the-loop approach to implement the algorithms.
Chapter 6 presents the conclusions from this research as well as suggestions for future
work which follow on from the work presented in this thesis.Chapter 2
Interference Suppression
In receiver design theory the matched lter is the optimal receiver, in a minimum mean
squared error (MMSE) sense, when the received signal is an additive combination of the
wanted signal and Gaussian white noise [15]. Therefore, the matched lter receiver may
no longer be optimal when the noise is no longer white, which may be the case when
interference is present in the received signal. In DSSS receivers the use of interference
suppression to pre-condition, by whitening, the received signal has been shown to be
eective at improving the performance of the DSSS receiver [16, 17]. This form of coun-
tering the eects of interference is distinct from other approaches which may be used,
such as the specialised design of the modulation/coding scheme to improve resilience, as
the interference is removed before decoding/demodulation as opposed to simultaneously.
Therefore, in the case of the DSSS receiver the objective of the interference suppression
system is to whiten the signal.
Various approaches to interference suppression have been proposed in literature and are
used in practice. In this chapter some of the key interference suppression techniques
used with LPI DSSS receivers are discussed with particular regard to their performance
in stressed interference environments i.e. where a number of high power interference sig-
nals may be present in the received signal. These have been generalised into two broad
categories: single-channel methods and multi-channel methods, owing to the major ar-
chitectural dierence between the two approaches. The chapter ends with a description
of the modelling of a DSSS system and the interference signals under consideration, as
well as the simulation of signals arriving from various angles in a multi-channel system
which employ an antenna array.
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2.1 Single Channel Interference Suppression
2.1.1 Time-Domain Interference Suppression
One of the simplest forms of protection against continuous wave (CW) interference
is the tracking loop which, using a phase locked loop (PLL), can be used to predict
the frequency and amplitude of an interfering CW signal [18, 19]. This information
can be used to synthesise a local copy of the interferer which can then be subtracted
from the received signal. This method should be capable of cancelling very strong CW
interferers with minimal distortion to the wanted signal provided that the instantaneous
frequency and amplitude of the CW are accurately estimated. Furthermore, tracking and
cancellation of non-stationary CWs, such as swept CWs, should be possible. However, if
the PLL fails to lock onto and track the CW then not only will the system fail to suppress
the interferer but may also introduce distortion into the wanted signal. Furthermore,
the use of a PLL or similar feedback loop to track the CW interference signal limits the
scheme to track a single CW, the presence of multiple CWs may lead to instability.
In order to suppress more generalised forms of narrowband interference, linear prediction
error (LPE) ltering has traditionally been used in DSSS receivers [14, 16, 20, 21]. LPE
ltering uses a prediction lter to predict future values of the received signal based
on past values. The LPE lter subtracts the predicted values of the received signal
from the actual received signal to form a prediction error signal. Given a suciently
long lter and wide-sense stationary input the prediction error signal output will be
uncorrelated, as such, the LPE lter is often described as having a whitening eect on
the signal [22]. This property makes LPE well suited to DSSS systems as the DSSS
signal should appear uncorrelated within the period of its spreading code and hence,
the predictor will tend not to be able to predict future values of the DSSS signal [23].
By contrast, the interference, assuming it is not spectrally white, will be correlated and
as such predictable. Therefore, the received signal can be treated as an autoregressive
process where the noise part of the process is given by the LPE lter's output and
contains the DSSS signal and thermal noise, while the interference is modelled by the
weights of the LPE lter and is thus removed from signal [22]. For an input signal that
is wide-sense stationary the optimal weights of the LPE lter are given by the Wiener-
Hopf equations [17]. Calculation of the Wiener-Hopf equations requires knowledge of
the received signal's autocorrelation function which is not typically known a priori and
therefore, must be estimated. A number of algorithms have been proposed for solving the
Wiener-Hopf equations (and hence estimating the autocorrelation function) and include
the Levison-Durbin [24, 25], Burg [26], least mean square (LMS) [27, 28] and recursive
least squares (RLS) [29] algorithms. The LPE lter can also be realised as a double-sidedInterference Suppression 8
lter by cascading the LPE lter with its time reverse which has the benecial property
of having a zero-phase [16].
The interference cancellation performance of LPE ltering in a stationary environment
depends on the length of the lter, the number of interferers and the properties of the
interferers. The length of the lter dictates the number of degrees of freedom available to
the lter and, therefore, the number of zeros which can be placed in its transfer function
[22]. As such the LPE lter is most eective against zero bandwidth interferers, i.e. CW
signals, as a single zero can be placed to create an innitely deep notch at the frequency
of each zero bandwidth interferer. Therefore, the number of zero bandwidth interferers
the LPE lter can simultaneously suppress is limited by the length of the lter and is not
aected by the power of each interference signal [30]. By contrast, narrowband interferers
with a non-zero bandwidth theoretically require an innite number of zeros to be placed
in order to fully cancel them [17]. Given that a practical lter will always be nite in
length the level of cancellation achieved against a non-zero bandwidth interferer will
depend on the lter length and the power of the interferer. However, as the bandwidth
of the interferer is increased further it will no longer appear narrowband to the lter
and therefore, will exhibit weaker autocorrelation which, in turn, makes it more dicult
for the LPE lter to predict and cancel [31]. The performance of the LPE lter can also
suer in situations where the signal to interference plus noise ratio (SINR) is high due to
self generated noise in the LPE lter [31]. This arises because the DSSS signal can exhibit
small levels of self-correlation resulting in the LPE partially predicting the DSSS signal
and attempting to cancel it. This can be improved through the use of decision directed
feedback to remove the DSSS signal from the signal [28] or by applying constraints to the
lter weight solution [32{35]. For example, a constraint to the solution can be applied
to desensitise the predictor to the correlation present in the DSSS spreading sequence
or alternatively to introduce an energy minimisation constraint [34, 35].
The relatively slow convergence time of LPE ltering can aect its ability to cancel non-
stationary interference. To address this other interference suppression techniques have
been proposed, such as the use of time-frequency distributions (TFDs) to estimate the
instantaneous frequency of an interferer in combination with a very short nite impulse
response (FIR) lter to adaptively notch lter the interference signal [20, 36]. The aim
is to utilise the spectral and temporal properties of the TFD kernel function in order
to identify and excise highly non-stationary interference signals. The performance of
TFD based excision is heavily dependant on the accuracy of the TFD to estimate the
instantaneous frequency of the interferer. As such various dierent TFDs have been
considered in literature: Wigner-Ville [36], Choi-Williams [37] and Born-Jordan [38]. In
general the TFD relies on the TFD kernel being well matched to a given class of interferer
and so one TFD kernel may be better for one type of interference than another.Interference Suppression 9
A stipulation of TFD based excision is that the excision FIR lter must be kept short so
as not to degrade the reaction time of the lter [39]. An FIR of 3 to 5 taps is typically
used, however this limits the frequency response of the lter and therefore the bandwidth
over which the lter can cancel the interference signal. Furthermore, TFD estimation
bias will aect its performance, particularly when a shorter lter is used as the notch it
will produce is much narrower. Alternatively, Wang and Amin show in [40] that high-
order multiplicity lters may be employed instead due to their wider notch frequency
response, which they show to be more eective in the presence of TFD estimate bias or
when a poor frequency resolution TFD is used. TFD based excision suers from similar
self-noise problems as LPE ltering. However, this can be overcome by estimating the
interferer's instantaneous amplitude to determine whether ltering the signal is of any
benet, if not then the lter can be bypassed [41].
2.1.2 Frequency-Domain Excision Filtering
The use of domains other than the time-domain to identify and excise interference has
received much attention in the literature [42]. In particular, frequency-domain excision
(FDE) which operates in the short-time discrete Fourier transform (STDFT) domain has
found application in interference suppression for DSSS signals [43{46]. This is motivated
by the ability to easily identify narrowband interference in the frequency-domain over the
DSSS signal and receiver thermal noise. A simple threshold test can be used to identify
which frequency bins contain interference and the bin's value can either undergo hard ex-
cision in the form of zeroing the bin's value or soft excision whereby the bin's magnitude
is clipped to a specied level [47{49]. In this way FDE operates in an open-loop man-
ner, thereby avoiding the problems associated with convergence such as slow adaptation
rates [50]. Furthermore, as a discrete Fourier transform (DFT) pair is typically used
to transform the signals between domains in the STDFT the frequency-domain excision
lter can be implemented very eciently using the fast Fourier transform (FFT).
The threshold used to identify interference in the excision lter is typically a xed
value across all the bins in the DFT against which the magnitude of each DFT record is
compared. The value of the threshold can be arbitrarily set by the designer, for example,
a xed level above the estimated noise oor of the receiver, or based on some optimality
criterion. In [50], Young presents a method of calculating the optimum threshold value
to excise a given portion of the spectrum in the presence of additive white Gaussian noise
(AWGN). While in [51] Capozza et al. present a method of determining the excision
threshold value based on the statistics of the DFT bins. They consider the mean and
standard deviation of the power spectral density under normal conditions as well as in
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is mostly contained within one standard deviation from the mean, however this changes
in the presence of interference. Therefore, they propose a method to set the threshold
level based on the standard deviation of the received signal.
The process of excising a portion of the received signal's spectrum will have an associated
excision loss as a portion of the DSSS signal will also be removed [50]. When a portion
of the spectrum is excised which contains little or no energy due to an interferer this
is termed over-excision. The level of loss experienced will depend on the method of
excision used. In [44], Young considers the over-excision loss experienced by a DSSS
signal when only the wanted signal and thermal noise are present. He shows that soft
excision by clipping experiences a much smaller loss than hard excision by zeroing as the
portion of the spectrum excised is increased. This is because the phase information of
the wanted signal is retained when the clipping excision method is used, thereby allowing
the wanted signal to be recovered, whereas zeroing completely removes the wanted signal
in the portions of the spectrum which are excised. Further to this he determines the
optimal magnitude to clip to in order to minimise the excision loss when a given portion
of the spectrum is excised. However, he does note that the excision loss experienced by
clipping to the noise oor as opposed to the optimal clip value are very similar.
One of the main challenges associated with implementing a FDE lter is that of spectral
leakage. Spectral leakage is the result of using a nite observation window to ascertain
the spectral characteristics of a signal which is innite in extent [52]. The DFT assumes
periodicity of the observed signal beyond the bounds of the observation window. If
the signal under observation is not periodic with respect to the observation window,
the assumed periodicity of the Fourier transform will generate discontinuities at the
window's edges [53]. The eect of these discontinuities on the nite length Fourier
transform is the apparent leakage of the signal out across the spectrum. This is most
strikingly seen in the Fourier analysis of a complex sinusoid that is not periodic with
respect to the observation window. Rather than a Dirac function at the frequency of the
complex sinusoid, the spectrum of the signal will exhibit a mainlobe at the sinusoid's
frequency containing most of the sinusoid's energy, however, energy can be seen to leak
out either side of the mainlobe forming sidelobes. This impacts upon the performance of
frequency-domain excision algorithms as larger portion of the spectrum must be excised
in order to suciently remove the interferer's energy contained within the sidelobes.
Spectral leakage can be reduced by applying a window function to the signal that de-
emphasises the values of the signal near the edges of the observation window prior to
transforming the signal into the frequency-domain [53]. This results in higher suppres-
sion of the sidelobes and, therefore, better localisation of the interferer's energy in the
frequency-domain. This is advantageous to the excision 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energy is removed when the mainlobe is excised leaving less of a residual signal which
will contribute to the overall remaining noise level. The choice of window function will
determine the power level of the highest sidelobes relative to the mainlobe but the abso-
lute power level of both will depend on the power of the interference signal. Therefore,
as the power of the interferer is increased the level of the sidelobes will become more
problematic as the power of the residual signal after excision will be raised. In this
circumstance excising a larger portion of the spectrum or the use of a window with a
higher level of sidelobe suppression may be used to reduce the power which is left in the
residual signal. Both these approaches have their disadvantages, in the rst case, the
excision of a larger portion of the spectrum will result in a reduction in the energy of
the wanted signal [54]. In the second case, increasing the level of sidelobe suppression
comes at the cost of widening the mainlobe of the interference signal [53]. The reduced
spectral resolution of high sidelobe suppression windows results in a higher number of
bins which need to be excised per interference signal. Therefore, the most appropriate
window to use will depend on the power of the interference signals [55]. A further con-
sideration is that of the loss experienced by the wanted signal due to the attenuation it
experiences as a consequence of windowing the received signal. This is termed process-
ing loss and the level of loss experienced depends on the shape of the window function.
Davidovici and Kanterakis note in [52] that in situations where the level of interference
is low the window's processing loss will degrade the receiver's performance. However,
Young and Lehnert show in [50] that, by overlapping the blocks of samples by 50% prior
to windowing and then adding the overlapped regions after the excised signals have been
transformed back into the time-domain, this loss can be reduced to 1 dB or less for a
variety of common window functions.
The performance of FDE in the presence of non-stationary interference is dependant on
the size of DFTs used in FDE lter as well as the properties of the interferer. In [45]
Ouyang and Milstein consider the performance of short-time Fourier transform (STFT)
excision against non-stationary interference and as STFTs essentially operate in the
same manner as a DFT based excision system utilising both time-domain windowing
plus overlap and add the results are of interest. In order to reduce over excision it is
desirable to have both good spectral and temporal resolution so that the non-stationary
interferer can be well localised in both time and frequency [38]. Unfortunately, there
is an inverse relationship between temporal and spectral resolutions that results in one
having to be traded o against the other. In the case of the short-time Fourier transform,
the longer the observation period, the better the frequency resolution but this is gained
at the expense of temporal resolution and vice versa. Ouyang and Milstein note that the
correct choice of a windowing function to match the characteristics of the interferenceInterference Suppression 12
is important in ensuring good spectral resolution and hence, strong cancellation of the
interferer.
To overcome the deciencies of FDE, such as spectral leakage and spectral/temporal
resolutions, excisors based on other transforms such as the wavelet [56, 57] or Wigner-
Hough [58] transforms have been proposed. The use of the wavelet transform has been
shown to be better than FDE in the case of pulsed narrowband interference [56]. How-
ever, the complexity of using the wavelet transform is higher than that of FDE as FIR
lters are required to implement the forward and inverse wavelet transforms. The use of
innite impulse response (IIR) lters to implement the wavelet transform have also been
proposed which can be implemented more eciently than FIR lters however, numeri-
cal instability caused by quantization eects in the coecients necessitates that care is
taken in the implementation of the wavelet transforms using IIR lters [57]. Ultimately,
the performance of a particular excision method very much depends on the type of in-
terference encountered and as such, multi-transform systems have also been explored in
the literature [59{61]. These systems utilise multiple domains in one system in order to
determine which domain best localises the received interference. The identied domain
is then used to excise the interference signal. By adapting the domain used these ap-
proaches aim to provide better overall cancellation to a wider range of interference types
then any single approach on its own. However, the drawback of this is the increased
complexity required to support each domain. Furthermore, in the presence of multiple
sources of interference of disparate types choosing the most appropriate domain may
not be so clear.
2.2 Adaptive Array Beamforming
Advances in the areas of electronic component miniaturisation, integration and process-
ing power have increased the popularity of more computationally complex interference
suppression systems such as digital adaptive beamforming. Adaptive beamforming dif-
fers from single channel interference suppression in that it uses the combination of a
number of signals received from several antennae elements, collectively termed an array,
to spatially lter signals that are incident upon it. In digital adaptive beamformers this
ltering is applied to the signals received by each element after they have been sampled.
This is as opposed to analogue adaptive beamformers where the spatial ltering and/or
the weight control is processed in the analogue domain. Given the order of progress
in electronics most of the beamforming techniques and algorithms started o as fully
analogue systems with the weights determined by analogue control loops. As the de-
velopment of digital electronics has gained pace the discrete-time equivalent of many ofInterference Suppression 13
these algorithms were developed to realise fully digital (after analogue down-conversion)
beamformers. Fully digital beamformers oer a number of advantages over fully ana-
logue beamformers such as greater exibility in terms of the beamforming algorithm
used and faster adaptation times. Furthermore, the increasing improvements in the
performance and eciency of digital electronics presents many possibilities for realising
more compact and higher performance beamforming systems and, as such, only fully
digital beamformers will be considered in the rest of this thesis.
Adaptive beamformers are able to spatially lter received signals because a signal im-
pinging upon the array will arrive at each element at fractionally dierent instances
in time due to the spatial separation between the elements within the array. If the
elements are assumed to have an omnidirectional response then the signal received by
each element in response to a signal will dier only in terms of its relative delay. These
relative delays in arrival time of the signal at each element will depend on the signal's
angle of arrival relative to the array. By summing together the received signals from
each element, a resultant output signal is produced which is the combination of the
delayed versions of the received signal from each element. This superposition of the
signals from each element has the eect of constructively and destructively interfering
to produce varying levels of gain or attenuation dependant of the angle of arrival of
the signal. By adjusting the delay experienced by signals arriving at each element the
relative delays between these signals are altered resulting in a controllable gain pattern
when the response of the array is considered as a whole [62]. In this way the spatial
gain pattern of the array can be controlled to give higher gain in one direction, known
as beam-steering, whilst attenuating signals arriving from another direction, known as
null-steering or nulling. This ability allows adaptive beamforming systems to be able
to suppress multiple sources of interference simultaneously while providing gain in the
direction of the wanted signal [63].
Control of the relative delays experienced by the signals on each element is typically
achieved by a phase shifter, in a digital beamformer this can be implemented as a
complex weight as shown in Figure 2.1. However, a phase shift is unable to compensate
for the frequency dependence of the array's response to signals which do not arrive at
each array element simultaneously. For example, in a linear array, i.e. where the array
elements are arranged in a straight line, any signal arriving from an angle other than
broadside to the array will produce a frequency dependant response. As a result the
cancellation performance of the adaptive beamformer tends to degrade as the bandwidth
of an interferer is increased [64]. Therefore, these beamformers show best performance













Figure 2.1: Dataow diagram of a narrowband adaptive array
2.2.1 Broadband Adaptive Beamforming
It is well understood that the cancellation performance of narrowband beamformers
deteriorates as the bandwidth of the interference signal it is trying to cancel is increased
[65]. This reduction in performance occurs because the relative phase response of each
element in the array is dependant not just on the angle of arrival but also on the frequency
of the received signal. A CW signal is comprised of a single discrete frequency and,
therefore, has zero bandwidth, as a result the array only responds at that frequency.
By contrast any signal, however narrowband, that has a non-zero bandwidth will be
composed of a continuum of frequencies each of which will produce a dierent relative
phase response on each element. This has the eect of making the signal appear to the
array to arrive from a range of angles of arrival, the spread of which is proportional to
the signal's bandwidth [64, 66]. In other words the non-zero bandwidth signal appears
to the array like a continuous series of CW signals arriving from a range of angles rather
than one discrete angle. Therefore, the signal appears to be spatially dispersed which
is seen in the form of decorrelation of the signal across the array elements. Therefore,
to fully cancel the non-zero bandwidth signal the array must place continuous nulls
covering the angle range created by the dispersion. With limited degrees of freedom the
beamformer must place nulls in directions which will maximise the cancellation achieved
over this range of angles.
The problem of broadband dispersion is caused by the approximation of a time delay





































Figure 2.2: Dataow diagram of a space-time adaptive processor
of beamformers Widrow [67] proposed the use of tap delay lines (TDLs) behind each
element rather than a single weight which can better approximate the response on each
channel to a delay. The inclusion of additional time taps behind each element allows the
beamformer to alter its response both spatially and spectrally giving it the ability to
remove the decorrelation introduced in response to the non-zero bandwidth signal due
to dispersion. A typical implementation of the tap delay line beamformer is the STAP
beamformer which, in a digital system, may be realised using M parallel K length FIR
lters, where M is the number of elements in the array, and K is the number of time
taps per FIR lter as shown in Figure 2.2.
The STAP beamformer has a total of MK adjustable weights giving it MK 1 degrees of
freedom to steer nulls and/or apply constraints to maintain gain in a given direction at a
particular frequency. As well as providing better cancellation against broadband signals,
the additional degrees of freedom created by the time taps allow the STAP beamformer
to compensate for other impairments to performance such as mismatched RF front-end
channel responses or multipath signals [68]. However, the increased number of weights
results in increased computational complexity compared with narrowband beamformers.Interference Suppression 16
This includes costs associated with implementing FIR lters instead of a single weight
per channel, as well as the cost of the adaptive logic required to adjust the weights. The
computational cost of implementing the adaptive algorithm will vary depending on the
choice of algorithm used which, in turn, will be driven by the performance requirements
of the beamformer, such as convergence time, cancellation performance and numerical
stability.
The high computational complexity of STAP beamformers has motivated much research
into alternative broadband beamforming systems that aim to reduce the computational
cost of such systems. One approach that has been proposed is the space-frequency
adaptive processor (SFAP) [69]. SFAP beamformers dier from STAP beamformers in
so far as the processing of the received signals is done in the frequency-domain rather
than the time-domain. Frequency-domain ltering by fast convolution is mathematically
equivalent to time-domain ltering and can be implemented more eciently when a
larger number of taps is required [70]. This is because the application of each weight
can be reduced to a single complex multiplication. However, it does require that the
signals be transformed into and back from the frequency-domain however, if the FFT is
used then the transformations can be implemented very eciently. Therefore, frequency-
domain processing can be of benet when a large number of bins is required. However,
the computational cost of calculating the weights is still large for algorithms whose
complexity is proportional to the size of the covariance matrix as the cross-correlations
between all the elements and bins still produces an MK  MK covariance matrix. In
response to this sub-optimal, realisations of the SFAP beamformer have been proposed,
for example, sub-band beamformers [71]. Sub-band beamforming reduces the problem
of beamforming a wide bandwidth by sub-dividing the band into a number of sub-bands
via a lter bank such that each sub-band is considered as an independent narrowband
channel and therefore, it is assumed, that there is no correlation between the individual
sub-bands. Under this assumption the sub-band beamformer can be considered to be
K narrowband adaptive beamformers operating in parallel, where the weight for each
sub-band on each element is calculated using the cross-correlations between the signals
in the same sub-band but on the remaining elements. In the limit, by using the FFT
as the analysis and synthesis lter banks to separate and recombine the sub-bands,
a critically decimated sub-band beamformer structure can be realised which can be
implemented very eciently. As each sub-band is treated as an independent narrowband
channel the complexity of the covariance matrix in the critically decimated sub-band
beamformer is K sets of M M covariance matrices compared with MK MK for the
STAP or full SFAP. A comparison of the relative complexities of STAP versus sub-band
beamforming is given in [72] where the authors state that if the covariance matrices are
formed using LU-factorisation then the number of real operations required per sampleInterference Suppression 17
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Figure 2.3: Relative complexity of a 4 element STAP and sub-band beamformer with
a weight update rate relative to the sampling rate of Fu = 0:001
for a STAP beamformer with M elements and K taps is 17:33(MK)3Fu + (8MK   2)
and similarly for a sub-band beamformer with a 50% sample overlap is 17:33M3KFu +
2((M +1)(2+5log2K)+(8M  2)), where Fu is the update rate of the weights relative
to the sampling rate. The complexity required to calculate the covariance matrix in a
real system precludes it from being updated at the same rate as the sampling rate and
so the weights tend to be updated at a much slower rate relative to the sampling rate.
Figure 2.3 plots the relative complexity in terms of real operations per sample for the
two beamformers with a weight update rate relative to the sampling rate of Fu = 0:001.
This ignores the fact that the FFTs will be most eciently implemented in the sub-band
beamformer when the number of bins is a power of 2 however, the results are suciently
accurate for comparison between the two beamformers to be made. For a low number of
taps/bins the extra processing overhead of transforming the samples between the time
and frequency-domains in the sub-band beamformer makes its complexity higher than
that of the STAP. However, once the number of taps/bins reaches 8 the complexity of
the sub-band beamformer is less than that of the STAP and as the number of taps/bins
further increases the complexity of the STAP continues to rise at a much greater rate
compared with the sub-band beamformer.
On the surface the critically decimated FFT based sub-band beamformer appears far
more ecient compared with the STAP beamformer, particularly for a large number ofInterference Suppression 18
taps. However, the use of the FFT to lter the signal into the sub-band leads to sub-
optimal performance compared with the STAP beamformer and typically requires many
more bins than number of taps in the STAP beamformer in order to show comparable
performance [72]. This dierence in performance arises because, in using the DFT, the
assumption that each sub-band is independent of the other sub-bands is not strictly true
[73]. Unless the signals received by the beamformer are periodic with respect to the DFT
spectral leakage will occur resulting in the received signals appearing spectrally spread
across the bins of the DFT and hence, the sub-bands of the beamformer. Windowing is
typically applied to the samples before they are transformed into the frequency-domain
in order to reduce this correlation by introducing some suppression of the sidelobes.
With a carefully chosen window high levels of sidelobe suppression can be achieved but
this is at the cost of increasing the width of the mainlobe. Widening of the mainlobe
results in higher levels of correlation between the bins directly neighbouring the bin
containing the interference but lower levels of correlation in bins further away. This
has the eect of reducing the frequency resolution of the sub-band beamformer thereby
increasing the number of bins required and the computational complexity. Alternatively,
the performance of the sub-band beamformer can be improved though the use of over-
sampled lter banks with frequency responses that are closer to a brick-wall lter than
the DFT's. However, this too would result in increased computational complexity due
to the oversampling. In general, Fante [72] reports that when performance is taken into
account the sub-band beamformer only really becomes more ecient when the number
of bins used exceeds 128.
2.2.2 Optimum Beamforming
While the beamformer weights may be manipulated manually or semi-automatically, for
example to scan the mainbeam in various directions, this will not yield the most optimum
performance from the beamformer in all but the simplest cases. A manually steered
beamformer will benet from the SNR enhancement due to the coherent addition of the
signal arriving from the steered direction, in contrast to the uncorrelated noise from each
element which does not. However, in the presence of additional signals impinging upon
the array which may be deemed as interference, the performance of the steered array
may be degraded. In order to achieve optimal performance it is necessary to make use
of optimisation theory whereby a performance criterion is specied for which an optimal
solution for the weights may be found. A number of optimisation criteria have been
suggested in the literature, some of which require a priori information to be available to
the beamformer such as the direction of arrival of the wanted signal or a reference signal,
while others may operate blind. Early works in the area of adaptive beamforming usedInterference Suppression 19
the SNR at the output the beamformer as the optimisation criterion; examples of arrays
based on this criterion are the celebrated Howells-Applebaum array [74, 75] and Shor
array [76]. Both were originally developed as analogue beamformers but the maximum
SNR criterion can be readily applied in a discrete-time system. The maximum SNR
criterion seems an obvious choice due to its widespread use as a performance indicator
in communications systems. In particular, in digital communication systems where the
SNR of a received signal may be linked to the probability of bit errors in the demodulated




where  is a scalar constant, Rnn is the spatial covariance matrix due to the thermal
noise and interference, A is a steering vector in the direction of the wanted signal.
It can be seen from Eq. (2.1) that, in the absence of interference signals impinging upon
the array i.e. Rnn = 2
nI, where I is an identity matrix and 2
n is the variance of the ther-
mal noise on each channel, the weight set is dened by the steering vector and, as such,
sets the quiescent pattern of the array. A special case of this beamformer was proposed
by Compton [77] and Zahm [78] where the steering vector is set to A =
h
1 0 ::: 0
iT
vector such that the quiescent beam pattern is dened by the radiation pattern of the
rst element; if omni-directional elements are used then the quiescent pattern of the
beamformer will omni-directional. Any signals of sucient power, including the wanted
signal, will prompt the beamformer to produce a null in the direction of the signal such
that the signal's power at the output of the beamformer is inverted; for this reason it
is known as the power inversion beamformer. This has particular application when the
wanted signal is weak in comparison to the noise oor of the system, such as an LPI
communications system, where the beamformer is unlikely to try to null the signal. The
advantage of the power inversion beamformer is that it is less complicated to implement
as it operates blind in so far as it does not require a priori knowledge of the direction of
arrival of the wanted signal or its statistics. In particular, beam-steered systems, which
rely on the generation of the steering vector in order to point the mainbeam in the
direction of the wanted signal, are sensitive to the frequency dependent gain and phase
distortions present in the antenna array and front-end analogue electronic's responses.
To avoid beam-pointing errors, careful calibration or measurement of the system's re-
sponse is required which adds to the complexity of steered beamformers compared with
the power inversion beamformer. Furthermore, the power inversion beamformer with
an omni-directional quiescent beam pattern is well suited to scenarios in which the an-
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number of GPS satellites. However, the disadvantage of this is that the power inversion
beamformer does not benet from the array gain due to the coherent combination of all
the elements in the array in the direction of the wanted signal.
The need to specify the steering vector in the maximum SNR beamformer necessitates a
priori knowledge of the direction of arrival of the wanted signal and the power inversion
beamformer is not suitable for the reception of stronger signals. If the direction of arrival
of the wanted signal is not known but a suitable reference signal that is suciently
correlated with the wanted signal can be constructed then the MMSE criterion may
be used. Widrow et al. show in [67] how the MMSE criterion can be used to adjust
the beamformer's weights to minimise the mean square of the dierence between the
beamformer's output and the desired signal. As alluded to, a reference signal is used in




where Rxx is the covariance matrix due to the received signal, ru x = Efu(t) x(t)g is the
correlation vector between the received signals on each element u(t) and the conjugate
of a reference signal  x(t), where the conjugate is denoted by the superscript .
As the motivation for using adaptive beamforming is typically for interference cancel-
lation it seems natural to base the optimisation criterion on the output power of the
beamformer such that the weight set solution minimises it. This approach is encapsu-
lated in the minimum variance (MV) criterion however, in order to ensure that an all
zero solution is not produced, a constraint must be applied to the weight set solution. In
linearly constrained minimum-variance (LCMV) beamformers this constraint is linear
and is usually used to constrain the gain of the beam pattern in the direction of the
wanted signal [79]. The LCMV criterion can be expressed as follows:
min
w wHRuuw subject to cHw =  f (2.3)
where the superscript H denotes the Hermitian transpose of the matrix, c is the con-
straint vector and  f is the constraint value.







A special case of this beamformer is the Capon beamformer [80] where  f = 1 and is
often referred to as the minimum variance distortion-less response (MVDR) beamformer
as the gain of the mainlobe is unity [79].
The similarity between the weight solutions given in Eq. (2.1) through (2.4) have been
noted by a number of authors [81{83]. For example, the cross-correlation vector ru x can
be shown to be equivalent to the steering vector used in the maximum SNR solution
multiplied by a scalar [68]. Furthermore, the noise covariance matrix Rnn in Eq. (2.1)
may be replaced by the signal-plus-noise covariance matrix Ruu used in Eq. (2.2) and
Eq. (2.3) as long as there is no mismatch between the look direction vector and the true
direction of arrival of the wanted signal [84]. As a result it has been widely observed that
the optimum weight set solution for a number of performance criteria ends up being a
scalar factor of the Weiner solution [64]. This is important as it shows that a wide class
of beamformers may be characterised by the results of a single solution.
One nal optimisation criterion of note is an extension of the LCMV which extends the
single linear constraint in Eq. (2.3) to multiple linear constraints. In particular, given
a broadband beamformer such as the STAP structure shown in Figure 2.2, K linear
constraints are dened to constrain the weight set solution to maintain a particular
response in a given direction over a specied set of frequencies. This LCMV beamformer
with multiple constraints was originally proposed by Frost in [85] however, he made the
assumption that the array is aligned to the direction of the wanted signal (or steered
electrically or mechanically in that direction) and derived a solution for real only weights.
In [64] Compton extends this with a treatment of the more generalised case of a STAP
beamformer with complex weights and considers the performance of the beamformer
in the non-signal aligned case. The LCMV criterion with multiple linear constraints
diers from the LCMV criterion given in Eq. (2.3) in so far as c becomes C a MK K
constraint matrix where each column of C is a constraint vector, similarly  f becomes a
K length constraint vector f:
min
w wHRuuw subject to CHw = f (2.5)
where C 2 CMKK is the constraint matrix and f 2 CK1 is the constraint vector.
Using the method of Lagrange multipliers Frost derives the optimum steady-state weight
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A noteworthy alternative formulation of the LCMV beamformer with multiple con-
straints is the generalized sidelobe canceller (GSC) [86, 87]. Rather than express the
LCMV problem as a constrained optimisation problem, the GSC expresses it as an un-
constrained optimisation problem. This means that the constraints on the beam pattern
are separated from the calculation of the weight set which minimises the variance of the
received signal. This allows for the implementation of the adaptive algorithm to be
simplied [88].
Many other solutions to the beamformer weight set problem can be derived using al-
ternative optimisation criteria. For example, Chen et al. in [89] derive the weight set
solution which maximises the bit error rate (BER) of a binary phase shift keying (BPSK)
digital communications system directly rather than indirectly via the SNR or MMSE
gures of merit. However the non-linear nature of the demodulation of the BPSK signal
required by the algorithm increases the complexity of such algorithms. In [90] the au-
thors exploit self-coherence in the structure of the course-acquisition (C/A) code used
by civilian GPS receivers to spatially lter the C/A-code from unwanted interference.
2.2.3 Adaptive Algorithms
The task of computing the optimal weight set solution directly can be computationally
intensive given that most of the optimal solutions given in Section 2.2.2 require knowl-
edge of the inverse of the covariance matrix. This assumes that the covariance matrix
is known a priori which, as the signals incident upon the array and their directions of
arrival are typically unknown, is not usually the case. It is also reasonable to expect that
those signals and their directions of arrival relative to the array will change over time.
As such much attention has been paid in literature to methods of adaptively calculating
and tracking the weight set solution.
Perhaps the most straightforward approach to calculating the optimum weight set solu-
tion without requiring the covariance matrix to be inverted is by the method of steepest
descent [91]. In a wide-sense stationary environment a stationary optimisation surface
can be described by the cost function of the optimisation problem. The method of
steepest descent traverses the optimisation surface by iteratively adjusting the current
weight set based on the gradient of the cost function and a step-size parameter. The
algorithm will converge toward a minima which, if there is a single solution to the cost
function, will represent the optimal Weiner solution to the minimisation problem. The
rate of convergence of the steepest descent algorithm is highly dependant on the eigen-
value spread of the covariance matrix [79]. The presence of high power signals on the
array will induce a high eigenvalue spread in the beamformer's covariance matrix whichInterference Suppression 23
will adversely aect the convergence performance of the beamformer. Given that the
gradient is a function of the covariance matrix knowledge of the covariance matrix is
required in order to determine the gradient at a given point on the optimisation surface.
The method of steepest descent provides no means of determining the covariance matrix
and so it must be known a priori or estimated. For this reason it tends not to be used
in practice but does form the basis of the computationally less complex LMS algorithm.
The celebrated LMS algorithm avoids the need to know the covariance matrix a pri-
ori by estimating the instantaneous gradient for a given sample instance [67]. Like
the method of steepest descent the LMS algorithm adjusts the weights iteratively but
because the instantaneous gradient is used rather than the true gradient the LMS algo-
rithm does not follow the path of steepest descent with respect to the true gradient of
the covariance matrix. This arises because the received signals tend to have a stochastic
component to them which causes the instantaneous gradient function to vary stochasti-
cally. Therefore, the LMS algorithm trades computationally complexity at the expense
of convergence rate [92]. However, in environments which are stationary in a wide-sense
the instantaneous gradient, averaged over time, will converge towards the true gradient
[93]. Therefore, assuming a single minima exists in the cost function and the chosen
step-size is suitably small, the weight set solution will converge towards the optimal
Weiner solution. However, like the method of steepest descent, the convergence rate of
the LMS algorithm is sensitive to the eigenvalue spread of the beamformer's covariance
matrix [94].
The generally slow convergence rate of the LMS algorithm together with its sensitivity
to eigenspread of the covariance matrix make it unsuitable for systems which require a
rapid response to a non-stationary signal environment. As an alternative approach to
overcome the convergence rate problem Reed et al. [95] [96] proposed the use of sample
matrix inversion (SMI) (also referred to as direct matrix inversion). In the SMI approach
the covariance matrix is estimated by calculating the ensemble average of a number of
instantaneous covariance matrices, the result is inverted and the weights calculated
directly. Reed et al. show that the weight set solution is invariant to eigenspread
using the SMI method and that performance to within 3 dB of what would be achieved
using the Weiner solution can be obtained if at least 2Nw samples sets are used to
estimate the covariance matrix, where Nw is the number of adjustable weights. The
SMI approach might seem like a retrograde step compared with the LMS and steepest
descent algorithm as both direct estimation and inversion of the covariance matrix is
required; these are both computationally complex making the SMI method dicult
to realise in hardware particularly as the number of weights increases. Although the
SMI method is not sensitive to the eigenspread of the covariance matrix in terms of
convergence rate, a matrix with a suciently high eigenspread will be ill-conditionedInterference Suppression 24
with respect to inversion. This will result in a numerically unstable result if insucient
precision has been used while inverting the matrix.
Direct inversion of the covariance matrix can be avoided by using the RLS algorithm [97].
This is achieved through the application of the matrix inversion lemma which allows the
inverse of the covariance matrix to be calculated iteratively as new sample sets become
available without directly inverting the matrix. The RLS algorithm converges on a
weight set solution which minimises the sum of the squares of the dierence between
the received signal and the desired signal. The convergence time of the RLS algorithm
is comparable with that of the SMI method and, therefore, considerably faster than the
LMS algorithm for a large eigenvalue spread in a stationary environment. Furthermore,
in common with the SMI approach, the convergence rate of RLS is invariant to the
eigenspread of the covariance matrix making it suitable for applications where high
interference to noise ratios (INRs) are to be expected. While SMI can be sensitive
to the conditioning of the covariance matrix and hence, the numerical precision used
within the adaptive algorithm, the RLS algorithm can be implemented using numerically
robust approaches such as by QR-decomposition. Furthermore, RLS readily lends itself
to parallel implementations in hardware such as on eld programmable gate arrays
(FPGAs) or application specic integrated circuits (ASICs) [98]. The QR-RLS algorithm
[99] in particular can be realised into a highly parallelised systolic array structure [100].
2.2.4 Degrees of Freedom
An important aspect of adaptive beamformers, when used for interference suppression,
is the number of interference signals they can simultaneously cancel at a given time.
Typically, this gure will be associated with the number of degrees of freedom available
to the beamformer [64]. The number of degrees of freedom are in turn dictated by the
structure of the beamformer, such as the number of elements within the beamforming
array with adjustable weights. In narrowband beamformers there is only one weight per
element and, it has already been noted, this aords the beamformer M   1 degrees of
freedom. As each degree of freedom can be used to place one null in the beam pattern,
in general, each degree of freedom can be associated with the ability to fully cancel a
single interferer. This holds true if all the signals incident on the array are uncorrelated
and have zero bandwidth i.e. are CWs [101]. Note that the number of signals that
can be simultaneously cancelled may exceed the degrees of freedom limitation in some
special cases, for example if some of those signals arrive from angles such that they
fall within a grating null or steered null (due to a dierent co-incident signal) of the
beamformer's beam pattern. However, this is highly contingent on the distribution of
received interference signals and so should not be relied upon. The INR of the CWInterference Suppression 25
signal does not aect the number of degrees of freedom required to fully cancel it; one
is sucient. This manifests itself in the power inversion phenomenon [77] whereby
the beamformer will create a null in its beam pattern whose depth will increase with
increased INR such that the power due to the interferer at the output of the beamformer
is the inverse of the input power.
For signals of a non-zero bandwidth incident on a narrowband beamformer the number
of degrees of freedom required to cancel the signal depends on both its bandwidth, power
and angle of arrival [101, 102]. This is due to the broadband dispersion eect discussed
earlier in which a signal with a non-zero bandwidth will appear as a continuum of signals
arriving from a range of angles due to the frequency dependant nature of the array's
phase response. Compton [64] notes that as the bandwidth is increased the range of
angles over which the signal appears to arrive from increases. When the bandwidth
becomes suciently wide relative to the spacing of the elements the beamformer will
place additional nulls in the beam pattern in order to maximise the cancellation of the
interferer, each null requiring a degree of freedom. Therefore, it is possible for a single
broadband signal to consume all the degrees of freedom in a beamformer, particularly
if it consists of few elements. Zatman explores in [66] the limit of what bandwidth a
signal may occupy and still be considered narrowband. To this end, he introduces the
concept of the `eective rank' of a signal's covariance matrix, which he states as the
number of its eigenvalues that are larger than 1. Given this denition, he adopts an
equivalent two CW model of a broadband signal in order to derive an expression for the
second eigenvalue of the two CW model's covariance matrix, thereby dening a precise
threshold in terms of the signal's angle of arrival, signal to noise ratio and fractional
bandwidth beyond which the signal cannot be considered narrowband. In addition to
the interference signal's bandwidth, Gupta [101] has shown how the power of the signal
can also aect the number of degrees of freedom used by the beamformer to cancel the
signal. He notes that, unlike the power inversion experienced by CW interference with
only one degree of freedom consumed, broadband signals will consume an increasing
number of degrees of freedom as their INR is increased until all available degrees of
freedom have been consumed. At this point the beamformer will begin to shut down as
the value of its weights become increasingly smaller.
While narrowband beamformers provide a number of spatial degrees of freedom, broad-
band beamformers possess additional degrees of freedom by way of time-taps, in the case
of STAP beamformers, or sub-bands in SFAP beamformers. As has been mentioned a
STAP beamformer with M channels and K taps has MK   1 degrees of freedom and
these additional degrees of freedom provide increased cancellation performance against
broadband signals [103]. Hence, each broadband signal is said to consume K degrees
of freedom [104] and therefore the STAP beamformer is able to simultaneously cancelInterference Suppression 26
M   1 broadband interference signals. However, Moore and Gupta [104] point out that
like the narrowband beamformer the number of degrees of freedom a broadband signal
may consume is dependant on its INR. They show that a broadband signal will consume
a minimum of K degrees of freedom but this will increase as the INR of the interferer
is increased. In these circumstances the total number of broadband signals the beam-
former can simultaneously suppress with be less than M  1 [105]. When the bandwidth
of a broadband interference signal is reduced such that it is now only a fraction of the
signal bandwidth Yeh et al. [106] show that the number of degrees of freedom consumed
by the partialband interferer reduces such that less than K degrees of freedom are used.
This, they note, may allow more than M   1 partialband interferers to be simultane-
ously cancelled. However, as was pointed out by Moore and Gupta, just like broadband
interference signals, the degrees of freedom consumed by partialband interferers is also
dependant on their INRs. Furthermore, they note the importance of the inter-tap delay
in the number of degrees of freedom consumed by partialband interference signals and
that signals which meet Zatman's denition of narrowband for a narrowband beam-
former can consume more than one degrees of freedom in STAP beamformers due to
the dependence on the inter-tap delay (of the TDLs). Lastly, the STAP beamformer
nds the maximum potential for the number of interference signals it can simultaneously
cancel in the presence of CW interference due to its zero bandwidth. As CW signals
have zero bandwidth they exhibit no dispersion across the elements and so only consume
one degree of freedom regardless of power. This gives the STAP beamformer the ability
to simultaneously cancel MK   1 CW interference signals [64].
Finally, it should be noted that constraints placed on the beamformer's solution, for
example to maintain gain in a given direction, will consume degrees of freedom and
therefore reduce the total number of signals that the beamformer can cancel. In a
narrowband beamformer with M elements a single direction constraint will leave M  2
degrees of freedom for interference cancellation. In a linearly constrained minimum
variance beamformer with multiple constraints the total number of degrees of freedom
available for interference suppression will be reduced from MK 1 by 1 degree of freedom
for each constraint.
2.3 Modelling
In the process of designing and/or evaluating a communications system it is usual to
develop a model of that system which can subsequently be used for simulation. In digital
communications systems, Monte Carlo simulations [107] are typically used to study the
performance of the system. This involves developing the model in a computer simulationInterference Suppression 27
environment such as Matlab [108] and running a number of trials of the system given a
random input stimulus and measuring a particular gure of merit to determine system
performance. The BER is typically used as the gure of merit in digital communications
systems as it gives a direct quantitative estimate of the average error performance of
the system. In simulation the BER can be measured by transmitting a random bit
sequence and then counting the number of bits which are incorrectly demodulated by
the receiver termed bit errors and denoted ne. The bit error rate can then be estimated
as ^ e = ne=Nb, where Nb is the total number of bits transmitted. In this thesis all
simulations using the BER as a gure of merit were ran until the accumulated error
count ne exceeded 200 bit errors, this bounds the condence of the estimated BER to
within 0.2 of the true BER with a condence level of 95% [107]. Using the BER as a
performance measure in conjunction with Monte Carlo simulations has the advantage
that it may be used to measure the performance of the system when portions of the
system are not linear and time invariant (LTI) as is the case when magnitude clipping
is used in FDE.
Simulation allows the performance of various designs or algorithms to be evaluated and
compared without incurring the expense and development time of prototyping each can-
didate component of the system in hardware. It also allows more control over the testing
environment so as to ensure that the parameters of interest may be controlled while un-
wanted eects are excluded. As the model is a representation of real world processes it
is important to ensure that it is suciently accurate to provide representative perfor-
mance results. However, this must be balanced by the danger of overcomplicating the
model thereby making analysis of the system too dicult. It is important to understand
which processes do not need to be included in the model as they do not produce a suf-
ciently strong eect as well as those processes that can be decoupled from the model
and studied in isolation. To this end the antennae used are assumed to have an ideal
omni-directional response and the eects of distortions in the analogue front-ends are
omitted in all chapters except for Chapter 5 where they are assumed to be linear.
In this thesis, the focus is on the mitigation of the adverse eects of interference present
in the same radio environment and band as an LPI DSSS receiver. Therefore, the
main components of the model consist of the transmitted DSSS signal, various forms
of additive interference, the channel over which the signals travel and the receiver with
some form of active interference suppression. In a real communications channel various
processes will contribute to the distortion of the transmitted signal as well as the inter-
ference signals. These may include multipath eects, Doppler shift and receiver thermal
noise. While all of these phenomena will have an impact on the real world performance
of both the interference suppression system and the DSSS receiver, to ensure that the










Figure 2.4: DSSS transmitter (top) and receiver (bottom)
Receiver thermal noise can be modelled by an additive white Gaussian noise (AWGN)
process [109] which is additively combined with the received signal. The remainder of
this section details the other components of the system model.
2.3.1 Direct-Sequence Spread-Spectrum Systems
As has already been mentioned in the introduction this work focuses on interference
suppression systems for DSSS systems. The reason for this is because of the use of
DSSS in secure communications and global navigation satellite systems (GNSS), two
areas where interference suppression and anti-jamming are of particular interest. Binary
and quadrature phase shift keying (BPSK and QPSK) are the most common forms of
data modulation used in conjunction with DSSS. As the theoretical performance of
BPSK and QPSK in AWGN is identical only BPSK is considered as these results can be
easily extended to QPSK systems. A model of a basic direct sequence spread spectrum
communications link with interference suppression is shown in Figure 2.4.
In DSSS systems a binary pseudorandom number (PN) sequence s[n] known as the
spreading sequence [110] is used to modulate a binary message signal d[n]. Each bit of
the spreading sequence, known as a chip, has a duration of Tc seconds while the duration
of each bit in the message signal is Tb = TcLs seconds, where Ls is the number of chips







(2d[n]   1)s(t   nTb)Interference Suppression 29
where Px is the average power of the transmitted signal, d[n] 2 f0;1g is the nth bit of
the transmitted binary data sequence and s(t) is the spreading function formed from an





where s[n] 2 f 1;1g is the nth chip in the spreading sequence and the function $c(t)
describes the waveform of a single chip, which for this thesis is a rectangular pulse of
duration Tc.
2.3.2 Interference Signals
As interference can arise from a multitude of dierent sources whose characteristics could
be equally disparate, it would be impractical to attempt to model them all. Therefore,
a generalised set of three classes of interference are considered which are categorised in
terms of their band occupancy relative to the wanted signal. Due to the additional com-
plexities involved when modelling non-stationary signals the steady state performance
of the systems presented is focused upon, therefore, all signals are assumed to be sta-
tionary in a wide-sense. The signals are represented by their low-pass equivalents and
as such their frequencies are given relative to baseband. As a number of interference
signals may be present at any one time the index i is used to denote the ith interferer.
The rst type of interference signal considered is a CW signal which is modelled as a
complex sinusoid. Each CW interferer is characterised by its average power Pgi, low-pass
equivalent frequency fgi and phase ', unless otherwise stated ' is a random value from




Pgi exp(j2tfgi + ') (2.7)
The second class of interferer is partialband interferers; Given that intended wanted
signal is broadband, due to it being spread by the spreading signal s(t), the beamformer
may receive signals with a smaller bandwidth but which are still too wide to be classied
as narrowband. Hence, we dene partialband interferers as signals of non-zero band-
width which occupy a portion but not all of the receiver's bandwidth. An example of a
partialband signal in the context of a NAVSTAR P-code (precision-code) receiver would
be a signal spectrally matched to the NAVSTAR C/A-code signal as the bandwidthInterference Suppression 30
of the C/A-code is 10% the bandwidth of the P-code. To model partialband signals of
varying bandwidths a zero-mean complex Gaussian noise process denoted w(t) is ltered
by a band-pass lter with an impulse response hp(t) such that the partialband interferer







As the partialband signal will ultimately be sampled the lter response hp(t) is modelled
using a FIR lter. The coecients of the FIR lter where determined using the Parks-
McClellan algorithm to obtain an equiripple band-pass lter such that a pass-band of Bgi
centred around the low-pass equivalent frequency fgi was obtained. In order to ensure
that the partialband interference signal is localised well spectrally transition bands of
0:025fs were specied. To prevent the beamformer from responding to signal energy in
the stop-bands at high interference power levels a stop-band attenuation of 100 dB was
specied. In order to full this specication the Matlab lter design tool [108] was used
to determine a suitable set of lter coecients resulting in a 247-order FIR lter.
The nal class of interferer used is the broadband interference signal which is used to
model interference whose bandwidth matches or exceeds that of the wanted signal. This
was modelled using a complex Gaussian noise process with zero mean and an average
power Pgi. There are many other interference types excluded from this treatment, in
particular non-stationary signals such as frequency modulated interferers (e.g. swept
CWs) and amplitude modulated interferers (e.g. pulsed signals). Their non-stationary
nature makes these forms of interference dicult to analyse and are beyond the scope
of this work.
2.3.3 Array Response to Signals
When modelling antenna arrays it is necessary to be able to simulate signals arriving
from various directions relative to the array. The spacing between elements within the
antenna array will result in each element receiving a time shifted version of each signal
where the relative time shifts will depend upon the direction of arrival of each signal
and the relative positions of each element within the array. As has been mentioned in
Section 2.2, it is these dierences in arrival times at each element which the beamformer
uses to lter the received signals spatially.
Consider an array of M uniformly spaced antenna elements as shown in Figure 2.5. It
should be noted that a variety of dierent arrangements of the antenna elements may























Figure 2.6: System model of a beamformer with multiple signals impinging upon the
array
of the system. However, the eect of antenna geometry is not the focus of this work and
so the linear array with half wavelength spacing between elements is used to provide a
suitable model for relative comparisons of system performance. It is common to treat
the signals as originating in the far-eld from an isotropic source such that the signal's
wavefront can be considered planar when it reaches the array.
Impinging upon the array is the wanted signal denoted x(t) from an angle x and G
interference signals denoted gi(t) for the ith interference signal from angles gi8i as
shown in Figure 2.6. Each element will receive a superposition of theses various signals
which will each dier due to the relative delays in arrival time of each signal at each
element. The signal on the mth element is denoted um(t) which, for the uniformly linear
array (ULA), is given as follows.
um(t) = x(t   md(x)) +
G 1 X
i=0
gi(t   md(gi)) + vm(t) (2.8)Interference Suppression 32
where vm(t) is a white Gaussian noise process with zero-mean, variance 2
v and is iden-
tically distributed and independent (i.i.d.) in time and across elements and d() is the





where  is the spacing between adjacent elements and c is the speed of light in a vacuum.
However, in the simulation of digital systems it is typical to model continuous time
signals as discrete-time signals whose sampling rate is either the same as or an integer
multiple of the digital system's baseband sampling rate. This is because it is usually
only the values of the continuous time signals at the point in time at which they are
sampled by the digital system that are of interest; intermediate values are simply not
used. This poses a problem in multi-channel systems as the values of each continuous
time signal on each channel at each sampling instant will be dierent due to the relative
dierences in arrival time of the signal at each element. If each signal impinging upon
the array can be described as a closed-form expression then each signal's value can be
resolved at the point of sampling with innite resolution in time; an example of this
would be a CW signal. However, it is often necessary to be able to model signals of an
arbitrary waveform for which a closed-form expression is not readily available. In this
case an alternative strategy may be to over-sample the continuous-time signals in order
to produce samples with a time-resolution approaching that necessary to model the time
dierences between the copies of each signal on the dierent channels. It is clear that
this method could quickly become cumbersome as the over-sampling rate required to
achieve a suitable temporal resolution is high. However, if the signals impinging the
array are narrowband then they can approximated to CW signals. In which case the
interelement time delay d() can be expressed as a phase shift where the phase shift
experienced by a signal arriving at the mth element from an angle  is given as follows:
Am(;f) = ej2m(fc+f)d() m = 0;1;:::;M   1 (2.10)
where f is the low-pass equivalent frequency of the incident signal rather than the actual
incident frequency of the signal. fc is the tuned frequency of the array and is determined
by the spacing  of the elements such that fc = c=2 for half wavelength spacing.
In which case Eq. (2.8) can be re-written as follows:
um(t) = Am(x;0)x(t) +
G 1 X
i=0
Am(gi;fgi)gi(t) + vm(t) (2.11)Interference Suppression 33
This model of the received signals is sucient if the narrowband assumption holds for all
the signals incident on the array. However, it is clear that Eq. (2.10) has a dependence
on the frequency of the received signal. Therefore, for signals with a non-zero bandwidth
the phase shift experienced across the band may not be suciently approximated using
a single value and, therefore, must be treated as a continuum of values. This can
be expressed as a time-domain impulse response for the mth element over the system





By evaluating Eq. (2.12) for each signal impinging upon the array a broadband model









am(gi;)gi(t   )d + vm(t) (2.13)
The signals received by each element, as given by their low-pass equivalents in (2.13),
are sampled at a rate Ts = Tc. The time sampled signals are denoted by square brackets
such that the nth sample on the mth element is given as:
um[n] = um(nTs) n 2 Z (2.14)
The timing of the sampler is assumed to be perfectly synchronised with the timing of
the chips of the received DSSS signal as well as there being no frequency oset in the
received signal. It is acknowledged that in reality this would not be the case however, the
eects of interference on the acquisition and tracking of DSSS signals are not the focus of
this work. Therefore, the assumption that if the interference is suciently cancelled and
suitable algorithms [15] are used for receiver synchronisation then the carrier frequency
oset and timing synchronisation errors will be small.
2.3.4 DSSS Receiver
Despreading of the DSSS signal is applied to the sample stream y[n] at the output of the
beamformer. The receiver has knowledge of the transmitted signal's spreading sequence
s[n] and perfect synchronisation between the spreading sequence s[n] with the receivedInterference Suppression 34
signal's sequence is assumed during the despreading process. Therefore, the decision




s[i]y[(nLs) + i] (2.15)
2.4 Summary
In this chapter the current eld of active interference suppression for LPI DSSS systems
has been explored. The various approaches were categorised into two groups: single-
channel and multi-channel based on whether the technique utilised a single antenna or if
spatial diversity of the received signals is exploited through the use of an array antenna.
It was noted that the ability of multi-channel systems to exploit the spatial diversity of
the received signals resulted in a higher interference cancellation capability but at the
expense of increased computational complexity. While single-channel systems tend to
be less computationally complex than multi-channel systems they are more suited to the
suppression of narrowband interference. Finally, the modelling methodology used in this
thesis was described, including the simulation of spatially diverse non-zero bandwidth




In Chapter 2 various interference suppression techniques were discussed with particular
emphasis on systems compatible with LPI DSSS signals. It was noted that, in general,
multi-channel approaches, such as adaptive beamforming, tend to oer higher levels of
protection to LPI DSSS signals compared with single channel methods. This is due to
the ability of adaptive beamformers to exploit any spatial diversity between sources of in-
terference and the wanted signal. Crucially, if the wanted signal is uncorrelated with the
interference then an adaptive beamformer can achieve high levels of cancellation of the
interference signals while maintaining or increasing gain in the direction of the wanted
signal. Furthermore, where single channel methods may be defeated by partialband or
broadband interference the adaptive beamformer is still usually able to produce a high
degree of cancellation, particularly when a broadband beamforming scheme is used such
as a STAP beamformer. However, it was noted that this additional protection provided
by adaptive beamforming comes at the cost of higher design complexity compared with
most single-channel approaches. Therefore, adaptive beamformers tend to be larger in
physical design, dissipate more power and have a higher thermal footprint and, as a
result, are more limited in terms of where they may be deployed in real-life situations.
Given the dierences in the interference suppression capabilities of single-channel and
multi-channel systems, as well as their relative complexities, identifying which system
is most suitable for a given application can be dicult and will depend on a number of
engineering factors. The size, weight and power limitations of the target application must
be balanced against the design requirements of how much interference can be tolerated by
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the communications system. Clearly, this will also depend on the environment in which
the system is to be used, in so far as this may point to the likelihood of encountering
interference as well as giving clues as to the properties of the interference, such as spectral
occupancy and power level. Unfortunately, it is usually not possible to predict ahead of
time what forms of interference may be encountered or the range of interference types
may be so broad that it prohibits the use of interference suppression techniques tailored
to a subset of interference types. In this circumstance an interference suppression system
with the exibility to cope with a wide range of unknown interference types must be
used.
In this chapter, low complexity methods of increasing the number of simultaneous inter-
ference signals a broadband adaptive beamforming system can cancel are considered. In
particular, methods which avoid the need to increase the number of channels in order to
increase the degrees of freedom are of interest. The reason for this is motivated by the
complexity involved in adding additional channels to a broadband adaptive beamformer.
For example, in a STAP system with M channels and K taps increasing the number of
channels will not only increase the computational complexity of the digital processing
required to calculate and apply K more weights per additional channel but also add the
cost of an additional antenna element in the array, associated cabling and front-end radio
frequency (RF) electronics. Increasing the number of time-taps per channel is consid-
ered as a method of increasing the cancellation capacity of the beamformer. Increasing
the number of time taps per channel avoids the costs associated with an additional RF
channel but still adds to the computational load of the digital processing, which must
be increased to cope with the calculation and application of M additional weights.
To this end the idea of pre-excising narrowband interference in the frequency-domain
prior to the signals reaching the adaptive beamformer is explored. It is assumed that in
the most general case the interference environment will contain a mix of narrowband,
partialband and broadband interference. In this situation the presence of narrowband
interference will occupy degrees of freedom in the beamformer which may otherwise be
used in cancelling partialband and broadband interference. In the worst case of an over-
stressed interference environment the various incident interference signals will exceed the
beamformer's available degrees of freedom preventing full cancellation of all the present
interference signals. Therefore, if narrowband interference can be cancelled eciently
before reaching the beamformer then it may leave sucient degrees of freedom in the
beamformer to cancel the remaining partialband or broadband interference. Further-
more, this approach may allow for a smaller broadband adaptive beamformer to be used
while still maintaining a high interference cancellation capacity, thereby reducing the
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The chapter begins by looking at how the degrees of freedom are consumed within
the space-time adaptive processor by analysing the eigenvalues of the beamformer's
covariance matrix. In particular the comparative sensitivity of the eigenvalues due to
the time-taps versus the weights between channels is examined. A new expression is
derived for the second eigenvalue of a STAP beamformer's covariance matrix which
indicates the parameters which the temporal degrees of freedom are sensitive to. This
can be used to determine when a signal will consumes more than one degree of freedom
within the STAP. This is used to evaluate the eectiveness of increasing the number
of time-taps as a method of increasing the number of interference signals which the
adaptive beamformer can simultaneously cancel.
3.2 Use of Time-Taps to Increase Cancellation Capacity
It has already been asserted that in a design constrained in terms of size, weight and
power increasing the number of channels in order to increase the number of interference
signals a beamformer can simultaneously cancel is undesirable. As an alternative the
number of time-taps in the STAP may be increased as a method of increasing the de-
grees of freedom in the beamformer with the ultimate goal of increasing the number of
interference signals the beamformer can simultaneously cancel. This is based on the as-
sumption that each non-zero bandwidth interference signal incident upon the array will
not consume all K degrees of freedom thereby leaving additional capacity in the beam-
former to suppress additional interferers [106]. A number of studies have considered the
question of what is the optimum balance of taps versus channels in space-time adaptive
beamformers. Early works such as those by Rodgers and Compton's [102] consider a
2 element array and what eect varying the number of taps has on the cancellation
performance of a broadband interference signal. This work was later expanded upon by
Vooks and Compton in [103] who determine the optimum number of taps for an ULA
of up to 10 elements. Whereas White [111] questions whether adding more channels or
more taps is more eective at improving broadband cancellation performance. However,
these studies have focused on improved cancellation performance against broadband in-
terference rather than improved capacity to cancel multiple simultaneous interference
signals.
In order to determine how eective increasing the number of time taps is at increasing
the cancellation capacity of the STAP it is necessary to understand how the degrees of
freedoms which arise from the taps are consumed by various forms of interference. In
general the link is made between the bandwidth of and degrees of freedom consumed in
the TDLs by a given signal; a narrowband signal consumes 1 degree of freedom while aIncreased Cancellation Capacity in Adaptive Beamformers 38
broadband signal consumes K degrees of freedom, with partialband signals consuming
a value somewhere between the two depending on its bandwidth. So it could be argued
that the STAP has sucient degrees of freedom to cancel MK 1 narrowband interferers
or M broadband interferers. Unfortunately the situation is complicated by the fact that
for non-zero bandwidth signals the degrees of freedom consumed by the signal is not
only determined by the bandwidth but other attributes of the signal such as power and
angle of arrival as well as the characteristics of the array such as geometry and number
of elements [66] [64] [101]. In particular non-zero bandwidth narrowband signals of
sucient power can consume more than 1 degree of freedom while broadband signals
of sucient power can consume more than K degrees of freedom [104]. Moore notes in
[104] the dierence in sensitivity between taps of the same channel and those of diering
channels to interference with a non-zero bandwidth. He provides a limited numerical
analysis of the eigenvalues of a STAP beamformer with signals of varying fractional
bandwidths impinging upon it. These results show that the bandwidth of the signal
relative to the sampling rate of the time-taps has a more dominant eect on the degrees
of freedom consumed than the bandwidth of the signal relative to the bandwidth of the
array.
In this section the relative sensitivity of the time-taps in the context of degrees of
freedom consumed is considered and an expression derived to determine the factors
which lead to the temporal degrees of freedom in the beamformer being consumed. To
proceed a measure that relates the number of signals received by the beamformer to the
consumption of degrees of freedom within the beamformer must be sought. Following the
approach of other authors [66] [101] [104] the eigenvalues of the beamformer's covariance
matrix are considered for this purpose. Consider a STAP beamformer with M channels
and K time taps per channel fed by an M element uniformly-spaced linear array with
half wavelength spacing between elements at a centre frequency of fc. The signal received
by the each element of the array is given by each element of the vector:
u(t) =
h
u0(t) u1(t) ::: uM 1(t)
iT
(3.1)
where the superscript T denotes the transpose of the vector.
The signals received by the elements u(t) are sampled at the sampling rate of the tap




u(nTs)T u((n   1)Ts)T ::: u((n   K + 1)Ts)T
iT
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The covariance matrix R u u 2 CMKMK of the STAP beamformer is given as follows:




where Efg is the statistical expectation operator.
By making the assumption that all the signals incident on the array are uncorrelated
with each other R u u can be expressed as the superposition of the covariance matrices
of all the signals incident upon the array plus the covariance matrix due to the thermal
noise on each channel:
R u u = Rgg + Rvv (3.4)
where Rgg 2 CMKMK is the covariance matrix due to all the received signals and Rvv 2
CMKMK is the covariance matrix due to the receiver thermal noise. If the thermal noise
is the result of an AWGN process and is independent and identically distributed (i.i.d.)





v is the variance of the noise and I is an MK  MK identity matrix. Note
that if channel ltering were applied to limit the bandwidth of the received signal then
this approximation would no longer hold true as the cross components between taps
of diering sampling instances of the noise covariance matrix will be a function of the
reduced bandwidth of the noise relative to the system bandwidth.
The component covariance matrices contributing to R u u in Eq. (3.4) can be described in
terms of their eigenvalues and eigenvectors which can be found by eigen-decomposition
of each matrix [68]. The eigenvalues and eigenvectors due to the thermal noise on each
channel form the noise subspace of Rvv:
Rvv = EvvvvEH
vv (3.6)
where the columns of the matrices Evv 2 CMKMK are the eigenvectors and the diagonal
elements of vv are the eigenvalues of the noise subspace.Increased Cancellation Capacity in Adaptive Beamformers 40
The eigenvalues of a given covariance matrix R can be found by solving the characteristic
equation of the covariance matrix:
det(R   I) = 0 (3.7)
where I is an identity matrix with the same dimensions as R.
Solving Eq. (3.7) for Rvv yields by inspection the result that the diagonal matrix of the
eigenvalues of Rvv must also be an identity matrix:
vv = 2
vI (3.8)
The eigenvalues and eigenvectors due to the signals incident upon the array form the
signal subspace of Rgg:
Rgg = EggggEH
gg (3.9)
Again the eigenvalues of Rgg can be found by solving Eq. (3.7). The covariance matrix
Rgg contains the beamformer's average response to all the signal incident upon the array.
The eigenvalues of the signal sub-space are useful as they indicate how the degrees of
freedom in the beamformer are consumed and hence, can be used to determine whether
the beamformer has sucient capacity to cancel all the received signals. Given that
Rgg is a semi-denite positive Hermitian matrix its eigenvalues will all be real and non-
negative. Furthermore, given that Rgg is Hermitian, the rank of Rgg will be equal to the
number of positive eigenvalues associated with Rgg. Therefore, each positive eigenvalue
gives rise to one linearly independent column in Rgg and hence, a degree of freedom
in the weight solution. The number of eigenvalues which are positive will depend on
the number of signals incident upon the array as well as the properties of those signals
such as bandwidth and power. This also applies to R u u as Rvv is a positive denite
Hermitian matrix. However, R u u is always full rank as the presence of the thermal noise
regularises R u u.
It is well known that a signal of zero bandwidth, i.e. a CW signal, gives rise to exactly
one eigenvalue irrespective of power, angle of arrival, array conguration or tap-delay
conguration [104]. Therefore, in all cases a CW signal will consume one degree of
freedom in the beamformer. This is readily shown by considering the eigenvalues of Rgg
when the only signal impinging upon the array is a CW. Consider a CW signal denoted
g(t) of the form given by Eq. (2.7) with a low-pass equivalent frequency fg, power PgIncreased Cancellation Capacity in Adaptive Beamformers 41
and arriving at the array from an angle g. The covariance matrix Rgg due to the CW
will be given as follows:
Rgg = Pg (S(f) 




 is the Kronecker product and S(f) 2 CK1 is the response of the time-taps of












and, A(;f)CM1, termed the steering vector, contains the response of the elements of




A0(;f) A0(;f) ::: AM 1(;f)
iT
(3.12)
where Am(;f) is the response of the mth element which, for a ULA, is given by Eq.
(2.10).
The eigenvalues of Rgg for the CW signal can be found by solving Eq. (3.7) for Eq.
(3.10). Inspection shows that Rgg has one single positive eigenvalue which is given as
follows:
1 = PgMK (3.13)
The covariance matrix due to a signal with a non-zero bandwidth incident upon the
array will give rise to MK positive eigenvalues. However, only some of these eigenvalues
will have a non-negligible value relative to the eigenvalues of the noise and, as such,
consume degrees of freedom in the beamformer. Zatman [66] uses the notion of eective
rank to quantify the number of eigenvalues with a signicant value which he denes
as the number of eigenvalues in the signal sub-space whose value is greater than unity.
The eective rank of a non-zero bandwidth signal will depend on the properties of the
signal, array and time-taps. As a non-zero bandwidth signal may take on any number
of forms it is instructive to consider a simple case in which the bandwidth and power
are easily related. A suitable model is that of a wide-sense stationary stochastic process
with average power Pg whose power spectral density (PSD) Sg is at over the nite
bandwidth Bg as given by the following:Increased Cancellation Capacity in Adaptive Beamformers 42
Sg(f) =
(
Pg=Bg : fc   Bg=2  f  fc + Bg=2
0 : fc   Bg=2 > f > fc + Bg=2
(3.14)
The covariance matrix Rgg of the non-zero bandwidth signal with the PSD given in Eq.








rgg(Td()) rgg(Td() + Ts) ::: rgg(Td() + (K   1)Ts)













where Td() is a matrix containing the relative inter-element delays d() for a signal





















By dening the band-limited stochastic signal g(t) in terms of a PSD its auto-correlation
function rgg() can be determined by invoking the Weiner-Khinchine theorem, such that:




Solving Eq. (3.17) for each of the elements in Eq. (3.15), the covariance matrix for the
non-zero bandwidth signal can be written as follows:




where the dot operator indicates the Hadamard product of the matrices either side of
the operator and  B(B;) is a matrix containing the dispersion factors applied to the
steering vector due to the bandwidth of the signal and is dened as follows:Increased Cancellation Capacity in Adaptive Beamformers 43
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Unless the eective rank of Rgg is small, nding a closed-form solution to the eigenvalues
of Rgg in Eq. (3.18) may not be possible and numerical methods must be used. However,
if the analysis is limited to non-zero bandwidth signals with an eective rank of no more
than 2 then analytic methods of determining the eigenvalues may be used. To this end
a rank 2 approximation of the non-zero bandwidth signal may be made using two CW
signals as proposed by Zatman in [66]. In the rank 2 model 2 CW signals of equal power
are used to approximate the covariance matrix of a broadband signal. As the covariance
matrix of the 2 CWs is limited to a rank of 2 the approximation is only valid while
3  0, therefore only the rst two eigenvalues may be determined. However, this is
sucient to study the relative sensitivity between the weights on the taps of the same
channel and weights of diering channels as well as the parameters upon which they
depend.
The eigenvalues for two uncorrelated CW signals can be expressed in the form of a
quadratic equation [112], furthermore when the two CW signals are of equal power then
the expression can be simplied to the following:
1;2 = MPg (1  jj) (3.20)
where  is the cosine of the angle between the steering vectors of the two CWs.
In order for the two CW signals to correctly represent the broadband signal, Zatman
notes that the rst and second moments of the instantaneous spectrum of the two CWs
must correspond with the rst and second moments of the broadband signal. This is
achieved by placing the two CWs at the frequencies fc  fk in the spectrum where fk








Given Eq. (3.21) and that the angle of arrival of the two CWs is g then  is given as





By expanding and then simplifying Eq. (3.22) and putting the result together with Eq.
(3.20) Zatman produces an expression for the second eigenvalue of a broadband signal











where asinc() is the aliased sinc function (known also as the Dirichlet function or periodic










3.2.1 Rank 2 Model of non-zero Bandwidth Signals in STAP Beam-
formers
To extend the 2 CW model for non-zero bandwidth signals to a STAP beamformer the
eect of the addition of the time-taps on the eigenvalues of Rgg must be taken into
account. To this end consider an M element ULA with half wavelength spacing between
elements as per Zatman's model. However, rather than one adaptive weight per element
there are K adaptive weights forming a tap delay line with a sampling period Ts between
taps. The expression for the rst and second eigenvalues of the STAP's covariance matrix
due to 2 equal power uncorrelated CWs is almost identical to Eq. (3.20), diering only
by a factor of K to account for the additional weights:
1;2 = MKPg (1  jj) (3.25)
The eect of the time-taps on each channel of the STAP must be included in the cal-
culation of jj therefore, rather than use the steering vector a response vector for the
values on each tap must be determined.
Taking the response of the taps from Eq. (3.11) and the response of the elements of a
ULA with half-wavelength spacing as given by Eq. (3.12) the response vector for all the
taps of the STAP is given as follows:
 AZB(;f) = S(f) 
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Taking Eq. (3.22)  can be calculated by determining the inner product of the response




 AZB(; fk)H  AZB(;fk) (3.27)
Expanding Eq. (3.27) reveals that it can be expressed as the product of two geometric















where d() is the inter-element time delay as given by Eq. (2.9).












By factoring out the linear phase term ej2fk(d()(M 1)+(K 1)=fs) in Eq. (3.29) then jj
can be expressed in terms of the aliased sinc function:
jj = asincM(4fkd(g))asincK(4fk=fs) (3.30)






































The similarities between Eq. (3.32) and Eq. (3.23) are evident. However, the addition
of time taps in the STAP beamformer adds an additional aliased sinc function term in
jj. The extra term demonstrates the second eigenvalue's dependence on the signal'sIncreased Cancellation Capacity in Adaptive Beamformers 46
bandwidth relative to the sampling rate of the taps but also on the number of taps in
the delay lines. By inspection of Eq. (3.32) when Bg = 0 both aliased sinc functions
are equal to unity resulting in a zero valued second eigenvalue which is as expected for
a zero bandwidth signal. For the second eigenvalue to become positive it is necessary
for the value of one of the aliased sinc functions to be less than unity. If fs < fc then as
Bg increases the aliased sinc function due to the time taps will be the rst to reach this
point. In a typical radio application fc >> fs, therefore the time taps will always have
the dominant eect on the second eigenvalue. In fact, given the condition fc >> fs, for
the aliased sinc function due to the element spacing to respond, the signal would have to
violate the rank 2 model approximation as the model is only valid if 3  0. Therefore,
the aliased sinc function due to the element spacing can be assumed to be unity and Eq.













Eq. (3.33) shows that the second eigenvalue is only dependant on the signal's bandwidth
relative to the sampling rate, its power, the number of taps and the number of elements.
This agrees with Moore's observation that the eigenvalues of a STAP beamformer's
covariance matrix are more sensitive to the signal's bandwidth relative to the sampling
rate than the signal's bandwidth relative to the element spacing.
3.2.2 Numerical Results
To study the sensitivity of the STAP's time-taps to a non-zero bandwidth signal a
STAP beamformer attached to a ULA with M = 4 elements is considered. The inter-
tap sampling rate relative to the tuned frequency of the array is fs=fc = 0:025 to
simulate a 40 MHz bandwidth centred at 1.6 GHz as may be found in a NAVSTAR GPS
receiver. The non-zero bandwidth signal arrives at the array from an angle x = 45
and the signal's power Pg and normalised bandwidth Bg=fs are both varied. Initially,
the validity of Eq. (3.33) was conrmed by comparing the results produced using the
expression with simulated results. Figures 3.1(a) and 3.1(b) plot these values for both
cases using a STAP with K = 2 and K = 10 taps per channel respectively. In both
cases the plots show that the theoretical value produced by Eq. (3.33) closely matches
the simulated values. The results produced mostly closely match the simulated values
when the number of taps per channel K is small as is shown in Figure 3.1(a). With
a larger number of taps the predicted value of 2 deviates slightly from the simulated
values as the normalised bandwidth of the signal is increased. From Eq. (3.33) it is clear
that the value of 2 is linearly proportional to the signal's power. This is conrmed byIncreased Cancellation Capacity in Adaptive Beamformers 47
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(a) K = 2
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(b) K = 10
Figure 3.1: Simulated and theoretical values of 2nd eigenvalue of Rgg
the simulated results in both gures and demonstrates that by increasing the signal's
power the normalised bandwidth at which the eective rank of the signal increases from
1 to 2 decreases. As a result, signals of the same normalised bandwidth can appear
narrowband or partialband to the beamformer depending on their power.
Eq. (3.33) also shows a dependence on the number of taps per channel. Figure 3.2
plots the 2nd eigenvalue for the same scenario however, this time the number of taps
is varied while the signal's power remains xed at Pg = 30 dBW. In the same way
that increasing the signal's power increased the second eigenvalue so does increasing the
number of taps. However, rather than a linear relationship between the two, the increase
of the second eigenvalue shows an exponential decay with an increased tap number. This
shows that adding an additional tap per channel will increase the sensitivity of the time-
taps to the normalised bandwidth of the signal. Therefore, the normalised bandwidth at
which the signal becomes rank 2 is decreased such that a signal which may have appeared
narrowband to the STAP will now appear partialband due to the increase in the number
of time taps. This is more marked for STAPs which have fewer taps per channel to begin
with, as the number of taps per channel is increased the sensitivity to the addition of
new taps is decreased. These eects should be kept in mind when considering ways of
increasing the number of degrees of freedom available to the STAP, particularly with a
view to increasing the number of simultaneous interference signals the STAP can cancel.
The increased sensitivity of the time-taps to the normalised bandwidth of the signal
highlighted here suggest that the degrees of freedom due to the time taps will be more
readily consumed by partialband signals. To conrm this it is necessary to consider the
remaining eigenvalues due to the non-zero bandwidth signal.
It is also instructive to consider the behaviour of the remaining eigenvalues of Rgg. AsIncreased Cancellation Capacity in Adaptive Beamformers 48
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Figure 3.2: 2nd eigenvalue of Rgg for a variable number of taps per channel, Pg = 30
dBW
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Figure 3.3: First 6 eigenvalues of R u u, Pg=2
v = 30 dB and K = 5
mentioned previously it is necessary to resort to numerical methods to calculate the
remaining eigenvalues by solving Eq. (3.7). Instead of calculating the eigenvalues of the
signal only, the eigenvalues of the signal plus the thermal noise are calculated to ensure
that the covariance matrix is not ill-conditioned. Hence, rather than calculating the
eigenvalues directly from Rgg they are instead calculated from the covariance matrix
R u u given in Eq. (3.4) where the covariance matrix due to the thermal noise is given in
Eq. (3.8) with 2
v = 1.
Figure 3.3 plots the rst 6 eigenvalues of the covariance matrix for the signal used inIncreased Cancellation Capacity in Adaptive Beamformers 49
Figure 3.2 and a STAP with M = 4, K = 5, fs=fc = 0:025. The rst 5 eigenvalues
are due to the delay between time taps whereas the 6th eigenvalue is due to the spacing
between elements. This highlights the relative sensitivity of the time-taps compared with
the elements as the rst 5 eigenvalues are more closely grouped than the 6th eigenvalue
due to fs << fc. By inspecting the plot of the 5th eigenvalue, the normalised bandwidth
at which the eective rank of the signal equals the number of taps per channel, and
therefore, has consumed all the degrees of freedom due to the taps on one channel, can
be deduced. In this scenario the signal need only occupy approximately a third of the
sampling bandwidth of the STAP to have consumed all the degrees of freedom due to
the time-taps.
Given that the Kth eigenvalue is indicative of all the degrees of freedom due to the K taps
on one channel being consumed by the signal, and hence the signal appearing broadband
to the beamformer the Kth eigenvalue is considered now in isolation. Figure 3.4(a) plots
the 5th eigenvalue over a range of normalised bandwidths for various interference signal
to noise ratios of the non-zero bandwidth signal. The plot shows that as the INR of the
signal is increased, the normalised bandwidth at which the signal appears broadband
to the beamformer decreases. Therefore, the ability of the beamformer to utilise spare
degrees of freedom due to the time taps will depend not only on the number of incident
signals and their normalised bandwidths but also their INRs. For example, Figure 3.4(a)
indicates that a signal with Pg=2
v = 40 dB will consume 5 degrees of freedom while only
occupying just over one fth of the sampling bandwidth of the STAP. In Figure 3.4(b)
the number of taps per channel K has been varied and the INR xed at Pg=2
v = 30 dB,
as the number of taps per channel is being varied the Kth eigenvalue is plotted. The plots
indicates that as additional taps are added to each channel the normalised bandwidth
of the signal at which it will consume K degrees of freedom is increased. However, for
each additional tap added per channel, the increase in the normalised bandwidth at
which the signal appears broadband decreases as more taps are added. So a broadband
interferer will always consume K degrees of freedom regardless of the number of taps per
channel. Furthermore, the normalised bandwidth at which all K degrees are consumed
will typically be much less than the full bandwidth of the system.
In summary, the number of simultaneous interferers which the STAP can cancel depends
on the number of degrees of freedom available to it. These are determined by the number
of adjustable weights in the STAP which is given by the number of taps per channel
K and the number of channels M. Of equal importance are the properties of the
interference signals incident upon the array which will aect the number of degrees of
freedom consumed within the STAP by each interference signal. If the only signals
incident upon the array have a zero bandwidth then the number of interferers which
the STAP can simultaneously cancel will be maximised. However, if some of the signalsIncreased Cancellation Capacity in Adaptive Beamformers 50
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Figure 3.4: Eigenvalues of R u u variable INRs and numbers of tapsIncreased Cancellation Capacity in Adaptive Beamformers 51
incident upon the array have a non-zero bandwidth then they have the potential to
consume more than 1 degrees of freedom per non-zero bandwidth interferer, thereby
reducing the total number of interference signals which can be simultaneously cancelled.
In a STAP beamformer this is exacerbated by the higher sensitivity of weights of the
same channel compared with weights between diering channels. The eectiveness of
increasing the number of time-taps per channel as a method of increasing the number of
interference signals a STAP can simultaneously cancel relies on each interference signal
incident upon the array not consuming all K degrees of freedom per channel. However,
the results presented have shown how readily these degrees of freedom are consumed by
non-zero bandwidth interferers, particularly as the INR of the interferer is increased.
3.3 Pre-ltering of Narrowband Interference in Beamform-
ers
The problems associated with adding extra time-taps as a method of increasing the
number of signals a beamformer can cancel motivates the search for alternatives. Not-
ing that narrowband signals can be eciently cancelled using single channel interference
suppression systems it is proposed that the interference cancellation problem be divided
into two discrete and independent stages: the rst stage consists of a lter on each of the
beamformer's channels which removes narrow-band interference received by each array
element, while the second stage is made up of a broadband adaptive beamformer used
to remove the remaining partialband and broad-band interference (see gure 3.5). The
lters on each channel operate independently of each other and independence is main-
tained between the pre-ltering and the beamforming stages to minimise the complexity
of the design. Given the stipulation that the interference environment contains a mix
of narrowband interference as well as partialband and/or broadband interference, the
removal of narrowband signals prior to beamforming should free up degrees of freedom
in the adaptive beamformer. This could be used to enhance the interference suppression
capability of an existing adaptive beamformer design or to reduce the size of the adaptive
beamformer design while still maintaining a high interference cancellation capability.
Frequency-domain excision ltering was chosen as the method of narrowband inter-
ference pre-ltering because narrowband interference can be readily identied in the
frequency-domain. The open-loop nature of the interference identication and removal
process in frequency-domain excision lends itself to modication for the purposes of
selective narrowband pre-ltering. Many of the other candidate forms of narrowband
interference suppression discussed in Chapter 2 are simply unsuitable in this regard. For











































Figure 3.6: Dataow diagram of a single frequency-domain excision lter
the eect whitening the signal's spectrum. This works well at removing narrowband
interference which is highly correlated but will also target partialband interference as
well. Furthermore, frequency-domain excision is well suited to narrowband interference
suppression in DSSS systems as the DSSS signal is typically spread over a wide band-
width [44]. Therefore, while the processing gain of the DSSS signal may not be sucient
to recover the DSSS signal to an acceptable level with interference present, after exci-
sion, the majority of the interference signal's energy should have been removed. Then,
assuming that the excision process has not excised an excessive amount of the DSSS
signal's energy, it should allow the DSSS signal to be recovered.
3.3.1 Front-end Excision Filters
The dataow of a single excision lter is shown in Figure 3.6. The lter structure
is based around an Ne length forward and inverse discrete Fourier (DFT/IDFT) pair
which transforms blocks of samples between the sampled time-domain and the short-
time discrete Fourier transform (STDFT) domain in which narrowband interferers can
be identied and excised. A time-domain window b 2 CNe1 is applied to samples priorIncreased Cancellation Capacity in Adaptive Beamformers 53
to the DFT to reduce spectral leakage. This ensures that the majority of the interferer's
energy is concentrated in as few bins as possible thereby minimising the number of
bins, and hence portion of the spectrum, that requires excision for each interferer. To
mitigate the loss incurred as a result of applying the window an Ne=2 sample overlap is
introduced [50]. The input samples for the lter on the mth channel um[n] are processed
by the lters in blocks of N contiguous samples. To simplify the description of the lter









Firstly, the Ne=2 sample overlap is introduced such that the lth block of overlapped







The time-domain window b is applied to each block of samples before an Ne-point
discrete Fourier transform is applied to produce a vector ~ Um(l) 2 CNe1 of frequency-
domain samples:
~ Um(l) = FNe diag(b)~ um(l) (3.35)
where diag() is the diagonal matrix operator, FNe is an Ne  Ne Vandermonde matrix










Each block ~ Um(l) contains Ne frequency bins which represent the short-time spectrum
of the signal over the Ne samples in ~ um(l). At this point, bins identied as containing
narrowband interference are excised from the block according to the excision function
 (). The excised blocks are then transformed into the time-domain by an Ne-point
IDFT to produce the vector ^ qm(l) 2 CNe1 of excised time-domain samples:
^ qm(l) = F 1
Ne (~ Um(l)) (3.37)Increased Cancellation Capacity in Adaptive Beamformers 54
The excision function  () either operates by zeroing or clipping the magnitude of the bin.
The bins which are to be excised are specied by the Ne length mask vector D 2 f0;1g.




0 : Dk = 1
~ Uk;m(l) : Dk = 0
(3.38)
where ~ Uk;m(l) denotes the kth element i.e. frequency bin, of the vector ~ Um(l) and Dk is
the kth element of the excision mask vector D.
The noise clip method [50] clips the magnitude of bins marked for excision to the noise
oor of the system while maintaining the phase of the bin as described by Eq. (3.39).
Therefore, in order to determine the level to clip the bins to, knowledge of the noise
power is required. In this thesis knowledge of the noise power is assumed however, it





vej\~ Uk;m(l) : Dk = 1
~ Uk;m(l) : Dk = 0
(3.39)
The time-domain blocks ^ qm(l) still contain the Ne=2 sample overlap introduced by
(3.34). In order to fully construct the output signal the last Ne=2 samples of the previous
block must be overlapped and added to the rst Ne=2 samples of the current block to









^ qm(l   1) (3.40)
where INe=2 is an Ne=2Ne=2 identity matrix, 0Ne=2 is an Ne=2Ne=2 all zero matrix.
The positional relationship between the excised sample stream qm[n] on the mth channel
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The signals qm[n] for m = 0;1;:::;M   1 are ready to be passed onto the adaptive
beamformer, where the mth signal forms the input to the mth channel of the beamformer.
3.3.2 Eects of Pre-excision on Degrees of Freedom
The objective of pre-excision is to remove narrowband interference prior to beamforming
so as to conserve degrees of freedom in the beamformer for the cancellation of partialband
and broadband interference. For this to be achieved it is important that the narrowband
interference is suciently cancelled by the pre-excision lters so as not to prompt a
response from the beamformer. However, the cancellation performance of frequency-
domain excision ltering is highly dependant on the window function used to suppress
the sidelobe level of the narrowband interference [114]. It has already been mentioned
that the discontinuous nature of block processing signals of an innite extent in time can
give rise to considerable spectral leakage. While the application of a window function
does help in greatly reducing the amount of spectral leakage and hence, the sidelobe
level, it will not completely eliminate it; some of the signal's power will still remain
contributing to the overall noise level across the spectrum. In addition to this, the use
of a window will contribute to widening the mainlobe of the interferer and as a result,
increase the number of bins required to excise the interferer or, put another way, decrease
the spectral resolution of the excision lter. This widening of the narrowband signal's
bandwidth may be problematic for the beamformer if the narrowband interference is
not suciently excised as the narrowband signal, with its widened bandwidth, may still
consume degrees of freedom in the beamformer. Worse still, the number of degrees of
freedom consumed by the signal may be more than it would otherwise have consumed
without excision. However, this situation can be avoided as long as a suitable window
function is used in the excision lters and a sucient number of bins containing the
interferer's energy are excised. In this way independence between the excision ltering
stage and the beamforming stage maybe maintained so as reduce the complexity of the
combined system.
To explore the eects of window function choice and number of bins excised on the
degrees of freedom consumed, the eigenvalues of the covariance matrix of a space-time
adaptive processor with a pre-excision lter on each channel are considered. The cong-
uration used is the same as that show in Figure 3.5 and the STAP beamformer consists
of M = 4 channels each with K = 3 taps where the delay between taps is equal to the
sampling period Ts. The signal received by the mth element is denoted um(t) as de-
scribed by Eq. (2.3.3) and is sampled at a rate relative to fc of fs=fc = 0:025 to produce
the time sampled signal um[n]. Added to the mth channel at this point is the Gaussian
noise process vm(t) to represent thermal noise in the receivers, the variance of the noiseIncreased Cancellation Capacity in Adaptive Beamformers 56
on each channel is xed at 2
v = 1 and is independent and identically distributed (i.i.d.)
in time as well as across elements. As described in Section 3.3.1 the time sampled signals
on each channel um[m] are processed by the excision lter on that channel to produce
an excised signal qm[n] which is fed into its respective channel in the STAP beamformer.
At this point it is helpful to dene the vector ~ q[n] 2 CMK1 which contains the contents
of each TDL in the STAP at the sampling instance n:
~ q[n] =
h
q0[n] q1[n] ::: qM 1[n] q0[n   1] ::: qM 1[n   K + 1]
iT
(3.42)
From Eq. (3.42) the covariance matrix of the STAP can be dened as follows:





The covariance matrix R~ q~ q can be estimated in a number of ways as discussed in Section
2.2.3, such as recursively, for example, using the RLS or LMS algorithm or directly using
SMI [95]. As it is the steady state performance of the system which is of interest the
SMI method is used to estimate the covariance matrix by calculating the sample average
of the outer product of ~ q[n] with its Hermitian transpose over Nr = 200 blocks:





~ q[n]~ qH[n] (3.44)
The eigenvalues of R~ q~ q were determined by solving Eq. (3.7) numerically using the
Matlab routine eig() which itself is based on the LAPACK eigen-decomposition routines
[115].
The length of excision lter considered is Ne = 1024, this ensures the excision lters
have a high spectral resolution while maintaining a DFT size which can be implemented
eciently in hardware using a radix-2 [116] or radix-4 [117] FFT. Initially, no explicit
window function is used therefore a rectangular window is inferred: [b]k = 1 k =
0;1;:::;Ne   1. A single signal g(t) in the form of a CW with a low-pass equivalent
frequency fg is incident on the array from an angle g = 30 with an average power
Pg which is varied. Therefore, the low-pass equivalent signal on the mth element of the
array is given as follows:
um(t) =
p
Pgej(2((fc+fg)d(g)+tfg=fs)+') + vm(t) (3.45)Increased Cancellation Capacity in Adaptive Beamformers 57
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(a) fg=fs = 30=1024
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(b) fg=fs = 30:5=1024
Figure 3.7: First four eigenvalues of R~ q~ q for excised CW
where d(g) is the inter-element delay given by Eq. (2.9) and ' is the phase component
of the CW whose value is random and taken from a uniform distribution over [0;2].
Two scenarios are examined: the coherent case the frequency of the CW is centred
exactly over one bin so that fg=fs = 30=1024, and the incoherent case in which the
CW is centred halfway between two bins so that fg=fs = 30:5=1024. The rst case is
chosen to ensure that the CW appears perfectly continuous to the excision lters when
periodically extended; this represents the best-case spectral localisation resulting in no
spectral leakage, while the second case is chosen to be maximally discontinuous thereby
exacerbating the eects of spectral leakage. Excision is applied by zeroing the bin(s)
around which the CW is centred. In the rst case bin 30 is excised, in the second case,
because the CW is halfway between two bins, both bins 30 and 31 are excised. For the
excision lters to have been eective in their task of desensitising the beamformer to
the CW interference signal they must reduce the eective rank of the signal subspace
of R~ q~ q from 1 to 0. Therefore, all the eigenvalues of R~ q~ q must not be greater than the
eigenvalues in the noise subspace which equal 2
v. The eigenvalues of R~ q~ q are determined
by solving Eq. (3.7) numerically. The rst 4 eigenvalues of R~ q~ q versus Pg=2
v due to the
excised CW signal using a rectangular window for the bin centred and halfway centred
cases are shown in Figure 3.7(a) and 3.7(b) respectively.
In the rst case where the CW is exactly bin centred only one bin need be excised in
order to reduce the eective rank of the covariance matrix to 0. This is hardly surprising
as the CW signal is perfectly aligned with the rectangular DFT window of the excision
lters and therefore appears perfectly periodic to the DFT thereby ensuring that all of
the CW's energy is concentrated within the one bin. Therefore, when the bin is zeroed
by the excision lter all of the energy associated with the CW is removed from theIncreased Cancellation Capacity in Adaptive Beamformers 58
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Figure 3.8: First eigenvalue of R~ q~ q for excised CW using rectangular window
received signals. A very dierent result is obtained when excision is applied to the CW
centred halfway between two bins. The eective rank of the signal's covariance matrix is
increased from 1 to 3 by the excision of just one bin resulting in the residual CW signal
consuming as many degrees of freedom as a broadband signal. This is to be expected as
the spectral leakage resulting from the combination of the rectangular window and the
CW not being bin centred has resulted in the CW's energy being spread across all of the
excision lter's bins. Furthermore, the rectangular window produces a mainlobe that,
while centred around bins 30 and 31, has very wide skirts i.e. the CW's energy is not
well concentrated within the mainlobe. Consequently, the CW is only partially excised,
the energy from the CW in the unexcised bins remains in the form of a residual signal.
Worse still this residual signal no longer has a zero bandwidth which is the cause of the
increased eective rank in the covariance matrix.
More of the spectrally spread CW signal's energy can be removed if a larger number of
contiguous bins either side of fg=fs = 30:5=1024 is excised such that the total number
of bins excised is Kb. To determine whether increasing Kb can successfully reduce the
eective rank of the CW, only the rst eigenvalue need be considered. Figure 3.8 shows
the value of the rst eigenvalue of the STAP covariance matrix for a varied number of
excised bins.
It is not too surprising that increasing the number of excised bins has little eect on the
value of the rst eigenvalue. The width of skirts of the leakage from the mainlobe are
so wide that a signicant portion of the spectrum must be excised in order to removeIncreased Cancellation Capacity in Adaptive Beamformers 59
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Figure 3.9: Residual power due to excision of CW signal with Pg = 30 dBW
sucient energy from the CW signal so as to desensitise the beamformer. This can be
seen in Figure 3.9 which plots the residual power of the CW signal with an average
power before excision of Pg = 30 dBW versus number of bins excised by zeroing. In
order to suppress the CW by 30 dB over a fth of the spectrum needs to be excised.
Clearly, it would not be sensible to use the excision lters without a window to provide
some level of sidelobe suppression. Indeed, the problem of spectral leakage in excision
lters is well known [114]. However, the rectangular window does highlight the impact
spectral leakage has on the degrees of freedom the partially excised signal consumes
within the beamformer. Rather than reducing the rank of the beamformer's covariance
matrix the opposite is achieved. In practice, the sidelobe level of narrowband signals
would be controlled with the use of a suitable window function. One class of window










n = 0;1;:::;Ne   1 (3.46)
A large number of window functions can be described in terms of the cosine series
given in Eq. (3.46), for example the Hann, Hamming, Bartlett, Nutall and Blackman
windows [118]. Each window is specied by the number of cosine terms Lw and the
values of the coecients l for l = 0;1;:::;Lw  1. Of the class of cosine series windows
the Blackman-Harris window is of particular interest as it is designed to minimize the
maximum sidelobe level [53]. The 4-term Blackman-Harris is calculated using Eq. (3.46)
with the following coecients:Increased Cancellation Capacity in Adaptive Beamformers 60
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The use of the 4-term Blackman-Harris window specied by Eqs. (3.46) and (3.47) in
the excision lters is now considered. In particular the eect the increased sidelobe
suppression has on the eigenvalues of the beamformer's covariance matrix is of interest.
The same signal model used previously with the rectangular window is retained and, in
all results, the CW signal's INR is varied from -50 to 120 dB. It is important to rst
consider the eect the window has on the signal's rank due to the widening eect of
the window with respect to the signals's bandwidth and this is shown in Figure 3.10.
While the response of the rst eigenvalue is almost identical to the rst eigenvalue using
the rectangular window with no excision, it is clear that as the INR of the signal is
increased the rank of the signal is also increased as indicated by the increase in value of
the remaining eigenvalues.
The eect of excising the CW using the Blackman-Harris window is now considered
and in particular how many bins are required to be excised to reduce the rank of theIncreased Cancellation Capacity in Adaptive Beamformers 61























Student Version of MATLAB
Figure 3.11: 1st eigenvalue of R~ q~ q using Blackman-Harris window
signal to 0. Figure 3.11 plots the rst eigenvalue against INR for a varying number of
contiguous bins excised. The results show the eect of the window's sidelobe suppression
and hence, concentration of the CW's energy in the mainlobe. A small improvement
is seen in the maximum INR which can be cancelled when the number of bins excised
is increased from 2 to 4 as 4 bins is insucient to remove all of the mainlobe. Further
increasing the number of bins excised improves the cancellation more dramatically as
the majority of the mainlobe is cancelled. The improvement in cancellation continues
until the number of bins excised becomes greater than 8, at which point no further
improvement in cancellation is achieved as the mainlobe has almost been completely
cancelled.
Conrmation that the CW signal has been suciently cancelled by the excision lters so
as not to prompt the beamformer to attempt to null the signal can be found by inspecting
the beam pattern produced by a power inversion beamformer. The motivation for using
the power inversion beamformer is that it provides a nulling only solution such that it
places nulls in a nominally omni-directional quiescent beam pattern in the direction and
across the frequency band of the interference signals it detects. The optimal weight set
for the power inversion beamformer is given by:
wPI = R 1
~ q~ q u (3.48)
where u =
h
1 0 ::: 0
iT
.Increased Cancellation Capacity in Adaptive Beamformers 62
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Figure 3.12: Beam pattern of power inversion beamformer for an excised CW





















If the CW signal is not fully excised it is expected that the beamformer's beam pattern
should contain a null co-incident with the angle of arrival of the CW signal. However, if
the signal is suciently excised then the beamformer's beam pattern it should contain
no nulls and have an omni-directional response. Figure 3.12 plots the power inversion's
beam pattern in terms of gain versus azimuth angle for a CW with INR = 40 dB excised
using the Blackman-Harris window and various excision widths.
The beam pattern produces a strong null in response to the signal when only 4 bins are
excised. From Figure 3.11 it is clear that this is due to the signal only being partially
excised as 4 bins does not provide sucient cancellation when INR = 40 dB. However,
by increasing the number of bins excised to 6 or greater the beam pattern becomes
omni-directional indicating that the beamformer has been successfully desensitised to
the CW signal.
Figure 3.11 indicates that the Blackman-Harris window provides sucient suppression
of the signal's sidelobes for INRs up to 70 dB. If cancellation of signals with a higher INR
is needed an alternative window is required. One such window is the Dolph-Chebyshev
window [119] whose function is dened in the frequency-domain:Increased Cancellation Capacity in Adaptive Beamformers 63
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The appeal of the Dolph-Chebyshev window function is two-fold: i) it is designed to
give the most optimal trade-o between mainlobe width and sidelobe attenuation ii)
this trade-o is adjustable by changing the value of . The second point is interesting as
it allows the attenuation of the sidelobes to be increased at the cost of increased mainlobe
width. The impact of this is seen in Figure 3.13 which plots the rst eigenvalue against
INR for various numbers of excised bins.
The eect of the wider mainlobe of the Dolph-Chebyshev window with  = 7:5 compared
with the Blackman-Harris window results in more bins being required to be excised in
order to achieve cancellation for a given INR. For example, if the INR = 40 dB then 8
bins must be excised to cancel the signal using the Dolph-Chebyshev window compared
with 6 bins using the Blackman-Harris. However, the increased sidelobe suppression of
the Dolph-Chebyshev window allows for signals with much higher INRs to be cancelled.
Excision of a signal with an INR = 110 dB is possible if 12 bins are excised, this appearsIncreased Cancellation Capacity in Adaptive Beamformers 64
to be the limit as further increasing the number of excised bins does not result in more
cancellation.
So far, the problem of mainlobe width on the ability of excision to desensitize the
beamformer has been considered in the context of a single CW incident upon the array.
However, the goal of the use of excision to pre-lter narrowband interference is to increase
the cancellation capacity of the beamformer and therefore be able to pre-lter multiple
narrowband signals. When multiple CWs are incident upon the array their sidelobe
level due to the windowing in the excision lters becomes increasingly important. In the
case of just one CW it was sucient to ensure that the sidelobe level was suppressed to
such a level so as to not prompt the beamformer to begin nulling when the mainlobe
was excised. However, this condition is not necessarily sucient when multiple CWs are
present due to the combination of the CWs' sidelobes within the excision lters. This can
be seen in Figure 3.14 where a varying number of CWs, all of equal power, are incident
upon the array and all are removed by excising 8 bins per CW. The CWs frequencies
and angles of arrival of the CWs are given in Table 3.1; the CWs are all centred halfway
between frequency bins to produce worst-case spectral leakage. The length of the excision
lters are 1024 bins and the Dolph-Chebyshev window with  = 7:5 is used in all cases.
The 3 plots show the value of the rst eigenvalue versus the INRs of the CW (each
CW has the same INR) for 1, 6 and 12 CWs. As is the case with 1 CW raising the
INR of the CWs where there are multiple CWs present results in an increased sidelobe
level which at a certain INR will increase the eective rank of the covariance matrix
from 0. However, when multiple CWs are present this point is decreased due to the
combination of sidelobe levels from each CW contributing to the overall sidelobe power
level. Therefore, the beamformer will become more sensitive to the CW's INR as the
number of excised CWs increases, in which case it may be necessary to increase the level
of sidelobe suppression provided by the excision lters' window function to account for
this so as to maintain cancellation against high INR signals.
3.4 Performance of System in Mixed Interference Envi-
ronments
Having shown that frequency-domain excision ltering can be used to desensitise a
beamformer to the presence of narrowband interference and hence, increase the degrees
of freedom available to the beamformer, the eects of excision on the wanted signal
are now considered. While the use of frequency-domain excision may help improve
the overall interference cancellation in an over stressed interference environment it will
introduce additional noise and distortion into the signal, therefore it is important thatIncreased Cancellation Capacity in Adaptive Beamformers 65













Table 3.1: CW interference frequencies and angles of arrival
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Figure 3.14: 1st eigenvalue of R~ q~ q using Dolph-Chebyshev window and multiple CWs
the wanted signal is still recoverable after the signal has been processed. To measure the
impact that the combined system has on the wanted signal, the signal to noise ratio per
bit, denoted Eb=N0, of the wanted signal at the output of the beamformer is considered.
The non-linear nature of the clipping operation applied to the signal within the pre-
excision lters precludes traditional linear analysis techniques, such as considering the
component parts of the received signal separately. Therefore, Monte Carlo simulations
are used to determine the bit error probability of the wanted signal at the output of the
beamformer, this can then be used to calculate the equivalent signal to noise ratio of
the wanted signal at the output of the beamformer.Increased Cancellation Capacity in Adaptive Beamformers 66
3.4.1 System Model
A combined excision STAP beamforming system is considered as shown in Figure 3.5. As
the intended application of the combined excision beamforming system is small portable
communication systems an antenna array with M = 4 elements is considered. The
elements of the array are arranged in a line with half-wavelength spacing between them
to form a ULA. Several signals may impinge upon the array at any one time as described
in Section 2.3. At all times this includes the wanted signal, denoted x(t), which is formed
from a random bit source which is modulated using BPSK and then spread by a 1023
chip Gold sequence as described in Section 2.3.1. The wanted signal is received from a
known direction relative to the array and at a power level Px =  27dBW such that it is
well below the receiver's thermal noise oor 2
v = 0dBW to simulate LPI. The receiver
thermal noise on each element of the array is modelled as AWGN which is i.i.d in time
as well as across elements.
The remaining signals impinging upon the array are assumed to be interference sig-
nals where the ith interference signal is denoted gi(t) which arrives from an unknown
direction and may occupy a dierent portion of the receiver's spectrum depending on
their classication: narrowband, partialband or broadband. Narrowband interference
is then removed from the received signals on each channel in the excision lters as de-
scribed in Section 3.3.1. The excised signals are then passed onto the beamformer for
spatial-temporal/spatial-spectral removal of the remaining partialband and broadband
interference signals.
The excision lters and STAP beamformer are setup in the same manner as described
in Section 3.3.2. Each element of the array feeds an Ne = 1024 length excision lter (if
the inclusion of excision has been specied) which uses either the zero clip or noise clip
methods described in Section 3.3.1 to remove narrowband interference. The samples
from the excision lters are fed into the K = 3 length TDL on each channel which form
the structure of the STAP beamformer, such that the samples on taps of the STAP
beamformer at any given sampling instance are given by Eq. (3.42). The samples on
each tap of the STAP beamformer are multiplied by a corresponding complex weight
contained within the weight vector w 2 CMK1 and are then summed to produce the
beamformer output:
y[n] = wH~ q[n] (3.52)











wk;0 wk;1 ::: wk;M 1
iT
(3.54)
The weights of the beamformer are calculated using the minimum variance distortionless
response (MVDR) solution based on the Weiner solution as discussed in Section 2.2.2
and, taking the covariance matrix R~ q~ q dened in Eq. (3.43), are given as:
wMV DR = R 1
~ q~ q  ANZB(x;0;Bx) (3.55)
where  ANZB(;f;B) 2 CMK1 is the matched response of the STAP beamformer's taps
to a signal arriving from an angle x over the bandwidth B, with a low-pass equivalent
frequency f. The wanted signal is centred at fc and is assumed to have a rectangular
PSD over the bandwidth Bx, as such  ANZB(;f;B) for a signal with a rectangular PSD
is given as follows:
 ANZB(;f;B) =  b(B;)  (S(f) 
 A(;f)) (3.56)
where  b(B;) 2 CMK1 is a vector containing the dispersion factors due to the band-
width of the signal.






































As it is the steady state performance of the system which is of interest the SMI method
is used to calculate the weights by direct estimation of the covariance matrix R~ q~ q. This
is achieved by calculating the sample average of the outer product of ~ q[n] with itsIncreased Cancellation Capacity in Adaptive Beamformers 68
Hermitian transpose over Nr blocks as given by Eq. (3.44). The nulling performance of
the beamformer depends on the quality of the estimate of the covariance matrix. Reed
et al. [95] show that as long as Nr  2MK the error in the estimation of the covariance
matrix will be such that the resulting loss in SINR at the output of the beamformer
compared with perfect knowledge of the covariance matrix will not be greater than 3
dB.
Finally, the resulting signal at the output of the beamformer y[n] is despread and de-
modulated as described in Section 2.3.4 and the BER, denoted e, of the wanted signal
is determined. This is used to calculate the signal to thermal noise ratio per bit Eb=N0
of the output DSSS signal which is used as the gure of merit. This is derived from the
expression for the BER of a BPSK signal in the presence of AWGN as given in [109]




where ercnv() is the inverse complementary error function.
3.4.2 Numerical results
Initially, the performance of the combined excision beamformer system is considered
with only the wanted signal incident upon the array and a portion of the spectrum
excised. The process of excising any portion of the received signals will result in part of
the wanted signal being excised at the same time. Clearly, this will adversely aect the
Eb=N0 the extent to which will depend on both the percentage of the spectrum excised
as well as the excision method used [114]. As the excision lters operate independently
and, therefore, do not exploit the spatial diversity of the received signals, excision of the
wanted signals in portions of the spectrum in which a narrowband signal is present is
unavoidable. However, if this occurs in portions of the spectrum where no interference is
present then over-excision occurs. In both cases it is desirable to minimize the excision
loss associated with excising part of the wanted signal.
Figure 3.15 plots the output Eb=N0 against number of bins excised for excision lters
using the noise clipping and zeroing methods of excision for the Blackman-Harris and
Chebyshev (with  = 7:5) windows detailed in Section 3.3.2. In all cases, with less
than 10% of the spectrum excised, the Eb=N0 of the DSSS signal at the output of the
beamformer is between 5 and 6 dB. This gain in Eb=N0 is due to the array gain of the
beamformer since its mainlobe is steered in the direction of the wanted signal. The gainIncreased Cancellation Capacity in Adaptive Beamformers 69
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Figure 3.15: Excision loss due to excision of wanted signal
factor is equal to the number of elements in the array and for a 4 element linear array
is 6.02 dB.
Comparing the dierence in excision loss between the Blackman-Harris and the Dolph-
Chebyshev windows shows that there is very little dierence between them for both the
zero clip and the noise clip excision method; there is a slightly greater loss seen with
the Dolph-Chebyshev window, however, this is marginal. Both these windows would be
suitable candidates for use in the excision lters. However, it should be noted that the
wider mainlobe of the Dolph-Chebyshev window will result in the excision lters excising
more bins per narrowband interferer than the Blackman-Harris. Comparing the zero clip
and the noise clip excision methods the distortion loss is more marked; both methods
show similar low levels of distortion loss when less than 10% of the spectrum is excised.
However, when the proportion of the spectrum excised is greater than 10% it is clear that
clipping to the noise oor is preferable to zeroing the signal. Therefore, less distortion
loss is encountered should over-excision occur; these mirror the results Young presents
in [50] for a single channel system.
The problem of unintended excision is not limited to the wanted signal since partial-
band and broadband interference will also be excised if they occupy portions of the
spectrum subject to excision. This is not desirable as the partialband and broadband
interference can be cancelled more eectively in the beamformer if they are unexcised.
Furthermore, distortion introduced by the excision lters may aect the beamformer's
ability to cancel the remaining interference signal. To examine the eects of partially
excising a broadband interference signal on the beamformer consider a single broadband
interferer impinging upon the array from an angle g = 60. The broadband interfererIncreased Cancellation Capacity in Adaptive Beamformers 70
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(a) Excision by zeroing bin
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(b) Excision by clipping bin's magnitude to noise oor
Figure 3.16: Partial excision of broadband interference signal
is modelled as a band-limited noise process with a at PSD across the band  fs=2 to
fs=2. In addition to the broadband interferer, the wanted signal arrives broadside to the
array from an angle x = 90.
Figures 3.16(a) and 3.16(b) plot Eb=N0 against the number of bins excised using the
the zeroing method and noise clip method respectively. In both cases the INR of the
broadband interferer was varied between 0 and 30 dBW. Inspecting the results in Figure
3.16(a) for the zeroing method indicate that the loss experienced due to excision is inde-
pendent of the interferer's power. In all cases as the portion of the spectrum excised is
increased the loss increases until 80% of the spectrum has been excised at which point
the BER from which the Eb=N0 is calculated approaches 0:5 i.e. completely unrecover-
able. In contrast, the results for the noise clip method shown in Figure 3.16(b) indicate
that recovery of the DSSS signal is still possible even when large portions of the broad-
band signal have been excised. These results mirror those shown in Figure 3.15 however,
with the broadband signal present a greater loss is seen as a result of its partial excision.
As before the zero clip method shows the greatest loss as an increasing portion of the
spectrum of the wanted signal is removed as the number of bins excised is increased. By
constrast, using the noise clip method a reasonably high Eb=N0 is maintained despite
the partial excision of the broadband signal.
The power inversion beamformer is now briey considered for use in conjunction with
the pre-excision system. As has been mentioned in Section 2.2, the power inversion
beamformer is a special case of the MVDR beamformer given by Eq. (3.55) whereby
the steering vector is A =
h
1 0 ::: 0
iT
. Besides being computationally less complex
compared with other types of beamformer, if coupled with a nominally omni-directional
array antenna, full coverage of the sky is achieved. The latter makes the power inversion
beamformer suitable for receiving multiple, spatially diverse LPI signals simultaneouslyIncreased Cancellation Capacity in Adaptive Beamformers 71
e.g. from multiple satellites for GPS or multiple radios in a mesh network. However,
the nominally omni-direction beam pattern will change as soon as any suciently strong
signals are detected by the beamformer as it attempts to null them. This will disrupt the
angular coverage of the array and so the coverage is dependant on the signals impinging
upon the array. If any of the signals are narrowband then, if pre-excision is used, these
signals will be removed before they reach the power inversion beamformer. As a result
the power inversion beamformer should not respond to narrowband signals and, barring
other wider band signals, coverage will be maintained in the direction of the narrowband
signals.
To highlight the eects of coverage, Figure 3.17 shows Eb=N0 for the wanted signal
whereby the angle of arrival of the wanted signal is varied in the range of x = 0 to 180.
As the beam pattern for a ULA is symmetrical about its length, full angular coverage
is provided by this range. Also impinging upon the array is a single CW signal with
Pg = 30 dBW arriving from an angle g = 140. The power inversion beamformer is
used in place of the MVDR beamformer and the eect of the single CW on the coverage
of the power inversion beamformer is compared with the case where pre-excision is
used in conjunction with the power inversion beamformer. The plot shows that in the
case where the power inversion beamformer is operating on its own, the Eb=N0 drops
quickly as x approaches g where the beamformer has placed a null to cancel the CW.
When pre-excision is used the narrowband interference is removed before it reaches the
beamformer. Therefore, the beamformer maintains its omni-directional beam pattern
and full coverage of all angles of arrival for the wanted signal are maintained.
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Figure 3.17: Improvement in coverage of the power inversion beamformer using ex-
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Finally, the performance of the combined excision beamforming system in an over-
stressed interference environment is considered. In the overstressed case, the beam-
former should not have enough degrees of freedom to fully cancel all the interference
signals. To ensure that the degrees of freedom in the beamformer are fully consumed, 3
broadband interference signals impinge upon the array from 30, 60 and 120 degrees each
with a total power of 30 dBW. As before each of the broadband signals is modelled as a
band-limited noise process with a at PSD across the band  fs=2 to fs=2. To overstress
the beamformer additional CW interferers also impinge on the array, in the rst case
just one CW is added arriving from an angle of 140 degrees, in the second case 6 CW
signals impinge upon the array from angles 40, 80, 110, 140, 150 and 170 degrees. In
both cases the frequency of the CW is set to be half way between two bin frequencies
thereby ensuring worst-case spectral leakage. In addition to this, in the second case the
frequency of each CW spaced 100 bins apart from each other. The power of all the CW
signals is varied relative to the thermal noise power from -20 to 90 dB. The wanted signal
impinges the array from x = 90. The Dolph-Chebyshev window detailed in Section
3.3.2 is used in the excision lters and excision is performed using the noise clip method.
Figures 3.18(a) and 3.18(b) plot the results Eb=N0 in four cases: in the rst, no excision
is used, then 6, 8 and 10 bins are excised per CW signal in turn. Considering Figure
3.18(a) rst, the case where no excision is used and where excision is used show very
similar performance while the INR of the CW signal is less than 0 dB. At very low
INRs, the beamformer without excision experiences the expected 6 dB of gain due to
the array while the 3 cases using excision show a 1 dB reduction in performance due to
the excision. As the INR of the CW is increased, the interference environment becomes
overstressed for the beamformer without the excision pre-lters, this is evident in the
quick drop in Eb=N0 as the INR of the CW exceeds 40 dB. The EB=N0 can be seen to be
approaching an asymptote at -20 dB which is due to the BER from which the Eb=N0 is
calculated reaching 0.5. In the 3 cases where excision was used the loss experienced by
the wanted signal is reduced for higher INRs. The dependence of excision performance
on the interference signal's power and the number of bins excised can be clearly seen
as excising a larger number of bins reduces the loss further as the INR is increased. In
Figure 3.18(b) the number of CW signals impinging upon the array is increased to 6,
further stressing the degrees of freedom in the beamformer. In this environment the
beamformer is unable to provide sucient suppression of all the signals even when the
INR of all the CW signals is at a very low level. The advantage of pre-excising the
CW signals can be clearly seen in this case where excision of 8 bins per CW allows
performance to be recovered with a loss of only 1 dB for INRs of up to 60 dB for all
the CW signals. As before, as the INRs of the CWs is further increased, the widening
of their mainlobe that results causes the performance to drop if the number of binsIncreased Cancellation Capacity in Adaptive Beamformers 73
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(a) 3 Broadband + 1 CW signals
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(b) 3 Broadband + 6 CW signals
Figure 3.18: Performance of combined MVDR beamformer excision system in over-
stressed environments
excised per CW is not suciently high. Increasing the number of bins excised from 8 to
10 compensates for the widened mainlobes of the CWs allowing the performance to be
maintained at higher INRs.
3.5 Summary
In this chapter the problem of increasing the cancellation capacity of a STAP beam-
former was considered. While it was noted that the complexity of increasing the num-
ber of adjustable weights in a STAP beamformer is high, adding additional time taps as
opposed to channels tends to carry less of a penalty in terms of the additional hardware
introduced. Therefore, the benet of increasing the number of time taps as a method
of increasing the cancellation capacity of the STAP beamformer was considered. A
new expression was derived to determine how the sensitivity of the time-taps is aected
by the properties of the STAP and the interference signals impinging upon it. It was
shown that the use of the time-taps as a method of increasing the cancellation capacity
of the STAP beamformer is too contingent on the properties of the interference sig-
nals. Interference signals with non-zero bandwidths were shown to quickly consume the
beamformer's degrees of freedom due to the time-taps particularly at higher INRs. Pre-
ltering narrowband interference using frequency-domain excision was also considered as
a method of increasing the cancellation capacity of the STAP beamformer. eigenanalysis
of the STAP's covariance matrix demonstrated the viability of this method for desensi-
tising the STAP beamformer to the presence of narrowband interference. The ability of
the excision pre-ltering method to enhance the interference protection of an LPI DSSS
receiver utilising a STAP beamformer was demonstrated by simulation. In particular,Increased Cancellation Capacity in Adaptive Beamformers 74
the ability to recover performance in an overstressed interference environment in the
presence of CW interference was shown.Chapter 4
Automatic Threshold Calculation
for FDE Pre-ltering in Adaptive
Beamformers
4.1 Introduction
In the previous chapter, the concept of using frequency-domain excision lters in front of
adaptive beamformers as an ecient method of enhancing the interference suppression
ability of an adaptive beamforming system was presented and investigated. In analysing
the system it was assumed that the excision lters had a priori knowledge of the spectral
location of the narrowband interferers, thus the correct bins could be selected in order
to excise the interference. However, this would not be the case in a practical implemen-
tation of the system and therefore, a method of identifying bins containing narrowband
interference is required.
Frequency-domain excision is well suited to the detection of narrowband signals which
are clearly identiable in the frequency-domain. However, when excision ltering is used
in the manner proposed in Section 3.3, the problem faced in the process of identifying
narrowband interference signals is in the avoidance of detecting other forms of interfer-
ence present in the spectrum which should not be excised. Therefore, the identication
process must be able to discriminate between the narrowband forms of interference,
which should be excised, and partialband or broadband signals which should be left for
the adaptive beamformer to remove. Given that frequency-domain excision has thus
far been used predominantly as a method of interference suppression in single channel
systems, the algorithms proposed in the literature for identifying interference within the
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excision lter do not possess the ability to discriminate between interference of dier-
ing bandwidths. These methods are typically based on a uniform threshold across the
spectrum whose magnitude is compared with the magnitude of the value in each bin to
determine whether or not the bin should be excised [44]. By using the same threshold
value for all the bins in a given spectrum it is likely that all interference present in the
received signal will be identied and excised, therefore, making this approach unsuitable
for the proposed application.
In this chapter, a novel method for the automatic identication of bins containing nar-
rowband interference is proposed. The technique is based on the image processing
technique of opening which, when applied to 1-dimensional signals, can be implemented
eciently. The benet of the proposed system is its ability to identify bins containing
narrowband interference in the presence of other forms of interference. This includes
situations where another interference signal may partially occlude the narrowband sig-
nal. The performance of the proposed technique is evaluated in the combined excision
adaptive beamforming system by BER simulation of an LPI DSSS receiver. Two dier-
ent types of broadband adaptive beamformer are compared with the proposed system:
Frost's [85] LCMV STAP and a sub-optimal sub-band SFAP. A variety of interference
environments are considered containing a mix of narrowband, partialband and broad-
band interference.
4.2 System Model
A beamformer attached to an M element antenna array is used to provide protection to
a DSSS receiver from several high power interference sources. The wanted DSSS signal is
received from a known direction relative to the array at a power level that is well below
the receiver's thermal noise oor. Each of the interference sources impinges the array
from an unknown direction and may occupy a dierent portion of the receiver's spectrum
depending on its classication: narrowband, partialband or broadband as described in
Section 2.3.2.
The combined excision and adaptive beamformer system is based on the model described
in Section 3.3 and is shown in Figure 4.1. As before an M element ULA antenna receives
and down-converts the signals impinging upon it. Likewise, each channel contains an Ne
length excision lter of the arrangement described in Section 3.3.1 to remove narrowband
interference prior to the signals entering the beamformer. The key addition to this model
is the inclusion of a method to automatically determine which bins contain narrowband
interference and should therefore be excised. The threshold calculation is determined




















Figure 4.1: Dataow diagram of a beamformer with pre-excision lters
described later in Section 4.3. The calculated threshold is then used by the excision
lters on all the channels in order for them to determine which bins should be excised.
Therefore, excision is applied separately to each channel in order to reduce the overall
system complexity, this is discussed in further detail in Section 4.4. The excision lters
are followed by the beamformer, two diering broadband adaptive beamformers are
considered: the rst is the STAP beamformer where the weights are determined using
Frost's LCMV solution [85], the second is a sub-optimal sub-band adaptive beamformer.
4.2.1 Space-time Adaptive Processor
The STAP is formed of M channels each containing a K sample tap delay line (TDL).
The input of the TDL on the mth channel is fed by the respective excision lter output
qm[n], which is described in Section 3.3 such that samples on the STAP at the sampling
instance n are given by ~ q[n] as dened in Eq. (3.42).
The weights are calculated using Frost's LCMV optimization criterion which aims to
minimize the output power of the beamformer subject to K linear constraints [85]. This
is well suited to LPI systems where the angle of arrival of the wanted signal is known or
can be determined a priori, for example a GPS (global positioning system) receiver, as
the constraints can be used to maintain a desired response in the direction of the wanted
signal. Given the LCMV criterion the weight set can be shown to be as follows:
w = R 1
~ q~ q C
h
CHR 1
~ q~ q C
i 1
f (4.1)Automatic Threshold for FDE Pre-ltering in Adaptive Beamformers 78
where the weight set w takes the form given in Eq. (3.54) and the covariance matrix
R~ q~ q is dened in Eq. (3.43).
The K linear constraints are specied by the constraint matrix C 2 CMKK and re-
sponse vector f 2 CK1 such that their relationship with the weight set produced by
Eq. (4.1) is as follows:
CHw = f (4.2)
Each column of C along with the corresponding element of f form a single constraint.
To ensure unity gain in the direction of the wanted signal, given by x, K constraints are
specied across the band of interest at frequencies specied by ^ fk for k = 0;1;:::;K 1.
To achieve this each element of the response vector f was set to 1 to specify unity gain
and the kth column of the constraint matrix C is dened as:
ck = ^ F( ^ fk) 
 A(x; ^ fk) (4.3)
C =
h
c0 c1 ::: cK 1
i
(4.4)
where fc is the tuned frequency of the antenna array, ^ fk is the frequency at which the




1 e j2f e j22f ::: e j2(K 1)f
iT
(4.5)
As it is the steady state performance of the system that is of interest the SMI method is
used to calculate the weights by direct estimation and inversion of the covariance matrix
R~ q~ q. This method also has the advantage of the convergence time being invariant to
the eigenspread of the signals received. Therefore, R~ q~ q is estimated by calculating the
sample average of the outer product of ~ q[n] with its Hermitian transpose over Nr as
given by Eq. (3.44).
4.2.2 Space-Frequency Adaptive Processor
An alternative approach to space-time beamforming is to use sub-band decomposition.
This approach decomposes the received signal on each element into one of K separate
sub-bands using a suitable analysis lter bank, in this way the signal in each sub-bandAutomatic Threshold for FDE Pre-ltering in Adaptive Beamformers 79
can be processed by the beamformer independently before being reconstructed using a
synthesis lter bank [71]. One advantage of sub-band decomposition based beamforming
is that each sub-band may be considered as a narrow-band signal and as such lower
complexity algorithms may be used as the beamformer does not have to consider the
the co-variances between signals of dierent sub-bands. This assumes that the analysis
lter bank behaves as a series of brick-wall lters for each sub-band. As this is not the
case in reality the assumption is not completely valid and as a result this approach is
sub-optimal compared with the LCMV beamformer described in Section 4.2.1. However,
the sub-band based beamforming is of interest as the DFT may be used as the analysis
and synthesis lter banks to form a SFAP, in this case the beamformer can be realised
eciently in hardware using the FFT, particularly for high values of K [72].
Firstly, the output of the excision lters on each channel must be redened in terms of










As with the excision lters an overlap in the sample blocks is introduced, in this case a
K=2 sample overlap to produce the column vector ~ ym[l] 2 CK1:
~ ym(l) =
"




A time-domain window ^ b 2 CK1 is then applied to each block before it is transformed
into the frequency-domain, resulting in the vector ~ Y(l) 2 CK1:
~ Y(l) = FK diag(^ b)~ ym(l) (4.7)
where FK is a K K Fourier transform matrix whose elements are given by Eq. (3.36).








Wm;0 Wm;1 ::: Wm;K 1
i
~ Y(l) (4.8)
where Wm;k is an element of the beamformer weight matrix W 2 CMK.Automatic Threshold for FDE Pre-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Given that the sub-band beamformer operates as K parallel narrowband beamformers
the weight sets are calculated on each sub-band independently using frequency-domain
samples from all the elements. Furthermore, the narrowband signal assumption allows
a look direction constraint to be applied in the form of the narrowband steering vector
A(x; ~ fk) as dened by Eq. (3.12) and Eq. (2.10), where ~ fk is the low-pass equivalent
frequency of the kth sub-band centre frequency. The weight set for the kth sub-band,




^ W0 ^ W1 ::: ^ WK 1
i
(4.9)
where the weights for the kth sub-band ^ Wk are given as follows:
^ Wk =
R 1
k A(x; ~ fk)
j(R 1
k A(x; ~ fk))HA(x; ~ fk)j
; k = 0;1;:::;K   1 (4.10)
where Rk 2 CMM is the covariance matrix between the frequency-domain samples on







where Yk(l) 2 CM1 is a vector containing the frequency-domain samples over all the
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where ~ Ym;k(l) is the kth element of the vector ~ Ym(l) as dened in Eq. (4.7).
The covariance matrix for each sub-band Rk is estimated by calculating the sample
average of the outer product of Yk(l) with its Hermitian transpose over Nr blocks.
Every other block is used in approximating Rk to remove the eect of the overlap
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The estimated covariance matrices are directly inverted in the same manner as was used
for the STAP processor. As the SFAP beamformer is, in essence, K parallel, independent
narrowband (single tap) beamformers, whose covariance matrices are constructed from
M independent observation variables, Nr  2K is sucient to gain a good estimate of
the covariance matrix for each sub-band.
The relationship between the nth output sample y[n] of the SFAP beamformer and the











The identication and excision of narrowband interferers is performed in the frequency-
domain in the pre-excision lters described in Section 3.3.1. The identication process
operates on each block of Ne frequency-domain samples contained within ~ Um(l) (see Eq.
(3.35)) independently, producing a per bin threshold rk(l) value for each block. It should
be noted that the threshold value for any given bin k in a block l of frequency-domain
samples is shared between each excision lter in the M channel beamformer, therefore,
each excision lter does not require its own independent interference identication mod-
ule. This simplication is possible because the spectra of the received signals on each
channel should not dier signicantly in magnitude and therefore, the threshold value
produced from the samples recorded on one channel can be used as the threshold values
for the remaining channels.
The threshold is calculated using two morphological operations used in image processing
called opening & closing [120]. The closing operation produces a spectral envelope that
follows the composite spectral prole of all the signals contained within each spectral
block while the opening operation removes impulsive elements in the spectral mask
produced by narrowband interferers. Both opening and closing are composite functions,
opening is made up of an erosion followed by a dilation operation while closing is the
reverse. When treating 1-D signals, erosion and dilation operations can be computed
using a min() or max() rank ordered lter respectively. Both lters operate by sliding a
window across the samples from each block, in each case the centre sample is replaced
by the minimum or maximum value within the window.
To dene the process for calculating the threshold rst let ^ U(l) = ~ U0(l), as dened by
Eq. (3.35), and note that ^ Uk(l) is the kth element of ^ U(l). The threshold value rk(l) forAutomatic Threshold for FDE Pre-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the kth bin of the lth block can now be determined by applying the following 4 steps in
order:
^ rk(l) = max(j^ Uk (Kc 1)=2(l)j;:::;j^ Uk(l)j;:::;j^ Uk+(Kc 1)=2(l)j)
for k = 0;1;:::;Ne   1 (4.15)
 rk(l) = min(^ rk (Kc 1)=2(l);:::; ^ rk(l);:::; ^ rk+(Kc 1)=2(l))
for k = 0;1;:::;Ne   1 (4.16)
~ rk(l) = min( rk (Ko 1)=2(l);:::;  rk(l);:::;  rk+(Ko 1)=2(l))
for k = 0;1;:::;Ne   1 (4.17)
rk(l) = max(~ rk (Ko 1)=2(l));:::; ~ rk(l));:::; ~ rk+(Ko 1)=2(l)))
for k = 0;1;:::;Ne   1 (4.18)
The rst pair of max() and min() operations given in Eq. (4.15) and Eq. (4.16) perform
the closing operation using Kc length lters. The remaining two ltering operations
given in Eq. (4.17) and Eq. (4.18) perform the opening operation using Ko length
lters. The length of the lters will depend on the maximum bandwidth of interferer
that should be excised but it has been found empirically that for Ne = 1024 a value of 7
for Kc and Ko is suitable for the removal of continuous wave interferers. The threshold
values rk(l) produced by Eq. (4.15) through Eq. (4.18) for a given block l are used by
the excision function  () (see Eq. (3.38) and (3.39)) to determine whether the sample
in the kth bin should be excised or not.
The novelty of the proposed approach is that it allows narrowband interferers to be iden-
tied and excised whilst leaving partialband and broadband interferers to pass through
the lter as is shown in Figure 4.2. This is important as traditional frequency-domain ex-
cision lters would attempt to whiten the signal and therefore would excise all non-white
forms of interference present in the signal. Not only would this render the beamformerAutomatic Threshold for FDE Pre-ltering in Adaptive Beamformers 83


















Figure 4.2: Excision variable threshold for a spectrum containing 1 CW interferer
and several partial/broadband interferers
redundant but would also introduce excessive distortion into the signal where larger
bandwidth interferers had been excised.
4.4 Computational Complexity
The computational complexity of the combined pre-excision beamformer system is clearly
split between the complexity of the pre-excision lters and the complexity of the beam-
former. The complexity of STAP versus sub-band beamformers have already been dis-
cussed in Section 2.2.1, so instead the additional complexity that the pre-excision lters
add to the system is considered. The bulk of the computational complexity of the
pre-excision lters lays mainly in the lter structures themselves; this is dominated by
the DFT and IDFT operations. A radix-2 implementation of the fast Fourier trans-
form (FFT) can be implemented eciently such that it requires Ne=2 log2Ne complex
multiplies to transform Ne samples [116, 121], so together the DFT and IDFT can be im-
plemented with a combined complexity of Nelog2Ne complex multiplies per block of Ne
samples using FFTs. In addition to this 2Ne real multiplications are required per block
of Ne samples to apply the window to the time-domain samples. It is helpful to express
the complexity in terms of multiplications required per sample processed; as Ne=2 new
samples are processed per transform, due to the Ne=2 overlap, the number of complex
multiplications per sample processed is 2log2Ne and the number of real multiplications
per sample is 4. One excision lter is required per channel, therefore the computational
complexity of the pre-excision lters in an M channel system with Ne frequency bins is:Automatic Threshold for FDE Pre-ltering in Adaptive Beamformers 84
M (2log2Ne) Complex multiplications
4M Real multiplications
The complexity of the adaptive algorithm to determine the excision threshold is shared
among the excision lters as the threshold value of one adaptive block can be used
by all M excision lters. The algorithm requires 2 real multiplications per sample
processed to calculate the magnitude-squared spectrum of the signal. Calculation of the
threshold value requires 2 running min() and 2 running max() functions, each of which
operates over a window size of Ko or Kc. The complexity of the running min() and
max() functions are identical; each function can be implemented using K comparators
operating in parallel and in polyphase to each other, where each comparator produces
a result every kth sample. This leads to a requirement of Ko + Kc comparators per
sample processed per min/max function, therefore, a total of 2Ko + 2Kc comparators
are required to implement all 4 functions. As such, the complexity of the adaptive
algorithm for the pre-excision lters is only sensitive to the window size Ko and Kc used
by the opening and closing operations respectively.
Compared with a traditional frequency-domain excision lter, such as the noise clip
presented by Young [44], the complexity only diers in terms of the algorithm used to
calculate the threshold as the lter structures are the same. The proposed scheme re-
quires 2Ko + 2Kc comparators to determine the threshold per bin while the noise clip
method just requires knowledge of the noise oor. However, the noise clip method has no
means of distinguishing between narrowband and broadband interference and, therefore,
removes all interference making it unsuitable for use in front of beamformers. Another
popular form of narrowband interference suppression is the linear prediction error lter.
This uses a FIR lter structure in either a single or double-sided conguration. If a one
single-sided LPE lter were placed on each channel of the beamformer in place of the
pre-excision lters then MNe complex multiplications would be required per sample to
calculate the output of the lters. In addition to this, each LPE lter, if implemented
using the conventional LMS algorithm, would require Ne additional real multiplies per
sample to update the weights. Clearly, the computational complexity of the pre-excision
lter scales much better than the LPE lter as Ne increases. Furthermore, the require-
ments of the adaptive component of the pre-excision method are far simpler than the
adaptive component of the LMS algorithm as the main requirement of the algorithm are
the comparators whose number do not increase with Ne and only one adaptive unit is
required for all M pre-excision lters.Automatic Threshold for FDE Pre-ltering in Adaptive Beamformers 85
Interferer Type Pgi=2
x i fgi=fs Bgi=fs
A Partial 50 60 0.1 0.5
B Broad 50 30 0 1
C Partial 50 120 -0.4 0.1
D CW 20 to 90 140 0.1841 -
E CW 50 90 -0.2504 -
Table 4.1: Simulated interference signal parameters
4.5 Simulations
4.5.1 Methodology
Monte Carlo computer simulations were used to evaluate the performance of the STAP
and SFAP beamformer with pre-excision in a variety of dierent interference scenarios.
Without loss of generality, all signals and lters were simulated using their low-pass
equivalents as described in Section 2.3. To model a system suitable for compact mobile
deployment a 4 element ULA was used. The performance of each beamformer system
was measured in terms of the BER of a BPSK DSSS signal with a 1023-chip Gold
spreading sequence received from an angle of x = 90 relative to the direction of the
array antenna. The average power of the wanted signal was xed at Px =  30 dBW. The
average thermal noise power on each channel of the beamformer was varied to produce
BER results versus Eb=MN0 which is the SNR per bit normalised by the array gain
factor M. Normalising of the SNR per bit by the array gain factor allowed the BER
results to be directly compared with the theoretical single channel BER performance of










where erfc() is the complementary error function.
The variance of the AWGN on each channel was normalised by the processing gain of
the DSSS signal, given by Ls, and the array gain of the antenna, given by M, such
that: 2
v = (PxLs)=(Eb=MN0) and Eb=MN0 was varied between 0 and 8 dB. Several
dierent signals were used to simulate high power interference received by the array
from various directions. These are summarized in Table 4.1, where the parameters refer
to the models described in Section 2.3.2 which, for the ith interferer are given in terms
of its: interference to signal ratio (ISR) which is expressed as Pgi=Px, the direction of
arrival i in degrees, the low-pass equivalent centre frequency fgi and the bandwidth
normalised to the sampling rate.Automatic Threshold for FDE Pre-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The beamformer weights were calculated and xed for each simulation run using the
rst 1024 samples per channel. For the purposes of setting the beamformer steering
constraints it was assumed that the direction of the wanted signal was known a priori.
A Kaiser window with  = 10:0613 [53] was used in this series of simulations how-
ever, it is noted that greater performance may have been achieved, particularly against
higher INR CWs, if a window with higher sidelobe suppression had been used such as
the Backman-Harris or Dolph-Chebyshev windows studies in Section 3.3.2. The SFAP






2K ) 8 k 2 f0;1;:::;K   1g. These were
chosen as they showed good performance in simulation compared with other windowing
functions. Other window functions may also be considered but a comparison is beyond
the scope of this thesis. In both cases a windowing function that minimises distortion
to the signal is important, in the case of the excision lters a window with high sidelobe
suppression is important to reduce the amount of unexcised interference signal power
introduced into the signal. The choice of window for the SFAP must minimise the width
of the mainlobe so as to ensure that each sub-band is spectrally decorrelated in order
for the assumption that each sub-band can be treated as a narrowband signal is valid.
4.5.2 Numerical Results
Initially, the ability of the pre-excision system to recover BER performance when a
single CW interferer was causing the number of available degrees-of-freedom in the
beamformer to be exceeded was studied. Three interference sources were chosen that
together consumed, but did not exceed, the beamformer's degrees of freedom, these were
interferers A, B & C as given in Table 4.1. The BER performance1 was then simulated
using the STAP beamformer and the sub-optimal SFAP beamformer, the results are
shown in Figures 4.3 and 4.4 respectively. In each case the curve closely follows the
theoretical BPSK performance which, after adjusting for the array gain factor, is as
expected.
A single CW interference signal (interferer D) was then added to the interference sce-
nario, its ISR was varied from 20 to 40 dB and the BER performance for both systems
was simulated. The results, also shown in Figures 4.3 and 4.4, show that both beam-
formers are unable to fully cancel all four interferers and, as the ISR of the CW is
increased, the BER performance progressively degrades. Comparing the performance
of the two beamformers with each other shows that the BER performance of the SFAP
degrades to a much greater extent than the STAP and achieves no cancelling above an
ISR of 40 dB.
1In some cases the results in the gures in this exhibit deviation at low BERs, this was due to the
simulation terminating after 10,000 trials in order to limit the run-time of the simulation.Automatic Threshold for FDE Pre-ltering in Adaptive Beamformers 87















Interferers A,B & C
Interferers A,B,C & D, ISR = 20 dB
Interferers A,B,C & D, ISR = 30 dB
Interferers A,B,C & D, ISR = 40 dB
Theory - No Interferers
Figure 4.3: BER performance of STAP beamformer with no pre-excision















Interferers A,B & C
Interferers A,B,C & D, ISR = 20 dB
Interferers A,B,C & D, ISR = 30 dB
Interferers A,B,C & D, ISR = 40 dB
Theory - No Interferers
Figure 4.4: BER performance of SFAP beamformer with no pre-excision
The BER performance when pre-excision is employed is now considered. As with the pre-
vious experiment interferers A, B, C & D were used against both beamformers equipped
with excision lters. This time a higher range of ISRs was used for the CW interferer D
ranging from 70 to 90 dB as the pre-excision lters are expected to provide the cancella-
tion required to maintain a good BER. The results for the STAP and SFAP beamformers
are shown in Figures 4.5 and 4.6 respectively. Clearly, in both cases the pre-excision of
the CW interferer improves the BER performance of the receiver for ISRs up to 70 dB
with less than 1 dB loss compared with theoretical performance in the absence of inter-
ference. The small loss incurred by using pre-excision is due to the unexcised power fromAutomatic Threshold for FDE Pre-ltering in Adaptive Beamformers 88













Interferers A,B,C & D, ISR = 70 dB
Interferers A,B,C & D, ISR = 80 dB
Interferers A,B,C & D, ISR = 90 dB
Theory - No Interferers
Figure 4.5: BER performance of STAP beamformer with pre-excision
the portion of the interferer below the clip value (as given by Eq. (3.39)) of the excised
bins and the unexcised power contained within the interferer's sidelobes. The amount of
remaining interference power will be a function of the interferer's power before excision
as this will aect both the level power contained within the sidelobes and the width of
the mainlobe. In addition to this, the bandwidth of non-CW narrowband interferers will
contribute toward increasing the size of the section of the mainlobe below the clip value.
In practice, assuming a window with good sidelobe suppression is used, the amount of
power left unexcised will be small compared with the total power of the interferer. For
both beamformers the BER performance began to degrade as the CW ISR was increased
beyond 70 dB indicating that the excision was limited by the leaked power. However,
below this ISR both the STAP and SFAP beamformer with pre-excision show similar
levels of performance.
Next, the eect of narrowband interference arriving at such an angle that it falls within
the beamformer's mainlobe is considered. In this scenario a suciently strong narrow-
band interferer should degrade the BER performance of the receiver regardless of the
number of available degrees-of-freedom in the beamformer because the look direction
constraint will force unity gain in the direction of the wanted signal. This is highlighted
in Figure 4.7 where a single CW interferer E is located in exactly the same direction as
the wanted signal, only two other interferers A & B are present in the received signal
such that the degrees of freedom of the beamformer are not exceeded. The results show
that without pre-excision both beamformers are unable to provide sucient cancellation
however, by pre-excising the CW in the excision lters the receiver is able to success-
fully recover the signal albeit with a small loss in BER performance due to the unexcisedAutomatic Threshold for FDE Pre-ltering in Adaptive Beamformers 89













Interferers A,B,C & D, ISR = 70 dB
Interferers A,B,C & D, ISR = 80 dB
Interferers A,B,C & D, ISR = 90 dB
Theory - No Interferers
Figure 4.6: BER performance of SFAP beamformer with pre-excision



















Theory - No Interferers
Figure 4.7: BER performance with interferers A, B and E where the wanted signal
and interferer E are co-located
leaked power present in the mainbeam.
Finally, the performance of the pre-excision approach in a scenario containing multiple
CW interferers as well as broadband interferers is considered. As with the rst scenario
a mix of three partialband/broadband interferers (interferers A, B & C) were used to
consume the beamformer's degrees of freedom. Alone, these 3 interferers should not
degrade the BER performance as per the results in Figures 4.3 and 4.4. However, 4
spatially and spectrally diverse CW interferers were also introduced into the interferenceAutomatic Threshold for FDE Pre-ltering in Adaptive Beamformers 90



















Theory - No Interferers
Figure 4.8: BER performance with interferers A, B, C and 4 CWs
environment such that full cancellation of all 7 interferers was not possible by either
beamformer on its own. The ISR of all the CWs was xed to 50 dB but the direction of
arrivals were set to: 45, 75, 100 & 140 and the normalised low-pass equivalent centre
frequencies were: 0.0376, 0.4771, 0.103 & 0.1841 respectively. The centre frequencies of
the CWs were chosen so that the CW would appear exactly halfway between two bins in
the excision lters to simulate worst-case spectral leakage. The results shown in Figure
4.8 indicate that with pre-excision both the STAP and SFAP beamformers are able to
cancel all 7 interferers to a sucient level to provide a BER with only a small amount
of loss. Without pre-excision, the addition of the 4 CWs renders the signal completely
unrecoverable.
4.6 Summary
A novel frequency-domain excision lter for use in front of broadband adaptive array
antenna systems has been presented which increases the interference suppression capa-
bility of the overall system. Using image processing techniques, a method of setting
a non-uniform threshold value across the bins of each spectral record has been pro-
posed so that only narrowband interfering signals are excised. The performance of the
pre-excision method was demonstrated by Monte Carlo simulation using a space-time
adaptive processor and a sub-optimal space-frequency adaptive processor. It was shown
that for a given size of array antenna, pre-excision can be used to provide enhanced
protection to both the STAP and SFAP beamformers when their degrees-of-freedom
were exceeded by the presence of continuous wave interference. It was noted that theAutomatic Threshold for FDE Pre-ltering in Adaptive Beamformers 91
SFAP, due to the sub-optimality of its weight setting algorithm, experienced the greater
improvement in performance compared with the STAP beamformer when pre-excision
was used. Additionally, it was shown that pre-excision provided protection against CW
interferers spatially located within the mainlobe of the beamformer and in scenarios





It is well known that the cancellation performance against non-zero bandwidth signals
of adaptive beamformers can be reduced by frequency dependant gain and phase mis-
matches between each of the analogue receive channels in the beamformer [64, 68, 72].
The mismatches have the eect of decorrelating the signals across the beamformer's
channels making it more dicult for the beamformer to cancel. This was the concern
of ERA Technology Ltd. (trading as Cobham Technical Services) who had developed
a technology demonstrator (TD) STAP beamformer. These mismatches can arise due
to the dierences in electrical characteristics of the components in the RF front-ends of
each channel of the beamformer. In particular, the use of surface acoustic wave (SAW)
lters in the analogue down-conversion modules (ADMs) of the ERA Technology TD
were identied as a source of high frequency ripple across the frequency responses of the
channels and, therefore, a cause of channel mismatching. Although the use of better
matched components can help reduce the mismatches, they cannot eliminate them com-
pletely and higher tolerance components may increase the overall cost of the system.
Additionally, the components' responses may vary over time due to environmental fac-
tors such as temperature or age, thereby removing the benet of attempting to match
the channels during manufacture. Therefore, in order to achieve good interference re-
jection, these mismatches must be compensated for in an adaptive manner. However,
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changes of this nature tend to be slow over time and therefore constant tracking of the
mismatches tend not to be necessary, instead periodic re-calibration is usually sucient.
The problem of compensating for interchannel mismatches in beamforming systems has
been approached in various ways in literature. One approach is to add additional tem-
poral (or spectral) degrees of freedom to the beamformer such that the beamformer's
response can be adjusted across the bandwidth of interest as well as spatially. Broad-
band adaptive beamformers such as the STAP and the SFAP possess this ability by
virtue of the tap-delay lines, in the case of STAP beamformers, and sub-bands, in the
case of SFAP beamformers. Therefore, one approach to compensating for the interchan-
nel mismatches is to ensure that the beamformer contains sucient temporal or spectral
degrees of freedom to reverse the eects of decorrelation introduced by the mismatches
[68] [64]. The improvement in cancellation performance using this approach will depend
on the extent of the decorrelation experienced by the signals between channels and the
number and resolution of the temporal or spectral degrees of freedom in the beamformer.
However, the computational complexity of even a modest number of adjustable weights
in the beamformer can be high and it does not scale well as the number is increased.
Therefore, this approach is not suitable if a large number of taps is required to achieve
the required level of compensation between channels. In particular, this may occur if
high frequency ripples are present in the responses of any of the devices in the RF
front-ends [123].
The high computational cost of compensating for the mismatches within the beamformer
have lead others to propose that the compensation be performed prior to beamforming
[123, 124]. In [124] the authors propose the use of FIR lters on each channel of the
beamformer which adaptively adjust their weights using a weighted RLS algorithm in
order to match the channel's response with an arbitrary desired response. As the lters
operate independently of one another the complexity of calculating the lter weights is
reduced compared with increasing the number of adjustable weights in the beamformer.
However, given that the complexity of each FIR lter structure is O(N) for N taps
they may not be suitable when a large number of taps is required. The authors suggest
the use of the RLS algorithm to determine the weight sets for each lter which has a
complexity of O(N2). It may seem that computationally less complex algorithms, such
as the LMS algorithm with O(N) complexity, may be more suitable in a design where
low computational complexity is the aim. However, it has already been noted that the
front-end channel responses don't change quickly enough over time to warrant continual
tracking. Therefore, the weights can be adapted at a much slower rate than the sample
rate of the system such that it is the complexity of the FIR ltering structure that
dominates the real-time complexity of the algorithm.Channel Mismatch Compensation For Space-Time Adaptive Processors 94
The problem of interchannel mismatches has been approached from the point of view of
calibrating the array [125{127]. Instead of compensating for the mismatches by directly
altering the received signals on each channel, these approaches collect calibration infor-
mation about the channel responses in order to correct array manifold information used
by the beamformer. The manifold data is typically used to produce steering vector in-
formation for beam-steering or direction of arrival estimation (DoA), therefore accurate
knowledge of the array manifold is necessary to avoid point-steering or DoA estimate
errors. As no compensation is applied directly to the received data these approaches
are typically not suitable for improving the cancellation performance of the beamformer
where it is limited by interchannel mismatches.
In this chapter, two new ecient methods of compensating for the mismatches between
channels in adaptive beamformers are presented based on frequency-domain techniques.
Frequency-domain ltering allows for very ecient linear lter structures to be realised
compared with time-domain ltering structures, such as FIR ltering, when a larger
number of taps is required. Longer lters lengths are typically necessary in order to
achieve a suciently high level of matching between channels in order to provide strong
rejection of high power broadband interferers [123]. To avoid the complexity of compen-
sating for the mismatches within the beamformer itself, both of the proposed interchan-
nel mismatch compensation schemes utilise frequency-domain ltering independently on
each channel prior to beamforming. This is crucial in high performance beamforming
systems which utilise computationally complex adaptive algorithms such as the SMI
[95] or RLS algorithms [97]. Both mismatch compensation algorithms are simulated
in software using measured ADM channel responses from the ERA Technology STAP
TD to evaluate their improvement in broadband cancellation performance and SINR
using a simulated STAP beamformer. The performance of both algorithms were then
demonstrated using the ERA Technology STAP TD and software-in-the-loop methods
to realise the algorithms.
5.2 System Model
Consider the M channel adaptive beamforming system depicted in Figure 5.1. Rather
than having an ideal at amplitude and zero phase response each channel has a transfer
function denoted Hm(f) m = 0;1;:::;M   1 where Hm(f) is the low-pass equivalent
combination of all the transfer functions of all the components on the mth channel.
Therefore, the signal received by each element of the array um(t) m = 0;1;:::;M 1 will
be distorted by the corresponding channel response transfer function. The dierences


















Figure 5.1: STAP beamformer with mismatched channel responses
the signals received by each element. This decorrelation makes it more dicult for the
beamformer to null non-zero bandwidth signals. The channel response transfer functions
are assumed to be linear time-invariant (LTI) and so can be modelled as lters whose
time-domain impulse responses are denoted hm(t) m = 0;1;:::;M   1 such that the




hm()um(t   )d (5.1)
The signal ^ um(t) on each channel is sampled every Ts seconds. Therefore, the channel
impulse responses can be replaced by FIR lters such that hm;k is the kth sample of the





hm;kum(nTs   k) (5.2)
where Lc is the length of the FIR lters approximating the responses of each channel.
5.2.1 Frequency-Domain Mismatch Compensation Filters
To compensate for the mismatches in responses between channels it is proposed that a
frequency-domain lter be placed on each channel in front of the beamformer inputs as
shown in Figure 5.2. The frequency-domain lters operate independently of one another
to reduce the dierence in the responses of each channel in the frequency-domain. The
frequency-domain lters are equivalent to a linear time-domain ltering process how-



























































Figure 5.3: Dataow of a single mismatch compensation lter
the signal and the lter coecients required in time-domain lters is replaced by a mul-
tiplication in the frequency-domain. However, in order for the signals to be ltered in
the frequency-domain it is necessary to transform them from the time-domain and then
back again after ltering has been applied as shown in Figure 5.3. Therefore, the bulk of
the complexity of frequency-domain lters is in the forward and inverse discrete Fourier
transform pair required for this purpose. However, by realising the DFT/IDFT using
the computationally ecient FFT algorithm the combined complexity of the transform
pair and complex multiplication used to apply the lter coecients can still be less than
the equivalent length time-domain lter. This typically occurs when the length of the
lter exceeds 32 taps [128] however, as the length of the lter is increased the eciency
savings of the frequency-domain lter compared with the time-domain lter become
more marked.
It has already been mentioned that multiplication in the frequency-domain is equiva-
lent to convolution in the time-domain. However, this is not strictly true as the form
of convolution produced by frequency-domain multiplication is circular as opposed to
linear convolution produced by time-domain ltering. The dierence is that circular
convolution performs the convolution operation with a periodicity equal to the length
of the DFTs. This means that in the time-domain the convolution wraps around at theChannel Mismatch Compensation For Space-Time Adaptive Processors 97
end of the sequence back to the beginning which can introduce aliasing into the result
if this eect is not taken into consideration. To prevent aliasing and ensure that the
frequency-domain ltering appears linear in the time-domain it is necessary to employ
either an overlap & add or overlap & save scheme [118].
To help describe the frequency-domain ltering process the vector notation um(l) 2
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The length of each block of samples is doubled by appending Nq=2 zeros to form the
vector  um(l) 2 CNq1. This forms the rst part of the overlap & add process required








where ^ 0 is an Nq=2-length all zero column vector.
The zero-padded sample blocks are transformed into the frequency-domain using an
Nq-point DFT on each channel, where the DFT operation is performed by the pre-
multiplication of the Nq Nq Vandermonde matrix FNq which contains the DFT coe-
cients as dened in Eq. (3.36). This results in the frequency-domain samples which, for
the lth block on the on the mth channel, are given as follows:
 Um(l) = FNq um(l) (5.5)
At this point the complex channel mismatch compensation lter weights Qm are applied
to the frequency-domain samples in each block on each channel. The weights for the
mth channel are contained in the vector Qm 2 CNq1 as follows:
Qm =
h
Qm;0 Qm;1 ::: Qm;Nq 1
iT
(5.6)
Once the weights have been applied the compensated samples are transformed back
into the time-domain using an Nq-point IDFT by the pre-multiplication of the weights
samples with the inverse of FNq. This yields blocks of time-domain samples for whichChannel Mismatch Compensation For Space-Time Adaptive Processors 98
compensation has been applied where the lth block of compensated time-domain samples
is given as follows:
^ zm(l) = F 1
Nq diag(Qm) U(l) (5.7)
While the weights have been applied to the blocks of samples on each channel the time-
domain samples contained within the vectors ^ zm(l) 8 l still require one nal processing
stage in order for the process to replicate linear convolution. This involves removing
the overlap by taking the last Nq=2 samples of the previous block and overlapping and









^ zm(l   1) (5.8)
where INq=2 is an Nq=2Nq=2 identity matrix, 0Ng=2 is an Ng=2Ng=2 all zero matrix
and zm(l) is a Ng=2 column vector containing the equalised samples.
The positional relationship between the equalised sample stream zm[n] on the mth chan-












5.2.2 Mismatch Equaliser Weights
The weight set Qm of each of the channel mismatch compensation lters must be cal-
culated so that they reduce the mismatch between the frequency responses Hm(f) of
each channel thereby reducing the decorrelation experienced between the signals on each
channel. This objective can be achieved either by minimising the dierences between
the channel responses relative to one another or by minimising the response of each
individual channel relative to a desired response for the channels. The rst approach,
which will be termed relative compensation, minimises the dierences between channel
responses relative to each other. This can be achieved most eciently if the dier-
ences are minimised relative to one chosen channel termed the reference channel. This
is subtly dierent from minimising the dierences in channel responses relative to one
another as only the responses of the current channel and the reference channel are used
to determine the current channel's weights as opposed to nding the optimal weights
for all the channels simultaneously. The second approach, which will be termed absolute
compensation, behaves more like an equaliser and may be used where control of the nal
response of each channel is required.Channel Mismatch Compensation For Space-Time Adaptive Processors 99
Beginning with the relative mismatch compensation scheme, a channel is designated as
the reference channel. For the purposes of this discussion channel 0 is selected, however
any of the channels may be used. As the remaining channels will be compensated such
that their frequency responses match that of the reference channel, it is not necessary
to include a mismatch compensation lter on the reference channel. Therefore, the per
frequency bin error in response between the mth channel and the reference channel is
dened as follows:
em = H0   diag(Hm)Qm (5.10)













The objective of the mismatch compensation lters is to minimise em by adjusting the
complex weights Qm;k for k = 0;1;:::;Nq   1. Minimisation of the per bin error leads
to a solution that is analogous to the zero-forcing equalizer. However, rather than using
a weight set which is the inverse of the transfer function of the channel the weights are
adjusted relative to the reference channel:
Qm = diag(Hm) 1H0 (5.12)
It is typical in the equalisers of digital receivers to use the minimum-mean squared error
(MMSE) criterion to determine the optimal weight set so as to minimise the dierence
between the received signal and the desired signal [129]. Receivers operating in a mobile
environment and therefore, prone to rapid fading, benet from improved performance
using an equaliser based on the MMSE criterion compared with a zero-forcing solution
as the MMSE criterion compensates for possible noise enhancement which may occur
using a zero-forcing solution. However, in this application, the deep drops in gain caused
by fading which lead to noise enhancement are not expected as, despite the mismatches,
the transfer functions of the RF front-ends are relatively at. Therefore, in this case,
there is no great advantage to using the MMSE solution and as such, the zero-forcing
solution should suce.
The absolute channel mismatch compensation scheme can be described in a similar way
as the relative channel mismatch scheme. In this case the per bin error is dened in termsChannel Mismatch Compensation For Space-Time Adaptive Processors 100
of a specied channel response given by the vector ^ G 2 CK1 such that the mismatch
error vector for the mth channel is given as:
em = ^ G   diag(Hm)Qm (5.13)
where ^ G =
h
^ G0; ^ G1; :::; ^ GNq 1
iT
is a vector of the desired frequency response of
all the channels.
This leads to the weight set solution which minimises the per bin error given by the
absolute mismatch compensation criterion which is given as follows:
Qm = diag(Hm) 1 ^ G (5.14)
Calculation of the frequency-domain weights requires knowledge of the front-end chan-
nel responses Hm for m = 0;1;:::;M   1. As they are unknown to the mismatch
compensation lters a priori they must be estimated. This is achieved by injecting a
calibration symbol ^ x[n] into each channel input simultaneously. The calibration symbol
is formed of Nq samples so that it appears periodic to the mismatch compensation l-
ters' DFTs. The calibration symbol should have as near uniform power spectral density
as possible so each bin receives a comparable amount of power, one such sequence with
this property is the constant modulus Chu sequence [130] which is used here. Let the
calibration signal be dened in vector notation: ^ x = [^ x[0]; ^ x[1];:::; ^ x[Nq   1]]
T. Then
the mth channel's discrete frequency response is given as follows:
Hm(l) = Efdiag(FNq^ x) 1FNq^ um(l)g (5.15)
where the vector ^ um contains the Nq samples of the calibration symbol as received by
the mth channel just after:
^ um =
h
um[lNq]; um[lNq + 1];:::; um[(l + 1)Nq   1]
iT
(5.16)
To ensure that a good estimate of the channel responses is made, either a calibration
signal with a suciently high signal to thermal noise ratio may be used or the estimate
can made over a series of successive calibration symbols to achieve a high SNR by






diag(FNq^ x) 1FNq^ um(l) (5.17)
5.2.3 Beamformer
For the purposes of evaluating the mismatch compensation scheme a STAP beamformer
where the weights are determined using Frost's LCMV solution [85] is used. The beam-
former is formed of M channels where the mth channel is fed by the output of the
mismatch compensation lter of the same channel given by zm[n]. Each channel of
the beamformer contains K taps as shown in Figure 2.2, such that the samples on the
STAP's taps at the sampling instance n is given as follows:
 z[n] = (z1[n];z2[n];:::;zM[n];z1[n   1]; ;zM[n   (K   1)])
T
Given the weight set w structured in the manner given in Eq. (3.54) and the taps on
the beamformer  z[n] the output of the STAP is as follows:
y[n] = wH z[n] (5.18)
The weight set is calculated using Frost's LCMV solution [85] such that the w is dened
as follows:
w = R 1
 z z C

CHR 1
 z z C
 1
f (5.19)
where R z z is the covariance matrix of the equalised samples on each tap of the STAP:





As only the steady-state cancellation performance of the beamformer is of interest, the
weight set is calculated using the SMI method described by Reed et al. in [95] rather
than recursively. Therefore, the covariance matrix must be estimated by taking the
sample average of the outer product of  z[n] with its Hermitian transpose over Nr blocks:Channel Mismatch Compensation For Space-Time Adaptive Processors 102





 z[n] zH[n] (5.21)
The look direction constraint is dened over K frequencies ^ fk for k = 0;1;:::;K   1
specied by the K  MK constraint matrix C and the K length column vector f. The
formation of both C and f are detailed in Section 4.2.1.
5.2.4 Complexity
The complexity of the channel mismatch compensation scheme can be divided between
the complexity of the frequency-domain lters used to apply the compensation weights
and the adaptive process used to calculate the weights. The complexity of the frequency-
domain lters is found mainly in the DFT and IDFT pair required to transform samples
between the time-domain and frequency-domain. By implementing these using the FFT
a complexity of 1=2 log2Nq complex multiplies per transform per Nq samples [116, 121]
can be achieved. However, as the input samples must be zero padded by Nq=2 samples
the eciency of each transform is reduced by a factor of 2. In addition to this, one
complex multiplication is required per sample to apply the weights to the frequency-
domain samples. Therefore, the total number of complex multiplications required per
channel mismatch lter is given as follows:
Complex multiplies = 2log2Nq (5.22)
Both the relative and absolute channel mismatch algorithms required to calculate the
weights are also simplied by operating in the frequency-domain. In both cases the
channel responses must be estimated by capturing the DFT of the calibration symbol
as received by each channel. The DFT in this case can be a shared DFT used by each
channel mismatch lter to transform samples into the frequency-domain and, therefore,
no extra complexity is added. In order to calculate the channel response estimates, the
calibration symbol must be removed from the captured signals which requires one com-
plex division per weight. However, depending on the algorithm, the channel response
estimates may not need to be directly computed. In the case of absolute channel mis-
match compensation, the reciprocal of each channel response is required rather than the
direct channel estimate. As the weights are calculated on a per bin basis this requires
one complex division per weight. If a non-unity gain, non zero-phase response is speci-
ed as the required absolute response then an additional complex multiply per weight is
required to apply the response. In the case of relative mismatch compensation the directChannel Mismatch Compensation For Space-Time Adaptive Processors 103
channel estimate of the reference channel is required while the reciprocal of the chan-
nel estimate is required from the remaining channels. However, estimation of both the
channel response and inverse channel response is not explicitly required as the weights
for each channel can be calculated by the complex division of the captured calibration
symbol from each channel, requiring only one complex division per channel per weight.
5.3 Simulation
5.3.1 Methodology
A STAP beamformer with mismatches in its channel responses was simulated so that the
performance of the proposed channel mismatch compensation schemes could be veried
and studied. In order to predict whether the proposed schemes would be of benet to the
ERA Technology TD the measured front-end channel responses from the ADM channels
were used in the simulation as the model for the channel responses. The measured
responses for 3 ADM channels was supplied by ERA Technology in the form of magnitude
and phase data as shown in Figures 5.4 and 5.5 respectively. Before the measured channel
responses could be used in the simulation it needed to be processed to produce lter
coecients suitable for convolution in the channel response lters of the model [107].
The rst stage of this required the resampling and interpolation of the magnitude and
phase using cubic spline methods to obtain magnitude and phase data at the desired
frequency intervals of the simulation. The channel response lter coecients could then
be calculated by taking the IDFT of the resampled and interpolated amplitude and
phase data; a IDFT of 512-points was found empirically to provide a suitably close
match between the measured response data and processed response data. Each impulse
response of the channel response lter coecients was centred and then a Blackman-
Harris window applied to de-emphasis the eects of the ripple in the tails of the impulse
responses so as to avoid Gibb's phenomenon [131].
A 3 element ULA antenna with half a wavelength spacing between elements was used
to match the number of channels for which measured ADM data was available. Each
element was assumed to have an isotropic radiation pattern. Impinging upon the array
are two signals: the wanted signal x(t) from an angle s = 45 and an broadband
interference signal g(t) from an angle g = 90. Given that the interference signal arrives
broadside, to the array the decorrelation it experiences is entirely due the interchannel
mismatches as opposed to the eects of dispersion. Both the wanted signal x(t) and the
interfering signal g(t) were modelled as complex zero-mean Gaussian processes band-
limited to the central third of the system bandwidth to match the pass-band of theChannel Mismatch Compensation For Space-Time Adaptive Processors 104



























Figure 5.4: Magnitude response of beamformer's analogue front-end




























Figure 5.5: Phase response of STAP beamformer's analogue front-end
ERA Technology TD. The SNR of the wanted signal x(t) was xed at Px=2
v =  30
dB to simulate an LPI signal while the INR of the interference signal g(t) was varied as
indicated later.
A Nq point frequency-domain lter as described in Section 5.2.1 was used on each channel
to remove the channel mismatches. The weight set for each channel mismatch lter
was calculated using both the relative or the absolute mismatch compensation methods
described in Section 5.2.2. The space-time adaptive processor included K = 5 time taps
per channel to provide 5 frequency constraints on the STAP weight solution given by Eq.Channel Mismatch Compensation For Space-Time Adaptive Processors 105
(5.19). These frequencies were equispaced across the bandwidth of the wanted signal
such that the normalised constrained frequencies were at -0.2, -0.1, 0, 0.1, 0.2 relative
to the sampling frequency.
The performance of the beamformer with interchannel mismatches was evaluated both
with and without the proposed channel mismatch compensation scheme. In each case
the cancellation ratio (CR) [68] was used to measure the amount of the interference
signal's power that was suppressed by the beamformer. The CR is dened as the ratio





where y is the output signal of the beamformer (see Eq. 5.18) and g is the received
interference signal.
Additionally, the SINR was measured at the beamformer's output to measure the eect
the mismatch compensation lters had on the wanted signal. Typically, the SINR is
determined by measuring the average power of the individual components of the signal
at the output of the system. However, this measure does not take into account distortion
which may be introduced into the wanted signal by the various elements of the system.
Therefore, the following estimator which uses the cross-correlation between the trans-
mitted signal and the output signal to account for decorrelation of the wanted signal is
used to determine the SINR [107]:
SINR =
Efyxg2
Efjyj2gEfjxj2g   Efyxg2 (5.24)
where y is the output of the beamformer and x is the wanted signal.
Finally, the improvement in SINR is used to show the SINR performance of the beam-
former when channel mismatch compensation is used relative to the SINR performance
when channel mismatch compensation is not used. The SINRs in both cases are mea-





where SINRmm is the SINR when no compensation is used and SINReq is the SINR
when compensation is used.Channel Mismatch Compensation For Space-Time Adaptive Processors 106




































Figure 5.6: CR vs. INR with and without channel mismatch compensation
5.3.2 Numerical Results
Initially, the cancellation ratio achieved by the beamformer both with and without
channel mismatch compensation was considered. In the rst instance, channel mismatch
compensation was performed using Ne = 512 point frequency-domain equalisers on each
channel using both the relative and absolute mismatch compensation schemes. In both
cases, perfect knowledge of the channel mismatches was assumed in order to determine
an upper limit on the performance of the system. The results comparing INR versus
cancellation ratio are shown in Figure 5.6. In all three cases the beamformer is able to
null the interferer as fully as possible (i.e. to the thermal noise oor of the system) up
to an INR of 25 dB as indicated by the linear relationship between INR and cancellation
ratio up to this point. Therefore, for lower levels of interference, the presence of the
channel mismatches does not impact on the nulling performance of the beamformer.
As the INR is increased beyond 25 dB, the uncompensated system's cancellation ratio
quickly asymptotes showing that, in this case, the maximum interference level which
can be cancelled is limited to 38 dB. However, with channel mismatch compensation the
beamformer is able to fully cancel the interferer up to an INR of 50 dB as indicated by the
linear portion of the plots for both relative and absolute mismatch compensation. This
conrms that the nulling performance against higher power interferers of the beamformer
with mismatches in its channels can be greatly improved by using the channel mismatch
compensation scheme. The performance of relative and absolute mismatch compensation
are closely matched suggesting that from a nulling only point of view, absolute mismatch
compensation does not present any advantage over relative mismatch compensation.Channel Mismatch Compensation For Space-Time Adaptive Processors 107















































Figure 5.7: Output SINR vs. INR with and without mismatch compensation
While the cancellation ratio is a good indicator of the nulling performance of a beam-
former it does not take into account any distortion in the wanted signal due to channel
mismatches or the subsequent mismatch compensation. Therefore, the output SINR (as
dened in Eq. (5.24)) of the beamformer was also measured for the simulation described
previously and the results are presented in Figure 5.7. These results follow the cancel-
lation ratio results very closely, indicating that the interference is the main source of
SINR degradation as opposed to any distortion being introduced by the channel mis-
match or channel compensation. Again the performance of the relative and absolute
channel mismatch compensation schemes are very similar.
The performance of the beamformer was considered for dierent lengths of mismatch
compensation lter. The results are shown in Figure 5.8 where the output SINR gain
(given by Eq. (5.25)) is used as the gure of merit. The plot show that up to an INR
of 50 dB the length of the lter has little eect. As the INR is increased further the
SINR improvement of system using Nq = 512 length mismatch compensation lters
falls o indicating that the beamformer is no longer able to fully cancel the interference
signal. In contrast, where mismatch compensation lters with lengths Nq = 1024 and
Nq = 2048 were used full cancellation of the interference signal was possible at higher
INRs. This suggests that in the second two cases the longer lter lengths enabled the
mismatch compensation lters to achieve a higher level of matching between channels
and hence, allowed the beamformer to fully cancel the broadband interferer. For the
range of INRs considered increasing the lter length beyond Nq = 1024 did not show
any improvement.Channel Mismatch Compensation For Space-Time Adaptive Processors 108





















































Figure 5.8: Output SINR gain vs. INR for various lter lengths
The performance of the system without perfect channel knowledge was also studied;
the channel responses were estimated from a single Nq sample calibration symbol at
various calibration symbol SNRs. The results for Nq = 1024 are shown in Figure 5.9. It
should rst be noted that in all cases the performance of the relative scheme (denoted
Rel) was almost identical to the absolute scheme (denoted Abs). At CNR = 60 dB the
SINR gain is almost identical to the performance in Figure 5.8 where perfect channel
knowledge was assumed. Reducing the CNR to 40 dB yields a corresponding drop in the
beamformer's output SINR gain, thereby reducing the level of interference that can be
successfully nulled and hence, lowering the improvement provided by channel mismatch
compensation. This is followed further as the CNR is decreased to 20 dB.
5.4 Hardware Experiments
The proposal of the channel mismatch compensation scheme described in Section 5.2.1
was motivated by the development of a STAP technical demonstrator (TD) system at
ERA Technology Ltd. An area of interest was highlighted to see if the cancellation
performance of the ERA Technology TD could be improved against broadband inter-
ference. While the ERA TD showed very high nulling performance against high power
narrowband interferers the level of nulling achieved against broadband interferers be-
came limited as the interference level was increased. As mentioned, an area of concern
that was identied was in the use of SAW lters in the ADM front-end of the ERA
TD. In [123] the problems of ripple in the frequency response of SAW lters and theChannel Mismatch Compensation For Space-Time Adaptive Processors 109


















































CNR = 60dB, Abs
CNR = 60dB, Rel
CNR = 40dB, Abs
CNR = 40dB, Rel
CNR = 20dB, Abs
CNR = 20dB, Rel
Figure 5.9: Output SINR gain vs. INR for various CNRs, N = 1024
associated eects on null depth performance in STAP beamformers was highlighted.
Therefore, recognising that simulations can only go so far to show the eectiveness of
a particular scheme, it was important to prove the channel mismatch compensation
scheme on the TD hardware. In this section, the methodology used to test the channel
mismatch compensation scheme in conjunction with the ERA Technology TD is detailed
and measured results presented.
5.4.1 System Overview
The TD STAP unit developed by ERA Technology Ltd. is a 4 channel system with
5 time taps per channel. Each channel includes an ADM which mixes radio frequency
(RF) L-band signals down to an intermediate frequency (IF). The IF signal on each
channel is sampled and quantized before being down-converted to baseband digitally
in the digital down-converter (DDC) modules. The sampled data is then spatially and
temporally ltered by the STAP weights which are adaptively calculated over blocks
of 100 samples per channel. The beamformed data is nally up-converted to the IF
frequency suitable for the external receiver module before being output. In order to
integrate the channel mismatch compensation scheme with the TD hardware a software-
in-the-loop approach was used whereby the channel mismatch compensation scheme was
implemented in Matlab and hosted on a PC connected to the TD hardware (Figure
5.10). This was facilitated by the design of the TD unit, which has the ability to
capture 32k samples of baseband data per channel from each of the 4 RF input channels

































Figure 5.10: Experimental setup for TD STAP channel mismatch compensation
Furthermore, data from a PC can be loaded into the 32k sample memories and played
back through the beamformer instead of live data.
The TD unit already contained provision for generating, up-converting and injecting a
calibration signal into the RF inputs of the ADMs. This is comprised of a 16-bit 4k
memory for storing the calibration symbol at an IF of 17.295 MHz and a synthesizer
up-conversion module (SUCM) to mix the calibration signal from IF to RF. A power
splitter internally distributes the calibration signal to each of the 4 ADM channel RF
inputs where it is injected via a coupler. The timing of the various modules of the TD,
such as the ADMs and SUCMs, are controlled by a PLL network. This ensures there
is no timing drift between the output of the calibration symbol from the calibration
memory and the sampling of the channel data at the output of the ADMs.
In order to evaluate the performance of the channel mismatch compensation scheme
in conjunction with ERA Technology's TD an experimental setup was assembled as
per Figure 5.10. The rst step in the channel mismatch compensation process involves
estimating the frequency response of each of the ADM channels in order for the weights
of the mismatch compensation lters to be calculated. A 512 sample long Chu sequence
was generated on the host PC and then loaded into the TD unit's calibration symbol
memory. The calibration signal was then played out through each of the 4 ADMs and
the signal from each channel captured using the 32k sample channel capture memory.
The captured samples from each channel could then be used to estimate each channel's
frequency response either by selecting 512 samples from each capture or by coherent
averaging over a number of captures of the calibration symbol.
The channel mismatch compensation lter weights required to remove mismatch between
the ADM channel responses are calculated on the host PC using the estimated channel
responses. Two procedures for calculating the lter weights were detailed in Section 5.2.2
relative compensation and absolute compensation. As previously noted the 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aims to match the channels' frequency responses relative to a reference channel, while the
second method matches the channels' frequency response to a predetermined response.
However, during the course of testing it was noted that the electrical delay experienced
by the calibration signal complicated the calculation of lter weights using the absolute
compensation method. This is particularly problematic if coherent addition is to used to
average over contiguous calibrations symbols in order to improve the calibration signal
to thermal noise ratio and would require the delay to be estimated an compensated for.
However, this is not the case if the relative channel mismatch compensation scheme is
used as the weights are calculated relative to one of the other channels and as such,
the eect of the electrical delay is cancelled out as long as the electrical delay for each
channel is similar. Given that the simulations in Section 5.3.2 showed little dierence in
the null depth improvement achieved using absolute mismatch compensation compared
with relative mismatch compensation, only the later method was used for this series of
experiments.
A signal generator was used to generate a broadband interference signal in the form
of an orthogonal frequency-division multiplexing (OFDM) signal with sub-carriers of a
uniform magnitude over a 20 MHz band. The interference signal was injected into the
4 ADM RF channel inputs via a power splitter to simulate the interferer arriving from
broadside so as to minimise the eects of broadband dispersion due to angle of arrival.
The received signal containing the interferer was captured in 32k sample memories of
the 4 channels of the TD and transferred to the PC host via the JTAG link for mismatch
compensation ltering to be applied in Matlab. At this point the captured interferer
data for each ADM channel will have been distorted by the channel response of each
respective ADM channel. Channel mismatch compensation ltering was then applied to
the captured samples using the relative mismatch compensation weights calculated using
the earlier estimate of the ADM channel responses. The compensated data samples of
the interference signal were then loaded back into the DDC sample memory of each of
the 4 channels and replayed to the beamformer.
The performance of the channel mismatch compensation system was measured in terms
of the improvement in null depth, denoted  , achieved by the TD unit while adapting
against the broadband interferer. The TD beamformer can operate in a number of
dierent beamforming modes of which two were used in the measurement of the null
depth improvement. The rst mode termed omni is a non-adaptive state in which
the beamformer produces a xed omni-directional reception pattern. The second mode
termed omni-adapt adaptively adjusts the beamformer's weights to produce a power
inversion solution so as to provide a nominally omni-directional reception pattern into
which nulls are adaptively placed to cancel any received interference. Using both these
modes, the null depth improvement,   was calculated as the ratio of null depth achievedChannel Mismatch Compensation For Space-Time Adaptive Processors 112
using the mismatch compensation lters over the null depth achieved without using
the mismatch compensation lters. In each case the null depth was determined by
measuring the average power at the output of the TD using a spectrum analyser with
the TD beamformer operating in omni mode and then in omni-adapt mode. Therefore,





where the output power of the TD is given as: Pmo for no compensation in omni mode,
Pma for no compensation in omni-adapt mode, Pco for mismatch compensation in omni
mode and Pca for mismatch compensation in omni-adapt mode.
5.4.2 Measured Results
The results of experiments using the ERA Technology TD STAP in conjunction with the
proposed channel mismatch compensation scheme are presented in this section. Initially,
an example of the magnitude and phase responses of the 4 ADM channels are presented
both with and without relative channel mismatch compensation having been applied.
In the case of the magnitude responses Figure 5.11(a) plots the ADM responses without
any mismatch compensation while Figure 5.11(b) plots the magnitude responses after
mismatch compensation. A ripple across the band is evident in both the uncompensated
and compensated magnitude responses however, in the uncompensated case further dif-
ferences between the channels can be observed, these are minimised after compensation
has been applied. The phase response of each channel is shown in Figures 5.12(a) be-
fore mismatch compensation has been applied and in Figure 5.12(b) after compensation
has been applied. In both cases because the mismatch compensation has been applied
relative to the rst channel perturbations across the band still exist however, rather
than diering between channels the mismatch compensation has matched the channels
relative to the rst channel.
Initially, the eect of the length of the channel mismatch compensation lters on null
depth improvement was studied. 4 lengths of lter were considered: 512, 1024, 2048
and 4096, in each case a calibration symbol of equal length was used. It is noted that
lter lengths of less than 512 samples were considered however, these resulted in severely
distorted estimates of the channel responses. Further investigation of this showed that
it was due to the manner in which the TD hardware up-converts the calibration symbol.
The calibration symbol memory and up-converter were designed to operate at the same
IF as the beamformer in the TD which is at 17.295 MHz. Therefore, the frequencyChannel Mismatch Compensation For Space-Time Adaptive Processors 113
(a) Before mismatch compensation
(b) After mismatch compensation
Figure 5.11: Magnitude response of ADM channelsChannel Mismatch Compensation For Space-Time Adaptive Processors 114
(a) Before mismatch compensation
(b) After mismatch compensation
Figure 5.12: Phase response of ADM channelsChannel Mismatch Compensation For Space-Time Adaptive Processors 115











Null Depth Gain vs INR for Varying Filter Lengths































Student Version of MATLAB
Figure 5.13: Interference power vs. null depth gain for varying lter orders
translation experienced by the calibration symbol from IF to RF and then down to
baseband in the ADMs resulted in a fractional misalignment of the calibration symbol
with the FFTs within the channel compensation lters.
Figure 5.13 shows the improvement in null depth achieved using relative mismatch com-
pensation versus the INR of the broadband interference signal. For these results the
ADM channel responses were estimated using a calibration symbol with an SNR of 59
dB - the maximum achievable power into the ADM channels without saturating the
analogue to digital converters. For the lengths of lter considered, the improvement in
null depth achieved by the mismatch channel compensation lters are similar across the
range of INRs. As was evident in the simulation results, the increase in improvement in
null depth is small while the INR of the interferers remains low. However, as the INR is
further increased the beamformer nds it increasingly dicult to cancel the additional
interference power with the mismatches present in the channel responses. It is at this
point that the mismatch compensation lters have a greater impact on the null depth
achieved by the beamformer as is evidenced by the null depth improvement.
The eect of varying the calibration symbol signal power and hence, the calibration
symbol SNR, was investigated to determine its relationship with null depth. The same
OFDM symbol used in the previous investigation was used as the broadband interfer-
ence source. However, the SNR was xed at 57 dB. As there was little dierence in
performance when the channel mismatch compensation lter length was varied, a lter
length of Nq = 512 was used. The SNR of the calibration symbol signal was varied
from 27 to 59 dB to obtain ADM channel estimates of diering accuracies from whichChannel Mismatch Compensation For Space-Time Adaptive Processors 116








Null Depth Gain vs Calibration Signal to Noise Ratio
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Figure 5.14: Calibration SNR vs. null depth gain
the relative channel mismatch compensation weights were calculated and applied to the
captured interference signal data. The results shown in Figure 5.14 illustrate the impor-
tance of the calibration symbol SNR in achieving good channel matching for improved
broadband nulling. At calibration symbol SNRs below 43 dB, the level of thermal noise
relative to the calibration symbol is suciently high to prevent a suciently accurate
estimate of the ADM channel responses to be made. This leads to the channel mismatch
compensation lters introducing additional distortion into the received signal resulting
in further decorrelation of the received signal rather than better channel matching. In-
creasing the calibration symbol SNR shows that the null depth improvement is linearly
proportional to the SNR of the calibration symbol up to a calibration SNR of 52 dB. Be-
yond this point the null depth improvement asymptotes at 10 dB indicating that there is
no further advantage to increasing the calibration symbol SNR. While the source of this
limit was not determined, it may well be due to other limiting factors of the hardware,
such as precision within the beamformer and would require further investigation.
5.5 Summary
In this chapter, two ecient methods for the compensation of interchannel mismatches
in adaptive beamformers have been presented based on frequency-domain ltering. The
use of frequency-domain equalisers as opposed to time-domain equalisers allows for larger
lter lengths to be realised in hardware and enables the calculation of the weights to
be greatly simplied. This is important as longer lter lengths are often necessary toChannel Mismatch Compensation For Space-Time Adaptive Processors 117
provide sucient channel matching to produce deep nulls against broadband interferers.
The performance of the scheme was demonstrated using software simulations as well
as with a hardware space-time adaptive processor. It was shown that the null depth
produced by the STAP beamformer with mismatches against high power interferers
could be signicantly improved by employing channel mismatch compensation.Chapter 6
Conclusions and Further Work
In this thesis the protection of LPI DSSS receivers from high levels of interference re-
ceived from multiple sources simultaneously was considered. Broadband adaptive beam-
forming was focused upon due to its high interference suppression capability, in particu-
lar, its ability to simultaneously cancel multiple sources of interference which are spatially
diverse from the wanted signal. However, it was noted that the hardware complexity of
broadband adaptive beamforming is typically high, particularly for systems with a high
number of channels. Therefore, for small, mobile deployments adaptive beamformers
with a limited number of channels are desirable in order to reduce the size, weight and
power requirements of the system. However, it was noted that this would limit the
degrees of freedom in the beamformer and hence, the cancellation capacity of the num-
ber of interference sources which can be simultaneously cancelled by the beamformer.
Furthermore, the properties of the received signals such as power and bandwidth also
impact upon the number of interferers which can be simultaneously cancelled. There-
fore, in order to increase a beamformer's cancellation capacity, while avoiding the cost
of adding channels, the benet of increasing the number of time-taps in a STAP beam-
former was studied. A new expression was derived to determine how readily the degrees
of freedom due to the additional time taps are consumed by interference with a non-zero
bandwidth. It was shown that the use of the time-taps as a method of increasing the
cancellation capacity of the STAP beamformer is highly contingent on the properties
of the interference. In particular, the sensitivity of the time-taps to the bandwidth of
the interference signal with respect to the sampling rate of the taps was noted. It was
shown that, at higher INRs, interference signals with relatively small non-zero band-
widths compared with the bandwidth of the STAP were shown to quickly consume all
the degrees of freedom due to the time-taps.
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This motivated the search for other methods of eciently increasing the cancellation
capacity of adaptive beamforming based interference suppression systems. To this end,
a split interference suppression system was considered where frequency-domain excision
is used to pre-lter each channel of the beamformer before the adaptive beamforming is
applied. The aim of this approach was to remove narrowband interference leaving only
partialband and broadband interference to be removed by the beamformer. This method
was shown to successfully desensitise the beamformer to the presence of narrowband
interference in the form of continuous wave signals by eigenanalysis of the beamformer's
covariance matrix. Issues relating to the performance of frequency-domain excision, such
as choice of window function, were discussed in relation to the impact this had on the
beamformer's performance. Simulation of the system using an LPI DSSS signal was
also used to demonstrate the improved interference capacity of the combined system. In
particular, the benet of pre-ltering by frequency-domain excision was demonstrated
in an over-stressed environment and also in terms of coverage improvement when used
in conjunction with a power inversion beamformer.
It was noted that current algorithms for interference detection in the excision lters are
unsuitable for use as pre-lters in adaptive beamformers. A need for the interference
detection algorithm to discriminate between narrowband and other forms of interference
was identied. A novel interference detection algorithm based on the image processing
technique of opening for use in the excision lters was presented. The new technique al-
lows for narrowband interferers to be identied for excision while ignoring the presence
of partialband or broadband interference. The performance of the frequency-domain
excision pre-lters using this algorithm was demonstrated in combination with a STAP
beamformer as well as a sub-optimal SFAP beamformer by BER simulation. It was
shown that in an overstressed interference environment, in which the beamformer's de-
grees of freedom were exceeded by the presence of a CW interferer in addition to partial-
band and broadband interferers, the frequency-domain excision pre-ltering system was
able to restore the performance of an LPI DSSS receiver from a completely unrecoverable
BER, i.e. 0.5, to within 1 dB of the expected theoretical performance of the receiver
in an AWGN only environment. It was noted that the SFAP beamformer, due to the
sub-optimality of its weight setting algorithm, experienced the greater improvement in
performance compared to the STAP beamformer when frequency-domain excision pre-
ltering was used. A further advantage of the frequency-domain excision pre-ltering
system was demonstrated in so far as it can provide protection from CW interference in
arriving in the mainlobe of the beamformer's beam pattern. In this case it was shown
that without pre-ltering a CW interferer could render the output of the beamformer
unrecoverable in the demodulator even though the beamformer has sucient degrees
of freedom available to cancel it. However, by employing frequency-domain excisionConclusions and Further Work 120
pre-lters in the beamformer performance was restored to within 1 dB of the theoretical
performance.
The problem of degraded cancellation of non-zero bandwidth signals in broadband adap-
tive beamformers due to interchannel mismatches was also considered. It was noted that
additional temporal or spectral degrees of freedom are often required to compensate for
these mismatches but at the cost of increased complexity in the beamformer. Therefore,
rather than compensate for interchannel mismatches in beamformer it is more ecient
to compensate for the mismatches before beamforming is applied to the received sig-
nals. Using this approach, two new interchannel mismatch compensation schemes were
presented based on ecient frequency-domain methods. The performance of both com-
pensation methods was demonstrated by simulation as well as on a hardware space-time
adaptive processing system using a software-in-the-loop approach to implement the al-
gorithms. In each case mismatch compensation was shown to improve the cancellation
performance of the beamformer against broadband interference signals.
6.1 Future Work
For communications systems operating in stressed interference environments it is clear
that there will always be a drive towards greater interference cancellation performance
and capacity. Furthermore, the ability to realise these systems in smaller, more mobile
solutions will enable the use of more sophisticated interference suppression in systems
where before it was not practical. This goal will be achieved, in part, by advances in
the technology of the components themselves allowing for greater miniaturisation as
well as better power eciency but also by improvements in the algorithms through the
invention of more ecient methods of implementing those algorithms. To this end it
is observed that their is potential for greater eciency in the implementation of the
frequency-domain techniques presented in this thesis. Frequency-domain techniques op-
erating on each channel of an adaptive beamformer have been used for the cancellation
of narrowband interference as well as the removal interchannel mismatches. The com-
bination of both of these functions into a single lter seems an obvious one. However,
there is further potential for the reduction of hardware if space-frequency adaptive beam-
forming is used. This leads to the possibility of integrating the interchannel mismatch
compensation, narrowband excision and spatial/spectral beamforming into the same
DFT/IDFT datapath and avoid the multiple transforms back and forth between time
and frequency-domain if they were implemented separately. What is problematic in this
suggestion is the dierence in spectral resolutions used by the mismatch compensation
and excision lters compared with the SFAP beamforming algorithm. Increasing theConclusions and Further Work 121
number of sub-bands in the SFAP beamformer to match those of the mismatch compen-
sation and excision lters would make the beamforming algorithm prohibitively complex
and not realisable in hardware. Therefore, a multi-resolution approach may be possible
whereby the signal is initially processed at a higher resolution for the mismatch com-
pensation and excision lters but is then converted down to a lower resolution for the
SFAP beamforming algorithm.
The analysis of interference suppression systems is made dicult by the multitude of
dierent forms of interference which may be encountered. Assumptions about the nature
of the interference have to be made in order to analyse the problem. An assumption
that was made in this thesis was that all interference signals are wide-sense stationary
so that the steady state performance of the interference suppression systems could be
determined. This is a reasonable enough assumption in an interference environment
which changes very slowly with time. However, in reality it is likely that an interference
suppression system may encounter interference for which the wide-sense stationarity
assumption can not be made. In particular, time varying signals may be pulse modulated
or swept in frequency at fast rates. Time varying signals of this nature can pose a
problem for adaptive beamforming systems in so far as the signal can adversely modulate
the response of beamformer. As frequency-domain excision ltering operates in an open-
loop manner it can respond very quickly to changes in the interference environment.
Therefore, there is an opportunity for the pre-ltering method to further enhance the
interference suppression capabilities of the adaptive beamformer by removing any time-
varying narrowband signals. A package of future work would consider non-stationary
forms of interference in order to determine the performance of the combined excision
beamforming system in such scenarios.References
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