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ON THE EXTENDED T-SYSTEM OF TYPE C3
JIAN-RONG LI
Abstract. We continue the study of extended T-systems of quantum affine algebras.
We find a sub-system of the extended T-system of the quantum affine algebra Uqgˆ of
type C3. The sub-system consisting of four systems which are denoted by I, II, III,
and IV. Each of the systems I, II, III, IV is closed. The systems I-IV can be used to
compute minimal affinizations with weights of the form λ1ω1 + λ2ω2 + λ3ω3, where at
least one of λ1, λ2, λ3 are zero. Using the systems I-IV, we compute the characters
of the restrictions of the minimal affinizations in the systems to Uqg and obtain some
conjectural decomposition formulas for the restrictions of some minimal affinizations.
Mathematics Subject Classification (2010): Primary 17B37; Secondary 81R50, 82B23
1. Introduction
The T-systems are some families of relations in the Grothendieck ring of the category of
the finite-dimensional modules of quantum affine algebras (or Yangians), see [K83], [K84],
[K87], [KR90], [KNS94], [Nak03], [Her06]. The T-systems are widely applied to represen-
tation theory, combinatorics and integrable systems, see the recent survey [KNS11].
Usual T-systems involve the so-called The Kirillov-Reshetikhin modules, introduced in
[KR90]. They are, perhaps, the best understood class of simple modules over quantum
affine algebras. Recently, the usual T-systems have been generalized to the so called
extended T-systems, see [MY12b], [LM12]. An extended T-system involves minimal
affinizations of quantum affine algebras. The family of minimal affinizations is an im-
portant family of irreducible modules which contains the Kirillov-Reshetikhin modules,
see [C95], [CP95b], [CP96a], [CP96b]. The minimal affinizations are also interesting from
the physical point of view, see Remark 4.2 of [FR92] and [C95].
Minimal affinizations are studied intensively in recently years, see for example, [CMY12],
[CG11], [Her07], [LM12], [Mou10], [MF11], [MY12a], [MY12b], [MY12c], [Nao12]. The
finite dimensional representations of Uqgˆ and cluster algebras are closely related, see
[IIKKN13a], [IIKKN13b], [HL10], [HL13], [Nak11]. We expect that the relations in the
extended T-systems are special relations in the cluster algebras. A cluster algebra al-
gorithm for computing q-characters of Kirillov-Reshetikhin modules for any untwisted
quantum affine algebra is given in [HL13]. Their method uses the T-systems for Kirillov-
Reshetikhin modules. We expect that the extended T-systems can be used to find new
algorithms to compute q-characters of more general modules including minimal affiniza-
tions.
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The extended T-systems of type A, B has been found in [MY12b] and the extended
T-system of type G2 has been found in [LM12]. In [MY12b], it was conjectured that the
extended T-systems exist in all types.
In this paper, we continue the study of extended T-systems of quantum affine algebras.
Let Rep(Uqgˆ) denote the Grothendieck ring of the category of finite-dimensional repre-
sentations of Uqgˆ. The irreducible finite-dimensional modules of quantum affine algebras
are parameterized by the l-highest weights or Drinfeld polynomials.
Our method is similar as the method used in [Nak03], [Her06], [MY12b], [LM12]. Let
a ∈ C× and let T be an irreducible Uq gˆ-module such that the zeros of the Drinfeld poly-
nomials of T belong to aqZ. Following [MY12b], we define the left, right, and bottom
modules, denoted by L, R, B respectively, as the simple modules whose Drinfeld polyno-
mials has zeros obtained by dropping the rightmost, leftmost, and both left- and rightmost
zeros of the union of zeros of the Drinfeld polynomials of the top module T .
The q-character theory and the Frenkel-Mukhin (FM) algorithm are important tools to
study the representation theory of quantum affine algebras, see [NT98], [FR98], [FM01].
The main tools in this paper are the q-character theory and the FM algorithm.
Recall ([Nak04], Definition 10.1) that a Uqgˆ-module is called special if its q-character
contains only one dominant monomial. Let g be the simple Lie algebra of type C3. The
FM algorithm applies to special modules. Although in general the minimal affinizations
of type C3 are not special, there are some families of minimal affinizations of type C which
are special.
We use T to denote the l-highest weight module with an l-highest weight T . Let
k, ℓ,m ∈ Z≥0, s ∈ Z. We consider families of special modules T
(s)
k,ℓ,m and T˜
(s)
k,ℓ,m (their
l-highest weights are presented in Section 3.2) which are minimal affinizations of type C3.
We take minimal affinizations T
(s)
k,ℓ,0, T˜
(s)
k,ℓ,0 as top modules T respectively. It turns out
that the left, right, bottom modules of T satisfy a relation [L][R] = [T ][B] + [S]. Here [·]
denotes the equivalence class of a Uqgˆ-module in Rep(Uqgˆ) and S is a tensor product of
some irreducible modules. The factors of S are called sources. The factors of the sources
can be some modules which are not minimal affinizations. In order to obtain a closed
system, we take the sources as top modules and compute new left, right, bottom modules,
and sources. We continue this procedure until all modules in the sources are the modules
obtained before. Then we obtain the desired closed systems I and III.
The system I contains minimal affinizations T
(s)
k,ℓ,0, T
(s)
k,0,m, and T˜
(s)
k,0,m for all k, ℓ,m ∈ Z≥0,
s ∈ Z. The system III contains minimal affinizations T˜
(s)
k,ℓ,0 for all k, ℓ ∈ Z. We denote by
II, IV the dual systems of I, III respectively. The system II contains minimal affinizations
which can be obtained from T˜
(s)
0,k,ℓ, k, ℓ, m ∈ Z≥0, s ∈ Z, by shifting the upper-subscripts.
The system IV contains minimal affinizations which can be obtained from T
(s)
0,k,ℓ, k, ℓ ∈ Z,
s ∈ Z, by shifting the upper-subscripts. Therefore we find a sub-system of the extended
T-system of the quantum affine algebra Uqgˆ of type C3 which is the union of the systems I,
II, III, IV and the sub-system can be used to compute minimal affinizations with weights
of the form λ1ω1 + λ2ω2 + λ3ω3, where at least one of λ1, λ2, λ3 are zero, see Section 3.
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We find that the modules in the systems I, III are
T
(s)
k,ℓ,0, T
(s)
k,0,m, T
(s)
0,ℓ,r, T˜
(s)
k,0,m, S
(s)
k,ℓ , R
(s)
k,2ℓ,ℓ,
R
(s)
k,2ℓ+1,ℓ, R
(s)
k,2ℓ+2,ℓ, U
(s)
k,ℓ , V
(s)
k,ℓ , P
(s)
k,ℓ , O
(s)
k,ℓ,
where s ∈ Z, k, ℓ,m ∈ Z≥0, r ∈ {0, 1, 2}. We show that these modules are special. We
show that every relation [L][R] = [T ][B] + [S] in the system holds by comparing the
dominant monomials in both sides of [L][R] = [T ][B] + [S]. Moreover, we show that the
modules T ⊗ B and S in the systems I-IV are irreducible.
Our main results are Theorems 3.3, 3.8, 3.12, 3.17 in Section 3.
The extended T-system is a powerful tool of studying the finite dimensional representa-
tions of Uq gˆ. Using the systems I-IV, we compute the characters of the restrictions of the
minimal affinizations in the systems to Uqg and obtain some conjectural decomposition
formulas for the restrictions of some minimal affinizations, see Section 8.
Let T be a Uqgˆ-module. We denote by Res(T ) the restriction of T to a Uqg-module.
As a vector space, Res(T ) is the same as T . But we consider Res(T ) as a Uqg-module.
The paper is organized as follows. In Section 2, we give some background material. In
Section 3, we describe the system I, II, III, and IV. In Section 4, we prove that the modules
in the systems I and III are special. In Section 5, we prove Theorem 3.3 and Theorem
3.12. In Section 6, we prove that the module T ⊗ B is irreducible for each relation in
the systems I, II, III, and IV. In Section 7, we prove Proposition 3.5. In Section 8, we
give conjectural character formulas for Res(T
(s)
k,ℓ,0), Res(T
(s)
k,0,m), Res(T˜
(s)
k,0,m), s ∈ Z, k, ℓ,
m ∈ Z≥0.
2. Background
2.1. Quantum affine algebra. Let g be a complex simple Lie algebra of type C3 and h
a Cartan subalgebra of g. Let I = {1, 2, 3}. We choose simple roots α1, α2, α3 and scalar
product (·, ·) such that
(α1, α1) = 2, (α2, α2) = 2, (α3, α3) = 4, (α1, α2) = −1, (α1, α3) = 0, (α2, α3) = −2.
Let {α∨1 , α
∨
2 , α
∨
3 } and {ω1, ω2, ω3} be the sets of simple coroots and fundamental weights
respectively. Let C = (Cij)i,j∈I denote the Cartan matrix, where Cij =
2(αi,αj)
(αi,αi)
. Let
r1 = 1, r2 = 1, r3 = 2, D = diag(r1, r2, r3) and B = DC. Then
C =

 2 −1 0−1 2 −2
0 −1 2

 , B =

 2 −1 0−1 2 −2
0 −2 4

 .
Let Q (resp. Q+) and P (resp. P+) denote the Z-span (resp. Z≥0-span) of the simple
roots and fundamental weights respectively. There is a partial order ≤ on P such that
λ ≤ λ′ if and only if λ′ − λ ∈ Q+.
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The quantum affine algebra Uqgˆ is a C(q)-algebra generated by x
±
i,n (i ∈ I, n ∈ Z), k
±1
i
(i ∈ I), hi,n (i ∈ I, n ∈ Z\{0}) and central elements c
±1/2, subject to certain relations,
see [Dri88]. The algebra Uqgˆ is a Hopf algebra.
Let Uqg be the quantized enveloping algebra of g. The subalgebra of Uqgˆ generated by
(k±i )i∈I , (x
±
i,0)i∈I is a Hopf subalgebra of Uqgˆ and is isomorphic as a Hopf algebra to Uqg.
Therefore Uqgˆ-modules restrict to Uqg-modules. We denote by Res(V ) the restriction of
a Uqgˆ-module V to Uqg.
2.2. The q-characters of finite-dimensional Uqgˆ-modules. A Uq gˆ-module is called
a module of type 1 if c±1/2 acts as the identity on V and
V =
⊕
λ∈P
Vλ, Vλ = {v ∈ V : kiv = q
(αi,λ)v}. (2.1)
We will only consider finite-dimensional type 1 Uqgˆ-modules in this paper. The decompo-
sition (2.1) of a finite-dimensional Uqgˆ-module V into its Uqg-weight spaces can be refined
as follows, see [FR98]:
V =
⊕
γ
Vγ, γ = (γ
±
i,±r)i∈I,r∈Z≥0 , γ
±
i,±r ∈ C, (2.2)
where
Vγ = {v ∈ V : ∃k ∈ N, ∀i ∈ I,m ≥ 0, (φ
±
i,±m − γ
±
i,±m)
kv = 0}.
Here φ±i,±m is defined by the following formula
∞∑
n=0
φ±i,±mu
±n = k±1i exp
(
±(q − q−1)
∞∑
m=1
hi,±mu
±m
)
.
If dim(Vγ) > 0, then γ is called an l-weight of V , see Section 1.3 in [Nak01].
Let P denote the free Abelian multiplicative group of monomials in infinitely many
formal variables (Yi,a)i∈I,a∈C×. In [FR98] (Proposition 1 and the proof of Theorem 3), it is
shown that there is a bijection γ from from P to the set of l-weights of finite-dimensional
Uqgˆ-modules. Therefore the monomials in P are also called l-weights. For simplicity, we
denote Vm = Vγ(m).
Let ZP = Z[Y ±1i,a ]i∈I,a∈C×. For χ ∈ ZP, we write m ∈ P if the coefficient of m in χ is
non-zero.
The q-character of a Uqgˆ-module V is given by
χq(V ) =
∑
m∈P
dim(Vm)m ∈ ZP,
where Vm = Vγ(m).
ON THE EXTENDED T-SYSTEM OF TYPE C3 5
Let Rep(Uqgˆ) be the Grothendieck ring of finite-dimensional representations of Uq gˆ and
[V ] ∈ Rep(Uqgˆ) the class of a finite-dimensional Uqgˆ-module V . The q-character map
χq : Rep(Uq gˆ) → ZP,
V 7→ χq(V ),
is an injective ring homomorphism, see [FR98], Theorem 3 (1).
Given finite-dimensional Uqgˆ-module V , denote M (V ) the set of all monomials in
χq(V ). For each j ∈ I, a monomial m =
∏
i∈I,a∈C× Y
ui,a
i,a , where ui,a are some integers,
is said to be j-dominant (resp. j-anti-dominant) if and only if uj,a ≥ 0 (resp. uj,a ≤ 0)
for all a ∈ C×. A monomial is called dominant (resp. anti-dominant) if and only if it
is j-dominant (resp. j-anti-dominant) for all j ∈ I. Let P+ ⊂ P denote the set of all
dominant monomials.
Let V be a Uqgˆ-module and m ∈ M (V ) a monomial. Let v ∈ Vm be a non-zero vector.
If
x+i,r · v = 0, φ
±
i,±t · v = γ(m)
±
i,±tv, ∀i ∈ I, r ∈ Z, t ∈ Z≥0,
then v is called an l-highest weight vector with l-highest weight γ(m). The module V is
called an l-highest weight module if V = Uqgˆ · v for some l-highest weight vector v ∈ V .
In [CP94], [CP95a], it is shown that there is a bijection between the set of isomorphism
classes of finite-dimensional irreducible l-highest weight Uqgˆ-modules of type 1. Let L(m+)
denote the irreducible l-highest weight Uq gˆ-module corresponding to m+ ∈ P
+. We use
χq(m+) to denote χq(L(m+)) for m+ ∈ P
+.
We have the following well-known lemma, see [CP95a], Corollary 3.5.
Lemma 2.1. Let m1, m2 be two monomials. Then L(m1m2) is a sub-quotient of L(m1)⊗
L(m2). In particular, M (L(m1m2)) ⊆ M (L(m1))M (L(m2)). 
For b ∈ C×, we define the shift of spectral parameter map τb : ZP → ZP to be a ring
homomorphism sending Y ±1i,a to Y
±1
i,ab. Let m1, m2 ∈ P
+. If τb(m1) = m2, then
τbχq(m1) = χq(m2). (2.3)
Definition 2.2 ([Nak04], [Her07]). A finite-dimensional Uqgˆ-module V is said to be special
if and only if M (V ) contains exactly one dominant monomial. It is called anti-special if
and only if M (V ) contains exactly one anti-dominant monomial.
Clearly, if a module is special or anti-special, then it is irreducible.
Define Ai,a ∈ P, i ∈ I, a ∈ C
×, by
A1,a = Y1,aqY1,aq−1Y
−1
2,a ,
A2,a = Y2,aqY2,aq−1Y
−1
1,a Y
−1
3,a ,
A3,a = Y3,aq2Y3,aq−2Y
−1
2,aqY
−1
2,aq−1.
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Let Q be the subgroup of P generated by Ai,a, i ∈ I, a ∈ C
×. Let Q± be the monoids
generated by A±1i,a , i ∈ I, a ∈ C
×. There is a partial order ≤ on P such that
m ≤ m′ if and only if m′m−1 ∈ Q+. (2.4)
For all m+ ∈ P
+, M (L(m+)) ⊂ m+Q
−, see [FM01], Theorem 4.1.
Let m be a monomial. If for all a ∈ C× and i ∈ I, we have the property: if the power
of Yi,a in m is non-zero and the power of Yj,aqk in m is zero for all j ∈ I, k ∈ Z>0, then
the power of Yi,a in m is negative, then the monomial m is called right negative. For
i ∈ I, a ∈ C×, A−1i,a is right-negative. A product of right-negative monomials is right-
negative. If m is right-negative and m′ ≤ m, then m′ is right-negative.
2.3. Minimal affinizations of Uqg-modules. Let V (µ) be a simple finite dimensional
Uq(g)-module of highest weight µ. We say that a simple finite dimensional Uq(gˆ)-module
L(m) is an affinization of V (µ) if ω(m) = µ, where ω : P → P is the homomorphism of
abelian groups defined by ω(Yi,a) = ωi, i ∈ I, see [C95]. Two affinizations are said to be
equivalent if they are isomorphic as Uq(g)-modules.
Let V be a finite dimensional Uq(g)-module. Then V can be decomposed as a direct
sum of simple Uq(g)-modules. For each λ ∈ P
+, let mλ(V ) denote the multiplicity of
V (λ) in V . Let [[L(m)]] denote the equivalent class of L(m) and Qµ denote the set of
equivalent classes of affinizations of V (µ). There is a partial order ”≤” in Qµ defined as
follows. For [[L(m)]], [[L(m′)]] ∈ Qµ, [[L(m)]] ≤ [[L(m
′)]] if and only if for all µ ∈ P+ one
of the following holds:
(i) mµ(L(m)) ≤ mµ(L(m
′));
(ii) there is some ν > µ such that mν(L(m)) < mµ(L(m
′)).
An affinization in Qµ is called a minimal affinization if it is minimal with respect to the
partial order ”≤”. If [[L(m)]] is a minimal affinization, then we also call the module L(m)
a minimal affinization.
The minimal affinizations of type C3 are classified in [CP95b]. Let g be the simple Lie
algebra of type C3 and V (λ) the Uq(g) module of weight λ, where λ = m1ω1+m2ω2+m3ω3
and m1, m2, m3 ∈ Z≥0. A simple Uqgˆ-module L(m+) is a minimal affinization of V (λ) if
and only if m+ is one of the following monomials
T (s)m3,m2,m1 =
(
m3−1∏
i=0
Y3,aqs+4i
)(
m2−1∏
i=0
Y2,aqs+4k+2i+1
)(
m1−1∏
i=0
Y1,aqs+4k+2ℓ+2i+2
)
,
T˜ (s)m1,m2,m3 =
(
m1−1∏
i=0
Y1,aqs+2i
)(
m2−1∏
i=0
Y2,aqs+2k+2i+1
)(
m3−1∏
i=0
Y3,aqs+2k+2ℓ+4i+4
)
,
for some a ∈ C×, see [CP95b]. In particular, when m1 = 0, m2 = 0 or m2 = 0, m3 = 0 or
m1 = 0, m3 = 0, the minimal affinization L(m+) is a Kirillov-Reshetikhin module.
Let L(m+) be a Kirillov-Reshetikhin module. It is shown in [Her06] that any non-
highest monomial in M (L(m+)) is right-negative and hence L(m+) is special.
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2.4. The q-characters of Uq sˆl2-modules and the FM algorithm. The q-characters
of Uqsˆl2-modules are well-understood, see [CP91], [CP95a], [FR98]. We recall the results
here.
Let W
(a)
k be the irreducible representation Uqsˆl2 with highest weight monomial
X
(a)
k =
k−1∏
i=0
Yaqk−2i−1 ,
where Ya = Y1,a. Then the q-character of W
(a)
k is given by
χq(W
(a)
k ) = X
(a)
k
k∑
i=0
i−1∏
j=0
A−1
aqk−2j
,
where Aa = Yaq−1Yaq.
For a ∈ C×, k ∈ Z≥1, the set Σ
(a)
k = {aq
k−2i−1}i=0,...,k−1 is called a string. Two strings
Σ
(a)
k and Σ
(a′)
k′ are said to be in general position if the union Σ
(a)
k ∪Σ
(a′)
k′ is not a string or
Σ
(a)
k ⊂ Σ
(a′)
k′ or Σ
(a′)
k′ ⊂ Σ
(a)
k .
Let L(m+) denote the irreducible Uqsˆl2-module with highest weight monomial m+. Let
m+ 6= 1, m+ ∈ Z[Ya]a∈C× , be a dominant monomial. Then m+ can be uniquely written
in the form
m+ =
s∏
i=1

 ∏
b∈Σ
(ai)
ki
Yb

 ,
up to a permutation, where s is an integer, Σ
(ai)
ki
, i = 1, . . . , s, are strings which are
pairwise in general position and
L(m+) =
s⊗
i=1
W
(ai)
ki
, χq(m+) =
s∏
i=1
χq(W
(ai)
ki
).
For j ∈ I, let
βj : Z[Y
±1
i,a ]i∈I;a∈C× → Z[Y
±1
a ]a∈C×
be the ring homomorphism which sends, for all a ∈ C×, Yk,a 7→ 1 for k 6= j and Yj,a 7→ Ya.
Let V be a Uqgˆ-module. Then βi(χq(V )), i = 1, 2, is the q-character of V considered as
a Uqi(sˆl2)-module. In Section 5 of [FM01], a powerful algorithm is proposed to compute
the q-characters of Uq gˆ-modules. The algorithm is called the FM algorithm. The FM
algorithm recursively computes the minimal possible q-character which contains m+ and
is consistent when restricted to Uqi(sˆl2), i ∈ I. Although the FM algorithm does not
produce the correct q-characters for some modules, it works for a large class of modules.
In particular, if a module L(m+) is special, then the FM algorithm produces the correct
q-character χq(m+), see [FM01].
8 JIAN-RONG LI
2.5. Truncated q-characters. In this paper, we need to use the concept truncated q-
characters, see [HL10], [MY12b]. Given a set of monomials R ⊂ P, let ZR ⊂ ZP denote
the Z-module of formal linear combinations of elements of R with integer coefficients.
Define
truncR : P → R; m 7→
{
m if m ∈ R,
0 if m 6∈ R,
and extend truncR as a Z-module map ZP → ZR.
Given a subset U ⊂ I × C×, let QU be the subgroups of Q generated by Ai,a with
(i, a) ∈ U . Let Q±U be the monoid generated by A
±1
i,a with (i, a) ∈ U . The polynomial
truncm+Q−U
χq(m+) is called the q-character of L(m+) truncated to U .
The following theorem can be used to compute some truncated q-characters.
Theorem 2.3 ( Theorem 2.1, [MY12b] ). Let U ⊂ I × C× and m+ ∈ P
+. Suppose that
M⊂ P is a finite set of distinct monomials such that
(i) M⊂ m+Q
−
U ,
(ii) P+ ∩M = {m+},
(iii) for all m ∈ M and all (i, a) ∈ U , if mA−1i,a 6∈ M, then mA
−1
i,aAj,b 6∈ M unless
(j, b) = (i, a),
(iv) for all m ∈ M and all i ∈ I, there exists a unique i-dominant monomial M ∈ M
such that
truncβi(MQ−U )
χq(βi(M)) =
∑
m′∈mQ{i}×C×∩M
βi(m
′).
Then
truncm+Q−U
χq(m+) =
∑
m∈M
m.
Here χq(βi(M)) is the q-character of the irreducible Uqi(sˆl2)-module with highest weight
monomial βi(M) and truncβi(MQ−U )
is the polynomial obtained from χq(βi(M)) by keeping
only the monomials of χq(βi(M)) in the set βi(MQ
−
U ).
3. Extended T-system of type C3
In this section, g is the simple Lie algebra of type C3. We will describe the extended
T-system which contains all minimal affinizations of type C3 whose weights are of the
form λ1ω1 + λ2ω2 + λ3ω3, where at least one of λ1, λ2, λ3 are 0. The extended T-system
consisting of four sub-systems I, II, III, IV. Each of the systems I, II, III, IV is closed.
In the following, we fix a ∈ C× and use i±s to denote Y
±
i,aqs, i ∈ I, s ∈ Z.
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3.1. Fundamental q-characters of type C3. First we use the FM algorithm to compute
the q-characters of the fundamental modules type C3.
Lemma 3.1. The the q-characters of the fundamental modules of type C3 are
χq(10) = 10 + 1
−1
2 21 + 2
−1
3 32 + 253
−1
6 + 162
−1
7 + 1
−1
8 ,
χq(20) = 20 + 112
−1
2 31 + 1
−1
3 31 + 11243
−1
5 + 1
−1
3 22243
−1
5 + 11152
−1
6
+1−13 15222
−1
6 + 152
−1
4 2
−1
6 33 + 111
−1
7 + 1
−1
3 1
−1
7 22 + 1
−1
7 2
−1
4 33
+153
−1
7 + 1
−1
7 263
−1
7 + 2
−1
8 ,
χq(30) = 30 + 21233
−1
4 + 14212
−1
5 + 12142
−1
3 2
−1
5 32 + 1
−1
6 21 + 121
−1
6 2
−1
3 32
+1−14 1
−1
6 32 + 12143
−1
6 + 121
−1
6 253
−1
6 + 1
−1
4 1
−1
6 23253
−1
6 + 122
−1
7
+1−14 232
−1
7 + 2
−1
5 2
−1
7 34 + 3
−1
8 . 
3.2. The system I. For s ∈ Z, k, ℓ,m ∈ Z≥0, we define the following monomials.
T
(s)
k,ℓ,m =
(
k−1∏
i=0
3s+4i
)(
ℓ−1∏
i=0
2s+4k+2i+1
)(
m−1∏
i=0
1s+4k+2ℓ+2i+2
)
,
T˜
(s)
k,ℓ,m =
(
k−1∏
i=0
1s+2i
)(
ℓ−1∏
i=0
2s+2k+2i+1
)(
m−1∏
i=0
3s+2k+2ℓ+4i+4
)
,
S
(s)
k,ℓ =
(
k−1∏
i=0
2s+2i
)(
ℓ−1∏
i=0
2s+2k+2i+4
)
,
R
(s)
k,ℓ,m =
(
k−1∏
i=0
2s+2i
)(
ℓ−1∏
i=0
1s+2k+2i+1
)(
m−1∏
i=0
3s+2k+4i+3
)
.
Let T be a monomial and T the highest l-weight module of Uqgˆ with highest l-weight
T . For k, ℓ ∈ Z≥0, s ∈ Z, we have the following trivial relations:
T˜
(s)
k,0,0 = T
(s−2)
0,0,k , T˜
(s)
0,k,0 = T
(s)
0,k,0, T˜
(s)
0,0,k = T
(s+4)
k,0,0 ,
S
(s)
k,0 = T
(s−1)
0,k,0 , S
(s)
0,k = T
(s+4)
0,k,0 ,
R
(s)
k,ℓ,0 = T
(s−1)
0,k,ℓ , R
(s)
k,0,0 = T
(s)
0,k,0, R
(s)
0,k,0 = T
(s−1)
0,0,k , R
(s)
0,0,k = T
(s+3)
k,0,0 .
(3.1)
Theorem 3.2. The modules T
(s)
k,ℓ,0, T
(s)
k,0,m, T
(s)
0,ℓ,r, T˜
(s)
k,0,m, S
(s)
k,ℓ , R
(s)
k,2ℓ,ℓ, R
(s)
k,2ℓ+1,ℓ, R
(s)
k,2ℓ+2,ℓ
are special. In particular, we can use the FM algorithm to compute these modules.
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We will prove Theorem 3.2 in Section 4.
For k ∈ Z≥1, we have the following relations in Rep(Uqgˆ) in the usual T-system, see
[KR90], [Her06],
[T
(s)
k−1,0,0][T
(s+4)
k−1,0,0] = [T
(s)
k,0,0][T
(s+4)
k−2,0,0] + [T
s+1
0,2k−2,0], (3.2)
[T
(s)
0,k−1,0][T
(s+2)
0,k−1,0] = [T
(s)
0,k,0][T
(s+2)
0,k−2,0] + [T
s+1
k−1,0,0][T
s+1
0,0,⌊k
2
⌋
][T s+3
0,0,⌊k−1
2
⌋
], (3.3)
[T
(s)
k−1,0,0][T
(s+2)
k−1,0,0] = [T
(s)
k,0,0][T
(s+2)
k−2,0,0] + [T
s+1
0,k−1,0]. (3.4)
Let σ : Z≥0 → {0, 1} be the function such that σ(k) = 0 if k is even and σ(k) = 1 if k
is odd.
Our first main result is the following theorem.
Theorem 3.3. For k, ℓ,m ∈ Z≥1, r ∈ {1, 2}, we have the following relations in Rep(Uqgˆ).
[T
(s)
k,ℓ−1,0][T
(s+4)
k−1,ℓ,0] = [T
(s)
k,ℓ,0][T
(s+4)
k−1,ℓ−1,0] + [R
(s+1)
2k−1,ℓ,⌊ ℓ
2
⌋
][T
(s+4k+4)
⌊ ℓ−1
2
⌋,0,0
], (3.5)
[T
(s)
k,0,m−1][T
(s+4)
k−1,0,m] = [T
(s)
k,0,m][T
(s+4)
k−1,0,m−1] + [S
(s+1)
2k−1,m−1], (3.6)
[S
(s)
k,ℓ−1][S
(s+2)
k−1,ℓ ] = [S
(s)
k,ℓ ][S
(s+2)
k−1,ℓ−1] + [T˜
(s+1)
k,0,⌊ ℓ
2
⌋
][T
(s+2σ(k)+1)
⌊k
2
⌋,0,ℓ
][T
(s+2k+7)
⌊ ℓ−1
2
⌋,0,0
][T
(s+2σ(k+1)+1)
⌊k−1
2
⌋,0,0
], (3.7)
[T˜
(s)
k,0,m−1][T˜
(s+2)
k−1,0,m] = [T˜
(s)
k,0,m][T˜
(s+2)
k−1,0,m−1] + [S
(s+1)
k−1,2m−1], (3.8)
[T
(s)
0,ℓ,r−1][T
(s+2)
0,ℓ−1,r] = [T
(s)
0,ℓ,r][T
(s+2)
0,ℓ−1,r−1] + [T
(s−1)
0,0,ℓ−1][T
(s+2σ(ℓ)+2)
⌊ ℓ
2
⌋,r−1,0
][T
(s+2σ(ℓ+1)+2)
⌊ ℓ+1
2
⌋,0,0
], (3.9)
[R
(s)
k,2ℓ,ℓ−1][R
(s+2)
k−1,2ℓ,ℓ] = [R
(s)
k,2ℓ,ℓ][R
(s+2)
k−1,2ℓ,ℓ−1] + [T
(s−1)
0,0,k+2ℓ][T
(s+2σ(k+1)+1)
⌊k−1
2
⌋,0,2ℓ
][T
(s+2σ(k)+1)
⌊k
2
⌋,2ℓ−1,0
],
(3.10)
[R
(s)
k,2ℓ,ℓ][R
(s+2)
k−1,2ℓ+1,ℓ] = [R
(s)
k,2ℓ+1,ℓ][R
(s+2)
k−1,2ℓ,ℓ] + [T˜
(s+1)
k−1,0,ℓ][T
(s+2σ(k+1)+1)
⌊
(k+1)
2
⌋+ℓ,0,0
][T
(s+2σ(k)+1)
⌊k
2
⌋,2ℓ,0
], (3.11)
[R
(s)
k,2ℓ+1,ℓ−1][R
(s+2)
k−1,2ℓ+2,ℓ] = [R
(s)
k,2ℓ+2,ℓ][R
(s+2)
k−1,2ℓ+1,ℓ] + [T˜
(s+1)
k−1,0,ℓ][T
(s+2σ(k+1)+1)
⌊k+1
2
⌋+ℓ,0,0
][T
(s+2σ(k)+1)
⌊k
2
⌋,2ℓ+1,0
],
(3.12)
[R
(s)
0,2ℓ+i,ℓ] = [T
(s−2)
0,0,2ℓ+i][T
(s+2)
ℓ,0,0 ], i = 0, 1, 2. (3.13)
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We will prove Theorem 3.3 in Section 5.
From the relations (3.10), (3.11), and (3.12), we see that if R
(s)
k,ℓ,0 is a module in the
relations of Theorem 3.3 for some k, ℓ, s, then ℓ ∈ {0, 1, 2}. Therefore we need the relations
for the modules R
(s)
k,ℓ,0 = T
(s−1)
0,k,ℓ , ℓ ∈ {0, 1, 2}, in order to obtain a closed system. These
relations are (3.9).
Let us use I to denote the system consisting of the relations in Theorem 3.3 and the
relations (3.1), (3.2)-(3.4). Then the system I is closed.
All relations except (3.13) in Theorem 3.3 are written in the form [L][R] = [T ][B]+ [S],
where L,R, T ,B are irreducible modules which are called left, right, top and bottom
modules and S is a tensor product of some irreducible modules. The factors of S are
called sources, see [MY12b], [LM12]. Moreover, we have the following theorem.
Theorem 3.4. For each relation in Theorem 3.3, all summands on the right hand side,
T ⊗ B and S, are irreducible.
We will prove Theorem 3.4 in Section 6.
The system I can be used to compute the q-characters of the modules in the system.
We have the following proposition.
Proposition 3.5. One can compute the q-characters of T
(s)
k,ℓ,0, T
(s)
k,0,m, T
(s)
0,ℓ,r, T˜
(s)
k,0,m, S
(s)
k,ℓ ,
R
(s)
k,2ℓ+j,ℓ, j = 0, 1, 2, s ∈ Z, k, ℓ,m ∈ Z≥0, recursively, from χq(10), χq(20), and χq(30), by
using the relations in the system I.
We will prove Proposition 3.5 in Section 7.
3.3. The system II. We will describe the system II which is dual to the system I. Let
T¯
(s)
k,ℓ,m,
¯˜
T
(s)
k,ℓ,m, S¯
(s)
k,ℓ , R¯
(s)
k,ℓ,m be the monomials obtained from T
(s)
k,ℓ,m, T˜
(s)
k,ℓ,m, S
(s)
k,ℓ , R
(s)
k,ℓ,m by
replacing ia with i−a, i = 1, 2, 3. Namely,
T¯
(s)
k,ℓ,m =
(
m−1∏
i=0
1−s−4k−2ℓ−2i−2
)(
ℓ−1∏
i=0
2−s−4k−2i−1
)(
k−1∏
i=0
3−s−4i
)
,
¯˜
T
(s)
k,ℓ,m =
(
m−1∏
i=0
3−s−2k−2ℓ−4i−4
)(
ℓ−1∏
i=0
2−s−2k−2i−1
)(
k−1∏
i=0
1−s−2i
)
,
S¯
(s)
k,ℓ =
(
ℓ−1∏
i=0
2−s−2k−2i−4
)(
k−1∏
i=0
2−s−2i
)
,
R¯
(s)
k,ℓ,m =
(
m−1∏
i=0
3−s−2k−4i−3
)(
ℓ−1∏
i=0
1−s−2k−2i−1
)(
k−1∏
i=0
2−s−2i
)
.
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For k, ℓ ∈ Z≥0, s ∈ Z, we have the following trivial relations
¯˜T
(s)
k,0,0 = T
(−s−2k)
0,0,k ,
¯˜T
(s)
0,k,0 = T
(−s−2k)
0,k,0 ,
¯˜T
(s)
0,0,k = T
(−s−4k)
k,0,0 ,
S¯
(s)
0,k = S¯
(s+4)
k,0 = T
(−s−2k−3)
0,k,0 ,
R¯
(s)
k,ℓ,0 = T¯
(s−1)
0,k,ℓ , R¯
(s)
k,0,0 = T
(−s−2k+1)
0,k,0 , R¯
(s)
0,k,0 = T
(−s−2k−1)
0,0,k , R¯
(s)
0,0,k = T
(−s−4k+1)
k,0,0 .
(3.14)
Theorem 3.6. The modules T¯
(s)
k,ℓ,0, T¯
(s)
k,0,m, T¯
(s)
0,ℓ,r,
¯˜T
(s)
k,0,m, S¯
(s)
k,ℓ , R¯
(s)
k,2ℓ+j,ℓ, k, l,m ∈ Z≥0, r ∈
{1, 2}, j ∈ {0, 1, 2}, are anti-special.
Proof. This theorem can be proved using the dual arguments of the proof of Theorem
3.2. 
Lemma 3.7. Let ι : ZP → ZP be a ring homomorphism such that Yi,aqs 7→ Y
−1
i,aq8−s,
i = 1, 2, 3, for all a ∈ C×, s ∈ Z. Let m+ be one of the monomials
T
(s)
k,ℓ,0, T
(s)
k,0,m, T
(s)
0,ℓ,r, T˜
(s)
k,0,m, S
(s)
k,ℓ , R
(s)
k,2ℓ+j,ℓ, j = 0, 1, 2.
Then χq(m¯+) = ι(χq(m+)).
Proof. The lemma is proved by using similar arguments of the proof of Lemma 7.3 of
[LM12]. 
The modules T¯
(s)
k,ℓ,0, T¯
(s)
k,0,m, T¯
(s)
0,ℓ,r,
¯˜T
(s)
k,0,m, S¯
(s)
k,ℓ , R¯
(s)
k,2ℓ+j,ℓ satisfy the same relations as in The-
orem 3.3 but the roles of left and right modules are exchanged.
Theorem 3.8. For k, ℓ,m ∈ Z≥1, r ∈ {1, 2}, we have the following relations in Rep(Uqgˆ).
[T¯
(s+4)
k−1,ℓ,0][T¯
(s)
k,ℓ−1,0] = [T¯
(s)
k,ℓ,0][T¯
(s+4)
k−1,ℓ−1,0] + [R¯
(s+1)
2k−1,ℓ,⌊ ℓ
2
⌋
][T¯
(s+4k+4)
⌊ ℓ−1
2
⌋,0,0
], (3.15)
[T¯
(s+4)
k−1,0,m][T¯
(s)
k,0,m−1] = [T¯
(s)
k,0,m][T¯
(s+4)
k−1,0,m−1] + [S¯
(s+1)
2k−1,m−1], (3.16)
[S¯
(s+2)
k−1,ℓ ][S¯
(s)
k,ℓ−1] = [S¯
(s)
k,ℓ ][S¯
(s+2)
k−1,ℓ−1] + [
¯˜T
(s+1)
k,0,⌊ ℓ
2
⌋][T¯
(s+2σ(k)+1)
⌊k
2
⌋,0,ℓ
][T¯
(s+2k+7)
⌊ ℓ−1
2
⌋,0,0
][T¯
(s+2σ(k+1)+1)
⌊k−1
2
⌋,0,0
],
(3.17)
[ ¯˜T
(s+2)
k−1,0,m][
¯˜T
(s)
k,0,m−1] = [
¯˜T
(s)
k,0,m][
¯˜T
(s+2)
k−1,0,m−1] + [S¯
(s+1)
k−1,2m−1], (3.18)
[T¯
(s+2)
0,ℓ−1,r][T¯
(s)
0,ℓ,r−1] = [T¯
(s)
0,ℓ,r][T¯
(s+2)
0,ℓ−1,r−1] + [T¯
(s−1)
0,0,ℓ−1][T¯
(s+2σ(ℓ)+2)
⌊ ℓ
2
⌋,r−1,0
][T¯
(s+2σ(ℓ+1)+2)
⌊ ℓ+1
2
⌋,0,0
], (3.19)
[R¯
(s+2)
k−1,2ℓ,ℓ][R¯
(s)
k,2ℓ,ℓ−1] = [R¯
(s)
k,2ℓ,ℓ][R¯
(s+2)
k−1,2ℓ,ℓ−1] + [T¯
(s−1)
0,0,k+2ℓ][T¯
(s+2σ(k+1)+1)
⌊k−1
2
⌋,0,2ℓ
][T¯
(s+2σ(k)+1)
⌊k
2
⌋,2ℓ−1,0
],
(3.20)
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[R¯
(s+2)
k−1,2ℓ+1,ℓ][R¯
(s)
k,2ℓ,ℓ] = [R¯
(s)
k,2ℓ+1,ℓ][R¯
(s+2)
k−1,2ℓ,ℓ] + [
¯˜T
(s+1)
k−1,0,ℓ][T¯
(s+2σ(k+1)+1)
⌊
(k+1)
2
⌋+ℓ,0,0
][T¯
(s+2σ(k)+1)
⌊k
2
⌋,2ℓ,0
],
(3.21)
[R¯
(s+2)
k−1,2ℓ+2,ℓ][R¯
(s)
k,2ℓ+1,ℓ−1] = [R¯
(s)
k,2ℓ+2,ℓ][R¯
(s+2)
k−1,2ℓ+1,ℓ] + [
¯˜T
(s+1)
k−1,0,ℓ][T¯
(s+2σ(k+1)+1)
⌊k+1
2
⌋+ℓ,0,0
][T¯
(s+2σ(k)+1)
⌊k
2
⌋,2ℓ+1,0
],
(3.22)
[R¯
(s)
0,2ℓ+i,ℓ] = [T¯
(s−2)
0,0,2ℓ+i][T¯
(s+2)
ℓ,0,0 ], i = 0, 1, 2. (3.23)
Moreover, the modules corresponding to each summand on the right hand side of the above
relations are all irreducible.
Proof. The theorem follows from the relations in Theorem 3.3, Theorem 3.4, and Lemma
3.7. 
Let us use II to denote the system consisting of the relations in Theorem 3.8 and the
relations (3.14), (3.2)-(3.4). Then the system II is closed.
Since T¯
(s)
k,ℓ,0 = T˜
(−s−4k−2ℓ)
0,ℓ,k , the system II contains minimal affinizations T˜
(−s−4k−2ℓ)
0,ℓ,k ,
k, ℓ ∈ Z≥0, s ∈ Z. Using the shift defined in (2.3), we can obtain minimal affinizations
T˜
(s)
0,ℓ,k from T˜
(−s−4k−2ℓ)
0,ℓ,k , k, ℓ ∈ Z≥0, s ∈ Z.
The following proposition is similar to Proposition 3.5.
Proposition 3.9. One can compute the q-characters of
T¯
(s)
k,ℓ,0, T¯
(s)
k,0,m, T¯
(s)
0,ℓ,r,
¯˜T
(s)
k,0,m, S¯
(s)
k,ℓ , R¯
(s)
k,2ℓ+j,ℓ, s ∈ Z, k, ℓ,m ∈ Z≥0, r ∈ {1, 2},
recursively, from χq(10), χq(20), χq(30) by using the relations in the system II. 
3.4. The system III. For s ∈ Z, k, ℓ ∈ Z≥0, we define the following monomials.
U
(s)
k,ℓ =
(
k−1∏
i=0
2s+2i
)(
ℓ−1∏
i=0
3s+2k+2i+1
)
,
V
(s)
k,ℓ =
(
k−1∏
i=0
3s+4i
)(
ℓ−1∏
i=0
3s+4k+4i+2
)
,
P
(s)
k,ℓ =
(
k−1∏
i=0
3s+4i
)
24k+1
(
ℓ−1∏
i=0
3s+4k+4i+6
)
,
O
(s)
k,ℓ =
(
k−1∏
i=0
2s+2i
)
12k+112k+3
(
ℓ−1∏
i=0
2s+2k+2i+6
)
.
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For k ∈ Z≥0, s ∈ Z, we have the following trivial relations
U
(s)
k,0 = T
(s−1)
0,k,0 , V
(s)
k,0 = T
(s)
k,0,0, V
(s)
0,k = T
(s+2)
k,0,0 ,
O
(s)
k,0 = T
(s−1)
0,k,2 , O
(s)
0,k = T˜
(s+6)
2,k,0 , P
(s)
k,0 = T
(s)
k,1,0, P
(s)
0,k = T˜
(s)
0,1,k.
(3.24)
Theorem 3.10 ([Her07]). The modules T˜
(s)
k,ℓ,0, s ∈ Z, k, ℓ ∈ Z≥0, are special.
Theorem 3.11. The modules U
(s)
k,ℓ , V
(s)
k,ℓ , P
(s)
k,ℓ , O
(s)
k,ℓ, s ∈ Z, k, ℓ ∈ Z≥0, are special.
We will prove Theorem 3.11 in Section 4.
Our second main result is the following theorem.
Theorem 3.12. For s ∈ Z, k, ℓ ∈ Z≥1, p ∈ Z≥2, we have the following relations in
Rep(Uqgˆ).
[T˜
(s)
k,ℓ−1,0][T˜
(s+2)
k−1,ℓ,0] = [T˜
(s)
k,ℓ,0][T˜
(s+2)
k−1,ℓ−1,0] + [T˜
(s+2k+2)
ℓ−1,0,0 ][U
(s+1)
k−1,ℓ ], (3.25)
[U
(s)
r,ℓ ] = [T˜
(s−1)
0,r,⌊ ℓ
2
⌋
][T
(s+2r+1)
⌊ ℓ+1
2
⌋,0,0
], r = 0, 1, (3.26)
[U
(s)
p,ℓ−1][U
(s+2)
p−1,ℓ ] = [U
(s)
p,ℓ ][U
(s+2)
p−1,ℓ−1] +


[T˜
(s+1)
p,ℓ−1,0][T
(s+2σ(p)+1)
⌊ p
2
⌋+ ℓ
2
,0,0
][V
(s+2σ(p+1)+1)
⌊ p−1
2
⌋, ℓ
2
], if ℓ is even,
[T˜
(s+1)
p,ℓ−1,0][T
(s+2σ(p+1)+1)
⌊ p+1
2
⌋+ ℓ−1
2
,0,0
][P
(s+2σ(p)+1)
⌊ p−2
2
⌋, ℓ−1
2
], if ℓ is odd,
(3.27)
[V
(s)
k,ℓ−1][V
(s+4)
k−1,ℓ ] = [V
(s)
k,ℓ ][V
(s+4)
k−1,ℓ−1] + [O
(s+1)
2(k−1),2(ℓ−1)], (3.28)
[O
(s)
k,ℓ−1][O
(s+2)
k−1,ℓ] = [O
(s)
k,ℓ][O
(s+2)
k−1,ℓ−1] + [P
(s+σ(k)+1)
⌊k
2
⌋,⌊ ℓ
2
⌋
][V
(s+σ(k+1)+1)
⌊k+1
2
⌋,⌊ ℓ+1
2
⌋
][T˜
(s+1)
k−1,0,0][T˜
(s+2k+7)
ℓ−1,0,0 ], (3.29)
[P
(s)
k,ℓ−1][P
(s+2)
k−1,ℓ ] = [P
(s)
k,ℓ ][P
(s+2)
k−1,ℓ−1] + [O
(s+1)
2k−1,2ℓ−1]. (3.30)
We will prove Theorem 3.12 in Section 5.
Note that the relations for the modules O
(s)
0,k = T˜
(s+6)
2,k,0 are contained in (3.25). The
modules T
(s−1)
0,k,2 , T
(s)
k,1,0 in (3.24) can be computed by using the relations (3.5, ℓ = 1), (3.9),
(3.11, ℓ = 0) in the system I. The modules T˜
(s)
0,1,k in (3.24) can be computed by using the
relations (3.15, ℓ = 1) and (3.21, ℓ = 0) in the system II.
Let us use III to denote the system consisting of the relations in Theorem 3.12, the
relations (3.5, ℓ = 1), (3.9), (3.11, ℓ = 0) in the system I, the relations (3.15, ℓ = 1),
(3.21, ℓ = 0) in the system II, and the relations (3.24), (3.2)-(3.4). Then the system III
is closed.
All relations except (3.26) in Theorem 3.12 are written in the form [L][R] = [T ][B]+[S].
We have the following theorem.
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Theorem 3.13. For each relation in Theorem 3.12, all summands on the right hand side,
T ⊗ B and S, are irreducible.
We will prove Theorem 3.13 in Section 6.
The system III can be used to compute the q-characters of the modules in the system III.
The following proposition can be proved by similar arguments as the proof of Proposition
3.5.
Proposition 3.14. One can compute the q-characters of U
(s)
k,ℓ , V
(s)
k,ℓ , P
(s)
k,ℓ , O
(s)
k,ℓ, s ∈ Z,
k, ℓ ∈ Z≥0, recursively, from χq(10), χq(20), and χq(30) by using the relations in the system
III. 
3.5. The system IV. We will describe the system IV which is dual to the system III.
Let U¯
(s)
k,ℓ , V¯
(s)
k,ℓ , P¯
(s)
k,ℓ , O¯
(s)
k,ℓ be the monomials obtained from U
(s)
k,ℓ , V
(s)
k,ℓ , P
(s)
k,ℓ , O
(s)
k,ℓ by replacing
ia with i−a, i = 1, 2, 3. Namely,
U¯
(s)
k,ℓ =
(
ℓ−1∏
i=0
3−s−2k−2i−1
)(
k−1∏
i=0
2−s−2i
)
,
V¯
(s)
k,ℓ =
(
ℓ−1∏
i=0
3−s−4k−4i−2
)(
k−1∏
i=0
3−s−4i
)
,
P¯
(s)
k,ℓ =
(
ℓ−1∏
i=0
3−s−4k−4i−6
)
2−4k−1
(
k−1∏
i=0
3−s−4i
)
,
O¯
(s)
k,ℓ,m =
(
ℓ−1∏
i=0
2−s−2k−2i−6
)
1−2k−11−2k−3
(
k−1∏
i=0
2−s−2i
)
.
For k ∈ Z≥0, s ∈ Z, we have the following trivial relations
U¯
(s)
k,0 = T¯
(s−1)
0,k,0 , V¯
(s)
k,0 = T¯
(s)
k,0,0, V¯
(s)
0,k = T¯
(s+2)
k,0,0 ,
O¯
(s)
k,0 = T¯
(s−1)
0,k,2 , O¯
(s)
0,k =
¯˜T
(s+6)
2,k,0 ,
P¯
(s)
k,0 = T¯
(s)
k,1,0, P¯
(s)
0,k =
¯˜T
(s)
0,1,k = T
(−s−4k−2)
k,1,0 .
(3.31)
The following theorem is proved by using the dual arguments of the proof of Theorem
3.11.
Theorem 3.15. The modules ¯˜T
(s)
k,ℓ,0, U¯
(s)
k,ℓ , V¯
(s)
k,ℓ , P¯
(s)
k,ℓ , O¯
(s)
k,ℓ, s ∈ Z, k, ℓ ∈ Z≥0, are anti-
special. 
Lemma 3.16. Let ι : ZP → ZP be a homomorphism of rings such that Yi,aqs 7→ Y
−1
i,aq8−s,
i = 1, 2, 3, for all a ∈ C×, s ∈ Z. Let m+ be one of the monomials
T˜
(s)
k,ℓ,0, U
(s)
k,ℓ , V
(s)
k,ℓ , P
(s)
k,ℓ , O
(s)
k,ℓ, s ∈ Z, k, ℓ ∈ Z≥0,
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Then χq(m¯+) = ι(χq(m+)).
Proof. The lemma is proved by using similar arguments of the proof of Lemma 7.3 of
[LM12]. 
The modules ¯˜T
(s)
k,ℓ,0, U¯
(s)
k,ℓ , V¯
(s)
k,ℓ , P¯
(s)
k,ℓ , O¯
(s)
k,ℓ satisfy the same relations as in Theorem 3.12
but the roles of left and right modules are exchanged. More precisely, we have the following
theorem.
Theorem 3.17. For s ∈ Z, k, ℓ ∈ Z≥1, p ∈ Z≥2, we have the following relations in
Rep(Uqgˆ).
[ ¯˜T
(s+2)
k−1,ℓ,0][
¯˜T
(s)
k,ℓ−1,0] = [
¯˜T
(s)
k,ℓ,0][
¯˜T
(s+2)
k−1,ℓ−1,0] + [
¯˜T
(s+2k+2)
ℓ−1,0,0 ][U¯
(s+1)
k−1,ℓ ], (3.32)
[U¯
(s)
r,ℓ ] = [
¯˜T
(s−1)
0,r,⌊ ℓ
2
⌋][T¯
(s+2r+1)
⌊ ℓ+1
2
⌋,0,0
], r = 0, 1, (3.33)
[U¯
(s+2)
p−1,ℓ ][U¯
(s)
p,ℓ−1] = [U¯
(s)
p,ℓ ][U¯
(s+2)
p−1,ℓ−1] +


[ ¯˜T
(s+1)
p,ℓ−1,0][T¯
(s+2σ(p)+1)
⌊ p
2
⌋+ ℓ
2
,0,0
][V¯
(s+2σ(p+1)+1)
⌊ p−1
2
⌋, ℓ
2
], if ℓ is even,
[ ¯˜T
(s+1)
p,ℓ−1,0][T¯
(s+2σ(p+1)+1)
⌊ p+1
2
⌋+ ℓ−1
2
,0,0
][P¯
(s+2σ(p)+1)
⌊ p−2
2
⌋, ℓ−1
2
], if ℓ is odd,
(3.34)
[V¯
(s+4)
k−1,ℓ ][V¯
(s)
k,ℓ−1] = [V¯
(s)
k,ℓ ][V¯
(s+4)
k−1,ℓ−1] + [O¯
(s+1)
2(k−1),2(ℓ−1)], (3.35)
[O¯
(s+2)
k−1,ℓ][O¯
(s)
k,ℓ−1] = [O¯
(s)
k,ℓ][O¯
(s+2)
k−1,ℓ−1] + [P¯
(s+σ(k)+1)
⌊k
2
⌋,⌊ ℓ
2
⌋
][V¯
(s+σ(k+1)+1)
⌊k+1
2
⌋,⌊ ℓ+1
2
⌋
][ ¯˜T
(s+1)
k−1,0,0][
¯˜T
(s+2k+7)
ℓ−1,0,0 ],
(3.36)
[P¯
(s+2)
k−1,ℓ ][P¯
(s)
k,ℓ−1] = [P¯
(s)
k,ℓ ][P¯
(s+2)
k−1,ℓ−1] + [O¯
(s+1)
2k−1,2ℓ−1]. (3.37)
Moreover, the modules corresponding to each summand on the right hand side of the above
relations are all irreducible.
Proof. The theorem follows from the relations in Theorem 3.12, Theorem 3.13, and Lemma
3.16. 
Note that the relations for the modules O¯
(s)
0,k =
¯˜T
(s+6)
2,k,0 are contained in (3.32). The
modules T¯
(s−1)
0,k,2 , T¯
(s)
k,1,0 in (3.31) can be computed by using the relations (3.15, ℓ = 1),
(3.19), (3.21, ℓ = 0) in the system II. The modules T
(−s−4k−2)
k,1,0 in (3.31) can be computed
by using the relations (3.5, ℓ = 1) and (3.11, ℓ = 0) in the system I.
Let us use IV to denote the system consisting of the relations in Theorem 3.17, the
relations (3.15, ℓ = 1), (3.19), (3.21, ℓ = 0) in the system II, the relations (3.5, ℓ = 1),
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(3.11, ℓ = 0) in the system I, and the relations (3.24), (3.2)-(3.4). Then the system IV is
closed.
Since ¯˜T
(s)
k,ℓ,0 = T
(−s−2k−2ℓ)
0,ℓ,k , the system II contains minimal affinizations T
(−s−2k−2ℓ)
0,ℓ,k ,
k, ℓ ∈ Z≥0, s ∈ Z. Using the shift defined in (2.3), we can obtain minimal affinizations
T
(s)
0,ℓ,k from T
(−s−2k−2ℓ)
0,ℓ,k , k, ℓ ∈ Z≥0, s ∈ Z.
The following proposition is similar to Proposition 3.5.
Proposition 3.18. One can compute the q-characters of
¯˜T
(s)
k,ℓ,0, U¯
(s)
k,ℓ , V¯
(s)
k,ℓ , P¯
(s)
k,ℓ , O¯
(s)
k,ℓ, s ∈ Z, k, ℓ ∈ Z≥0, r ∈ {1, 2},
recursively, from χq(10), χq(20), χq(30) by using the relations in the system IV. 
4. Special modules
In this section, we prove Theorem 3.2 and Theorem 3.11. Namely, we will prove that
for s ∈ Z, k, ℓ,m ∈ Z≥0, r ∈ {0, 1, 2}, the modules
T
(s)
k,ℓ,0, T
(s)
k,0,m, T˜
(s)
k,0,m, T
(s)
0,ℓ,r, S
(s)
k,ℓ , R
(s)
k,2ℓ,ℓ,
R
(s)
k,2ℓ+1,ℓ, R
(s)
k,2ℓ+2,ℓ, U
(s)
k,ℓ , V
(s)
k,ℓ , P
(s)
k,ℓ , O
(s)
k,ℓ,
(4.1)
are special. Since the modules
T
(s)
k,0,0, T
(s)
0,k,0, T
(s)
0,0,k, T˜
(s)
k,0,0, T˜
(s)
0,0,k, S
(s)
0,k,
S
(s)
k,0, R
(s)
k,0,0, R
(s)
0,1,0, R
(s)
0,2,0, U
(s)
k,0 , V
(s)
k,0 , V
(s)
0,k ,
are Kirillov-Reshetikhin modules, they are special. In the following, we will prove that
the other modules in (4.1) are special. Without loss of generality, we may assume that
s = 0 in T (s), where T is a module in 4.1.
4.1. The case of T
(0)
k,ℓ,0. Let m+ = T
(0)
k,ℓ,0. Then
m+ = (3034 · · · 34k−4)(24k+124k+3 · · · 24k+2ℓ−1).
Let
U = I × {aqs : s ∈ Z, s ≤ 4k + 2ℓ− 1}.
Since all monomials in M (χq(m+)− truncm+Q−U
χq(m+)) are right-negative, it is sufficient
to show that truncm+Q−U
χq(m+) is special.
Let
M = {m+
s−1∏
j=0
A−13,4k−4j−2 : 0 ≤ s ≤ k − 1}.
It is easy to see that M satisfies the conditions in Theorem 2.3. Therefore
truncm+Q−U
χq(m+) =
∑
m∈M
m
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and hence truncm+Q−U
χq(m+) is special.
4.2. Some other cases in 4.1. The special property of many modules in 4.1 is proved
using the same arguments as Section 4.1 by using Theorem 2.3 and appropriate U and
M. We list the modules and corresponding m+, U , and M in the following table.
module m+ U monomials in M
T
(0)
1,0,m 30
(∏m−1
j=0 14k+2j+2
)
I × {aqs : s ∈ Z, s ≤ 2m + 4}
m0=m+,m1=m0A
−1
3,2,
m2=m1A
−1
2,4,m3=m2A
−1
2,2,
m4=m3A
−1
3,4
T˜
(0)
1,0,m 10
(∏m−1
j=0 34j+6
)
I × {aqs : s ∈ Z, s ≤ 4m + 2}
m0=m+,m1=m0A
−1
1,1,
m2=m1A
−1
2,2
T
(0)
0,ℓ,1
(∏k−1
j=0 22j+1
)
12k+2 I × {aq
s : s ∈ Z, s ≤ 2k + 2} m+
∏s−1
j=0 A2,2(k−j), 0 ≤ s ≤ k
T
(0)
0,ℓ,2
(∏k−1
j=0 22j+1
)
12k+212k+4 I × {aq
s : s ∈ Z, s ≤ 2k + 4}
m+
∏s−1
j=0 A2,2(k−j) ,0≤s≤k,
n1=m+A
−1
2,2k
A
−1
3,2k+2
,
n1
∏s1−1
j=1 A2,2(k−j) ,2≤s1≤k
S
(0)
1,ℓ 20
(∏ℓ−1
j=0 22j+6
)
I × {aqs : s ∈ Z, s ≤ 2ℓ+ 4}
m0=m+,
m1=m0A
−1
2,2,m2=m1A
−1
1,2
m3=m1A
−1
3,3,m4=m3A
−1
1,2
R
(0)
k,2ℓ,ℓ
(∏k−1
j=0 22j
)
×
×
(∏2ℓ−1
j=0 12k+2j+1
)(∏ℓ−1
j=0 32k+4j+3
) I × {aqs : s ∈ Z, s ≤ 2k + 4ℓ− 1} m+
∏s−1
j=0 A
−1
2,2k−2j−1, 0 ≤ s ≤ k − 1
R
(0)
k,2ℓ+1,ℓ
(∏k−1
j=0 22j
)
×
×
(∏2ℓ
j=0 12k+2j+1
)(∏ℓ−1
j=0 32k+4j+3
) I × {aqs : s ∈ Z, s ≤ 2k + 4ℓ+ 1} m+
∏s−1
j=0 A
−1
2,2k−2j−1, 0 ≤ s ≤ k − 1
R
(0)
k,2ℓ+2,ℓ
(∏k−1
j=0 22j
)
×
×
(∏2ℓ+1
j=0 12k+2j+1
)(∏ℓ−1
j=0 32k+4j+3
) I × {aqs : s ∈ Z, s ≤ 2k + 4ℓ+ 3}
m+,
ms=m+
∏s
j=1 A
−1
2,2(k−s)+1
,1≤s≤k
ms
∏j−1
t=0 A
−1
3,2k+4ℓ−4t+1
,1≤j≤ℓ
R
(0)
0,2ℓ,ℓ
(∏2ℓ−1
j=0 12j+1
)(∏ℓ−1
j=0 34j+3
)
I × {aqs : s ∈ Z, s ≤ 4ℓ− 1} m+
R
(0)
0,2ℓ+1,ℓ
(∏2ℓ
j=0 12j+1
)(∏ℓ−1
j=0 34j+3
)
I × {aqs : s ∈ Z, s ≤ 4ℓ+ 1} m+
R
(0)
0,2ℓ+2,ℓ
(∏2ℓ+1
j=0 12j+1
)(∏ℓ−1
j=0 34j+3
)
I × {aqs : s ∈ Z, s ≤ 4ℓ+ 3} m+
∏j−1
t=0 A
−1
3,4ℓ−4t+1, 0 ≤ j ≤ ℓ
U
(0)
k,ℓ
(∏k−1
j=0 22j
)(∏ℓ−1
j=0 32k+2j+1
)
I × {aqs : s ∈ Z, s ≤ 2k + 2ℓ− 1}
ms=m+
∏s
j=1 A
−1
2,2(k−s)+1
,0≤s≤k,
mjs=ms
∏j−1
t=0 A
−1
1,2(k−j)
,1≤j≤s
V
(0)
1,ℓ 30
(∏ℓ−1
j=0 34j+6
)
I × {aqs : s ∈ Z, s ≤ 4ℓ+ 2}
m0=m+,m1=m0A
−1
3,2,
m2=m1A
−1
2,4,m3=m2A
−1
2,2,
m4=m2A
−1
1,5,m5=m4A
−1
2,2,
m6=m5A
−1
1,3
P
(0)
0,ℓ 21
(∏ℓ−1
j=0 34j+6
)
I × {aqs : s ∈ Z, s ≤ 4ℓ+ 2}
m0=m+,m1=m0A
−1
2,2,
m2=m1A
−1
1,3
Table 1. some modules which are special
By using the same arguments in Section 4.1, we can prove that the modules in the
above table are special.
4.3. The case of T
(0)
k,0,m. Let m+ = T
(0)
k,0,m. Then
m+ = (3034 · · · 34k−4)(14k+214k+4 · · · 14k+2ℓ).
If k = 1, then T
(0)
k,0,m is special by the result of Section 4.2.
Case 2. k > 1. We embed L(m+) into two different tensor products. Since each factor
in the tensor product is special, we can use the FM algorithm to compute the q-characters
of the factors. We classify the dominant monomials in the first tensor product and prove
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that the only dominant monomial in the first tensor product which occurs in the second
tensor product is m+. Hence L(m+) is special.
The first tensor product is L(m′1)⊗ L(m
′
2), where
m′1 = 3034 · · · 34k−8, m
′
2 = 34k−414k+214k+4 · · ·14k+2ℓ.
In Case 1, we have shown that L(m′2) is special. Therefore the FM algorithm works for
L(m′2). We will use the FM algorithm to compute χq(L(m
′
1)), χq(L(m
′
2)) and classify all
dominant monomials in χq(L(m
′
1))χq(L(m
′
2)). Let m = m1m2 be a dominant monomial,
where mi ∈ M (L(m
′
i)), i = 1, 2.
Suppose that m2 6= m
′
2. If m2 is right-negative, then m is a right negative monomial
and therefore m is not dominant. This is a contradiction. Hence m2 is not right-negative.
By Case 1, m2 is one of the following monomials
m¯1 = m
′
2A
−1
3,4k−2 = 3
−1
4k 24k−324k−114k+214k+4 · · · 14k+2ℓ,
m¯2 = m¯1A
−1
2,4k = 24k−32
−1
4k+114k14k+214k+4 · · · 14k+2ℓ,
m¯3 = m¯2A
−1
2,4k−2 = 2
−1
4k−12
−1
4k+134k−214k−214k14k+214k+4 · · · 14k+2ℓ,
m¯4 = m¯3A
−1
3,4k = 3
−1
4k+214k−214k14k+214k+4 · · · 14k+2ℓ.
By Lemma 3.1, 3−14k cannot be canceled by any monomial in χq(m
′
1). Therefore m = m1m2
(m1 ∈ χq(m
′
1)) is not dominant. This is a contradiction. Hence m2 6= m¯1. Similarly, m2
cannot be m¯i, i = 2, 3, 4. This is a contradiction. Therefore m2 = m
′
2.
If m1 6= m
′
1, then m1 is right negative. Since m is dominant, each factor with a negative
power in m1 needs to be canceled by a factor in m
′
2. By Lemma 3.1, the only factor in m
′
2
which can be canceled is 34k−4. We haveM(L(m
′
1)) ⊂M(χq(3034 · · · 34k−12))χq(L(34k−8))).
Only monomials in χq(L(34k−8)) can cancel 34k−4. The only monomial in χq(L(34k−8))
which can cancel 34k−4 is 3
−1
4k−424k−724k−5. Therefore m1 is in the set
M(χq(3034 · · · 34k−12))3
−1
4k−424k−724k−5.
If m1 = (3034 · · ·34k−12)3
−1
4k−424k−724k−5, then
m = m1m2 = 3034 · · ·34k−1224k−724k−514k+214k+4 · · · 14k+2ℓ (4.2)
is dominant. Suppose that
m1 6= (3034 · · · 34k−12)3
−1
4k−424k−724k−5.
Then m1 = n13
−1
4k−424k−724k−5, where n1 is a non-highest monomial in χq(3034 · · · 34k−12).
Since n1 is right negative, 24k−7 or 24k−5 should cancel a factor of n1 with a negative
power. It is easy to see that there exists either a factor 224k−9 or 2
2
4k−7 in a monomial in
χq(3034 · · · 34k−12)3
−1
4k−424k−724k−5 by using the FM algorithm. Therefore we need a factor
24k−9 or 24k−7 in a monomial in χq(3034 · · · 34k−12). We have
χq(3034 · · · 34k−12)3
−1
4k−424k−724k−5 ⊆ χq(3034 · · · 34k−16)χq(34k−12)3
−1
4k−424k−724k−5.
The factors 24k−9 and 24k−7 can only come from the monomials in χq(34k−12). By Lemma
3.1, any monomial in χq(34k−12) does not have a factor 24k−9. The only monomial in
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χq(34k−12) which contains a factor 24k−7 is 14k−101
−1
4k−624k−73
−1
4k−6. Therefore m1 is in the
set
M(χq(3034 · · · 34k−16))14k−101
−1
4k−624k−73
−1
4k−63
−1
4k−424k−724k−5
= M(χq(3034 · · · 34k−16))14k−101
−1
4k−63
−1
4k−63
−1
4k−42
2
4k−724k−5.
Since m = m1m2 is dominant, 1
−1
4k−63
−1
4k−6 should be canceled by some monomial in
χq(3034 · · · 34k−16). But by Lemma 3.1, 1
−1
4k−63
−1
4k−6 cannot be canceled by any monomial
in χq(3034 · · · 34k−16). This is a contradiction.
Therefore the only dominant monomials in χq(L(m
′
1))χq(L(m
′
2)) are m+ and (4.2).
The second tensor product is L(m′′1)⊗ L(m
′′
2), where
m′′1 = 3034 · · · 34k−4, m
′′
2 = 14k+214k+4 · · · 14k+2ℓ.
The monomial (4.2) is
n = m+A
−1
3,4k−2. (4.3)
Since Ai,a, i ∈ I, a ∈ C
× are algebraically independent, the expression (4.3) of n of
the form m+
∏
i∈I,a∈C× A
−vi,a
i,a , where vi,a are some integers, is unique. Suppose that the
monomial n is in χq(L(m
′′
1))χq(L(m
′′
2)). Then n = n1n2, where ni ∈ M (L(m
′′
i )), i = 1, 2.
By the expression (4.3), we have n2 = m
′′
2 and n1 = m
′′
1A
−1
3,4k−2. By the FM algorithm, the
monomial m′′1A
−1
3,4k−2 is not in M (L(m
′′
1)). This contradicts the fact that n1 ∈ M (L(m
′′
1)).
Therefore n is not in χq(L(m
′′
1))χq(L(m
′′
2)).
4.4. The case of T˜
(0)
k,0,m. Let m+ = T˜
(0)
k,0,m with k,m ∈ Z≥0. Then
m+ = (1012 · · ·12k−2)(32k+432k+8 · · ·32k+4m)
If k = 1, then T˜
(0)
1,0,m is special by the result of Section 4.2.
Case 2. k > 1. Let
m′1 = 1012 · · ·12k−4, m
′
2 = 12k−232k+432k+8 · · · 32k+4m,
m′′1 = 1012 · · ·12k−2, m
′′
2 = 32k+432k+8 · · · 32k+4m.
Then M (L(m+)) ⊂ M (χq(m
′
1)χq(m
′
2)) ∩M (χq(m
′′
1)χq(m
′′
2)).
By using similar arguments as the case of T
(s)
k,0,m, we show that the only possible domi-
nant monomials in χq(m
′
1)χq(m
′
2) are m+ and
n1 = 1012 · · · 12k−622k−332k+432k+8 · · · 32k+4m = m+A
−1
1,2k−3.
Moreover, n1 is not in χq(m
′′
1)χq(m
′′
2). Therefore the only dominant monomial in χq(m+)
is m+.
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4.5. The case of S
(0)
k,ℓ . Let m+ = S
(0)
k,ℓ with k, ℓ ∈ Z≥0. Then
m+ = (2022 · · · 22k−2)(22k+422k+6 · · · 22k+2ℓ+2).
If k = 1, then S
(s)
1,ℓ is special by the result of Section 4.2.
Case 2. k > 1. Let
m′1 = 2022 · · · 22k−4, m
′
2 = 22k−222k+422k+6 · · ·22k+2ℓ+2,
m′′1 = 2022 · · · 22k−2, m
′′
2 = 22k+422k+6 · · ·22k+2ℓ+2.
Then M (L(m+)) ⊂ M (χq(m
′
1)χq(m
′
2)) ∩M (χq(m
′′
1)χq(m
′′
2)).
By using similar arguments as the case of T
(s)
k,0,m, we show that the only possible domi-
nant monomials in χq(m
′
1)χq(m
′
2) are m+ and
n1 = 2022 · · ·22k−612k−332k−322k+422k+6 · · · 22k+2ℓ+2 = m+A
−1
2,2k−3,
n2 = 2022 · · ·22k−622k+422k+822k+10 · · · 22k+2ℓ+2
= m+A
−1
2,2k−3A
−1
1,2k−2A
−1
3,2k−1A
−1
2,2k+1A
−1
2,2k−1A
−1
3,2k+1A
−1
1,2k+2A
−1
2,2k+3,
n3 = 2022 · · ·22k−1012k−732k−522k+822k+10 · · · 22k+2ℓ+2
= n2A
−1
2,2k−5A
−1
2,2k−7A
−1
1,2k−4A
−1
3,2k−5A
−1
2,2k−3.
Moreover, n1, n2, n3 are not in χq(m
′′
1)χq(m
′′
2). Therefore the only dominant monomial in
χq(m+) is m+.
4.6. The case of U
(s)
k,ℓ . Let m+ = U
(s)
k,ℓ with k, ℓ ∈ Z≥0. Without loss of generality, we
may assume that s = 0. Then
m+ = (2022 · · · 22k−2)(32k+132k+3 · · · 32k+2ℓ−1).
Let
U = I × {aqs : s ∈ Z, s ≤ 2k + 2ℓ− 1}.
Let M be the finite set consisting of the following monomials
m+, m1 = m+A
−1
2,2k−1, m2 = m1A
−1
2,2k−3, . . . , mk = mk−1A
−1
2,1,
m11 = m1A
−1
1,2k,
m12 = m2A
−1
1,2k, m22 = m12A
−1
1,2k−2,
...
m1k = mkA
−1
1,2k, m2k = m1kA
−1
1,2k−2, . . . , mkk = mk−1,kA
−1
1,2.
By Theorem 2.3,
truncm+Q−U
χq(m+) =
∑
m∈M
m
and hence truncm+Q−U
χq(m+) is special. Therefore U
(s)
k,ℓ is special.
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4.7. The case of V
(s)
k,ℓ . Let m+ = V
(s)
k,ℓ with k, ℓ ∈ Z≥0. Without loss of generality, we
may assume that s = 0. Then
m+ = (3034 · · · 34k−4)(34k+234k+6 · · · 34k+4ℓ−2).
Case 1. k = 1. In this case,
m+ = 30(36310 · · · 34ℓ+2).
Let
U = I × {aqs : s ∈ Z, s ≤ 4ℓ+ 2}.
Let M be the finite set consisting of the following monomials
m0 = m+, m1 = m0A
−1
3,2, m2 = m1A
−1
2,4,
m3 = m2A
−1
2,2, m4 = m2A
−1
1,5, m5 = m4A
−1
2,2, m6 = m5A
−1
1,3.
By Theorem 2.3,
truncm+Q−U
χq(m+) =
∑
m∈M
m
and hence truncm+Q−U
χq(m+) is special. Therefore V
(s)
1,ℓ is special.
Case 2. k > 1. Let
m′1 = 3034 · · · 34k−8, m
′
2 = 34k−434k+234k+6 · · ·34k+4ℓ−2,
m′′1 = 3034 · · · 34k−4, m
′′
2 = 34k+234k+6 · · ·34k+4ℓ−2.
Then M (L(m+)) ⊂ M (χq(m
′
1)χq(m
′
2)) ∩M (χq(m
′′
1)χq(m
′′
2)).
By using similar arguments as the case of T
(s)
k,0,m, we show that the only possible domi-
nant monomials in χq(m
′
1)χq(m
′
2) are m+ and
n1 = (3034 · · · 34k−12)24k−724k−5(34k+234k+6 · · · 34k+4ℓ−2) = m+A
−1
3,4k−6.
Moreover, n1 is not in χq(m
′′
1)χq(m
′′
2). Therefore the only dominant monomial in χq(m+)
is m+.
4.8. The case of P
(s)
k,ℓ . Let m+ = P
(s)
k,ℓ with k, ℓ ∈ Z≥0. Without loss of generality, we
may assume that s = 0. Then
m+ = (3034 · · ·34k−4)24k+1(34k+634k+10 · · · 34k+4ℓ+2).
Case 1. k = 0. In this case,
m+ = 21(36310 · · · 34ℓ+2).
Let
U = I × {aqs : s ∈ Z, s ≤ 4ℓ+ 2}.
Let M be the finite set consisting of the following monomials
m0 = m+, m1 = m0A
−1
2,2, m2 = m1A
−1
1,3.
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It is clear that M satisfies the conditions in Theorem 2.3. Therefore
truncm+Q−U
χq(m+) =
∑
m∈M
m
and hence truncm+Q−U
χq(m+) is special. Therefore P
(s)
0,ℓ is special.
Case 2. k > 0. Let
m′1 = 3034 · · ·34k−4, m
′
2 = 24k+134k+634k+10 · · · 34k+4ℓ+2,
m′′1 = 3034 · · ·34k−424k+1, m
′′
2 = 34k+634k+10 · · · 34k+4ℓ+2.
Then M (L(m+)) ⊂ M (χq(m
′
1)χq(m
′
2)) ∩M (χq(m
′′
1)χq(m
′′
2)). Note that we have shown
that m′′2 = T
(0)
k,1,0 is special in the case of T
(s)
k,ℓ,0. Therefore the FM algorithm applies to m
′′
2.
By using similar arguments as the case of T
(s)
k,0,m, we show that the only possible domi-
nant monomials in χq(m
′
1)χq(m
′
2) are m+ and
n1 = (3034 · · · 34k−8)24k−314k(34k+634k+10 · · · 34k+4ℓ+2) = m+A
−1
3,4k−2A
−1
2,4k.
Moreover, n1 is not in χq(m
′′
1)χq(m
′′
2). Therefore the only dominant monomial in χq(m+)
is m+.
4.9. The case of O
(s)
k,ℓ. Let m+ = O
(s)
k,ℓ with k, ℓ ∈ Z≥0. Without loss of generality, we
may assume that s = 0. Then
m+ = (2022 · · · 22k−2)12k+112k+3(22k+622k+8 · · ·22k+2ℓ+4).
Case 1. k = 0. In this case,
m+ = 1113(2628 · · · 22ℓ+4) = T˜
(1)
2,ℓ,0.
By Theorem 3.10, L(m+) = O
(s)
0,ℓ is special.
Case 2. k > 0. Let
m′1 = 2022 · · · 22k−2, m
′
2 = 12k+112k+322k+622k+8 · · · 22k+2ℓ+4,
m′′1 = 2022 · · · 22k−212k+112k+3, m
′′
2 = 22k+622k+8 · · · 22k+2ℓ+4.
Then M (L(m+)) ⊂ M (χq(m
′
1)χq(m
′
2)) ∩M (χq(m
′′
1)χq(m
′′
2)). Note that we have shown
that m′′2 = T
(0)
0,k,2 is special in the case of T
(s)
0,k,r, r ∈ {1, 2}. Therefore the FM algorithm
applies to m′′2.
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By using similar arguments as the case of T
(s)
k,0,m, we show that the only possible domi-
nant monomials in χq(m
′
1)χq(m
′
2) are m+ and
n1 = (2022 · · · 22k−4)32k−112k+3(22k+622k+8 · · ·22k+2ℓ+4)
= m+A
−1
2,2k−1A
−1
1,2k,
n2 = (2022 · · · 22k−4)12k+112k+3(22k+822k+10 · · · 22k+2ℓ+4)
= n1A
−1
3,2k+1A
−1
2,2k+3A
−1
2,2k+1A
−1
3,2k+3A
−1
1,2k+4A
−1
2,2k+5,
n3 = (2022 · · · 22k−6)12k−312k+1(22k+822k+10 · · · 22k+2ℓ+4)
= n2A
−1
2,2k−3A
−1
3,2k−1A
−1
2,2k+1A
−1
1,2k+2,
n4 = (2022 · · · 22k−8)12k−512k−3(22k+822k+10 · · · 22k+2ℓ+4)
= n3A
−1
2,2k−5A
−1
3,2k−3A
−1
2,2k−1A
−1
1,2k.
Moreover, n1, n2, n3, n4 are not in χq(m
′′
1)χq(m
′′
2). Therefore the only dominant monomial
in χq(m+) is m+.
5. Proof Theorem 3.3 and Theorem 3.12
In this section, we will prove Theorem 3.3 and Theorem 3.12. We use the FM algorithm
to classify dominant monomials in χq(L)χq(R), χq(T )χq(B), and χq(S).
5.1. Classification of dominant monomials in χq(L)χq(R) and χq(T )χq(B).
Lemma 5.1. We have the following cases.
(1) Let
M = T
(s)
k,ℓ−1,0T
(s+4)
k−1,ℓ , k ≥ 1, ℓ ≥ 1.
Then dominant monomials in χq(T
(s)
k,ℓ−1,0)χq(T
(s+4)
k−1,ℓ,0) are
M0 = M, M1 = MA
−1
2,s+4k+2ℓ−2, M2 = M1A
−1
2,s+4k+2ℓ−4, . . . ,
Mℓ−1 = Mℓ−2A
−1
2,s+4k+2, Mℓ = Mℓ−1A
−1
3,s+4k−2A
−1
2,s+4k,
Mℓ+1 = MℓA
−1
3,s+4k−6, Mℓ+2 = Mℓ+1A
−1
3,s+4k−10, . . . , Mk+ℓ−1 = Mk+ℓ−2A
−1
3,s+2.
The dominant monomials in χq(T
(s)
k,ℓ,0)χq(T
(s+4)
k−1,ℓ−1,0) are M0, . . . ,Mk+ℓ−2.
(2) Let
M = T
(s)
k,0,m−1T
(s+4)
k−1,0,m, k ≥ 1, m ≥ 1.
Then dominant monomials in χq(T
(s)
k,0,m−1)χq(T
(s+4)
k−1,0,m) are
M0 =M, M1 =MA
−1
1,s+4k+2m−1, M2 = M1A
−1
1,s+4k+2m−3, . . . ,
Mm−1 =Mm−2A
−1
1,s+4k+3, Mm = Mm−1A
−1
3,s+4k−2A
−1
2,s+4kA
−1
1,s+4k+1,
Mm+1 =MmA
−1
3,s+4k−6, Mm+2 = Mm+1A
−1
3,s+4k−10, . . . , Mk+m−1 = Mk+m−2A
−1
3,s+2.
The dominant monomials in χq(T
(s)
k,0,m)χq(T
(s+4)
k−1,0,m−1) are M0, . . . ,Mk+m−2.
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(3) Let
M = S
(s)
k,ℓ−1S
(s+2)
k−1,ℓ , k, ℓ ≥ 1.
Then dominant monomials in χq(S
(s)
k,ℓ−1)χq(S
(s+2)
k−1,ℓ) are
M0 = M, M1 = MA
−1
2,s+2k+2ℓ+1, M2 = M1A
−1
2,s+2k+2ℓ−1, . . . ,
Mℓ−1 = Mℓ−2A
−1
2,s+2k+5, Mℓ = Mℓ−1A
−1
2,s+2k−1A
−1
3,s+2k+1A
−1
2,2k+3,
Mℓ+1 = MℓA
−1
2,s+2k−3, Mℓ+2 = Mℓ+1A
−1
2,s+2k−5, . . . ,Mk+ℓ−1 = Mk+ℓ−2A
−1
2,s+1.
The dominant monomials in χq(S
(s)
k,ℓ)χq(S
(s+2)
k−1,ℓ−1) are M0, . . . ,Mk+ℓ−2.
(4) Let
M = T
(s)
0,ℓ,r−1T
(s+2)
0,ℓ−1,r, ℓ ≥ 1, r ∈ {1, 2}.
Then dominant monomials in χq(T
(s)
0,ℓ,r−1)χq(T
(s+2)
0,ℓ−1,r) are
M0 = M, M1 = MA
−1
1,s+2ℓ+2r−2, M2 =M1A
−1
1,s+2ℓ+2r−4, . . . ,
Mr−1 = Mr−2A
−1
1,s+2ℓ+2, Mr =Mr−1A
−1
2,s+2ℓA
−1
1,s+2ℓ+1,
Mr+1 = MrA
−1
2,s+2ℓ−2, Mr+2 =Mr+1A
−1
2,s+2ℓ−4, . . . , Mℓ+r−1 =Mℓ+r−2A
−1
2,s+2.
The dominant monomials in χq(T
(s)
0,ℓ,r)χq(T
(s+2)
0,ℓ−1,r−1) are M0, . . . ,Mℓ+r−2.
(5) Let
M = T˜
(s)
k,0,m−1T˜
(s+2)
k−1,0,m, k,m ≥ 1.
Then dominant monomials in χq(T˜
(s)
k,0,m−1)χq(T˜
(s+2)
k−1,0,m) are
M0 = M, M1 = MA
−1
3,s+2k+4m−2, M2 =M1A
−1
3,s+2k+4m−6, . . . ,
Mm−1 =Mm−2A
−1
3,s+2k+6, Mm = Mm−1A
−1
1,s+2k−1A
−1
2,s+2kA
−1
3,2k+2,
Mm+1 =MmA
−1
1,s+2k−3, Mm+2 = Mm+1A
−1
1,s+2k−5, . . . , Mk+m−1 =Mk+m−2A
−1
1,s+1.
The dominant monomials in χq(T˜
(s)
k,0,m)χq(T˜
(s+2)
k−1,0,m−1) are M0, . . . ,Mℓ+m−2.
(6) Let
M = R
(s)
k,2ℓ,ℓ−1R
(s+2)
k−1,2ℓ,ℓ, k ≥ 1, ℓ ≥ 1.
Then dominant monomials in χq(R
(s)
k,2ℓ,ℓ−1)χq(R
(s+2)
k−1,2ℓ,ℓ) are
M0 = M, M1 =MA
−1
3,s+2k+4ℓ−3, M2 = M1A
−1
3,s+2k+4ℓ−7, . . . ,
Mℓ−1 =Mℓ−2A
−1
3,s+2k+5, Mℓ = Mℓ−1A
−1
2,s+2k−1A
−1
3,s+2k+1,
Mℓ+1 =MℓA
−1
2,s+2k−3, Mℓ+2 = Mℓ+1A
−1
2,s+2k−5, . . . , Mk+ℓ−1 =Mk+ℓ−2A
−1
2,s+1.
The dominant monomials in χq(R
(s)
k,2ℓ,ℓ)χq(R
(s+2)
k−1,2ℓ,ℓ−1) are M0, . . . ,Mk+ℓ−2.
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(7) Let
M = R
(s)
k,2ℓ,ℓR
(s+2)
k−1,2ℓ+1,ℓ, k ≥ 1, ℓ ≥ 1.
Then dominant monomials in χq(R
(s)
k,2ℓ,ℓ)χq(R
(s+2)
k−1,2ℓ+1,ℓ) are
M0 = M, M1 = MA
−1
1,s+2k+4ℓ, M2 =M1A
−1
1,s+2k+4ℓ−2, . . . ,
M2ℓ =M2ℓ−1A
−1
1,s+2k+2, M2ℓ+1 = M2ℓA
−1
2,s+2k−1A
−1
1,s+2k,
M2ℓ+2 = M2ℓ+1A
−1
2,s+2k−3, M2ℓ+3 = M2ℓ+2A
−1
2,s+2k−5, . . . , Mk+2ℓ = Mk+2ℓ−1A
−1
2,s+1.
The dominant monomials in χq(R
(s)
k,2ℓ+1,ℓ)χq(R
(s+2)
k−1,2ℓ,ℓ) are M0, . . . ,Mk+2ℓ−1.
(8) Let
M = R
(s)
k,2ℓ+1,ℓR
(s+2)
k−1,2ℓ+2,ℓ, k ≥ 1, ℓ ≥ 1.
Then dominant monomials in χq(R
(s)
k,2ℓ+1,ℓ)χq(R
(s+2)
k−1,2ℓ+2,ℓ) are
M0 = M, M1 = MA
−1
1,s+2k+4ℓ+2, M2 = M1A
−1
1,s+2k+4ℓ, . . . ,
M2ℓ+1 = M2ℓA
−1
1,s+2k+2, M2ℓ+2 = M2ℓ+1A
−1
2,s+2k−1A
−1
1,s+2k,
M2ℓ+3 = M2ℓ+2A
−1
2,s+2k−3, M2ℓ+4 = M2ℓ+3A
−1
2,s+2k−5, . . . , Mk+2ℓ+1 = Mk+2ℓA
−1
2,s+1.
The dominant monomials in χq(R
(s)
k,2ℓ+2,ℓ)χq(R
(s+2)
k−1,2ℓ+1,ℓ) are M0, . . . ,Mk+2ℓ.
(9) Let
M = T˜
(s)
k,ℓ−1,0T˜
(s+2)
k−1,ℓ , k ≥ 1, ℓ ≥ 1.
Then dominant monomials in χq(T˜
(s)
k,ℓ−1,0)χq(T˜
(s+2)
k−1,ℓ,0) are
M0 = M, M1 =MA
−1
2,s+2k+2ℓ−2, M2 = M1A
−1
2,s+2k+2ℓ−4, . . . ,
Mℓ−1 =Mℓ−2A
−1
2,s+2k+2, Mℓ = Mℓ−1A
−1
1,s+2k−1A
−1
2,s+2k,
Mℓ+1 =MℓA
−1
1,s+2k−3, Mℓ+2 = Mℓ+1A
−1
1,s+2k−5, . . . , Mk+ℓ−1 =Mk+ℓ−2A
−1
1,s+1.
The dominant monomials in χq(T˜
(s)
k,ℓ,0)χq(T˜
(s+2)
k−1,ℓ−1,0) are M0, . . . ,Mk+ℓ−2.
Recall that σ(x) = 0 if x is even and σ(x) = 1 if x is odd.
(10) Let
M = U
(s)
p,ℓ−1U
(s+2)
p−1,ℓ , p ≥ 2, ℓ ≥ 1.
Then dominant monomials in χq(U
(s)
p,ℓ−1)χq(U
(s+2)
p−1,ℓ ) are
M0 = M, M1 = MA
−1
3,s+2p+2ℓ−3, M2 = M1A
−1
2,s+2p+2ℓ−7, . . . ,
M⌊ ℓ−1
2
⌋ = M⌊ ℓ−1
2
⌋−1A
−1
3,s+2p+2σ(ℓ+1)+3, M⌊ ℓ−12 ⌋+1
= M⌊ ℓ−1
2
⌋A
−1
2,s+2p−1A
−1
3,s+2p+1,
M⌊ ℓ−1
2
⌋+2 = M⌊ ℓ−1
2
⌋+1A
−1
2,s+2p−3, M⌊ ℓ−1
2
⌋+3 =M⌊ ℓ−1
2
⌋+2A
−1
2,s+2p−5, . . . ,
Mp+⌊ ℓ−1
2
⌋ = Mp+⌊ ℓ−1
2
⌋−1A
−1
2,s+1.
The dominant monomials in χq(U
(s)
p,ℓ )χq(U
(s+2)
p−1,ℓ−1) are M0, . . . ,Mp+⌊ ℓ−1
2
⌋−1.
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(11) Let
M = V
(s)
k,ℓ−1V
(s+4)
k−1,ℓ , k ≥ 1, ℓ ≥ 1.
Then dominant monomials in χq(V
(s)
k,ℓ−1)χq(V
(s+4)
k−1,ℓ ) are
M0 = M, M1 = MA
−1
3,s+4k+4ℓ−4, M2 = M1A
−1
3,s+4k+4ℓ−8, . . . ,
Mℓ−1 = Mℓ−2A
−1
3,s+4k+6, Mℓ = Mℓ−1A
−1
3,s+4k−2A
−1
2,s+4kA
−1
2,s+4k−2A
−1
3,s+4k,
Mℓ+1 = MℓA
−1
3,s+4k−6, Mℓ+2 = Mℓ+1A
−1
3,s+4k−10, . . . , Mk+ℓ−1 = Mk+ℓ−2A
−1
3,s+2.
The dominant monomials in χq(V
(s)
k,ℓ )χq(V
(s+4)
k−1,ℓ−1) are M0, . . . ,Mk+ℓ−2.
(12) Let
M = P
(s)
k,ℓ−1P
(s+4)
k−1,ℓ , k ≥ 1, ℓ ≥ 1.
Then dominant monomials in χq(P
(s)
k,ℓ−1)χq(P
(s+4)
k−1,ℓ ) are
M0 =M, M1 =MA
−1
3,s+4k+4ℓ, M2 =M1A
−1
3,s+4k+4ℓ−4, . . . ,
Mℓ−1 = Mℓ−2A
−1
3,s+4k+8, Mℓ =Mℓ−1A
−1
2,s+4k+2A
−1
3,s+4k+4,
Mℓ+1 = MℓA
−1
3,s+4k−2A
−1
2,s+4k, Mℓ+2 = Mℓ+1A
−1
3,s+4k−6,
Mℓ+3 = Mℓ+2A
−1
3,s+4k−10, . . . , Mk+ℓ = Mk+ℓ−1A
−1
3,s+2.
The dominant monomials in χq(P
(s)
k,ℓ )χq(P
(s+4)
k−1,ℓ−1) are M0, . . . ,Mk+ℓ−1.
(13) Let
M = O
(s)
k,ℓ−1O
(s+2)
k−1,ℓ, k ≥ 1, ℓ ≥ 1.
Then dominant monomials in χq(O
(s)
k,ℓ−1)χq(O
(s+2)
k−1,ℓ) are
M0 = M, M1 =MA
−1
2,s+2k+2ℓ+4, M2 = M1A
−1
2,s+2k+2ℓ+2, . . . ,
Mℓ−1 =Mℓ−2A
−1
2,s+2k+7, Mℓ = Mℓ−1A
−1
1,s+2k+4A
−1
2,s+2k+5,
Mℓ+1 =MℓA
−1
1,s+2k+2, Mℓ+2 = Mℓ+1A
−1
2,s+2k−1A
−1
1,2k,
Mℓ+3 =Mℓ+2A
−1
2,s+2k−3, Mℓ+4 = Mℓ+3A
−1
2,s+2k−5, . . . , Mk+ℓ+1 =Mk+ℓA
−1
2,s+1.
The dominant monomials in χq(O
(s)
k,ℓ)χq(O
(s+2)
k−1,ℓ−1) are M0, . . . ,Mk+ℓ.
In each case, for each i, the multiplicity of Mi in the corresponding product of q-characters
is 1.
Proof. We prove the case of χq(T
(s)
k,ℓ−1,0)χq(T
(s+4)
k−1,ℓ,0). The other cases are similar. Let
m′1 = T
(s)
k,ℓ−1,0, m
′
2 = T
(s+4)
k−1,ℓ,0. Without loss of generality, we assume that s = 0. Then
m′1 = (3034 · · · 34k−4)(24k+124k+3 · · · 24k+2ℓ−3),
m′2 = (3436 · · · 34k−4)(24k+124k+3 · · · 24k+2ℓ−1).
Let m = m1m2 be a dominant monomial, where mi ∈ χq(m
′
i), i = 1, 2. Let
m3 = 3436 · · · 34k−4, m4 = 24k+124k+3 · · ·24k+2ℓ−1.
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If m2 ∈ χq(m3)(χq(m4) − m4), then m = m1m2 is right negative and hence m is not
dominant. Therefore m2 ∈ χq(m3)m4.
Suppose thatm2 ∈ M (L(m
′
2))∩M ((χq(m3)−m3)m4). By the FM algorithm for L(m
′
2),
m2 must have a factor 3
−1
4k . By Lemma 3.1, m1 does not have the factor 34k. Therefore
m = m1m2 is not dominant. This is a contradiction. Therefore m2 = m3m4 = m
′
2.
If
m1 ∈ χq(3034 · · · 34k−424k+124k+3 · · · 24k+2ℓ−5)×
× (χq(24k+2ℓ−3)− 24k+2ℓ−3 − 2
−1
4k+2ℓ−314k+2ℓ−434k+2ℓ−4),
then m = m1m2 is right-negative and hence not dominant. Therefore m1 is in one of the
following polynomials
χq(3034 · · ·34k−424k+124k+3 · · · 24k+2ℓ−5)24k+2ℓ−3, (5.1)
χq(3034 · · ·34k−424k+124k+3 · · · 24k+2ℓ−5)2
−1
4k+2ℓ−114k+2ℓ−234k+2ℓ−2. (5.2)
If m1 is in (5.1), then m1 = m
′
1. The dominant monomial we obtain is M0 = m
′
1m
′
2. If
m1 is the highest monomial in (5.2), then we obtain the dominant monomialM1 = m1m
′
2.
Suppose that m1 is in
M (L(m′1)) ∩ M
(
χq(3034 · · · 34k−424k+124k+3 · · · 24k+2ℓ−7)×
×(χq(24k+2ℓ−5)− 24k+2ℓ−5)2
−1
4k+2ℓ−314k+2ℓ−434k+2ℓ−4
)
.
By the FM algorithm for L(m′1), m1 is in one of the following polynomials
χq(3034 · · · 34k−424k+124k+3 · · · 24k+2ℓ−7)2
−1
4k+2ℓ−314k+2ℓ−434k+2ℓ−42
−1
4k+2ℓ−114k+2ℓ−234k+2ℓ−2,
(5.3)
χq(3034 · · · 34k−424k+124k+3 · · · 24k+2ℓ−7)14k+2ℓ−43
−1
4k+2ℓ14k+2ℓ−234k+2ℓ−2. (5.4)
If m1 is in (5.4), then m = m1m2 is right-negative and hence m is not dominant. This
is a contradiction. Therefore m1 is in (5.3). If m1 is the highest monomial in (5.3), then
we obtain the dominant monomial M2 = m1m
′
2. Suppose that m1 is not the highest
monomial in (5.3). Then by the FM algorithm, m1 is in the set
χq(3034 · · · 34k−424k+124k+3 · · ·24k+2ℓ−9)×
× 2−14k+2ℓ−514k+2ℓ−634k+2ℓ−62
−1
4k+2ℓ−314k+2ℓ−434k+2ℓ−42
−1
4k+2ℓ−114k+2ℓ−234k+2ℓ−2.
If m1 is the highest monomial in the above set, then we obtain the dominant monomial
M3 = m1m
′
2. Continue this procedure, we obtain dominant monomials M4, . . . ,Mℓ−1 and
the remaining dominant monomials are of the form m1m
′
2, where m1 is a non-highest
monomial in
M (L(m′1)) ∩M
(
χq(3034 · · ·34k−4)×
× 2−14k+32
−1
4k+5 · · · 2
−1
4k+2ℓ−114k+214k+4 · · · 14k+2ℓ−234k+234k+4 · · · 34k+2ℓ−2
)
.
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Suppose that m1 is a non-highest monomial in the above set. Since the non-highest
monomials in χq(3034 · · · 34k−4) are right-negative, we need cancelations of factors with
negative powers of some monomial in χq(3034 · · ·34k−4) with
14k+214k+4 · · ·14k+2ℓ−234k+234k+4 · · · 34k+2ℓ−224k+1.
The only cancelation can happen is to cancel 14k+2 or 34k+2 or 34k+4 or 24k+1. Since 1
2
4k,
324k, and 3
2
4k−2 do not appear in
M (L(m′1)) ∩M
(
χq(3034 · · ·34k−4)×
× 2−14k+32
−1
4k+5 · · · 2
−1
4k+2ℓ−114k+214k+4 · · · 14k+2ℓ−234k+234k+4 · · · 34k+2ℓ−2
)
,
14k+2, 34k+2 and 34k+4 cannot be canceled. Therefore we need a cancelation with 24k+1.
The only monomials in χq(3034 · · · 34k−4) which can cancel 24k+1 is in one of the following
polynomials
χq(3034 · · · 34k−8)14k24k−32
−1
4k+1,
χq(3034 · · · 34k−8)14k−214k2
−1
4k−12
−1
4k+134k−2,
χq(3034 · · · 34k−8)2
−1
4k+12
−1
4k+334k.
Therefore m1 is in one of the following sets
M (L(m′1)) ∩M
(
χq(3034 · · ·34k−8)14k24k−32
−1
4k+1×
× 2−14k+32
−1
4k+5 · · · 2
−1
4k+2ℓ−114k+214k+4 · · · 14k+2ℓ−234k+234k+4 · · · 34k+2ℓ−2
)
,
(5.5)
M (L(m′1)) ∩M
(
χq(3034 · · ·34k−8)14k−214k2
−1
4k−12
−1
4k+134k−2×
× 2−14k+32
−1
4k+5 · · · 2
−1
4k+2ℓ−114k+214k+4 · · · 14k+2ℓ−234k+234k+4 · · · 34k+2ℓ−2
)
,
(5.6)
M (L(m′1)) ∩M
(
χq(3034 · · ·34k−8)2
−1
4k+12
−1
4k+334k×
× 2−14k+32
−1
4k+5 · · · 2
−1
4k+2ℓ−114k+214k+4 · · · 14k+2ℓ−234k+234k+4 · · · 34k+2ℓ−2
)
.
(5.7)
If m1 is in (5.6), then we need to cancel 2
−1
4k−1. But 2
−1
4k−1 cannot be canceled by any
monomials in χq(3034 · · · 34k−8) or by m
′
2. Hence m1 is not in (5.6).
If m1 is in (5.7), then we need to cancel 2
−1
4k+3. But 2
−1
4k+3 cannot be canceled by any
monomials in χq(3034 · · · 34k−8) or by m
′
2. Therefore m1 is not in (5.7). Hence m1 is in
(5.5).
If m1 is the highest monomial in (5.5) with respect to ≤ defined in (2.4), then we obtain
the dominant monomial Mℓ = m1m
′
2. Suppose that m1 a non-highest monomial in (5.5).
By the FM algorithm, m1 must in
M (L(m′1)) ∩M
(
χq(3034 · · ·34k−12)3
−1
4k−424k−724k−514k24k−32
−1
4k+1×
× 2−14k+32
−1
4k+5 · · · 2
−1
4k+2ℓ−114k+214k+4 · · · 14k+2ℓ−234k+234k+4 · · · 34k+2ℓ−2
)
.
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If m1 is the highest monomial in the above set, then we obtain the dominant monomial
Mℓ+1 = m1m
′
2. Continue this procedure, we can show that the only remaining dominant
monomials are Mℓ+2, . . . ,Mk+ℓ−1.
It is clear that the multiplicity of Mi, i = 1, . . . , k + ℓ− 1, in χq(m1)χq(m2) is 1. 
5.2. Products of sources are special.
Lemma 5.2. Let [S] be the last summand in one of the relations in Theorem 3.3. Then
S is special.
Proof. We prove the case of S in the first relation in Theorem 3.3. The other cases are
similar.
Let S = χq(R
(s+1)
2k−1,ℓ,⌊ ℓ
2
⌋
)χq(T
(s+4k+4)
⌊ ℓ−1
2
⌋,0,0
), ℓ = 2m, m ∈ Z≥0. Let
n1 = 2s+12s+3 · · · 2s+4k−3, n
′
1 = 1s+4k1s+4k+2 · · ·1s+4k+4m−2,
n′′1 = 3s+4k+23s+4k+6 · · · 3s+4k+4m−2, n2 = 3s+4k+43s+4k+8 · · · 3s+4k+4m−4.
Then R
(s+1)
2k−1,ℓ,⌊ ℓ
2
⌋
= n1n
′
1n
′′
1, T
(s+4k+4)
⌊ ℓ−1
2
⌋,0,0
= n2. Let m = m1m2 be a dominant monomial,
where
m1 ∈ χq(R
(s+1)
2k−1,ℓ,⌊ ℓ
2
⌋
), m2 ∈ χq(T
(s+4k+4)
⌊ ℓ−1
2
⌋,0,0
).
If m2 6= n2 or m1 ∈ χq(n1n
′′
1)(χq(n
′
1) − n
′
1) or m1 ∈ χq(n1n
′
1)(χq(n
′′
1) − n
′′
1), then m
is right-negative which contradicts the fact that m is dominant. Therefore m2 = n2,
m1 ∈ χq(n1)n
′
1n
′′
1.
If m1 is the highest monomial in χq(n1)n
′
1n
′′
1, then we obtain a dominant monomial
n1n
′
1n
′′
1n2. Suppose that m1 is a non-highest monomial in χq(n1)n
′
1n
′′
1. Then m1 is in
(χq(n1)− n1)n
′
1n
′′
1. By the FM algorithm, m1 is one of the following monomials
m¯1 = n1n
′
1n
′′
1A
−1
2,s+4k−2, m¯2 = m¯1A
−1
2,s+4k−4, . . . , m¯2k−1 = m¯2k−2A
−1
2,s+2.
Therefore m = m1m2 = m1n2 is one of the following monomials
m¯1n2 = n1n
′
1n
′′
1A
−1
2,s+4k−2n2, m¯2n2 = m¯1A
−1
2,s+4k−4n2, . . . , m¯2k−1n2 = m¯2k−2A
−1
2,s+2n2.
Hence m is not a dominant monomial. This is a contradiction. Therefore the only
dominant monomial in S is R
(s+1)
2k−1,ℓ,⌊ ℓ
2
⌋
T
(s+4k+4)
⌊ ℓ−1
2
⌋,0,0
. 
5.3. Proof of Theorem 3.3. In Section 4, we have shown that R
(s)
0,2ℓ+i,ℓ, i = 0, 1, 2, and
U
(s)
k,ℓ are special. Therefore by Lemma 5.2, (3.13) and (3.26) are true. By Lemmas 5.1 and
5.2, the dominant monomials in the q-characters of the left hand side and of the right
hand side of every relation in Theorem 3.3 are the same. The theorem follows.
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6. Proof of Theorem 3.4 and Theorem 3.13
By Lemma 5.2, S is special and hence irreducible. Therefore we only have to show that
each T ⊗ B in Theorem 3.4 and Theorem 3.13 is irreducible. It suffices to prove that for
each non-highest dominant monomial M in T ⊗B, we have M (L(M)) 6⊂ M (T ⊗B). The
idea is similar as in [Her06], [MY12b], [LM12].
Lemma 6.1. We consider the same cases as in Lemma 5.1. In each case Mi are the
dominant monomials described by that lemma.
(1) For k ≥ 1, ℓ ≥ 1, let
n1 = M1A
−1
2,s+4k+2ℓ−2, n2 = M2A
−1
2,s+4k+2ℓ−4, . . . ,
nℓ−1 = Mℓ−1A
−1
2,s+4k+2, nℓ = MℓA
−1
3,s+4k−2A
−1
2,s+4k,
nℓ+1 = Mℓ+1A
−1
3,s+4k−6, nℓ+2 = Mℓ+2A
−1
3,s+4k−10, . . . , nk+ℓ−2 = Mk+ℓ−2A
−1
3,s+6.
Then for i = 1, . . . , k + ℓ− 2, ni ∈ χq(Mi) and ni 6∈ χq(T
(s)
k,ℓ,0)χq(T
(s+4)
k−1,ℓ−1,0).
(2) For k ≥ 1, m ≥ 1, let
n1 =M1A
−1
1,s+4k+2m−1, n2 = M2A
−1
1,s+4k+2m−3, . . . ,
nm−1 =Mm−1A
−1
1,s+4k+3, nm = MmA
−1
3,s+4k−2A
−1
2,s+4kA
−1
1,s+4k+1,
nm+1 =Mm+1A
−1
3,s+4k−6, nm+2 = Mm+2A
−1
3,s+4k−10, . . . , nk+m−2 = Mk+m−2A
−1
3,s+6.
Then for i = 1, . . . , k +m− 2, ni ∈ χq(Mi) and ni 6∈ χq(T
(s)
k,0,m)χq(T
(s+4)
k−1,0,m−1).
(3) For k ≥ 1, ℓ ≥ 1, let
n1 = M1A
−1
2,s+2k+2ℓ+1, n2 = M2A
−1
2,s+2k+2ℓ−1, . . . ,
nℓ−1 = Mℓ−1A
−1
2,s+2k+5, nℓ = MℓA
−1
2,s+2k−1A
−1
3,s+2k+1A
−1
2,2k+3,
nℓ+1 = Mℓ+1A
−1
2,s+2k−3, nℓ+2 = Mℓ+2A
−1
2,s+2k−5, . . . , nk+ℓ−2 = Mk+ℓ−2A
−1
2,s+3.
Then for i = 1, . . . , k + ℓ− 2, ni ∈ χq(Mi) and ni 6∈ χq(S
(s)
k,ℓ)χq(S
(s+2)
k−1,ℓ−1).
(4) For ℓ ≥ 1, r ∈ {1, 2}, let
n1 = M1A
−1
1,s+2ℓ+2r−2, n2 =M2A
−1
1,s+2ℓ+2r−4, . . . ,
nr−1 = Mr−1A
−1
1,s+2ℓ+2, nr =MrA
−1
2,s+2ℓA
−1
1,s+2ℓ+1,
nr+1 = Mr+1A
−1
2,s+2ℓ−2, nr+2 =Mr+2A
−1
2,s+2ℓ−4, . . . , nℓ+r−2 =Mℓ+r−2A
−1
2,s+4.
Then for i = 1, . . . , ℓ+ r − 2, ni ∈ χq(Mi) and ni 6∈ χq(T
(s)
0,ℓ,r)χq(T
(s+2)
0,ℓ−1,r−1).
(5) For k,m ≥ 1, let
n1 = M1A
−1
3,s+2k+4m−2, n2 =M2A
−1
3,s+2k+4m−6, . . . ,
nm−1 = Mm−1A
−1
3,s+2k+6, nm =MmA
−1
1,s+2k−1A
−1
2,s+2kA
−1
3,2k+2,
nm+1 = Mm+1A
−1
1,s+2k−3, nm+2 = Mm+2A
−1
1,s+2k−5, . . . , nk+m−2 =Mk+m−2A
−1
1,s+3.
Then for i = 1, . . . , k +m− 2, ni ∈ χq(Mi) and ni 6∈ χq(T˜
(s)
k,0,m)χq(T˜
(s+2)
k−1,0,m−1).
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(6) For k ≥ 1, ℓ ≥ 1, let
n1 = M1A
−1
3,s+2k+4ℓ−3, n2 =M2A
−1
3,s+2k+4ℓ−7, . . . ,
nℓ−1 =Mℓ−1A
−1
3,s+2k+5, nℓ =MℓA
−1
2,s+2k−1A
−1
3,s+2k+1,
nℓ+1 =Mℓ+1A
−1
2,s+2k−3, nℓ+2 = Mℓ+2A
−1
2,s+2k−5, . . . , nk+ℓ−2 = Mk+ℓ−2A
−1
2,s+3.
Then for i = 1, . . . , k + ℓ− 2, ni ∈ χq(Mi) and ni 6∈ χq(R
(s)
k,2ℓ,ℓ)χq(R
(s+2)
k−1,2ℓ,ℓ−1).
(7) For k ≥ 1, ℓ ≥ 1, let
n1 = M1A
−1
1,s+2k+4ℓ, n2 =M2A
−1
1,s+2k+4ℓ−2, . . . ,
n2ℓ =M2ℓA
−1
1,s+2k+2, n2ℓ+1 =M2ℓ+1A
−1
2,s+2k−1A
−1
1,s+2k,
n2ℓ+2 = M2ℓ+2A
−1
2,s+2k−3, n2ℓ+3 = M2ℓ+3A
−1
2,s+2k−5, . . . , nk+2ℓ−1 = Mk+2ℓ−1A
−1
2,s+3.
Then for i = 1, . . . , k + 2ℓ− 1, ni ∈ χq(Mi) and ni 6∈ χq(R
(s)
k,2ℓ+1,ℓ)χq(R
(s+2)
k−1,2ℓ,ℓ).
(8) For k ≥ 1, ℓ ≥ 1, let
n1 = M1A
−1
1,s+2k+4ℓ+2, n2 = M2A
−1
1,s+2k+4ℓ, . . . ,
n2ℓ+1 = M2ℓ+1A
−1
1,s+2k+2, n2ℓ+2 = M2ℓ+2A
−1
2,s+2k−1A
−1
1,s+2k,
n2ℓ+3 = M2ℓ+3A
−1
2,s+2k−3, n2ℓ+4 = M2ℓ+4A
−1
2,s+2k−5, . . . , nk+2ℓ = Mk+2ℓA
−1
2,s+3.
Then for i = 1, . . . , k + 2ℓ, ni ∈ χq(Mi) and ni 6∈ χq(R
(s)
k,2ℓ+2,ℓ)χq(R
(s+2)
k−1,2ℓ+1,ℓ).
(9) For k ≥ 1, ℓ ≥ 1, let
n1 = M1A
−1
2,s+2k+2ℓ−2, n2 =M2A
−1
2,s+2k+2ℓ−4, . . . ,
nℓ−1 =Mℓ−1A
−1
2,s+2k+2, nℓ =MℓA
−1
1,s+2k−1A
−1
2,s+2k,
nℓ+1 =Mℓ+1A
−1
1,s+2k−3, nℓ+2 = Mℓ+2A
−1
1,s+2k−5, . . . , nk+ℓ−2 = Mk+ℓ−2A
−1
1,s+3.
Then for i = 1, . . . , k + ℓ− 2, ni ∈ χq(Mi) and ni 6∈ χq(T˜
(s)
k,ℓ,0)χq(T˜
(s+2)
k−1,ℓ−1,0).
(10) For p ≥ 2, ℓ ≥ 1, let
n1 = M1A
−1
3,s+2p+2ℓ−3, n2 = M2A
−1
2,s+2p+2ℓ−7, . . . ,
n⌊ ℓ−1
2
⌋ = M⌊ ℓ−1
2
⌋A
−1
3,s+2p+2σ(ℓ+1)+3, n⌊ ℓ−12 ⌋+1
= M⌊ ℓ−1
2
⌋+1A
−1
2,s+2p−1A
−1
3,s+2p+1,
n⌊ ℓ−1
2
⌋+2 = M⌊ ℓ−1
2
⌋+2A
−1
2,s+2p−3, n⌊ ℓ−1
2
⌋+3 =M⌊ ℓ−1
2
⌋+3A
−1
2,s+2p−5, . . . ,
np+⌊ ℓ−1
2
⌋−1 =Mp+⌊ ℓ−1
2
⌋−1A
−1
2,s+3.
Then for i = 1, . . . , p+ ⌊ ℓ−1
2
⌋ − 1, ni ∈ χq(Mi) and ni 6∈ χq(U
(s)
p,ℓ )χq(U
(s+2)
p−1,ℓ−1).
(11) For k ≥ 1, ℓ ≥ 1, let
n1 = M1A
−1
3,s+4k+4ℓ−4, n2 = M2A
−1
3,s+4k+4ℓ−8, . . . ,
nℓ−1 = Mℓ−1A
−1
3,s+4k+6, nℓ = MℓA
−1
3,s+4k−2A
−1
2,s+4kA
−1
2,s+4k−2A
−1
3,s+4k,
nℓ+1 = Mℓ+1A
−1
3,s+4k−6, nℓ+2 = Mℓ+2A
−1
3,s+4k−10, . . . , nk+ℓ−2 = Mk+ℓ−2A
−1
3,s+6.
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Then for i = 1, . . . , k + ℓ− 2, ni ∈ χq(Mi) and ni 6∈ χq(V
(s)
k,ℓ )χq(V
(s+4)
k−1,ℓ−1).
(12) For k ≥ 1, ℓ ≥ 1, let
n1 =M1A
−1
3,s+4k+4ℓ, n2 = M2A
−1
3,s+4k+4ℓ−4, . . . ,
nℓ−1 = Mℓ−1A
−1
3,s+4k+8, nℓ = MℓA
−1
2,s+4k+2A
−1
3,s+4k+4,
nℓ+1 = Mℓ+1A
−1
3,s+4k−2A
−1
2,s+4k, nℓ+2 = Mℓ+2A
−1
3,s+4k−6,
nℓ+3 = Mℓ+3A
−1
3,s+4k−10, . . . , nk+ℓ−1 =Mk+ℓ−1A
−1
3,s+6.
Then for i = 1, . . . , k + ℓ− 1, ni ∈ χq(Mi) and ni 6∈ χq(P
(s)
k,ℓ )χq(P
(s+4)
k−1,ℓ−1).
(13) For k ≥ 1, ℓ ≥ 1, let
n1 = M1A
−1
2,s+2k+2ℓ+4, n2 = M2A
−1
2,s+2k+2ℓ+2, . . . ,
nℓ−1 =Mℓ−1A
−1
2,s+2k+7, nℓ = MℓA
−1
1,s+2k+4A
−1
2,s+2k+5,
nℓ+1 =Mℓ+1A
−1
1,s+2k+2, nℓ+2 = Mℓ+2A
−1
2,s+2k−1A
−1
1,2k,
nℓ+3 =Mℓ+3A
−1
2,s+2k−3, nℓ+4 = Mℓ+4A
−1
2,s+2k−5, . . . , nk+ℓ = Mk+ℓA
−1
2,s+3.
Then for i = 1, . . . , k + ℓ, ni ∈ χq(Mi) and ni 6∈ χq(O
(s)
k,ℓ)χq(O
(s+2)
k−1,ℓ−1).
Proof. We prove the case of χq(T
(s)
k,ℓ,0)χq(T
(s+4)
k−1,ℓ−1,0). The other cases are similar. By
definition, we have
T
(s)
k,ℓ,0 = (3s3s+4 · · · 3s+4k−4)(2s+4k+12s+4k+3 · · · 2s+4k+2ℓ−32s+4k+2ℓ−1),
T
(s+4)
k−1,ℓ−1,0 = (3s+4 · · · 3s+4k−4)(2s+4k+12s+4k+3 · · · 2s+4k+2ℓ−3),
M1 = T
(s)
k,ℓ,0T
(s+4)
k−1,ℓ−1,0A
−1
2,s+4k+2ℓ−2
= T
(s)
k,ℓ,0T
(s+4)
k−1,ℓ−1,02
−1
s+4k+2ℓ−11s+4k+2ℓ−23s+4k+2ℓ−2.
By Uq2(sˆl2) argument, it is clear that n1 =M1A
−1
2,s+4k+2ℓ−2 is in χq(M1).
If n1 is in χq(T
(s)
k,ℓ,0)χq(T
(s+4)
k−1,ℓ−1,0), then T
(s)
k,ℓ,0A
−1
2,s+4k+2ℓ−2 is in χq(T
(s)
k,ℓ,0) which is impossi-
ble by the FM algorithm for T
(s)
k,ℓ,0. Similarly, ni ∈ χq(Mi), i = 2, . . . , ℓ−1, but n2, . . . , nℓ−1
are not in χq(T
(s)
k,ℓ,0)χq(T
(s+4)
k−1,ℓ−1,0).
By definition,
Mℓ = (3s3s+4 · · · 3s+4k−4)(3s3s+4 · · · 3s+4k−8)2s+4k−3 ×
×(1s+4k1s+4k+21s+4k+4 · · · 1s+4k−2ℓ−2)(3s+4k+23s+4k+4 · · ·3s+4k−2ℓ−2).
Let U = {(2, aqs+4k), (3, aqs+4k−2)} ⊂ I × C×. Let M be the finite set consisting of the
following monomials
m0 = Mℓ, m1 = m0A
−1
3,s+4k−2, m2 = m1A
−1
2,s+4k.
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It is clear that M satisfies the conditions in Theorem 2.3. Therefore
truncMℓQ−U
(χq(Mℓ)) =
∑
m∈M
m
and hence nℓ = MℓA
−1
3,s+4k−2A
−1
2,s+4k is in χq(Mℓ).
If nℓ is in χq(T
(s)
k,ℓ,0)χq(T
(s+4)
k−1,ℓ−1,0), then T
(s)
k,ℓ,0A
−1
3,s+4k−2A
−1
2,s+4k is in χq(T
(s)
k,ℓ,0) which is
impossible by the FM algorithm for T
(s)
k,ℓ,0.
Similarly, for i = ℓ+1, . . . , k+ℓ−2, we have ni ∈ χq(Mi) and ni 6∈ χq(T
(s)
k,ℓ,0)χq(T
(s+4)
k−1,ℓ−1,0).

7. Proof Proposition 3.5
Let A(s) be a module in the system I. By (2.3), χq(A
(s)) is obtained from χq(A
(0))
by a shift of indices. For simplicity, we do not write the upper-subscripts ”(s)” in
the proof. The q-characters of Kirillov-Reshetikhin modules can be computed from
χq(10), χq(20), χq(30), see [Her06].
It suffices to prove the following results.
(1) By using (3.9), we can compute χq(T0,ℓ,r), r ∈ {0, 1, 2}, ℓ ∈ Z≥0.
(2) By using (3.6), (3.7), and (3.8), we can compute χq(Tk,0,m), χq(T˜k,0,m), χq(Sk,m),
k,m ∈ Z≥0.
(3) By using (3.5), (3.10)–(3.13) and the q-characters computed in (1), (2), we can com-
pute χq(Rk,2ℓ+i,ℓ), χq(Tk,ℓ,0), i = 0, 1, 2, k, ℓ ∈ Z≥0.
Proof of (1). We use induction on ℓ, r. If ℓ ≤ 1, r = 0, then (1) is clearly true. Suppose
that (1) is true for ℓ ≤ ℓ1, r ≤ r1, ℓ1 ≥ 1, r1 ∈ {0, 1, 2}. We will show that (1) is true for
ℓ = ℓ1 + 1, r = r1 and ℓ = ℓ1, r = r1 + 1 respectively.
Suppose that ℓ = ℓ1 + 1, r = r1. If r = 0, then T0,ℓ,r is a Kirillov-Reshetikhin modules
and hence (1) is true. If r = 1, then by using (3.9), T0,ℓ,r can be computed by using the
q-characters for Kirillov-Reshetikhin modules and induction hypothesis. If r = 2, then
by using (3.9), T0,ℓ,r can be computed by using the q-characters for Kirillov-Reshetikhin
modules, χq(0, k, 1), k ∈ Z≥0, and induction hypothesis. Similarly, we can show that (1)
is true for ℓ = ℓ1, r = r1 + 1.
Proof of (2). It suffices to show the following result.
(2’) By using (3.6), (3.7), and (3.8), we can compute
χq(Tk,0,m), k ≤ k1, m ≤ m1, χq(T˜m,0,k), k ≤ k1, m ≤ m1,
χq(Sk,m), k ≤ 2k1, m ≤ m1 − 1, χq(Sm,k), m ≤ m1 − 1, k ≤ 2k1.
If t1 < 0 or t2 < 0, then we do not need to compute St1,t2 .
We will prove (2’) by using induction on k1, m1. If k1 = 1, m1 = 1, then (2’) is clearly
true. Suppose that (2’) is true for k1 = k2, m1 = m2, k2, m2 ≥ 1. We will show that (2’)
is true for k1 = k2 + 1, m1 = m2 and k1 = k2, m1 = m2 + 1 respectively.
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Suppose that k1 = k2 + 1, m1 = m2. We only need to show that the following q-
characters
χq(S2k2+1,m), m ≤ m2 − 1, χq(S2k2+2,m), m ≤ m2 − 1, χq(Tk2+1,0,m), m ≤ m2, (7.1)
χq(T˜m,0,k2+1), m ≤ m2, χq(Sm,2k2+1), m ≤ m2 − 1, χq(Sm,2k2+2), m ≤ m2 − 1, (7.2)
can be computed. We compute the following q-characters
χq(S2k2,2m−1), m ≤ ⌊
m2 − 1
2
⌋, χq(T˜2k2+1,0,m), m ≤ ⌊
m2 − 1
2
⌋,
χq(Tk2,0,m), m ≤ m2 − 1, χq(S2k2+1,m), m ≤ m2 − 1, χq(Tk2+1,0,m), m ≤ m2,
χq(S2k2+1,m), m ≤ ⌊
m2 − 1
2
⌋, χq(T˜2k2+2,0,m), m ≤ ⌊
m2 − 1
2
⌋,
χq(S2k2+2,m), m ≤ m2 − 1,
in the order as shown. At each step, we consider the module that we want to compute as
a top module and use the corresponding relation in Theorem 3.3 and known q-characters.
Therefore χq(S2k2+1,m), m ≤ m2 − 1, χq(S2k2+2,m), m ≤ m2 − 1, χq(Tk1+1,0,m), m ≤ m2,
can be computed. The fact that the q-characters in (7.2) can be computed can be proved
similarly. Therefore (2’) is true for k1 = k2 + 1, m1 = m2.
Similarly, we can show that (2’) is true for k1 = k2, m1 = m2 + 1.
Proof of (3). It suffices to prove the following result.
(3’) By using (3.5), (3.10)–(3.13) and the q-characters computed in (1), (2), we can
compute the following q-characters:
χq(Rk,2ℓ,ℓ), k ≤ 2k1 − 3, ℓ ≤ ℓ1, χq(Rk,2ℓ,ℓ−1), k ≤ 2k1 − 1, ℓ ≤ ℓ1,
χq(Rk,2ℓ−1,ℓ−1), k ≤ 2k1 − 1, ℓ ≤ ℓ1, χq(Tk,ℓ,0), k ≤ k1, ℓ ≤ 2ℓ1.
Let k2 = 1, ℓ2 = 1. The q-characters of Rk,i,0 = Tk,i,0, i = 0, 1, 2, are computed in (1).
Therefore (3’) is true in this case by using (3.10) and the q-characters computed in (1).
Suppose that (3’) is true for k1 = k2, ℓ1 = ℓ2, k2 ≥ 1, ℓ2 ≥ 0. We will show that (3’) is
true for k1 = k2, ℓ1 = ℓ2+1 and k1 = k2+1, ℓ1 = ℓ2 respectively. Let k1 = k2, ℓ1 = ℓ2+1.
We need to show that the following q-characters
χq(Rk,2ℓ2+2,ℓ2+1), k ≤ 2k2 − 1, χq(Rk,2ℓ2+2,ℓ2), k ≤ 2k2 − 1,
χq(Rk,2ℓ2+1,ℓ2), k ≤ 2k2 − 1, χq(Tk,2ℓ2+1,0), k ≤ k2, χq(Tk,2ℓ2+2,0), k ≤ k2,
can be computed. We compute the following q-characters
χq(Tk−2,2ℓ2,0), k ≤ k2, χq(R2k−3,2ℓ2+1,ℓ2), k ≤ k2,
χq(Tk−1,2ℓ2+1,0), k ≤ k2, χq(R2k−1,2ℓ2+2,ℓ2), k ≤ k2,
χq(R2k−1,2ℓ2+2,ℓ2+1), k ≤ k2, χq(Tk,2ℓ2+2,0), k ≤ k2,
in the order as shown. At each step, we consider the module that we want to compute as
a top module and use the corresponding relation in Theorem 3.3 and known q-characters.
Therefore (3’) is true for k1 = k2, ℓ1 = ℓ2 + 1.
Similarly, we can show that (3’) is true for k1 = k2 + 1, ℓ1 = ℓ2.
36 JIAN-RONG LI
8. Conjectural character formulas
Every Uq(gˆ)-module V is also a Uq(g)-module. We use Res(V ) to denote the Uq(g)-
module obtained by restricting V to Uq(g). We use the system I to compute the characters
of the restrictions of modules in the system I. According to these computations, we obtain
the following conjecture.
Conjecture 8.1. For s ∈ Z, k, ℓ,m ∈ Z≥0, Res(T
(s)
k,ℓ,0), Res(T
(s)
k,0,m), Res(T˜
(s)
k,0,m) are
decomposed to direct sums of irreducible Uq(g)-modules as follows.
Res(T
(s)
k,ℓ,0) =
i⊕
j=0
⌊ ℓ
2
⌋⊕
i=0
V ((2i− 2j)ω1 + (ℓ− 2i)ω2 + kω3),
Res(T
(s)
k,0,m) =
⌊m
2
⌋⊕
i=0
V ((m− 2i)ω1 + kω3),
Res(T˜
(s)
k,0,m) =
⌊k
2
⌋⊕
i=0
V ((k − 2i)ω1 +mω3).
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