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Abstract: Classical dynamic Bayesian networks (DBNs) are based on the homogeneous Markov assumption
and cannot deal with non-homogeneous temporal processes. Various approaches to relax the homogeneity
assumption have recently been proposed. The present paper presents a combination of a Bayesian network
with conditional probabilities in the linear Gaussian family, and a Bayesian multiple changepoint process,
where the number and location of the changepoints are sampled from the posterior distribution with MCMC.
Our work improves four aspects of an earlier conference paper: it contains a comprehensive and self-
contained exposition of the methodology; it discusses the problem of spurious feedback loops in network
reconstruction; it contains a comprehensive comparative evaluation of the network reconstruction accuracy
on a set of synthetic and real-world benchmark problems, based on a novel discrete changepoint process; and
it suggests new and improved MCMC schemes for sampling both the network structures and the changepoint
configurations from the posterior distribution. The latter study compares RJMCMC, based on changepoint
birth and death moves, with two dynamic programming schemes that were originally devised for Bayesian
mixture models. We demonstrate the modifications that have to be made to allow for changing network
structures, and the critical impact that the prior distribution on changepoint configurations has on the
overall computational complexity.
Keywords: Dynamic Bayesian networks, non-homogeneity, multiple changepoint process, reversible jump
Markov chain Monte Carlo (RJMCMC), dynamic programming, receiver operator characteristics (ROC)
curve, precision-recall (PR) curve, gene regulatory network, circadian regulation, Arabidopsis
1 Introduction
There has recently been considerable interest in structure learning of Bayesian networks. Exam-
ples from the topical field of systems biology are the reconstruction of transcriptional regulatory
networks from gene expression data (Friedman et al., 2000), the inference of signal transduction
pathways from protein concentrations (Sachs et al., 2005), and the identification of neural infor-
mation flow operating in the brains of songbirds (Smith et al., 2006). In particular, dynamic
Bayesian networks (DBNs) have been applied, as they allow feedback loops and recurrent reg-
ulatory structures to be modelled while avoiding the ambiguity about edge directions common
to static Bayesian networks. The standard assumption underlying DBNs is that time-series have
been generated from a homogeneous Markov process. However, regulatory interactions and signal
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transduction processes in the cell are usually adaptive and change in response to external stimuli.
Likewise, neural information flow slowly adapts via Hebbian learning to make the processing of
sensory information more efficient. The assumption of homogeneity is therefore too restrictive in
many circumstances, and can potentially lead to erroneous conclusions.
Following earlier approaches aiming to relax the homogeneity assumption for undirected graphical
models (Talih and Hengartner (2005) and Xuan and Murphy (2007)), various recent research efforts
have addressed the homogeneity assumption for DBNs. Robinson and Hartemink (2009) proposed
a discrete non-homogeneous DBN, which allows for different structures in different segments of the
time series, with a regularization term penalizing differences among the structures. Grzegorczyk
and Husmeier (2009) proposed a continuous non-homogeneous DBN, in which the parameters are
allowed to vary over time, with a common network structure providing information sharing among
the time series segments. Le`bre (2007) proposed an alternative continuous non-homogeneous DBN,
which is more flexible in that it allows the network structure to vary among the segments. The
model proposed in Ahmed and Xing (2009) and Kolar et al. (2009) can be regarded as a non-
homogeneous DBN where inference is based on sparse L1-regularized regression (LASSO) of the
interaction parameters, and a second L1 regularization term penalizes differences between networks
associated with different segments.
Parameter estimation in Ahmed and Xing (2009) and Kolar et al. (2009) is based on penalized
maximum likelihood for fixed regularization parameters. The optimization of the latter is based on
BIC or cross-validation, and a bootstrapping scheme is required to estimate inference uncertainty.
In the present paper, we follow Robinson and Hartemink (2009), Grzegorczyk and Husmeier (2009)
and Le`bre (2007) to infer the network structure, the interaction parameters, as well as the num-
ber and location of changepoints in a Bayesian framework by sampling them from the posterior
distribution with a Markov chain Monte Carlo (MCMC) scheme.
Our work is an expansion of our earlier model (Grzegorczyk and Husmeier, 2009), which was
introduced to address two shortcomings of the alternative non-homogeneous DBNs of Robinson
and Hartemink (2009) and Le`bre (2007). As opposed to Robinson and Hartemink (2009), the
model in Grzegorczyk and Husmeier (2009) is continuous and thus avoids the information loss
inherent in data discretization. A shortcoming of Le`bre (2007) is potential model over-flexibility:
different network structures are associated with different time series segments, which for short
time series will inevitably lead to over-fitting or inflated inference uncertainty. The approach
in Grzegorczyk and Husmeier (2009) introduces information sharing among different time series
segments via constraints on the network structure: the model is non-homogeneous with respect
to the parameters, while the network structure is the same for all segments. While for certain
scenarios, like morphogenesis, this model is too restrictive, we have argued that for most cellular
processes on a shorter time scale it is not the structure but rather the strength of the regulatory
interactions that changes with time. Put differently, and to paraphrase and recite Robinson and
Hartemink (2009): it is not the road system (the network structure) that changes between off-peak
and rush hour, but the intensity of the traffic flow (the strength of the interactions). In the same
vein, it is not the ability of a transcription factor to potentially bind to the promoter of a gene
and thereby initiate transcription (the interaction structure), but the extent to which this happens
(the interaction strength).
The objective of the present paper is to expand and improve our earlier paper (Grzegorczyk and
Husmeier, 2009) in four important aspects. Firstly, due to a strict page limit, the presentation
of the methodology in Grzegorczyk and Husmeier (2009) is very terse, and we here offer a more
comprehensive and self-contained exposition. Secondly, we discuss the problem of spurious feedback
loops. Feedback loops are essential to the regulation and stable control of complex biological
systems, and the application of dynamic as opposed to static Bayesian networks has been motivated
by the fact that feedback loops can, in principle, be learnt. In the present work, we demonstrate
that a linear homogeneous DBN is susceptible to reconstructing spurious feedback loops, and
we investigate how far this susceptibility is overcome when using the proposed non-homogeneous
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DBN. Thirdly, we have replaced the continuous changepoint process of Grzegorczyk and Husmeier
(2009) by a simpler discrete changepoint process, and we have rerun all the simulations to ascertain
that this modification does not noticeably affect the results. Fourthly and most importantly, we
have invested considerable efforts into improving and assessing mixing and convergence of the
MCMC sampling scheme. Like Robinson and Hartemink (2009) and Le`bre (2007), our earlier
work pursued inference with reversible jump MCMC (Green, 1995), based on birth and death
moves for individual changepoints. In the present paper, we explore the application of the dynamic
programming scheme of Fearnhead (2006), with which changepoint configurations are sampled from
the proper conditional distribution within a Gibbs sampling scheme.1 We compare two alternative
approaches, based on different prior distributions for the changepoint processes, and we critically
assess mixing, convergence and the computational complexity of these schemes.
2 Methodology
2.1 The homogeneous dynamic BGe network
DBNs are flexible models for representing probabilistic relationships between interacting variables
(nodes) X1, . . . ,XN via a directed graph G. Let t = 1, . . . ,m represent time points. In most
applications first-order DBNs are considered so that all interactions are subject to a time delay
τ = 1. An edge pointing from Xj to Xn, symbolically G(j, n) = 1 in a DBN with τ = 1 indicates
that the realization Xn(t) of Xn at time point t is conditionally dependent on the realization
Xj(t− 1) of Xj at time point t− 1. See Figure 1 for an example of a DBN consisting of two nodes
X1 and X2. The parent node set of node Xn in G, pin = pin(G), is the set of all nodes from which
an edge points to node Xn in G. Note that there is a one-to-one mapping between the graph G
and the N parent node sets pin; i.e. G(j, n) = 1 if and only if Xj ∈ pin; and vice-versa G(j, n) = 0 if
and only if Xj /∈ pin. Given a data set D, where Dn,t and Dπn,t are the t-th realizations Xn(t) and
pin(t) of Xn and pin, respectively. DBNs are based on the following homogeneous Markov chain
expansion:
P (D|G,θ) =
N∏
n=1
m∏
t=2
P
(
Xn(t) = Dn,t|pin(t− 1) = Dπn,t−1,θn
)
(1)
where θ is the total parameter vector, composed of node-specific subvectors θn, which specify the
local conditional distributions in the factorization. From Eq. (1) and under the assumption of
parameter independence, P (θ|G) =∏n P (θn|pin), the marginal likelihood is given by
P (D|G) =
∫
P (D|G,θ)P (θ|G)dθ =
N∏
n=1
Ψ(Dπnn ) (2)
Ψ(Dπnn ) =
∫ m∏
t=2
P
(
Xn(t) = Dn,t|pin(t− 1) = Dπn,t−1,θn
)
P (θn|pin)dθn (3)
where Dπnn := {(Dn,t,Dπn,t−1) : 2 ≤ t ≤ m} is the subset of data pertaining to node Xn and par-
ent set pin. We will refer to Ψ(Dπnn ) as the local score of Xn. For the local scores Ψ(Dπnn ) various
modelling frameworks, such as sparse Bayesian regression models (e.g. see Rogers and Girolami
(2005)), have been proposed and applied in the literature. In this study we focus on the BGe
model, which was proposed by Geiger and Heckerman (1994). That is, a linear Gaussian distri-
bution is chosen for the local conditional distribution P (Xn|pin,θn) in Eq. (3), and the conjugate
normal-Wishart distribution is assigned to the local prior distributions P (θn|pin). Under fairly
weak regularity conditions discussed in Geiger and Heckerman (1994) (parameter modularity), the
1Note that the dynamic programming scheme of Fearnhead (2006) has already been applied in the context of
undirected graphical models (Xuan and Murphy, 2007).
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Figure 1: State space graph and corresponding dynamic Bayesian network of order
τ = 1. The left panel shows a recurrent state space graph containing two nodes. Node X1 has a
recurrent feedback loop and acts as a regulator of node X2. The right panel shows the same graph
unfolded in time.
integral in Eq. (3) has a closed form solution, given by Eq. (24) in Geiger and Heckerman (1994).
The resulting expression is called the (local) BGe score. We note that the score equivalence aspect
of the BGe model is not required for DBNs of order τ = 1, because edge reversals are not permis-
sible when all conditional dependencies Xi → Xj are modelled with a time lag: Xi(t−1)→ Xj(t).
Formulating our changepoint model in terms of the BGe score has an advantage with regard to
potential generalizations in future work. The BGe score can also be employed (i) in DBNs with
additional intra-slice interactions (τ = 0), such as Xi(t) → Xj(t), and (ii) when aiming to adapt
the proposed framework to nonlinear static Bayesian networks along the lines of Ko et al. (2007).
2.2 The non-homogeneous dynamic changepoint BGe model (cpBGe)
To obtain a non-homogeneous DBN, we generalize Eq. (1) with a node-specific mixture model:
P (D|G,V,K,θ) =
N∏
n=1
m∏
t=2
Kn∏
k=1
P
(
Xn(t) = Dn,t|pin(t− 1) = Dπn,t−1,θkn
)δVn(t),k
(4)
where δVn(t),k is the Kronecker delta, V is a matrix of latent variables Vn(t), Vn(t) = k indicates
that the realization of node Xn at time t, Xn(t), has been generated by the k-th component of
a mixture with Kn components, and K = (K1, . . . ,Kn). Note that the matrix V divides the
data into several disjoined subsets, each of which can be regarded as pertaining to a separate BGe
model with parameters θkn. The vectors Vn are node-specific, i.e. different nodes can have different
changepoints so that the proposed model has a higher flexibility in modelling nonlinear relationships
than the BGM model proposed in Grzegorczyk et al. (2008). The probability model defined in
Eq. (4) is effectively a mixture model with local probability distributions P (Xn|pin,θkn) and it can
hence, under a free allocation of the latent variables, approximate any probability distribution
arbitrarily closely. But different from the free allocation of latent variables in Grzegorczyk et al.
(2008), in the present work, we change the assignment of data points to mixture components from
a free allocation to a changepoint process. This allocation scheme provides the approximation
of a nonlinear regulation process by a piecewise linear process under the assumption that the
temporal processes are sufficiently smooth. Employing a changepoint process effectively reduces
the complexity of the latent variable space and incorporates our prior belief that, in a time series,
adjacent time points are likely to be assigned to the same component. From Eq. (4), the marginal
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likelihood conditional on the latent variables V is given by
P (D|G,V,K) =
∫
P (D|G,V,K,θ)P (θ)dθ =
N∏
n=1
Ψ†(Dπnn [Kn,Vn]) (5)
Ψ†(Dπnn [Kn,Vn]) =
Kn∏
k=1
Ψ(Dπnn [k,Vn]) (6)
where the factors in Eq. (6) are given by:
Ψ(Dπnn [k,Vn]) =
∫ m∏
t=2
P
(
Xn(t) = Dn,t|pin(t− 1) = Dπn,t−1,θkn
)δVn(t),k
P (θkn|pin)dθkn (7)
Eq. (7) is similar to Eq. (3), and can be interpreted as a local BGe score restricted to the data
subset Dπnn [k,Vn] := {(Dn,t,Dπn,t−1) : Vn(t) = k, 2 ≤ t ≤ m}. The product Ψ†(Dπnn [Kn,Vn]) in
Eq. (6) is the local cpBGe score of Xn. Note that there is a factor for each mixture component
k and that each factor Ψ(Dπnn [k,Vn]) can be interpreted as a local BGe score for the data subset
Dπnn [k,Vn].
When the regularity conditions defined in Geiger and Heckerman (1994) are satisfied, then the
expression in Eq. (7) has a closed-form solution: it is given by Eq. (24) in Geiger and Heckerman
(1994) restricted to the subset of the data pertaining to node Xn and its parents pin that has been
assigned to the k-th mixture component (or k-th segment).
The joint probability distribution of the proposed cpBGe model is given by:
P (G,V,K,D) = P (G)P (V|K)P (K)P (D|G,V,K) (8)
We restrict on graph prior distributions that can be factorized into node-specific factors P (G) =∏N
n=1 P (pin), and in the absence of genuine prior knowledge about the regulatory network struc-
ture, we assume for P (pin) a uniform distribution. As done in our earlier work (Grzegorczyk
and Husmeier, 2009) and in other Bayesian network studies (e.g. Friedman and Koller (2003) or
Grzegorczyk and Husmeier (2008)) we impose a fan-in restriction on the cardinality of the parent
node sets |pin| ≤ 3 to ensure sparsity of the inferred graph structures.2 Moreover, we assume
that the distributions of the node-specific numbers of mixture components and allocation vec-
tors P (Vn|Kn)P (Kn) are independent (n = 1, . . . , N) so that the joint probability distribution in
Eq. (8) can be factorized:
P (G,V,K,D) =
N∏
n=1
P (pin)P (Vn|Kn)P (Kn)Ψ†(Dπnn [Kn,Vn]) (9)
Accordingly, the posterior distribution P (G,V,K|D) can be factorized into independent node-
specific posterior distributions:
P (G,V,K|D) =
N∏
n=1
P (pin,Vn,Kn|D1:Nn ) (10)
where D1:Nn := {(Dn,t,D1,t−1, . . . ,DN,t−1) : 2 ≤ t ≤ m} contains the last m − 1 observations
Dn,2, . . . ,Dn,m of Xn and the first m − 1 observations Dj,1, . . . ,Dj,m−1 of all potential parent
nodes Xj (j = 1, . . . , N) of Xn. We note that each factor P (pin,Vn,Kn|D1:Nn ) in Eq. (10) can be
2Given the homogeneous DBN model from Section 2.1 and a “sufficient” fan-in restriction, inference by full model-
averaging is often more efficient than MCMC sampling of graph structures. We note that full model-averaging is
generally unfeasible for the non-homogeneous cpBGe model considered here. We return to this point in Sections 2.4
and 2.5.
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inferred independently.
As prior probability distributions on the node-specific numbers of mixture components Kn, P (Kn),
we take i.i.d. truncated Poisson distributions with shape parameter λ = 1, restricted to 1 ≤
Kn ≤ KMAX (we set KMAX = 10 in our simulations). As in our earlier work (Grzegorczyk and
Husmeier, 2009), the prior distribution on the node-specific latent variable vectors, P (Vn|Kn), is
implicitly defined via a changepoint process. Different from our earlier work we employ the discrete
counterpart of the prior of Green (1995) and identify Kn components with Kn − 1 changepoints
bn = (bn,1, . . . , bn,Kn−1) on the discrete set {2, . . . ,m− 1}. With this modification it is possible to
employ a dynamic programming scheme for sampling changepoints from the posterior distribution,
as discussed in more detail at the end of this section and in Sections 2.7.1 and 2.7.2. For node
Xn the observation at time point t is assigned to the k-th component Vn(t) = k if and only if
bn,k−1 < t ≤ bn,k, where bn,k is the k-th changepoint implied byVn, and bn,0 = 1 and bn,Kn = m are
two pseudo changepoints, which have been introduced for notational convenience. Different from
the continuous changepoint process, the discrete version avoids empty components and gives a one-
to-one mapping between allocation vectors and changepoints: For t = 2, . . . ,m and k = 1, . . . ,Kn:
bn,k−1 < t ≤ bn,k ⇔ Vn(t) = k. To make that more specific, we henceforth use the notation
bVn = (bVn,1, . . . , bVn,Kn−1) for the changepoint vector implied by Vn. Following Green (1995)
and our own earlier work (Grzegorczyk and Husmeier, 2009) we assume that the changepoints are
distributed as the even-numbered order statistics of L := 2(Kn−1)+1 points u1, . . . , uL uniformly
and independently distributed on the set {2, . . . ,m− 1}. Different from a uniform distribution,
this distribution encourages a priori an equal spacing between the changepoints. That is, we want
to discourage mixture components (i.e. segments) that contain only a few observations. The even-
numbered order statistics prior on the discrete changepoint locations induces the following prior
distribution on the node-specific allocation vectors P (Vn|Kn):
P (Vn|Kn) = 1(
m− 2
2(Kn − 1) + 1
) Kn−1∏
k=0
(bVn,k+1 − bVn,k − 1) (11)
where bVn,0 = 1 and bVn,Kn = m. We note that different from the continuous changepoint
model, the even-numbered order statistics prior on the discrete changepoints avoids changepoints
at neighbouring time points t and t+ 1, and we have: bVn,k+1 − bVn,k > 1 for k = 0, . . . ,Kn − 1.
In Sections 2.5 and 2.8 we discuss Metropolis-Hastings and Gibbs MCMC sampling schemes
for sampling from the local posterior distributions P (pin,Vn,Kn|D1:Nn ) (n = 1, . . . , N). The
Metropolis-Hastings samplers employ local changepoint birth, death and reallocation moves on
(Kn,Vn), and the acceptance probabilities depend on P (Kn)P (Vn|Kn) ratios, which are straight-
forward to compute even for the continuous changepoint model. For the more sophisticated Gibbs
samplers, which include dynamic programming schemes to sample the changepoints from the cor-
rect posterior distribution, closed-form expressions for P (Kn)P (Vn|Kn) are crucial. Since the
continuous changepoint model counterpart of Eq. (11) cannot be computed in closed form, we
decided to modify our original model (Grzegorczyk and Husmeier, 2009) correspondingly.
2.3 MCMC based model inference
2.3.1 Metropolis-Hastings sampling schemes
We now describe a Metropolis-Hastings (MH) MCMC algorithm to obtain a sample
{Gi,Vi,Ki}i=1,...,I from the posterior distribution P (G,V,K|D) ∝ P (G,V,K,D) of Eq. (10).
Our MH samplers combine the structure MCMC algorithm for Bayesian networks (Giudici and
Castelo (2003) and Madigan and York (1995)) with the reversible jump MCMC sampling scheme
6
for changepoints presented in Green (1995). This can be done straightforwardly, since conditional
on the node-specific allocation vectors Vn the model parameters can be integrated out to obtain
the local cpBGe scores Ψ†(Dπnn [Kn,Vn]) in closed form, as shown in the previous Section 2.2.
The resulting algorithm is effectively an RJMCMC scheme (Green, 1995) in the discrete space of
network structures and latent allocation vectors, where the Jacobian in the acceptance criterion
is always 1 and can be omitted. With probability pG = 0.5 we perform a single edge move on
the current graph Gi and leave the latent variable matrix and the numbers of mixture components
unchanged Vi+1 = Vi and Ki+1 = Ki. The new candidate graph is obtained by randomly select-
ing one of the domain nodes Xn and changing its parent set pi
i
n by either adding or removing a
parent node. There are |piin| nodes that can be removed from piin and there are N −|piin| nodes that
can be added to piin, unless the maximal fan-in F is reached; for |piin| = F no more edges can be
added. This gives a set N (piin) of new candidate parent sets with |N (piin)| ∈ {F , N} from which we
randomly select a new candidate parent set pii+1n . The MH sampler proposes the new candidate
graph Gi+1 which results from Gi by replacing piin by pii+1n , and the new graph is accepted with
probability:
A(Gi+1|Gi) = min
{
1,
Ψ†(Dπi+1nn [Kin,Vin])
Ψ†(Dπinn [Kin,Vin])
P (pii+1n )
P (piin)
|N (piin)|
|N (pii+1n )|
}
(12)
where |.| is the cardinality, and the local Ψ†(.) scores have been specified in Eq. (6). The graph is
left unchanged Gi+1 := Gi if the move is not accepted.
With the complementary probability 1− pG we leave the graph Gi unchanged and perform a move
on (Vi,Ki), where Vin is the latent variable vector of Xn in V
i, and Ki = (Ki1, . . . ,KiN ). We ran-
domly select a node Xn and change its current number of components Kin and its allocation vector
Vin via a changepoint birth or death move, or we keep Kin and change its latent variable vector
Vin by a changepoint re-allocation move along the lines of the RJMCMC algorithm of Green (1995).
The changepoint birth (death) move increases (decreases) Kin by 1 and changesVin correspondingly.
The changepoint reallocation move leaves Kin unchanged and modifies Vin only. If with probability
(1 − pG)/N a changepoint move on (Kin,Vin) is performed, we randomly draw the move type.
Under fairly mild regularity conditions (ergodicity), the MH MCMC sampling scheme converges
to the desired posterior distribution (Green, 1995) if the acceptance probabilities for the three
changepoint moves (Kin,Vin)→ (Ki+1n ,Vi+1n ) are chosen of the form min(1, R), with
R =
Ψ†(Dπnn [Ki+1n ,Vi+1n ])
Ψ†(Dπnn [Kin,Vin])
×A×B =
∏Ki+1n
k=1 Ψ(Dπnn [k,Vi+1n ])∏Kin
k=1 Ψ(Dπnn [k,Vin])
×A×B (13)
where A = P (Vi+1n |Ki+1n )P (Ki+1n )/P (Vin|Kin)P (Kin) is the prior probability ratio, B is the inverse
proposal probability ratio, and the Ψ(.)†- and Ψ(.)-terms have been specified in Eqns. (6-7).
In our implementation we choose Kin-dependent proposal probabilities bKin , dKin , and rKin for birth
(b), death (d) and re-allocation (r) moves. Like Green (1995) we set: bKin = c min{1,
P (Kin+1)
P (Kin)
}
and dKin = c min{1,
P (Kin−1)
P (Kin)
} with the constant c as large as possible subject to the constraint
bKin+dKin ≤ 0.9 for all i so that the ratio of the proposal probabilities for birth versus death moves
d(Kin+1)/bKin cancels out against the prior ratio P (Kin + 1)/P (Kin). The proposal probability for a
changepoint (re-)allocation move is given by: rKin = 1− bKin − dKin .
(i) For a changepoint reallocation (r) we randomly select one of the existing changepoints bVin,j
from the vector (bVin,1, . . . , bVin,Kn−1), and the replacement value b
† is drawn from a uniform
distribution on the discrete set
{
bVin,j−1 + 2, . . . , bVin,j+1 − 2
}
where bV in,0 = 1 and bVin,Kn = m.
The inverse proposal probability ratio for reallocation moves (r) is equal to 1 (B(r) = 1) and the
prior probabilities P (Ki+1n ) = P (Kin) in the prior probability ratio A(r) cancel out. From Eq. (11)
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it can be seen that the remaining prior probability ratio P (Vi+1n |Ki+1n )/P (Vin|Kin) is given by:
A(r) =
(bVin,j+1 − b† − 1)(b† − bVin,j−1 − 1)
(bVin,j+1 − bVin,j − 1)(bVin,j − bVin,j−1 − 1)
, (14)
If there is no changepoint (Kin = 1) the move is rejected and the Markov chain is left unchanged.
(ii) If a changepoint birth move (b) on (Kin,Vin) is proposed, the location of the new changepoint
b† is randomly drawn from a uniform distribution on the set of all valid new changepoint locations:
B†(Vin) :=
{
b : 2 ≤ b ≤ m− 1 ∧ ∀j ∈ {1, . . . ,Kn − 1} : |b− bVin,j | > 1
}
(15)
The new candidate changepoint b† with bVin,j < b
† < bVin,j+1 yields Ki+1n = Kin + 1 mixture
components and a new candidate allocation vector Vi+1n in which one segment has been subdivided
into 2 segments. The proposal probability for this move is bKin/|B†(Vin)|, where |B†(Vin)| is the
number of valid changepoint locations for b†. The reverse death move, which is selected with
probability d(Kin+1), consists in discarding randomly one of the (Kin + 1) − 1 = Kin changepoints
from (Ki+1n ,Vi+1n ). For this birth move (b) the prior probability ratio A(b) can be computed with
Eq. (11):
A(b) =
P (Kin + 1)
P (Kin)
(2Kin + 1)(2Kin)
(m− 2Kin − 1)(m− 2Kin − 2)
(bVin,j+1 − b† − 1)(b† − bVin,j − 1)
(bVin,j+1 − bVin,j − 1)
, (16)
and the inverse proposal probability ratio is B(b) =
d
(Kin+1)
|B†(Vin)|
(b
Kin
Kin)
. This can be simplified to:
A(b)B(b) =
(2Kin + 1)(2Kin)
(m− 2Kin − 1)(m− 2Kin − 2)
(bVin,j+1 − b† − 1)(b† − bVin,j − 1)
(bVin,j+1 − bVin,j − 1)
|B†(Vin)|
Kin
(17)
For Kin = Kmax the birth of a new changepoint is invalid and the Markov chain is left unchanged.
(iii) A changepoint death move (d) on the current state (Kin,Vin) is the reverse of the birth move.
There are Kin − 1 changepoints and we randomly select and delete one of them. Let b† = bVin,j be
the selected changepoint and let Vi+1n be the new candidate allocation vector after deletion of the
selected changepoint b†. For the death move (d) we obtain for the product of the prior probability
ratio A(d) and the inverse proposal probability ratio B(d):
A(d)B(d) =
(m− 2Kin − 3)(m− 2Kin − 4)
(2Kin − 1)(2Kin − 2)
(bVin,j+1 − bVin,j−1 − 1)
(bVin,j+1 − b† − 1)(b† − bVin,j−1 − 1)
Kin − 1
|B†(Vi+1n )|
(18)
where |B†(Vi+1n )| is the number of valid new changepoint locations that can be added during a
birth move. For Kin = 1 there is no changepoint that can be deleted during a death move and the
Markov chain is left unchanged.
2.4 Problems with mixing and convergence of the structure MCMC
sampler
For dynamic Bayesian networks (DBNs) the standard structure MCMC sampler for Bayesian
networks is usually based on two single-edge operations, namely edge additions and edge deletions,
as described in Section 2.3.1.3. Edge reversal operations are often excluded since the time lag of
3Note that the structure MCMC algorithm for static Bayesian networks (Giudici and Castelo (2003) and Madigan
and York (1995)) is usually based on three types of single edge operations, namely: edge additions, edge deletions,
and edge reversals.
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interactions renders interactions, such as Xi(t − 1) → Xj(t) and Xj(t − 1) → Xi(t) independent;
especially these two oppositely oriented edges do not exclude each other. That is, in principle,
the parent node set pin of each variable Xn can be inferred independently if restricting on edge
additions and edge deletions, while edge reversals can effectively be seen as a combination of two
independent edge operations that change two parent node sets pii and pij simultaneously. This
generates unnecessary dependencies in the inference of pii and pij and would render a parallel
computing approach impossible.
Several studies, e.g. Friedman and Koller (2003) or Grzegorczyk and Husmeier (2008), have shown
that the proposal scheme of the structure MCMC sampler leads to poor convergence and mixing,
as simulations tend to get stuck in local optima. The proposed cpBGe model infers graphs with
the structure MCMC sampler and thus it is likely that the graph inference is suboptimal in terms
of convergence. In the following Sections 2.5 and 2.8, we will therefore look into a methodologi-
cally consistent way of improving the convergence and mixing of the MCMC chains by designing
improved proposal mechanisms that exploit the intrinsic modularity of the system.
2.5 Sampling parent node sets from the “Boltzmann” distribution
The Metropolis-Hastings (MH) sampler presented in Section 2.3.1 changes the current graph G by
single-edge operations. An improvement can be achieved by sampling new parent node sets pi⋆n for
each node Xn directly from the posterior distribution:
P (pi⋆n|D1:Nn ) =
Ψ(Dπ⋆nn )∑
πn:|πn|≤F
Ψ(Dπnn ) (19)
where the local Ψ(.)-scores of the standard (homogeneous) DBN were specified in Eq. (3)
and the sum is over all valid parent node sets pin subject to a fan-in restriction F . If one
draws a parallel of the negative logarithm of the score Ψ(Dπnn ) to a configurational energy of
a fictitious physical system, then the distribution in Eq. (19) is the “Boltzmann” distribution
– a standard distribution in statistical physics – and we hence use the same name to refer to
it. Eq. (19) is similar to Eq. (10) in Friedman and Koller (2003). The main difference is that
Friedman and Koller (2003) apply this scheme to static Bayesian networks subject to an order
constraint, where the latter has to be imposed on the system to render it modular. A DBN
without intra-time-slice connectivities, on the other hand, is intrinsically modular, i.e. Eq. (19)
exploits modularities that already exist and do not need to be enforced via an additional constraint.
In standard (homogeneous) DBNs the “Boltzmann” distributions can be pre-computed and stored
for each node so that sampling from them may become computationally very effective and superior
to MH samplers that are based on single edge operations. For our changepoint model it turns out
that sampling from the “Boltzmann” distribution is ineffective, as the local scores depend on the
node-specific changepoints and would have to be re-computed in every single MCMC step. In our
cpBGe model we have the following node-specific “Boltzmann” distributions conditional on the
number of changepoints Kn and the allocation vector Vn:
P (pi⋆n|Kn,Vn,D1:Nn ) =
Ψ†(Dπ⋆nn [Kn,Vn])∑
πn:|πn|≤F
Ψ†(Dπnn [Kn,Vn]) =
∏Kn
k=1 Ψ(Dπ
⋆
n
n [k,Vn])∑
πn:|πn|≤F
∏Kn
k=1 Ψ(Dπnn [k,Vn])
(20)
where the local cpBGe scores Ψ†(Dπnn [Kn,Vn]) and the local BGe scores Ψ(Dπnn [k,Vn]) can
be computed with Eqns. (6-7). Although the three changepoint moves affect only two local
BGe scores in the products, the re-computation of the “Boltzmann” distribution after each
changepoint move becomes computationally expensive. The bottleneck becomes obvious when
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taking into consideration that the three changepoint moves give relatively small steps in the
configuration space of the allocation vectorVn so that a large amount of re-computation is required.
In Sections 2.7.1 and 2.7.2 we will discuss a dynamic programming scheme for sampling the node-
specific numbers of changepoints Kn and the node-specific allocation vectors Vn directly from
the conditional posterior distribution: P (Vn,Kn|pin,Dπnn ). Employing this dynamic program-
ming scheme allows for large steps in the configuration space of the allocation vector so that
the stepwise re-computation of the “Boltzmann” distributions becomes computationally more effi-
cient. We will show that this dynamic programming scheme for sampling from P (Vn,Kn|pin,Dπnn )
in combination with sampling parent node configurations pin from the “Boltzmann” distribution
P (pin|Kn,Vn,D1:Nn ) can be used to construct a Gibbs MCMC sampling scheme. See Section 2.8
for details.
2.6 New variant of the structure MCMC sampler: The FLIP move
As an alternative to the sampling scheme discussed in Section 2.5 we will also try to improve the
convergence of the structure MCMC sampler by a new single edge operation. The parent-node
FLIP move exchanges one single parent node Xi ∈ pin from the current parent node set pin for
another novel node Xj /∈ pin. Since the parent-node flip is effectively the simultaneous performance
of an edge deletion Xi → Xn and an edge addition Xj → Xn it is similar to the edge reversal move;
but it is different from the edge reversal in that the flip operation affects only one single parent set
pin. From that perspective the flip move can be seen as the dynamic Bayesian network alternative
to single edge reversals in static Bayesian networks. Incorporating the flip operator move into the
structure MCMC sampler improves the flexibility of the proposal scheme, as it allows for moves
that could otherwise only be accomplished by two successive moves. To demonstrate that this can
be advantageous we consider a simple example: Let there be three potential parent nodes A, B,
and C for a node Xn, and only two parent sets pin,1 = {A,B} and pin,2 = {A,C} with a high
local score while all others parent node sets have low local scores. If we restrict on edge additions
and edge deletions, then, after having reached pin,1, the structure MCMC sampler can propose
only three neighbouring parent node sets {A}, {B} and {A,B,C}. The acceptance probability for
these three moves will be low. But for every move between pin,1 and pin,2 one of these intermediate
parent node sets has to be accepted first. Consequently the structure MCMC sampler will not
mix well between the two optimal parent node sets pin,1 and pin,2. And when moves to the three
intermediate parent node sets have a low acceptance probability, the simulation is susceptible to
getting stuck either in pin,1 or pin,2. With the novel FLIP operator the problem can be avoided, as
pin,2 can be reached from pin,1 in one single step and vice-versa so that substantially better mixing
can be expected.
2.7 Sampling changepoints by dynamic programming
In Eq. (20) we have introduced the distribution P (pi⋆n|Kn,Vn,D1:Nn ). This is half a Gibbs step:
given the changepoints, we can sample the parent configuration from the proper conditional dis-
tribution. However, as sampling from Eq. (20) is computationally expensive, owing to the normal-
ization, the application of this scheme makes only sense if the changepoints can be sampled from
the complementary conditional distribution P (Kn,Vn|pin,D1:Nn ) = P (Kn,Vn|pin,Dπnn ) so as to
complete the Gibbs step. In the present section, we will discuss how this can be accomplished with
a dynamic programming scheme. The method is based on Fearnhead (2006), which was developed
for Bayesian mixture models, and we adapt this framework to non-homogeneous dynamic Bayesian
networks. As discussed in Fearnhead (2006), one can consider two classes of prior distribution for
the changepoint process. The first, which we have considered so far, involves a prior on the number
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Symbol Definition First appearance
D the complete data set 2.1, above Eq. (1)
Dn,t realisation of node Xn at time point t 2.1, above Eq. (1)
Dπn,t realisations of the parent nodes of Xn at time point t 2.1, above Eq. (1)
Dπnn {(Dn,t,Dπn,t−1) : 2 ≤ t ≤ m} 2.1, below Eq. (3)
Dπnn [k,Vn] {(Dn,t,Dπn,t−1) : Vn(t) = k, 2 ≤ t ≤ m} 2.2, below Eq. (7)
D1:Nn {(Dn,t,D1,t−1, . . . ,DN,t−1) : 2 ≤ t ≤ m} 2.2, below Eq. (10)
Dn,s:t {Dn,i : s ≤ i ≤ t} 2.7.1, above Eq. (25)
Dπn,s:t {Dπn,i : s ≤ i ≤ t} 2.7.1, above Eq. (25)
Dπnn [s : t] {(Dn,i,Dπn,i−1) : s ≤ i ≤ t} 2.7.1, above Eq. (25)
Table 1: Overview of various symbols referring to subsets of the data D. The symbols
D, Dn,t, Dπn,t, Dπnn , and D1:Nn have been introduced in Sections 2.1 and 2.2. The symbols Dn,s:t,
Dπn,s:t, and Dπnn [s : t] will be introduced and used in Sections 2.7.1 and 2.7.2.
of changepoints, and then a conditional prior on their positions. An alternative prior is based on
modelling the changepoint process by a point process, which indirectly specifies a joint prior on
the number and positions of the changepoints. As it turns out, the dynamic programming scheme
becomes conceptually and computationally simpler when adopting the second prior, and we will
describe it first, in Subsection 2.7.1. We will then, in Subsection 2.7.2, present a dynamic pro-
gramming scheme for the original prior. Several mathematical symbols for referring to particular
subsets of the data have been defined, and three more symbols will be required in the following
two subsections. For clarity, a summary of all those symbols is given in Table 1.
2.7.1 Dynamic programming for a point process prior
As mentioned above, we will slightly modify the prior distribution for (Kn,Vn). Instead of mod-
elling P (Kn) explicitly, and the allocation vectors Vn conditional on Kn, a point process prior can
be used to model the distances between successive changepoints. In the point process model g(t)
(t = 1, 2, 3, . . .) denotes the prior probability that there are t time points between two successive
changepoints bn,j−1 and bn,j on the discrete interval {2, . . . ,m−1}. The prior probability of Kn−1
changepoints being located at time points bn,1, . . . , bn,Kn−1 is:
P (bn,1, . . . , bn,Kn−1) = g0(bn,1)
Kn−1∏
j=2
g(bn,j − bn,j−1)
 (1−G(bn,Kn − bn,Kn−1)) (21)
where bn,0 = 1 and bn,Kn = m are again pseudo changepoints, g0(.) is the prior distribution of the
first changepoint bn,1, and
G(t) =
t∑
s=1
g(t); G0(t) =
t∑
s=1
g0(t) (22)
are the cumulative distribution functions corresponding to g(.) and g0(.). For g(.) the probability
mass function of the negative binomial distribution4 NBIN(p,k) with parameters p and k can be
used:
g(t) =
(
t− 1
k − 1
)
pk(1− p)t−k (23)
4Note that the negative binomial distribution can be seen as a discrete version of the Gamma distribution.
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In a point process model on the positive and negative integers the probability mass function of the
first changepoint bn,1 ∈ {2, . . . ,m− 1} is a mixture of k negative binomial distributions:
g0(bn,1) =
1
k
k∑
i=1
(
(bn,1 − 1)− 1
i− 1
)
pi(1− p)(bn,1−1)−i (24)
Let Dπnn denote the set of observations {(Dn,i,Dπn,i−1) : 2 ≤ i ≤ m} pertaining to node Xn and its
parent node set pin, and accordingly, let Dπnn [s : t] denote the sub-segment {(Dn,i,Dπn,i−1) : s ≤
i ≤ t} of adjacent observations. We also set Dn,s:t = {Dn,i : s ≤ i ≤ t} and Dπn,s:t = {Dπn,i : s ≤
i ≤ t}. For each node Xn we define Q(t|n, pin) as the probability of the observations for node Xn,
Dn,t:m, given the parental observations Dπn,(t−1):(m−1) of pin and a changepoint b† at time point
t− 1 (t = 2, . . . ,m):
Q(t|n, pin) = P (Dn,t:m|Dπn,(t−1):(m−1), b† = t− 1) (25)
Q(m|n, pin) is then equal to Ψ(Dπnn [m : m]), and for t = 3, . . . ,m− 1 a recursion can be used:
Q(t|n, pin) =
(
m−1∑
s=t
Ψ(Dπnn [t : s])Q(s+ 1|n, pin)g(s+ 1− t)
)
+Ψ(Dπnn [t : m])(1−G(m− t)) (26)
and
Q(2|n, pin) =
(
m−1∑
s=2
Ψ(Dπnn [2 : s])Q(s+ 1|n, pin)g0(s− 1)
)
+Ψ(Dπnn [2 : m])(1−G0(m− 2)) (27)
where G0(t) =
∑t
s=1 g0(s). For the proof, note that
P (Dn,t:m|Dπn,(t−1):(m−1), b† = t− 1) (28)
=
m−1∑
s=t
P (Dn,t:m,next changepoint at b‡ = s|Dπn,(t−1):(m−1), b† = t− 1)
+P (Dn,t:m,no further changepoint b‡ > b†|Dπn,(t−1):(m−1), b† = t− 1) (29)
We proceed by decomposing the first term. Note that for a new changepoint b‡ = s > b† = t − 1
that is not separated from b† by any other changepoint we have:
P (Dn,t:m,next changepoint at b‡ = s|Dπn,(t−1):(m−1), b† = t− 1) (30)
= P (Dn,t:m|next changepoint at b‡ = s,Dπn,(t−1):(m−1), b† = t− 1)
P (next changepoint at b‡ = s|Dπn,(t−1):(m−1), b† = t− 1) (31)
= P (Dn,t:s,Dn,(s+1):m|next changepoint at b‡ = s,Dπn,(t−1):(m−1), b† = t− 1)
P (next changepoint at b‡ = s|b† = t− 1) (32)
= P (Dn,t:s|Dπn,(t−1):(s−1), b‡ = s, b† = t− 1)P (Dn,s+1:m|Dπn,s:(m−1), b‡ = s, b† = t− 1)
P (next changepoint at b‡ = s|b† = t− 1) (33)
There are two subsequent changepoints, at positions b‡ = s and b† = t −
1. The segment Dn,t:s is thus homogeneous, i.e. not divided by any fur-
ther changepoints, and we have: P (Dn,t:s|Dπn,(t−1):(s−1), b‡ = s, b† = t − 1) =
P (Dn,t:s|Dπn,(t−1):(s−1),not divided by any changepoint) = Ψ(Dπnn [t : s]). The expression
P (Dn,(s+1):m|Dπn,s:(m−1), b‡ = s, b† = t−1) was defined in Eq. (25) and is given by Q(s+1|n, pin).
The probability P (next changepoint at b‡ = s|b† = t− 1) is given by the point process prior, which
was defined in Eqns. (23-24). Putting these terms together, we get:
P (Dn,t:m,next changepoint at b‡ = s|Dπn,(t−1):(m−1), b† = t− 1)
= Ψ(Dπnn [t : s])Q(s+ 1|n, pin)g(s+ 1− t) (34)
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for t > 2. If t = 2, then b‡ = s is the first changepoint, and we have:
P (Dn,t:m,next changepoint at b‡ = s|Dπn,(t−1):(m−1), b† = t− 1)
= Ψ(Dπnn [2 : s])Q(s+ 1|n, pin)g0(s− 1) (35)
In the same vein, we decompose the second term in Eq. (29):
P (Dn,t:m,no further changepoint b‡ > b†|Dπn,(t−1):(m−1), b† = t− 1)
= P (Dn,t:m|no further changepoint b‡ > b†,Dπn,(t−1):(m−1), b† = t− 1)
+P (no further changepoint b‡ > b†|b† = t− 1) (36)
As there are no further changepoints b‡ > b† = t − 1, Dn,t:m is a homogeneous segment of the
time series, and we have P (Dn,t:m|no further changepoint b‡ > b†,Dπn,(t−1):(m−1), b† = t − 1) =
Ψ(Dπnn [t : m]). The second term is given by P (no further changepoint b‡ > b†|b† = t − 1) =
1 − P (∃ further changepoint b‡ > b†|b† = t − 1), where ∃ is the mathematical “exists” symbol.
Recall that P (∃ further changepoint b‡ > b†|b† = t− 1) is defined by the point process prior, which
for t > 2 is equal toG([m−1]−[t−1]) = G(m−t), while for t = 2 it is equal toG0(m−t) = G0(m−2).
Inserting these terms into Eq. (36), we get:
P (Dn,t:m,no further changepoint b‡ > b†|Dπn,(t−1):(m−1), b† = t− 1)
= Ψ(Dπnn [t : m])[1−G(m− t)] (37)
for t > 2, while for t = 2 we get:
P (Dn,t:m,no further changepoint b‡ > b†|Dπn,(t−1):(m−1), b† = t− 1)
= Ψ(Dπnn [2 : m])[1−G0(m− 2)] (38)
Now, inserting Eqns. (34) and (37) into Eq. (29) leads to Eq. (26), and inserting Eqns. (35) and
(38) into Eq. (29) gives Eq. (27). This completes the proof.
Having computed Q(t|n, pin) via the recursion Eqns. (26-27), we can now set up another recursion
to sample sequences of changepoints from the posterior distribution. The posterior distribution of
the first changepoint bn,1 given the parent set pin is:
P (bn,1 = t|Dπnn ) =
P (bn,1 = t,Dπnn )
P (Dπnn ) (39)
We expand the numerator in Eq. (39) as follows:
P (bn,1 = t,Dπnn ) = P (bn,1 = t,Dn,2:m|Dπn,1:(m−1)) (40)
= P (bn,1 = t,Dn,2:t,Dn,(t+1):m|Dπn,1:(m−1))
= P (Dn,2:t,Dn,(t+1):m|bn,1 = t,Dπn,1:(m−1))P (bn,1 = t|Dπn,1:(m−1))
= P (Dn,(t+1):m|bn,1 = t,Dπn,t:(m−1))P (Dn,2:t|bn,1 = t,Dπn,1:(t−1))P (bn,1 = t)
From definition Eq. (25), the first term is equal to P (Dn,(t+1):m|bn,1 = t,Dπn,t:(m−1)) = Q(t +
1|n, pin). Given that the first changepoint is at t, Dn,2:t is a homogeneous time series segment,
and we get for the second term P (Dn,2:t|bn,1 = t,Dπn,1:(t−1)) = Ψ(Dπnn [2 : t]). The third term
is the prior probability of the first changepoint being at t, which is given by definition Eq. (24):
P (bn,1 = t) = g0(t). Inserting these terms into Eq. (40), we get:
P (bn,1 = t,Dπnn ) = Q(t+ 1|n, pin)Ψ(Dπnn [2 : t]) g0(t) (41)
From definition Eq. (25) and recalling that b0 = 1 is a pseudo changepoint, it is seen that the
denominator in Eq. (39), P (Dπnn ) = P (Dn,2:m|Dπn,1:(m−1)), is equal to Q(2|n, pin). Inserting this
expression and Eq. (41) into Eq. (39), we get:
P (bn,1 = t|Dπnn ) =
Ψ(Dπnn [2 : t])Q(t+ 1|n, pin) g0(t)
Q(2|n, pin) (42)
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for t = 2, . . . ,m − 1. The probability of no changepoint, P (Kn = 1), can easily be derived
analogously and is given by:
P (Kn = 1|pin,Dπnn ) =
Ψ(Dπnn [2 : m]) [1−G0(m− 2)]
Q(2|n, pin) (43)
where G0 was defined in Eq. (22) and [1 − G0(m − 2)] is the prior probability of the absence of
any changepoint.5
Being able to sample the first changepoint from the posterior distribution P (bn,1 = t|Dπnn ), via
Eq. (42), we next derive a recursion for the remaining changepoints. Assume that we have got a set
of changepoints {bn,1, . . . , bn,j−1} with bn,1 < . . . < bn,j−1. For the next changepoint bn,j > bn,j−1
we get:
P (bn,j = t|bn,j−1,Dπnn ) =
P (bn,j = t, bn,j−1,Dπnn )
P (bn,j−1,Dπnn )
=
P (Dπnn |bn,j = t, bn,j−1)P (bn,j = t|bn,j−1)
P (Dπnn |bn,j−1) (44)
We can expand the denominator as follows:
P (Dπnn |bn,j−1 = s) = P (Dn,2:m|Dπn,1:(m−1), bn,j−1 = s)
= P (Dn,2:s|Dπn,1:(s−1), bn,j−1 = s)P (Dn,s+1:m|Dπn,s:(m−1), bn,j−1 = s)
= P (Dn,2:s|Dπn,1:(s−1), bn,j−1 = s)Q(s+ 1|n, pin) (45)
where definition Eq. (25) has been used. For the numerator in Eq. (44), we get the following
expansion:
P (Dπnn |bn,j = t, bn,j−1 = s) = P (Dn,2:m|Dπn,1:(m−1), bn,j = t, bn,j−1 = s)
= P (Dn,2:s|Dπn,1:(s−1), bn,j−1 = s)
P (Dn,s+1:t|Dπn,s:(t−1), bn,j = t, bn,j−1 = s)
P (Dn,t+1:m|Dπn,t:(m−1), bn,j = t) (46)
The first term, P (Dn,2:s|Dπn,1:(s−1), bn,j−1 = s), is also included in Eq. (45) and thus can-
cels out. For the second term, note that having two subsequent changepoints at positions
bn,j−1 = s and bn,j = t implies that the time series segment Dn,(s+1:t) is homogeneous, and
hence P (Dn,(s+1):t|Dπn,s:(t−1), bn,j = t, bn,j−1 = s) = Ψ(Dπnn [(s+1) : t]). From definition Eq. (25),
the third term is given by P (Dn,(t+1):m|Dπn,t:(m−1), bn,j = t) = Q(t + 1|n, pin). Inserting these
terms into Eq. (46) leads to:
P (Dπnn |bn,j = t, bn,j−1 = s) = P (Dn,2:s|Dπn,1:(s−1), bn,j−1 = s)Ψ(Dπnn [(s+ 1) : t])Q(t+ 1|n, pin)
(47)
Inserting Eqns. (45) and (47) into Eq. (44) and noting that P (bn,j = t|bn,j−1 = s) = g(t− s) with
g(.) defined in Eq. (23), we get for the posterior distribution of the j-th changepoint bn,j = t given
the parent node set pin and the previous changepoint bn,j−1 = s:
P (bn,j = t|bn,j−1 = s,Dπnn ) =
Ψ(Dπnn [(s+ 1) : t])Q(t+ 1|n, pin) g(t− s)
Q(s+ 1|n, pin) (48)
for t = bn,j−1 + 1, . . . ,m− 1.
The probability of no further changepoint can be derived analogously and is given by
P≥m := Ψ(Dπnn [(bn,j−1 + 1) : m])
1−G0(m− bn,j−1 − 1)
Q(bn,j−1 + 1|n, pin) (49)
5Recall that for a DBN and a time series of length m, there are m − 2 possible changepoint locations, the first
one being at position t = 2, and the last one at position t = m− 1.
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where G0(.) was defined in Eq. (22).
Consequently, given a changepoint at bn,j−1 = s, the location of the next changepoint can be
sampled from the discrete mass probability distribution [Pbn,j−1+1, . . . , Pm−1, P≥m] where P≥m is
the probability for no further changepoints. Having sampled changepoints bn,1, . . . , bn,k−1 from
these conditional distributions, the number of mixture components is Kn = k and the allocation
vector Vn can be computed from the changepoints.
As a summary: The dynamic programming algorithm consists of two steps. In a first sweep through
the data, the function Q(t|n, pin) is computed from Eqns. (26-27). This function is then used in
Eqns. (48-49), where in a second sweep through the data a whole sequence of changepoints is
sampled from the conditional distribution P (.|Dπnn ). The computational complexity is quadradic
in the length of the time series, O(m2). A sequence of changepoints uniquely determines the
number of changepoints and the allocation vectors (these two representations are isomorphic).
This allows us to unambiguously map the sampled changepoints onto a sample of {(Kn,Vn)}.
2.7.2 Dynamic programming for a prior on the number of changepoints
We will now revert to the prior that we have originally used, as defined below Eq. (10). The dynamic
programming scheme remains essentially the same, with the difference that in the recursions of
Eqns. (26) and (48), the expression on the left-hand side will become explicitly dependent on the
total number of changepoints.
As reminder of the notation, note that in the proposed cpBGe model we have a parent node set pin,
a number of components Kn, and an allocation vectorVn for each domain node Xn (n = 1, . . . , N).
Kn can be identified with Kn − 1 changepoints on the discrete set {2, . . . ,m− 1} and there is a
one-to-one mapping between Vn and the changepoint vector bVn := (bVn,0, . . . , bVn,Kn) where
bVn,0 = 1 and bVn,Kn = m are pseudo changepoints.
We now apply a dynamic programming scheme to sample, for each domain node Xn, from the
joint posterior distribution of (Kn,Vn) conditional on the parent node set pin:
P (Kn,Vn|pin,Dπnn ) = P (Kn|pin,Dπnn )P (Vn|Kn, pin,Dπnn ) (50)
where Dπnn denotes the set of observations {(Dn,i,Dπn,i−1) : 2 ≤ i ≤ m} pertaining to node Xn
and its parent node set pin. Accordingly, let Dπnn [s : t] denote the sub-segment {(Dn,i,Dπn,i−1) :
s ≤ i ≤ t} of adjacent observations, and we also define Dn,s:t = {Dn,i : s ≤ i ≤ t} and Dπn,s:t =
{Dπn,i : s ≤ i ≤ t}
The local cpBGe score Ψ†(Dπnn [Kn,Vn]) of Xn is the probability of the observations Dn,2:m of
Xn given the parent set pin and its observations Dπn,1:(m−1), Kn mixture components, and the
allocation vectorVn. The local score of Xn can be factorized using Eq. (6). Mapping the allocation
vector Vn onto the changepoint vector bVn we obtain as alternative representation:
Ψ†(Dπnn [Kn,Vn]) = P (Dn,2:m|Dπn,1:(m−1),Kn,bVn) =
Kn−1∏
k=0
Ψ(Dπnn [(bVn,k + 1) : bVn,k+1]) (51)
When just conditioning on Kn with Kn > 1, we obtain the following marginal distribution:
P (Dn,2:m|Dπn,1:(m−1),Kn) =
∑
bn∈B(Kn)
P (bn)
Kn−1∏
k=0
Ψ(Dπnn [(bn,k + 1) : bn,k+1]) (52)
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where B(Kn) is the set of all valid changepoint vectors bn = (bn,0, . . . , bn,Kn) of cardinality Kn+1
with bn,i+1 − bn,i > 1, bn,0 = 1 and bn,Kn = m, and P (bn) = P (Vn(bn)) is the prior probability
of the unique allocation vector Vn(bn) and can be computed with Eq. (11) after having extracted
the allocation vector Vn(bn) from bn. Now we additionally fix the j-th changepoint location
bn,j = t− 1 and restrict on the data sub-segment Dπnn [(t− 1) : (m− 1)]:
P (Dn,t:m|Dpin,(t−1):(m−1),Kn, bn,j = t− 1) =
∑
b
j
n∈B
j(Kn|bn,j=t−1)
P (bjn)
Kn−1∏
k=j
Ψ(Dpinn [(bn,k + 1) : bn,k+1]) (53)
where Bj(Kn|bn,j = t − 1) is the set of all valid changepoint vectors bjn = (bn,j+1, . . . , bn,Kn) on
the discrete interval {t+1, . . . ,m− 2} with bn,i+1− bn,i > 1, bn,j = t− 1 and bn,Kn = m. Different
from Eq. (52) the prior probability P (bjn) of the changepoint subset b
j
n cannot be computed in
closed-form for j > 0.
For Kn > 1 and j = 0, . . . ,Kn−1 we set QKnj (t|n, pin) = P (Dn,t:m|Dπn,(t−1):(m−1),Kn, bn,j = t−1)
for t = 2(j +1), . . . ,m− 2(Kn − j) + 1 and let QKnj (t|n, pin) be zero otherwise, i.e. for t < 2(j +1)
and t > m− 2(Kn − j) + 1. This definition corresponds to the one above Eq. (25).
It can be seen from Eq. (52) that QKn0 (2|n, pin) is equal to P (Dn,2:m|Dπn,2:m,Kn), since bn,0 = 1
is a fixed pseudo changepoint, and we have for t = 2Kn, . . . ,m− 1:
QKnKn−1(t|n, pin) = Ψ(Dπnn [(t− 1) : (m− 1)]) (54)
so that the Q terms can be computed straightforwardly for j = Kn − 1 .
In analogy to Eq. (26) and as a special case of the scheme described in Fearnhead (2006), we obtain
the following recursion: For Kn > 1, j = 0, . . . ,Kn − 2 and t = 2(j + 1), . . . ,m− 2(Kn − j) + 1:
QKnj (t|n, pin) =
m−2(Kn−j−1)∑
s=t+1
Ψ(Dπnn [t : s])QKnj+1(s+ 1|n, pin)P (bn,j = t− 1|bn,j+1 = s,Kn) (55)
where the bounds on t as well as the upper summation index allow for the changepoints that still
need to be included6.
In our changepoint model the probability distribution P (bn,j = t−1|bn,j+1 = s,Kn) of changepoint
bn,j conditional onKn changepoints and the bn,j+1 changepoint being located at time point s cannot
be computed in closed-form. Following Fearnhead (2006) we set:
P (bn,j = t− 1|bn,j+1 = s,Kn) = P (m,Kn, s, t) := s− t(
m− 2
2(Kn − 1) + 1
) (56)
This is a ‘computational trick’ which also yields: QKn0 (2|n, pin) = P (Dπnn |Kn) (Fearnhead, 2006).
Thus, the modified recursions can be employed to compute: P (Dn,2:m|Dπn,1:(m−1),Kn) for Kn =
2, . . . ,KMAX . Note that there is no changepoint for Kn = 1 so that the local cpBGe score (see
Eq. (6)) is equal to the local BGe score of Xn (see Eq. (3)):
P (Dn,2:m|Dπn,1:(m−1),Kn = 1) = Ψ(Dπnn ) (57)
Subsequently, the marginal posterior probability of the number of mixture components Kn can be
computed as follows:
P (Kn = k⋆|Dn,2:m,Dπn,1:(m−1)) =
P (Kn = k⋆)P (Dn,2:m|Dπn,1:(m−1),Kn = k⋆)∑KMAX
k=1 P (Kn = k)P (Dn,2:m|Dπn,1:(m−1),Kn = k)
(58)
6Note that there must be room for including j−1 changepoints bn,1, . . . , bn,j−1 on the locations 2, . . . , t−2 with
bn,j − bn,j−1 > 1 (j = 1, . . . , j), bn,0 = 1 and bn,j = t − 1. And there must be room for Kn − 1 − j changepoints
bn,j+1, . . . , bn,Kn−1 on the locations t, . . . ,m − 1 with bn,j − bn,j−1 > 1 (j = j + 1, . . . ,Kn), bn,j = t − 1 and
bn,Kn = m.
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where P (Kn) is a Poisson distribution with λ = 1 truncated to 1 ≤ Kn ≤ KMAX in our cpBGe
model.
After having sampled Kn = k from P (Kn|Dn,2:m,Dπn,1:(m−1)), we can sample an allocation vector
Vn from P (Vn|Kn = k,Dn,2:m,Dπn,1:(m−1)) by sampling the j-th changepoint bVn,j conditional
on the (j − 1)-th changepoint bVn,j−1 for j = 1, . . . , k − 1 from the following distribution:
P (bVn,j = s|bVn,j−1,D
pin
n ,Kn = k) =
Ψ(Dpinn [(bVn,j−1 + 1) : s])Q
k
j
(s+ 1|n, pin)P (m, k, s, bVn,j−1 + 1)
Qk
j−1(bVn,j−1 + 1|n, pin)
(59)
as shown in Fearnhead (2006). Note that this recursion is analogous to Eq. (48) from the previous
subsection. The dynamic programming scheme works as follows: (i) We sample Kn = k from
Eq. (58). (ii) For k = 1 we have no changepoints and for k > 1 we can subsequently employ Eq. (59)
to sample the locations of the k − 1 changepoints. Because of the one-to-one mapping between
changepoints and allocation vectors, the sampled changepoints bVn,1, . . . , bVn,k−1 give a unique al-
location vector Vn which can be seen as directly sampled from P (Vn|Kn = k,Dn,2:m,Dπn,1:(m−1)).
As a summary: By employing the dynamic programming scheme presented in this section for each
node Xn with parent set pin, the number of mixture components Kn and the allocation vector Vn
can be sampled from the conditional posterior distribution of P (Kn,Vn|pin,Dπnn ).
2.8 A Gibbs MCMC sampling scheme for the cpBGe model
In Sections 2.7.1 and 2.7.2 we have described dynamic programming schemes that can be used for
sampling for each domain node Xn from the conditional posterior distribution P (Kn,Vn|pin,Dπnn ).
The first scheme employs the same prior distribution as the Metropolis-Hastings (MH) MCMC
samplers. The second scheme uses a modified prior distribution for P (Kn,Vn) but can be
computed more efficiently. Earlier in Section 2.5 we have shown that for each node Xn the parent
node set pin can be sampled from the posterior distribution P (pin|Kn,Vn,D1:Nn ).
Bringing these results together we can construct a Gibbs MCMC sampling scheme for sampling
from the joint posterior distribution P (pin,Kn,Vn|D1:Nn ) by iteratively sampling from the two con-
ditional distributions: P (pin|Kn,Vn,D1:Nn ) and P (Kn,Vn|pin,Dπnn ). Using these Gibbs samplers
independently for each node Xn (n = 1, . . . , N) gives node-specific samples {(piin,Kin,Vin) : i =
1, . . . , I} which can be merged into a sample {(Gi,Ki,Vi) : i = 1, . . . , I} from P (G,K,V|D):
Ki = (Ki1, . . . ,KiN ), Vi = (Vi1, . . . ,ViN ), and for j, n ∈ {1, . . . , N} we have that Gi possesses the
edge Xj → Xn if and only if Xj ∈ piin for j, n ∈ {1, . . . , N}. Note that the two sampling steps
of the Gibbs samplers are computationally more expensive than the corresponding Metropolis-
Hastings moves. On the other hand, the combined sampling scheme yields larger steps at accep-
tance probability 1 in both the parent node set and the allocation vector configuration spaces so
that convergence may be reached in fewer MCMC steps. In our experiments we will therefore
cross-compare the performance of the Metropolis-Hastings (MH) samplers and the Gibbs MCMC
sampling schemes in terms of convergence and mixing.
3 Data
3.1 Synthetic network data: Non-homogeneous data with node-specific
changepoints
To assess the performance of the proposed cpBGe model, we apply it to synthetic data generated
from four different network structures shown in Figure 2. For the synthetic network data we use
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Figure 2: Networks for synthetic data generation. Panels (a-c) show elementary network
motifs (Shen-Orr et al., 2002). Panel (d) shows a protein signal transduction network studied in
Sachs et al. (2005), with an added feedback loop on the root node ‘PIP3 ’.
a unique time series length of m = 41. Substantially shorter time series hardly leave enough data
for posterior inference, whereas substantially longer time series are rare due to the high laboratory
costs.
Figure 2a shows the smallest synthetic network that we consider. It consists of two domain nodes
X and Y , and there are two edges, namely a feedback-loop X → X so that there is autocorrelation
in the time series X(.), and a second edge from X to Y , which is modelled by a piecewise linear
process with changing (time-dependent) coefficient β(t):
X(t+ 1) =
√
1− ε2 ·X(t) + ε · φX(t+ 1) (60)
Y (t+ 1) = β(t) ·X(t) + c · φY (t+ 1) (61)
where ε ∈ [0, 1], and φX(1), φX(2), . . . , φY (1), φY (2), . . . are i.i.d. normally distributed random
variables.
Eq. (60) describes the autoregressive process X(.), and
√
1− ε2 ∈ [0, 1] is the (auto-)correlation
between X(t) and X(t + 1) for all time-points t. That is, the autocorrelation does not vary in
time, and we can tune the autocorrelation straightforwardly by setting ε correspondingly. E.g.
for ε = 1 we have a white noise process of i.i.d. standard normally distributed random variables
X(t+1) = φX(t+1). For ε = 0 we obtain a process X(.) which is constant in time X(t+1) = X(t)
for all t without any noise injections. Furthermore for each ε ∈ [0, 1] X(.) is standard normally
distributed at each time point t. Accordingly, we initialize X(1) with a random realization from
a standard normal variable. From Eq. (61) it can be seen that the relationship between X and
Y is implemented by a piecewise linear function, whose coefficient β(t) changes in time. For this
2-node domain we generate m = 41 observations, and for simplicity, we set β(t) = 1 for the first
(2 ≤ t ≤ 11) and the last (32 ≤ t ≤ 41) ten observations and β(t) = −1 for the 20 time points
in between (12 ≤ t ≤ 31). We decided to specify the noise level in terms of signal-to-noise ratios
(SNRs). That is, we set the coefficient c dependent on the average input signals. To this end, we
estimate the standard deviation σ(β(t)X(t)) of the input signals β(1)X(1), β(2)X(2), . . . before
noise injections in advance by exhaustive data simulations. Having estimated σ(β(t)X(t)) by the
empirical standard deviation ̂σ(β(t)X(t)) from the pre-simulated data, we compute the coefficient
c as follows:
c =
̂σ(β(t)X(t))
SNR
(62)
where SNR is the specified signal-to-noise ratio.
The same idea can be used for generating data from the network shown in Figure 2b. For this
18
4-node network domain we define:
X(t+ 1) =
√
1− ε2 ·X(t) + ε · φX(t+ 1)
Y (t+ 1) = βY (t) ·X(t) + cY · φY (t+ 1)
W (t+ 1) = βW (t) ·X(t) + cW · φW (t+ 1)
Z(t+ 1) = βZ(t) ·X(t) + cZ · φZ(t+ 1) (63)
where all noise terms φ.(.) are i.i.d. standard normally distributed random variables. We initialize
all three β coefficients with +1 and for the three nodes Y , W , and Z that are regulated by
X, we flip a coin to determine whether the corresponding coefficient β.(t) changes its sign once
(from +1 to -1) or twice (that is, from +1 to -1 and later back to +1), and we randomly draw
the changepoint locations afterwards. For each of the three variables we independently draw the
changepoint location(s) from uniform distributions (i) over the discrete interval {6, . . . , 36} to
avoid changepoints during the first/last five time points, and (ii) under the constraint that there
are at least 5 time points between the two changepoint locations when a coefficient changes its
sign twice. As described for the smaller network the three coefficients cX , cZ , cW can be computed
from pre-simulated data to ensure that a pre-specified signal-to-noise ratio SNR is given, e.g.:
cY =
̂σ(βY (t)X(t))
SNR
(64)
where SNR is the specified signal-to-noise ratio and ̂σ(βY (t)X(t)) can be estimated from pre-
simulated data. For these two networks with N = 2 and N = 4 nodes we consider npc=20 different
parameter combinations of SNR ∈ {100, 10, 3, 1, 0.5} and ε ∈ {0.99, 0.5, 0.25, 0.1}, and we generate
npc,i = 25 independent data instantiations for each combination (SNR, ε).
The same idea can be used to generate synthetic data for the (slightly-modified) RAF-pathway
shown in Figure 2d. Figure 2d was extracted from the systems biology literature (Sachs et al.,
2005) and represents a well-studied protein signal transduction pathway. We added an extra
feedback loop on the root node ‘PIP3 ’ to allow the generation of a Markov chain with non-zero
autocorrelation; note that this modification is not biologically implausible (Dougherty et al., 2005).
Node ‘PIP3 ’ has a recurrent feedback loop:
PIP3(t+ 1) =
√
1− ε2 · PIP3(t) + ε · φPIP3(t+ 1) (65)
The realizations of the other 10 domain nodes are linear combinations of the realizations of its
parent nodes at the preceding time points plus realizations of i.i.d. standard normal distributions
(noise injections). E.g. for ‘PIP2 ’:
PIP2(t+ 1) = βPIP3(t) · PIP3(t) + βPLCG(t) · PLCG(t) + cPIP2 · φPIP2(t+ 1) (66)
For each node we flip a coin to determine whether its coefficients change their values once or twice,
and we randomly draw the changepoint locations independently for each domain node from discrete
uniform distributions under the constraints (i) that there is no changepoint among the first/last 5
observations and (ii) that there are at least 5 time points between changepoints. Different from the
regulatory mechanisms for the smaller domains in Figure 2a-b, we sample new coefficients β. at each
changepoint from continuous uniform distributions on the interval [0.5, 2] and we flip an unbiased
coin for each re-sampled coefficient to determine its (new) sign7. As before, the coefficients c can
be computed from pre-simulated data to ensure that a pre-specified signal-to-noise ratio (SNR) is
given, e.g:
cPIP2 =
̂σ(βPIP3(t)PIP3(t) + βPLCG(t)PLCG(t))
SNR
(67)
For the RAF network with N = 11 nodes we consider npc=15 different parameter combinations
(ε, SNR) with ε ∈ {0.5, 0.25, 0.1} and SNR ∈ {10, 3, 1, 0.5, 0.1}, and for each combination
7Here changepoints do not necessarily imply changes of the signs of the coefficients.
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NET1 NET2 NET3 NET4 NET5
Structure Figure 2a Figure 2b Figure 2c Figure 2d Figure 2a
Nodes N=2 N=4 N=4 N=11 N=2
Equations (60)-(62) (63)-(64) (68) (65)-(67) (69)
Observations m=41 m=41 m=41 m=41 m=41
Transfer piecewise piecewise linear and piecewise sinusoidal
functions linear linear sinusoidal linear
Parameter set... (ε, SNR) (ε, SNR) (cX = cY , cW , cZ) (ε, SNR) (cX , cY )
...combinations npc = 20 npc = 20 npc = 18 npc = 15 npc = 16
...replications npc,i = 25 npc,i = 25 npc,i = 25 npc,i = 5 npc,i = 25
Table 2: Overview of all generated synthetic network data sets. We denote by npc the
number of considered parameter combinations, and by npc,i the number of independent data in-
stantiations for each parameter combination.
(ε, SNR) we generate npc,i = 5 independent
8 data sets with m = 41 observations.
For the network structure shown in Figure 2c we generated data using sinusoidal transfer functions.
This leads to a stronger mismatch between the model and the data-generation mechanism. We
set:
X(t+ 1) = φX(t); Y (t+ 1) = φY (t); W (t+ 1) = W (t) + c+ cW · φW (t)
Z(t+ 1) = cX ·X(t) + cY · Y (t) + sin(W (t)) + cZ · φZ(t+ 1) (68)
where the φ.(.) are i.i.d. standard normally distributed, and the drift term c was set to c =
2π
m
to
ensure that the complete period [0, 2pi] of the sinusoid is involved. We employed different values
cX = cY ∈ {0.25, 0.5} and cZ , cW ∈ {0.25, 0.5, 1} to vary the signal-to-noise ratio and the amount
of autocorrelation in W . With cX = cY this yields npc = 18 parameter combinations (cX , cZ , cW )
and for each combination we generate npc,i = 25 independent data sets with m = 41 observations.
Finally, the latter idea of a sinusoidal transfer function was also employed to generate alternative
data sets from the network shown in Figure 2a. That is, to obtain a mismatch between our model
and the data generation mechanism we generated data from the following state-space equations,
which employ a sinusoidal transfer function to describe nonlinearity:
X(t+ 1) = X(t) + c+ cX · φX(t), Y (t+ 1) = sin(X(t)) + cY · φY (t) (69)
where the φ.(.) are i.i.d. standard normally distributed and c =
2π
m
is the drift term. We
employ different parameter values cX ∈ {0.1, 0.25, 0.5, 1} and cY ∈ {0.1, 0.25, 0.5, 1} to vary the
strength of the autocorrelation and the signal-to-noise ratio. For each of the npc = 16 parameter
combinations (cX , cY ) we generate npc,i = 25 independent data sets of length m = 41.
An overview of all synthetic data sets that have been generated is given in Table 2.
3.2 Synthetic network data: Homogeneous data and non-homogeneous
data with changepoints that are common to all nodes
We also want to investigate how the proposed cpBGe Bayesian network model (see Section 2.2)
compares with competing Bayesian network models on homogeneous network data9 and on non-
8The changepoint locations and the coefficients are sampled independently for each of the npc,i = 5 data sets.
9Data that stem from the homogeneous Bayesian network model described in Section 2.1.
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homogeneous data where all changepoints are tied together10. In Section 3.1 we have described how
to generate synthetic network data with node-specific changepoints for various network topologies
shown in Figure 2. We now focus on the RAF-network topology shown in Figure 2d with node
‘PIP3 ’ again possessing a recurrent feedback loop:
PIP3(t+ 1) =
√
1− ε2 · PIP3(t) + ε · φPIP3(t+ 1) (70)
As before, the realizations of the other 10 nodes are linear combinations of the realizations of its
parent nodes at the preceding time points plus realizations of i.i.d. standard normal distributions
(noise injections). But different from the regulatory mechanisms with node specific changepoints
described in Section 3.1, we now consider two different scenarios (S1) and (S2):
Scenario (S1): Homogeneous network data can be obtained by using regression coefficients that
are constant in time, symbolically β(t) = β for all coefficients β and all time points t. E.g. Eq. (66)
is replaced by:
PIP2(t+ 1) = βPIP3 · PIP3(t) + βPLCG · PLCG(t) + cPIP2 · φPIP2(t+ 1) (71)
Scenario (S2): Non-homogeneous network data where changepoints are common to all nodes
can be obtained as follows: For each data set one single set of changepoints is drawn, which
then applies to all nodes (rather than drawing independent changepoints for each node).
Thus, all regression coefficients are re-sampled at changepoints.11 For our simulation study
we assume that there is one single changepoint whose location is enforced to be located in
the middle of the time series. That is, we want to avoid changepoints in the margins that
would only bring about moderate degrees of non-homogeneity. As we generate time series of
lengthm = 41, we randomly draw the location of the changepoint from the discrete set {16,. . . ,25}.
For both additional scenarios (S1) and (S2) we focus on the moderate autocorrelation parameter
ε = 0.25 in Eq. (70) and on three signal-to-noise ratios SNR ∈ {10, 3, 1}. For both scenarios (S1)
and (S2) this yields npc = 3 parameter combinations (ε, SNR), for which we generate npc,i = 5
independent data instantiations (npc,i = 5) with m = 41 observations each.
3.3 Arabidopsis thaliana gene expression time series
As an application to real data we aim to reconstruct the regulatory network of nine circadian genes
in the model plant Arabidopsis thaliana. We apply our method to microarray gene expression time
series related to the study of circadian regulation in plants. Arabidopsis thaliana seedlings, grown
under artificially controlled Te-hour-light/Te-hour-dark cycles, were transferred to constant light
and harvested at 13 time points in τ -hour intervals. From these seedlings, RNA was extracted and
assayed on Affymetrix GeneChip oligonucleotide arrays. The data were background-corrected and
normalized according to standard procedures12, using GeneSpring c© software (Agilent Technolo-
gies). We combine four time series, which differed with respect to the pre-experiment entrainment
condition and the harvesting intervals: Te ∈ {10, 12, 14}, and τ ∈ {2, 4}. The data, with de-
tailed information about the experimental protocols, can be obtained from Edwards et al. (2006),
10Data that stem from the non-homogeneous Bayesian Gaussian Mixture (BGM) Bayesian network model (Grze-
gorczyk et al. (2010)), with changepoints common to the whole network, rather than the cpBGe Bayesian network
model proposed here; an overview is given in Table 4.
11The resulting data are non-homogeneous and therefore cannot be modelled with the standard BGe Bayesian
network model described in Section 2.1. On the other hand, the full flexibility of the proposed cpBGe model (see
Section 2.2) is not required. The changepoint variant of the BGM model, proposed in Grzegorczyk et al. (2010),
appears to be ideal for this scenario.
12We used RMA rather than GCRMA for reasons discussed in Lim et al. (2007).
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Segment 1 Segment 2 Segment 3 Segment 4
Source Mockler Edwards Grzegorcyk Grzegorcyk
et al.(2007) et al. (2006) et al. (2008) et al. (2008)
Time points 12 13 13 13
Time interval 4h 4h 2h 2h
Pretreatment 12h:12h 12h:12h 10h:10h 14h:14h
entrainment light:dark cycle light:dark cycle light:dark cycle light:dark cycle
Measurements Constant Constant Constant Constant
light light light light
Laboratory Kay Lab Millar Lab Millar Lab Millar Lab
Table 3: Gene expression time series segments for Arabidopsis. The table contains an
overview of the experimental conditions under which each of the gene expression experiments was
carried out.
Grzegorczyk et al. (2008), and Mockler et al. (2007). For an overview see Table 3. We focus our
analysis on 9 circadian genes13 (i.e. genes involved in circadian regulation), and we merge all four
time series into one single data set. The objective is to test whether the proposed cpBGe model
detects the different segments (see Table 3). Since the gene expression values at the first time
point of a time series segment have no relation with the expression values at the last time point of
the preceding segment, the corresponding boundary time points are appropriately removed from
the data as described mathematically in Appendix I. This ensures that for all pairs of consecutive
time points a proper conditional dependence relation determined by the nature of the regulatory
cellular processes is given.
4 Simulation and Implementation Details
4.1 Implementation of other approaches
In our cross-method comparison we have compared the proposed cpBGe model with four other
Bayesian network models. The standard Gaussian Bayesian network model BGe was briefly de-
scribed in Section 2.1. Another standard Bayesian network model, which we have included in our
study, is the discrete multinomial BDe model with a Dirichlet distribution of the unknown param-
eters. Details on the parameter settings for these two models can be found in Section 4.2. We
have also included a slightly modified version of the Bayesian Gaussian Mixture (BGM) Bayesian
network model of Grzegorczyk et al. (2008). The BGM model differs from the proposed cpBGe
model in two aspects. First, the latent variable allocation is common to the whole network, that
is, the changepoints are not node-specific. Second, the assignment of data points to components is
not affected by a changepoint process, but via a free allocation of the latent variables. The second
aspect leads to a more flexible model, which could be useful for static Bayesian networks and i.i.d.
data rather than time series. When combined with the node-specific allocations of the cpBGe
model, it will lead to a nonlinear rather than non-stationary model. However, for time series,
employing a free allocation model discards relevant information about the structure of the data.
Namely, that under the assumption of a Markovian dependence, adjacent time points are a priori
likely to be governed by the same process. Moreover, the free allocation model leads to a higher
complexity of the latent variable configuration space, which is likely to adversely affect the mixing
and convergence properties of the MCMC sampler. In order that the comparison between the two
models is not dominated by (1) the different degrees of complexity of the MCMC simulations or
(2) the presence versus absence of prior information about the data structure, we replace the free
13These 9 circadian genes are LHY, TOC1, CCA1, ELF4, ELF3, GI, PRR9, PRR5, and PRR3.
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Model BDe BGe GMBIC BGM cpBGe
From Cooper & Geiger & Ko Grzegorczyk proposed
Herskovits Heckerman et al. et al. here
Year 1992 1994 2008 2010 2010
Data format Discrete Continuous Continuous Continuous Continuous
Score Marginal Marginal BIC Marginal Marginal
Likelihood Likelihood Likelihood Likelihood
Non-homogeneous No No Yes Yes Yes
modelling capacity
Latent — — Free changepoint changepoint
variable allocation process process
format
Node-specific — — Yes No Yes
changepoints
Table 4: Overview of the five Bayesian network models included in our cross-method comparison
in Section 5.2. See text for further details.
allocation model originally used for the Bayesian Gaussian Mixture (BGM) model in Grzegorczyk
et al. (2008) by a changepoint process on the discrete time points. This yields the model presented
in Grzegorczyk et al. (2010) except that the continuous changepoint process is substituted for a
simpler discrete changepoint process, as in the proposed cpBGe model. Including the changepoint
variant of the BGM model ensures that our comparison focuses on the aspect of employing node-
specific rather than common changepoints, that is, it allows us to investigate to what extent this
additional model flexibility leads to an improved network reconstruction accuracy. Some technical
details for the new variant of the BGM model can be found in Appendix II. Another nonlinear
Bayesian network model based on node-specific Gaussian mixture models has been proposed by
Ko et al. (2007). In this approach, data are assigned node-specifically and individually to mixture
components, resulting in high model flexibility. The authors resort to the Bayesian information
criterion (BIC) of Schwarz (1978) for graph selection, which is only a good approximation to the
marginal likelihood in the limit of large data sets. We refer to this Gaussian mixture model as the
GMBIC model, and we relegate all technical details for the GMBIC model to Appendix III. We ap-
plied GMBIC 10 times independently with different initializations. In our study the initializations
were outputs of the k-means cluster algorithm, whose initializations were sampled from an N(µ, I)
distribution, where I is the identity matrix and µ is a random expectation vector with entries
sampled independently from continuous uniform distributions on [−1, 1]. With this approach we
obtain 10 estimates G1, . . . ,G10 of the underlying graph structure. We have used these estimates to
compute individual edge scores. The score of an individual edge can be estimated by the fraction
of graphs in {G1, . . . ,G10} that obtain the edge of interest. For the evaluation of the network
reconstruction accuracy (see Section 4.4) we have treated the individual edge scores of GMBIC
analogously to the marginal edge posterior probabilities obtained from the Bayesian approaches
(see Section 4.3). An overview of the five Bayesian network models included in our cross-method
comparison (see Section 5.2) is given in Table 4.
4.2 Data pre-processing and hyperparameter settings
In all our simulations, synthetic data were standardized to zero mean and marginal variance of 1 for
all dimensions. For BGe, BGM, and our cpBGe model, the prior distribution of the unknown pa-
rameters is assumed to be the conjugate Gaussian-Wishart distribution, and the hyperparameters
were set as follows. The Wishart distribution has α = N +3 degrees of freedom, and its parameter
matrix (T0 in the notation of Geiger and Heckerman (1994)) was set to the identity matrix. The
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Symbol MH(−FLIP) MH(+FLIP) Gibbs(K=10) Gibbs(K=5) Gibbs-NBIN(p,k)
Sampling RJMCMC RJMCMC Gibbs Gibbs Gibbs
scheme
Sampling structure structure sampling sampling sampling
networks MCMC MCMC from the from the from the
without with “Boltzmann” “Boltzmann” “Boltzmann”
FLIP move FLIP move distribution distribution distribution
Sampling birth and birth and dynamic dynamic dynamic
change- death death programming programming programming
points moves moves Section 2.7.1 Section 2.7.1 Section 2.7.2
KMAX = 10 KMAX = 5
Iterations 1100k 1100k 0.55k 1.1k 5.5k
Table 5: Overview of the MCMC schemes and numbers of MCMC iterations [in thou-
sand (k)] in our comparative convergence study. Details on the dynamic programming
(DP) scheme can be found in Sections 2.7.1 and 2.7.2. It depends on the prior distributions over
the changepoints. Three prior distributions were chosen. Gibbs(K=10): A Poisson prior on the
number of components truncated at KMAX = 10, and an even-numbered order statistics prior on
the changepoint locations. Gibbs(K=5): Idem, but truncated at KMAX = 5. Gibbs-NBIN(p,k):
A point process prior on the distances between changepoints. The last row “Iteration” shows the
total numbers of MCMC iterations that were performed. For each data set from the RAF network
all MCMC runs could be accomplished in about 45 minutes using our Matlab c© implementation
on a SunFire X4100M2 machine with AMD Opteron 2224 SE dual-core processor. The simulations
on the Arabidopsis thaliana data took approximately the same amount of time.
mean vector µ of the Gaussian was set to the zero vector and the unknown covariance matrix Σ
of the Gaussian was assumed to be equal to (νW)−1, where W is the realization of the Wishart
distribution and ν was set to 1. This setting reflects our prior belief that all domain variables are
i.i.d. standard Gaussian distributed, where the hyperparameters α and ν (which correspond to
equivalent prior sample sizes) are chosen as uninformative as possible subject to the regulatory
conditions discussed in Geiger and Heckerman (1994). For the discrete BDe model the hyperpa-
rameters of the Dirichlet prior were also specified as uninformative as possible, as in Giudici and
Castelo (2003)14. The data discretization required for the BDe model was accomplished with the
Information Bottleneck algorithm (IBA) (Hartemink, 2001). First, we applied quantile discretiza-
tion to discretize the values of each variable independently into 20 discrete levels. Afterwards, a
dynamic version of IBA15 was run until we had three discrete levels for each variable.
4.3 MCMC convergence
We have compared five MCMC sampling schemes, described in Section 2.3. An overview is given
in Table 5. Our Matlab c© implementations are available upon request. We ran our simulations
on a SunFire X4100M2 machine with AMD Opteron 2224 SE dual-core processor. Using our
implementation we observed for several RAF-network data sets with N = 11 variables and m = 41
14The total prior precision α was set to 1, and we set αn,j,k =
α
rnqn
where rn is the number of possible values
for the n-th domain node and qn is the number of possible different realizations of the parent node set pin. The
hyperparameters αn,j,k determine the shape of the conjugate Dirichlet prior, as discussed in Heckerman and Geiger
(1995).
15IBA merges for each variable neighbouring levels such that the pairwise information loss – in terms of the
average mutual information between this variable and the others – is minimized. The standard algorithm for static
data was modified to take into account (i) that the pairwise mutual information MI between two variables X and Y
has to be computed with a time lag τ = 1 and is given by the average of MI(X(t), Y (t+1) and MI(Y (t), X(t+1),
and (ii) that recurrent feedback loops are valid so that for each variable X the pairwise mutual information between
X(t) and X(t+ 1) has to be included.
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data points that the computational costs of 2000 MCMC iterations of the Metropolis-Hastings
(MH) MCMC sampling schemes with (MH(+FLIP)) or without (MH(−FLIP)) the flip operator
are comparable to the computational costs of approximately 1 Gibbs sampling step16 when the
same Poisson/changepoint process prior was used and the maximal number of components was
set to KMAX = 10.17 We refer to this Gibbs sampler as Gibbs(K=10). We tried two variants
of this Gibbs sampling scheme, with the objective to increase the number of Gibbs steps at the
same computational costs. (i) Setting KMAX = 5 approximately halves the computational costs
of the Gibbs sampler, so that 2 moves were approximately as expensive as 2000 MH iterations.
We refer to this version of the Gibbs sampler as Gibbs(K=5). (ii) We observed that replacing the
Poisson/changepoint process prior by the point process prior18 described in Section 2.7.1 gained
a tenfold increase in the number of Gibbs steps at the same computational costs. We will refer to
this version of the Gibbs sampler as Gibbs-NBIN, and we note that performing 10 Gibbs-NBIN
steps required the same computational costs as 2,000 MH steps. See Table 5 for the total MCMC
run lengths in our study and an overview of the computational costs.
After the burn-in phase of s1 MCMC iterations, s2 graphs from the posterior distribution are
sampled with the four MCMC based models BDe, BGe, BGM, and cpBGe. Since this series of
s2 graphs (one for each iteration of the sampling phase) tends to be auto-correlated, it is usually
thinned out. That is, only Is2 < s2 equally spaced graphs are kept and used for inference. Let
G1, . . . ,GIs2 be the graph subsample after thinning out. Marginal edge posterior probabilities
can then be computed as follows: For a network domain with N nodes an estimator en,j for the
marginal posterior probability of the individual edge Xn → Xj (G(n, j)) is given by:
en,j =
1
Is2
Is2∑
i=1
Gi(n, j) (72)
where Gi(n, j) is an indicator function which is 1 if the i-th graph in the sample G1, . . . ,GIs2 contains
the edge Xn → Xj , and 0 otherwise (n, j ∈ {1, . . . , N}). A first impression of convergence can be
obtained by a scatter plot of the individual edge posterior probabilities en,j of two independent
(differently seeded) MCMC runs on the same data set. Another standard diagnostic that we apply
to evaluate convergence is based on potential scale reduction factors (PSRFs), which are usually
monitored alongside the number of MCMC iterations. In the following representation we assume
that H independent MCMC simulations with 2s iterations each have been performed on the same
data set. Discarding the first s1 = s iterations as the burn-in phase, Is graph samples are taken
from the remaining s2 = s MCMC iterations. For each of the H independent MCMC simulations
h = 1, . . . ,H we compute the posterior probabilities of all edges en,j,h (n, j ∈ {1, . . . , N}) from the
graph samples Gh,1, . . . ,Gh,Is as described above. For each individual edge Xn → Xj the ‘between-
chain’ variance B(n, j) and the ‘within-chain’ varianceW(n, j) of its edge posterior probability are
defined as (see Brooks and Gelman (1998)):
B(n, j) = 1
H − 1
H∑
h=1
(en,j,h − en,j,.)2 (73)
16Note that each single Metropolis-Hastings step proposes the change of either a parent node set pin or a node-
specific allocation vector Vn. Each Gibbs iteration, on the other hand, always consists of two steps, i.e. a new
parent node set pin and a new allocation vector Vn are sampled.
17Note that the upper limit KMAX = 10 was never sampled by any model.
18We performed a grid-search (p ∈ {0.01, 0.02, . . . , 0.20} and k ∈ {= 1, . . . , 5}) to find the parameter combination
(p, k) of the negative binomial distribution in the point process model that gives the best approximation to the
Poisson prior of the original model. Purely prior-driven Gibbs-NBIN(p,k) simulations on a theoretical time series
of length m = 41 revealed that the best approximation in terms of the Kulback Leibler divergence is obtained for
p = 0.05 and k = 2.
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where en,j,. is the mean of en,j,1, . . . , en,j,H , and:
W(n, j) = 1
H(Is − 1)
H∑
h=1
Is∑
i=1
(Gh,i(n, j)− en,j,h)2 (74)
where Gh,i(n, j) is 1 if the i-th graph in the sample taken in the h-th simulation contains the
edge Xn → Xj , and 0 otherwise. Following Brooks and Gelman (1998) the PSRF (n, j) of the
individual edge Xn → Xj is then given by:
PSRF (n, j) =
(1− 1
Is
)W(n, j) + (1 + 1
H
)B(n, j)
W(n, j) (75)
where PSRF values near 1 indicate that each of the H MCMC simulations is close to the stationary
distribution. In our study we use as a PSRF-based convergence diagnostic the fraction of edges
C(ξ) whose PSRF is lower than a pre-defined threshold value ξ:
C(ξ) = 1
N2
N∑
n=1
N∑
j=1
ZPSRF<ξ(PSRF (n, j)) (76)
where ZPSRF<ξ(PSRF (n, j)) is 1 if PSRF (n, j) < ξ and 0 otherwise.
For the cross-method comparison the MCMC inference for BDe, BGe, BGM, and cpBGe was done
with the Metropolis-Hastings sampling scheme (improved by the FLIP operator). For the RAF
pathway data (NET4 in Table 2) and for the Arabidopsis thaliana data 2s = 1000, 000 MCMC
iterations were performed. From the last s = 500, 000 iterations, we sampled Is = 500 graphs by
sampling every 1000th iteration and checked whether sufficient convergence was reached19. For
the small networks with N ≤ 4 nodes in Table 2, 2s = 100, 000 MCMC iterations were performed
and we sampled Is = 50 graphs from the last s = 50, 000 iterations, by sampling every 1000th
iteration20.
In the second part of the study our focus is on the convergence of the five different MCMC sampling
schemes for the cpBGe model. We focus our diagnostics on single data sets from the RAF-network.
We perform H = 10 independent MCMC simulations and consider four different thresholds for ξ
(ξ = 1.2, 1.1, 1.05, 1.02). When monitoring the C(ξ) diagnostic, we have to take into consideration
that the computational costs of Gibbs moves are higher than those of the Metropolis-Hastings
moves. See Appendix IV for details.
4.4 Network reconstruction accuracy
For all our synthetic network data sets the true underlying graph structure G⋄ is known. We can
therefore objectively assess the network reconstruction accuracy for each model and/or inference
scheme. We assume that G⋄(n, j) = 1 indicates that the true graph possesses the edge Xn → Xj ,
while G⋄(n, j) = 0 indicates that there is no edge from Xn to Xj . Each method in our study
outputs a marginal edge posterior probability en,j for every edge G⋄(n, j), and for ζ ∈ [0, 1] we
define E(ζ) := {G(n, j)|en,j ≥ ζ} as the set of all edges G(n, j) whose posterior probabilities
19We randomly selected three synthetic RAF-network data sets and analyzed each of them H = 5 times indepen-
dently with the four MCMC-based methods. From the H = 5 independent graph samples we then computed for
each method the fraction of edges C(ξ) whose PSRF was lower than ξ = 1.2. For the three data sets we found for
each method that the fraction of edges C(1.2) was always greater than 0.9.
20For the small network domains there were no convergence problems and for each individual edge the PSRF
diagnostic was always lower than 1.2.
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exceed the threshold ζ. Since the true edges are known, for each E(ζ) the number of true positive
TP [ζ], false positive FP [ζ], true negative TN [ζ], and false negative FN [ζ] edges can be counted.
From this we can compute the true positive rate TPR[ζ] = TP [ζ]/(TP [ζ] + FN [ζ]) (also called
recall or sensitivity), the false positive rate FPR[ζ] = FP [ζ]/(TN [ζ] + FP [ζ]), and the precision
PRE[ζ] = TP [ζ]/(TP [ζ] +FP [ζ]). Plotting the TPR[ζ] values (y-axis) against the corresponding
FPR[ζ] values (x-axis) and connecting neighbouring points by linear interpolation gives the
receiver operator characteristic (ROC) curve. The area under the ROC curve (AUC-ROC) is a
quantitative measure that can be obtained by integrating the ROC curve on the interval [0, 1];
larger AUC-ROC values indicate a better network reconstruction accuracy, whereby 1 indicates
perfect prediction, whereas 0.5 corresponds to a random estimator. Although AUC-ROC diagnos-
tics are commonly used, a more informative picture of the network reconstruction accuracy can be
obtained by integrating the Precision-Recall (PR) curve. PR curves can be obtained as follows:
(i) The PRE[ζ] values (y-axis) are plotted against the corresponding TPR[ζ] values (x-axis).
(ii) Different from ROC curves, neighbouring points cannot be connected by straight lines and
a nonlinear interpolation is required21. In our implementation we use the interpolation scheme
described in Davis and Goadrich (2006). (iii) As the precision is not defined for TP=0 and FP=0
(PRE=0/0), we integrate the PR curve on the interval [(1/E), 1] where E is the number of edges
of the true graph G⋄; i.e. we restrict on the area where at least one of the true edges has been learnt.
In our study we apply both criteria AUC-ROC and AUC-PR for assessing the network reconstruc-
tion accuracy; for a more detailed description and a theoretical comparison of both criteria we
refer the reader to Davis and Goadrich (2006).
5 Results and Discussion
5.1 Avoiding spurious feedback loops
Figures 3 and 4 show the marginal posterior probabilities of the four potentially possible edges in
the 2-node network of Figure 2a, predicted with the linear BGe model (left panel) and the proposed
cpBGe model (right panel). The data were generated from the piecewise linear model of Eqns. (60-
61) – for Figure 3 – and the sinusoidal transfer function of Eq. (69) – for Figure 4. In both cases,
the linear BGe model shows a clear propensity for inferring the spurious self-loop Y → Y . This
systematic failure can be explained as follows. The functional dependence between nodes X and
Y in Figure 2a is nonlinear – either piecewise linear (Eq. (61)) or of a sinusoidal form (Eq. (69)).
This nonlinear functional relationship cannot be adequately represented with a linear model, on
which the BGe score is based. Consequently, the prediction of Y (t+ 1) from X(t) will tend to be
poor. Note that for sufficiently small noise levels, the Y (t)’s exhibit a strong autocorrelation, by
virtue of the autocorrelation of the X(t)’s, and the regulatory influence of X(t) on Y (t+1). As the
latter regulatory influence cannot be learnt owing to the linear restriction of the model, the next
best explanation is a direct modelling of the autocorrelation between the Y (t)’s themselves. This
autocorrelation corresponds to an edge from Y (t) to Y (t + 1) in the dynamic Bayesian network,
which means, a feedback loop of Y acting back on itself in the state-space graph. The lack of
nonlinear modelling flexibility hence explains why the BGe model systematically infers a spurious
feedback loop, corresponding to the white bars in the histograms of Figures 3 and 4. Compare
this with the results for the proposed cpBGe model, shown in the right panels of Figures 3 and
4. The general tendency is that the marginal posterior probabilities of the true edges (the two
left bars in the histograms) clearly outweigh those of the spurious edges (the two right bars of
the histograms). There are only two regimes where this tendency breaks down. In the top row of
21The interpolation has to be done in terms of the precision PRE which corresponds to a nonlinear interpolation
in data space.
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Figure 3: NET 1: Histograms of average marginal edge posterior probabilities. Inference
results for the synthetic network NET1 in Table 2. The network shown in Figure 2a was modelled
with Eqns. (60-62), i.e. with a piece-wise linear relationship between X and Y .
√
1− ε2 is the
autocorrelation of the process X(t) → X(t + 1) and SNR is the signal-to-noise ratio for the
interaction X(t) → Y (t + 1). For each parameter combination the average probabilities were
obtained from npc,i = 25 independent data instantiations. Left bar: X → X (true self-loop),
centre left bar: X → Y (true edge), centre right bar: Y → Y (spurious self-loop), and right bar:
X ← Y (spurious edge).
Figure 3, the marginal posterior probability of the true self-feedback loop on X, corresponding to
the left-most bar in the histograms, is small, but this is a consequence of the small autocorrelation
effect (ε = 0.99), which mean that the true edge strength is very weak (see Eq. (69) and Fig. 2a).
In Figure 4, the posterior probability of the spurious self-feedback loop (white bars in the
histogram) is higher than that of the true interaction between the two nodes (black bars in the
histogram) when the noise levels are low (panels in the top left corner). This can be explained from
Figure 2a. The dependence of Y (t+ 1) on Y (t) is indirect, via the interactions X(t− 1) → Y (t),
X(t − 1) → X(t) and X(t) → Y (t + 1), which means that it is subject to three noise injections.
The relationship between X(t) and Y (t + 1) is only subject to one noise injection. When the
nonlinear relationship is piecewise linear and can hence be learnt exactly, as in Figure 3, the
spurious self-loop Y (t)→ Y (t+1) will be explained away. When the true nonlinear relationship is
sinusoidal, as in Figure 4, then the functional relationship between X(t) and Y (t+ 1) can only be
learnt approximately. For low noise levels, the effect of the approximation error might outweigh
the effect of the noise, meaning that despite three noise injections, Y (t) outperforms X(t) as a
predictor for Y (t + 1). However, Figure 4 suggests that this scenario is quite rare, and that in
the majority of noise scenarios, the marginal posterior probability of the true edge X → Y is
significantly higher than that of the spurious self-loop Y → Y . This suggests that the proposed
cpBGe model is, overall, successful at suppressing spurious feedback loops.
The reason for this reduced susceptibility to spurious feedback loops is improved nonlinear mod-
elling capability. By partitioning the time series into segments, and learning separate parameters
(or distributions of parameters) for the different segments, the proposed model is effectively a
piecewise linear model. What distinguishes it from a proper piecewise linear model is the fact
that the partitioning is carried out in the time domain, not in the domain of explanatory vari-
ables. Consider the interaction X(t− 1)→ Y (t). A proper piecewise linear model would partition
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Figure 4: NET 5: Histograms of average marginal edge posterior probabilities. Inference
results for synthetic network NET5 in Table 2. The network shown in Figure 2a was modelled
with Eq. (69), i.e. with a sinusoidal transfer function from X to Y . The noise terms on X → X
and X → Y increase with cX and cY , respectively. For each parameter combination the average
probabilities were obtained from npc,i = 25 independent data instantiations. Left bar: X → X
(true self-loop), centre left bar: X → Y (true edge), centre right bar: Y → Y (spurious self-loop),
and right bar: X ← Y (spurious edge).
the space of X(t − 1), whereas our model partitions the time domain, t. If the regulatory sig-
nal X(t) is sufficiently smooth such that closeness in time implies closeness in X(t) space, then
the proposed non-homogeneous model is effectively a piecewise linear model, resulting in efficient
nonlinear modelling capability.
5.2 Comparative network reconstruction accuracy
We have applied the proposed cpBGe model to the synthetic data described in Section 3.1 and
Table 2, and we have compared it with four alternative models, as outlined in Section 4.1: the
two classical homogeneous DBNs based on the BDe and BGe scores; the nonlinear GMBIC model
which constitutes the application of the EM algorithm (Dempster et al., 1977) to a node-specific
mixture model subject to a BIC penalty term (Schwarz, 1978); and the Bayesian Gaussian mixture
(BGM) Bayesian network model (Grzegorczyk et al., 2010). For details of the implementation of
these methods, see Section 4.1. An overview of these five Bayesian network models can be found
in Table 4.
Figures 5, 6 and 7 show a comparative evaluation of the reconstruction accuracy on synthetic
data generated from the four networks depicted in Figure 2. Each figure contains two panels,
corresponding to different scoring schemes. The left panel compares areas under the ROC curves;
the right panel compares areas under the precision-recall curves. In each plot, the horizontal axis
represents the scores of the proposed cpBGe model. The vertical axis represents the scores of
the four alternative schemes, identified by different symbols. Symbols that lie above the diagonal
dashed line indicate that the proposed cpBGe scheme performs poorer than the alternative method.
Symbols that lie below the diagonal dashed line indicate that the proposed cpBGe scheme performs
better than the alternative method. Hence, Figures 5, 6 and 7 suggest that the proposed cpBGe
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(b) NET1: AUC-PR values (N=2)
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(c) NET2: AUC-ROC values (N=4)
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Figure 5: Network reconstruction accuracy for the synthetic networks NET1 and NET2
in Table 2. The structure of NET1 with N = 2 nodes is shown in Figure 2a, and the structure
of NET2 with N = 4 nodes is shown in Figure 2b. For both domains we implemented an auto-
correlated regulator node X that regulates the other node(s) by piece-wise linear functions. For
NET1 see Eqns. (60-62) and for NET2 see Eqns. (63-64). npc = 20 parameter combinations
ε ∈ {0.99, 0.5, 0.25, 0.1} and SNR ∈ {100, 10, 3, 1, 0.5} were used to vary the strength of the
auto-correlation and the noise in the mutual interactions. To quantify the network reconstruction
accuracy we computed the areas under the ROC curves (AUC-ROC) and the areas under the
precision-recall curves (AUC-PR). For all npc = 20 parameter combinations npc,i = 25 independent
data instantiations were analyzed and the average AUC scores were computed. As a summary of
the cross-method comparison the average AUC scores of the 4 competing methods have been
plotted against the AUC scores of the proposed cpBGe model. The diagonal dashed line indicates
equal performance. Symbols that lie above this line indicate that the proposed cpBGe scheme
performs poorer than the alternative method. Symbols that lie below the diagonal dashed line
indicate that the proposed cpBGe scheme outperforms the alternative methods. Panels (a) and
(c) show the AUC-ROC score scatter plots and panels (b) and (d) show the AUC-PR score scatter
plots.
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Figure 6: Network reconstruction accuracy for network NET3 in Table 2. The structure of
NET3 with N = 4 nodes is shown in Figure 2c and was modelled with Eq. (68). Node Z is regulated
by three other nodes X, Y , and W . The edges X → Z and Y → Z are implemented as linear
functions. Node W is auto-correlated and a sinusoidal transfer function has been implemented for
the interactionX → Z. We considered npc = 18 different parameter settings cX = cY ∈ {0.25, 0.5},
cW , cZ ∈ {0.25, 0.5, 1} and generated npc,i = 25 independent data instantiations for each parameter
set. To quantify the learning performance we computed the average areas under the ROC curves
(AUC-ROC) and the average areas under the precision-recall curves (AUC-PR) for the npc = 18
parameter sets. In the panels the AUC scores of the 4 competing methods have been plotted
against the AUC scores of the proposed cpBGe model. The diagonal dashed line indicates equal
performance. Symbols that lie above this line indicate that the proposed cpBGe scheme performs
poorer than the alternative method. Symbols that lie below the diagonal dashed line indicate that
the proposed cpBGe scheme performs better than the alternative method. Panel (a) shows the
scatter plot of the AUC-ROC scores and panel (b) shows the AUC-PR score scatter plots.
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Figure 7: Cross-method comparison of the network reconstruction accuracy for the
RAF pathway (NET4) in Section 3.1. The RAF pathway with N = 11 nodes is shown in
Figure 2d and was modelled with Eqns. (65-66). In our implementation PIP2 is auto-correlated
and the other interactions are described by piece-wise linear functions with different signal-to-noise
ratios (SNR). We considered npc = 15 parameter combinations (ε, SNR) with ε ∈ {0.5, 0.25, 0.1}
and SNR ∈ {10, 3, 1, 0.5, 0.1} and generated npc,i = 5 independent data instantiations for each
combination. To quantify the network reconstruction accuracy we computed the average areas
under the ROC curves (AUC-ROC) and the average areas under the precision-recall curves (AUC-
PR) for each of the npc = 15 parameter combinations. In the panels the AUC scores of the 4
competing methods have been plotted against the AUC scores of the proposed cpBGe model. The
diagonal dashed line indicates equal performance. Symbols that lie above this line indicate that the
proposed cpBGe scheme performs poorer than the alternative method. Symbols that lie below the
diagonal dashed line indicate that the proposed cpBGe scheme outperforms the alternative method.
Panels (a) shows the scatter plot of the AUC-ROC scores and panel (b) shows the AUC-PR score
scatter plot.
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model has a clear tendency to outperform the alternative methods. For a quantitative confirmation
we have computed the p-values from a paired two-sided t-test, which are shown in Tables 6–9. For
the RAF network with SNR = 0.1 – corresponding to the leftmost clusters in the two panels of
Figure 7 – there are no significant differences between the models. This would be expected, as for
such a small signal-to-noise ratio, the signal is effectively buried in noise, and no patterns can be
discerned. For the other data sets, cpBGe tends to outperform the other models significantly. A
separation according to the alternative models reveals the following trend.
Comparison with BDe
The proposed cpBGe model consistently outperforms the discrete BDe Bayesian network model.
This can be explained by the fact that the BDe model gains nonlinear modelling capability at the
price of information loss due to data discretization, whereas the proposed cpBGe model overcomes
the restriction of a linear model without the need for data discretization.
Comparison with BGe
For the RAF network with low signal-to-noise ratio, the linear Gaussian BGe Bayesian net-
work model either outperforms the cpBGe model (SNR=0.5), or shows no significant difference
(SNR=0.1, 1.0); see Figure 7. This suggests that when the signal is buried in noise, a simple linear
model shows greater robustness than a more complex one. However, for larger signal-to-noise ra-
tios (SNR=3,10) and all data generated from the smaller networks – Figures 5 and 6 – the cpBGe
model clearly outperforms BGe.
Comparison with the GMBIC model
The GMBIC model is a Gaussian mixture model with a BIC scoring scheme. The mixture model
is more flexible than our changepoint process; the BIC score tends to lead to over-regularization.
Our results indicate that the GMBIC model is consistently outperformed by the proposed cpBGe
model, except for low signal-to-noise ratios on the RAF network.
Comparison with BGM
The Bayesian Gaussian mixture (BGM) Bayesian network model is the closest to the proposed
cpBGe model. The difference is that the changepoints are not node-specific, but apply to all the
nodes in the network jointly. When the network only consists of two nodes, the difference in
performance is hardly significant – see the top panels in Figure 5. However, for networks with
a larger number of nodes, the proposed cpBGe model significantly outperforms BGM, unless the
signal-to-noise ratio is low.
cpBGe vs. . . . NET1 NET2 NET3 NET4
. . . vs. BGM 0.002 <0.001 <0.001 0.0394
. . . vs. GMBIC <0.001 <0.001 <0.001 <0.001
. . . vs. BGe <0.001 <0.001 <0.001 0.021
. . . vs. BDe <0.001 <0.001 <0.001 <0.001
sample size npc = 20 npc = 20 npc = 18 npc = 15
Table 6: Cross-method comparison of network reconstruction accuracy on the synthetic
network data in terms of AUC-ROC values. For a summary of the network structures and
regulatory relationships see Table 2. An overview of the five models is given in Table 4. For
each network the average areas under the receiver operator characteristic curve (ROC) of the five
different DBN models can be compared in terms of two-sided paired t-test p-values. We have
tested for each network and each of the competing methods whether the average AUC-ROC scores
for the npc parameter settings differ from the average AUC-ROC score of the proposed cpBGe
model. That is, the p-values quantify for each competing method to what extent its npc average
AUC-ROC points in Figure 5a (NET1), Figure 5c (NET2), Figure 6a (NET3) or Figure 7a (NET4)
deviate from the diagonal reference line. Note that the signs of all t-statistics are in favour of the
proposed cpBGe model.
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cpBGe vs. . . . NET1 NET2 NET3 NET4
. . . vs. BGM 0.243 <0.001 <0.001 0.040
. . . vs. GMBIC <0.001 <0.001 <0.001 0.024
. . . vs. BGe <0.001 <0.001 <0.001 0.029
. . . vs. BDe <0.001 <0.001 <0.001 <0.001
sample size npc = 20 npc = 20 npc = 18 npc = 15
Table 7: Cross-method comparison of network reconstruction accuracy on the synthetic
network data in terms of AUC-PR values. The p-values quantify for each competing method
to what extent its npc average AUC-PR points in Figure 5b (NET1), Figure 5d (NET2), Figure 6b
(NET3) or Figure 7b (NET4) deviate from the diagonal reference line. Note that the signs of all
t-statistics are in favour of the proposed cpBGe model. See caption of Table 6 for details.
cpBGe vs. . . . SNR=0.1 SNR=0.5 SNR=1 SNR=3 SNR=10
. . . vs. BGM 0.152 0.096 0.032 0.013 0.003
. . . vs. GMBIC 0.512 <0.001 <0.001 <0.001 0.004
. . . vs. BGe 0.540 0.004 0.159 <0.001 <0.001
. . . vs. BDe 0.048 <0.001 <0.001 <0.001 <0.001
sample size 15 15 15 15 15
Table 8: Cross-method comparison of network reconstruction accuracy for the
RAF pathway (NET4) in terms of AUC-ROC values. For each SNR value there are∑
ε∈{0.1,0.25,0.5} npc,SNR,ε = 15 AUC-ROC values for each model. These values can be compared in
terms of two-sided paired t-test p-values. We have tested for the five SNRs and for each of the four
competing methods (see Table 4) whether its average AUC-ROC value differs from the average
AUC-ROC score of the proposed cpBGe model. P-values of t-statistics that were in favour of the
competing method are indicated in italics.
5.3 Performance of the cpBGe model on data from homogeneous pro-
cesses and processes where changepoints are common to all nodes
In this section we investigate how the proposed cpBGe Bayesian network model (see Section 2.2)
compares with the competing models (see Table 4) on homogeneous network data (S1), and on
non-homogeneous data where all changepoints are tied together (S2). Data were generated from
the RAF-network shown in Figure 2d as explained in Section 3.2. Figure 8 shows a comparative
evaluation of the network reconstruction accuracy on synthetic data generated from the RAF-
pathway. The figure contains four panels, corresponding to different types of data (rows) and
scoring schemes (columns). The left panels (a) and (c) compare the areas under the ROC curves;
the right panels (b) and (d) compares areas under the precision-recall curves. In each plot, the
horizontal axis represents the scores of the proposed cpBGe model. The vertical axis represents
the scores of the four alternative schemes, identified by different symbols. Symbols that lie above
(below) the diagonal dashed line indicate that the proposed cpBGe scheme performs poorer (better)
than the alternative method. Overall, Figure 8 suggests that the proposed cpBGe model and the
BGM model perform approximately equally well and better than the alternative methods BDe,
BGe and GMBIC . For a quantitative confirmation we have computed the p-values from a paired
two-sided t-test, which are shown in Tables 10–11. A separation according to the alternative models
reveals the following trends:
Comparison with BDe
Similar to the results observed for the non-homogeneous data with node-specific changepoints (see
Section 5.2), the proposed cpBGe model consistently outperforms the discrete BDe model for ho-
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Figure 8: Cross-method comparison of the network reconstruction accuracy for two
different scenarios: (S1): homogeneous network data (top row) and (S2): non-
homogeneous network data with tied changepoints (bottom row). The RAF pathway
(NET4) is shown in Figure 2d and was modelled as explained in Section 3.2. That is, the homoge-
neous data (S1) were generated using Eqns. (65) and (71), and the tied changepoint scenario (S2)
was generated using Eqns. (65-66) under the constraint that each changepoint applies to all nodes.
We fixed ε = 0.25 and considered npc = 3 signal-to-noise ratios, SNR ∈ {10, 3, 1}. For each SNR
we generated npc,i = 5 independent data instantiations. To quantify the network reconstruction
accuracy we computed the average areas under the ROC curves (AUC-ROC) and the average areas
under the precision-recall curves (AUC-PR) for each of the npc = 3 parameter combinations. In the
panels the AUC scores of the 4 competing methods have been plotted against the AUC scores of
the proposed cpBGe model. The diagonal dashed line indicates equal performance. Symbols that
lie above this line indicate that the proposed cpBGe scheme performs poorer than the alternative
method. Symbols that lie below the diagonal dashed line indicate that the proposed cpBGe scheme
outperforms the alternative method. The left column shows the scatter plots of the AUC-ROC
scores and the right column shows the AUC-PR score scatter plots.
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cpBGe vs. . . . SNR=0.1 SNR=0.5 SNR=1 SNR=3 SNR=10
. . . vs. BGM 0.254 0.100 0.077 0.002 <0.001
. . . vs. GMBIC 0.969 0.641 0.169 <0.001 0.004
. . . vs. BGe 0.164 0.002 0.800 <0.001 <0.001
. . . vs. BDe 0.216 <0.001 <0.001 <0.001 <0.001
sample size 15 15 15 15 15
Table 9: Cross-method comparison of network reconstruction accuracy for the
RAF pathway (NET4) in terms of AUC-PR values. For each SNR value there are∑
ε∈{0.1,0.25,0.5} npc,SNR,ε = 15 AUC-PR values for each model. These values can be compared
in terms of two-sided paired t-test p-values. We have tested for the five SNRs and for each of the
four competing methods (see Table 4) whether its average AUC-PR value differs from the average
AUC-PR score of the proposed cpBGe model. P-values of t-statistics that were in favour of the
competing method are indicated in italics.
mogeneous data and non-homogeneous data with tied changepoints. It appears that the nonlinear
modelling capability of the BDe model does not compensate the information loss associated with
the data discretization. The BDe model performs consistently worse than the four other methods
that analyse the continuous data.
Comparison with BGe
For the homogeneous data there is no significant difference between the performance of the cpBGe
model and the BGe model if the signal is stronger than noise (SNR=3 and SNR=10). Only when
the signal is weak (SNR=1), does the BGe model perform significantly better than the cpBGe
model. This suggests that the cpBGe model does not infer spurious changepoints for homogeneous
data unless there is a high amount of noise in the data. For the non-homogeneous data with
tied changepoints (see bottom row in Figure 8) the results are similar to the results obtained in
Section 5.2. That is, the proposed cpBGe model outperforms the BGe model, which is linear
and therefore cannot deal with non-homogeneous data, independently of whether changepoints are
node-specific or tied together.
Comparison with the GMBIC model
The GMBIC model is consistently outperformed by the proposed cpBGe model, except for the low
signal-to-noise ratio (SNR=1) and the AUC-PR scoring scheme (see panel (b) in Figure 8) where
both methods perform equally well. This finding is also consistent with the finding obtained for
non-homogeneous data with node specific changepoints (see Section 5.2). It appears that the BIC
score, on which the GMBIC model is based, leads to over-regularization for all types of data.
Comparison with BGM
For homogeneous data (top row in Figure 8) the BGM Bayesian network model and the proposed
cpBGe model show a similar performance. It appears that the BGM model yields slightly higher
scores than the cpBGe model, but there is no significant difference (see Table 10). For the non-
homogeneous data with tied changepoints (bottom row in Figure 8) there is no significant difference
between the BGM model and the proposed cpBGe model either. On the contrary, it appears that
there is a trend towards the cpBGe model for the small signal-to-noise ratio (SNR=1). This finding
is surprising, since the data have been generated in a way that is consistent with the BGM model;
the additional flexibility (i.e. the node-specificity of changepoints) of the proposed cpBGe model
is not required. We are therefore investigating that in more detail.
The results of the cross-method comparison between the proposed cpBGe model and the BGe, the
BDe, and the GMBIC model for homogeneous and non-homogeneous data with tied changepoints
yields results that are comparable to those obtained for non-homogeneous data with node-specific
changepoints. But different from our expectation, we did not observe a significant difference
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between BGM and cpBGe for non-homogeneous data with tied changepoints. We therefore had
a closer look at the two models BGM and cpBGe. In the cpBGe (BGM) model we replaced the
original truncated Poisson prior distribution on the number of changepoints Kn (K) and the prior
on the changepoint locations (Vn|Kn) ((V|K)) given in Eq. (11) by a point process prior on the
distances between changepoints (see Eqns. (21-24)). The point process prior is based on “waiting
times” between changepoints, which are distributed according to a negative binomial distribution.
The probability mass function of the negative binomial distributionNBIN(p, k) is given in Eq. (23)
and possesses two (hyper-)parameters p and k. After having replaced the prior distribution, we
can vary the prior penalty that is associated with changepoints. We fixed k = 2 and varied
p ∈ {10−i : i = 1, . . . , 6} where higher (lower) values of the hyperparameter p imply lower (higher)
prior penalties for changepoints. With the modified models BGM and cpBGe (see Table 4) we
re-analysed all RAF-pathway data sets. That is, the data with node-specific changepoints (from
Section 3.1) as well as the data from the two additional scenarios (Section 3.2) were re-analysed
with the BGM and the cpBGe model using six different hyperparameters p. Figure 9 summarizes
the empirical results of this simulation study. The following trends can be observed for the three
different types of data:
criterion AUC-ROC AUC-PR AUC-ROC AUC-PR AUC-ROC AUC-PR
SNR 10 10 3 3 1 1
cpBGe vs. . . .
. . . vs. BGM 0.237 0.227 0.700 0.098 0.218 0.167
. . . vs. GMBIC 0.459 0.589 <0.001 0.004 <0.001 0.560
. . . vs. BGe 0.244 0.229 0.816 0.067 0.003 0.002
. . . vs. BDe <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
sample size 10 10 10 10 10 10
Table 10: Cross-method comparison of network reconstruction accuracy for the RAF
pathway (NET4) with homogeneous regulatory mechanisms in terms of AUC-ROC
and AUC-PR values. For each SNR value there are npc = 10 AUC-ROC and AUC-PR values
for each model. These values can be compared in terms of two-sided paired t-test p-values. We
have tested for the three SNRs and for each of the four competing methods (see Table 4) whether
its average AUC-ROC (AUC-PR) value differs from the average AUC-ROC (AUC-PR) score of
the proposed cpBGe model. P-values of t-statistics that were in favour of the competing method
are indicated in italics.
criterion AUC-ROC AUC-PR AUC-ROC AUC-PR AUC-ROC AUC-PR
SNR 10 10 3 3 1 1
cpBGe vs. . . .
. . . vs. BGM 0.503 0.467 0.897 0.916 0.039 0.145
. . . vs. GMBIC 0.067 0.180 <0.001 <0.001 <0.001 0.021
. . . vs. BGe <0.001 <0.001 <0.001 <0.001 <0.001 0.008
. . . vs. BDe <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
sample size 10 10 10 10 10 10
Table 11: Cross-method comparison of network reconstruction accuracy for the RAF
pathway (NET4) with tied changepoints in terms of AUC-ROC and AUC-PR values.
For each SNR value there are npc = 10 AUC-ROC and AUC-PR values for each model. These
values can be compared in terms of two-sided paired t-test p-values. We have tested for the
three SNRs and for each of the four competing methods (see Table 4) whether its average AUC-
ROC (AUC-PR) value differs from the average AUC-ROC (AUC-PR) score of the proposed cpBGe
model. P-values of t-statistics that were in favour of the competing method are indicated in italics.
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Figure 9: Network reconstruction accuracy for different types of data. The figure shows
the mean area under the precision-recall curves (AUC) in dependence on the hyperparameter
p of the negative binomial point process prior, as defined in Eqns. (21-24). Higher values of the
hyperparameter p imply lower prior penalties for changepoints. For the RAF pathway in Figure 2d
we implemented three different regulatory mechanisms: homogeneous data without changepoints
(top row), non-homogeneous data with tied changepoints (centre row), and non-homogeneous
data with node-specific changepoints (bottom row). Details on these scenarios can be found in
Sections 3.1 and 3.2. For each scenario there are three panels for SNR=10 (left column), SNR=3
(centre column), and SNR=1 (right column). The following models were applied to the data: (i)
the BGe model as reference model, (ii) the BGM model, and (iii) the proposed cpBGe model. The
BGe model has no changepoints and is therefore independent of p. The mean AUC-PR scores were
computed from 5 independent data instantiations.
38
1) Homogeneous data: From the top row in Figure 9 it can be seen that the three Bayesian network
models perform equally well for homogeneous data if the signal is stronger than noise (SNR = 3
and SNR = 10). For the low signal-to-noise ratio SNR = 1 the two non-homogeneous Bayesian
networks models BGM and cpBGe are outperformed by the homogeneous BGe model for high
settings of the hyperparameter p (p ≥ 10−2 (BGM) and p ≥ 10−1 (cpBGe)). Recalling that high
parameters p imply low prior penalties for changepoints, this phenomenon can be explained by
over-fitting. Low hyperparameters p yield an insufficient regularization of the model complexity of
BGM and cpBGe.
2) Non-homogeneous data with tied changepoints : The centre row in Figure 9 suggests that the
two non-homogeneous models perform consistently and substantially better than the BGe model.
For SNR = 3 and SNR = 10 the BGM model outperforms the proposed cpBGe model for
low hyperparameters p (p ≤ 10−4), but the network reconstruction accuracy becomes equal for
higher hyperparameters p. This suggests that the BGM model is superior to the cpBGe model
if a high prior penalty for changepoints is employed. An explanation is that the overall prior
penalty is higher for the cpBGe model, as the changepoints have to be learnt individually and are
individually penalized by the prior. Since the original prior distribution approximately corresponds
to p = 0.5 · 10−2 (see Section 4.3 for details), these findings are consistent with those shown in
Figure 8. For the low signal-to-noise ratio (centre right panel) the trend is different: The proposed
cpBGe model outperforms the BGM model. This can be explained as follows: For SNR = 1 both
models BGM and cpBGe tend to infer spurious changepoints. For the BGM model these spurious
changepoints apply to all nodes, and the global network reconstruction accuracy is weakened. For
the cpBGe model the (spurious) changepoints are node-specific, and thus have only a limited effect
on the global network reconstruction accuracy.
3) Non-homogeneous data with node-specific changepoints : From the bottom row in Figure 9 it
can be seen that the two non-homogeneous models perform consistently and substantially better
than the BGe model. Moreover, the cpBGe model is consistently superior to the BGM model
except for SNR = 1 and low hyperparameters p (see bottom right panel). This finding is in
consistency with those results obtained for the RAF-pathway in Section 5.2.
Our findings can be summarized as follows. The proposed cpBGe model consistently outperforms
BDe and the approach based on the BIC score (GMBIC). When generating data that are consistent
with the BGe model (homogeneous, no changepoints), cpBGe is only outperformed by the BGe
model when the prior penalty for changepoints and the SNR are very low; this is the scenario where
model overflexibility is most susceptible to overfitting. When the data are consistent with the
BGM model (non-homogeneous, tied changepoints), the cpBGe and BGM models show a similar
performance, except for the following extreme scenarios. When the prior penalty for changepoints
is very high, BGM performs better; this is a consequence of the fact that for cpBGe a separate
prior penalty for each node-specific changepoint has to paid, and the overall regularization effect
of the prior becomes too strong. When both the SNR and the prior penalty are very low, cpBGe
outperforms BGM. This is a consequence of the fact that low SNRs render more complex models
more susceptible to overfitting, and spurious changepoints have a stronger effect for the BGM
than the cpBGe model (because they simultaneously affect all nodes rather than specific target
nodes). For data based on node-specific changepoint processes, cpBGe outperforms all other
models. Hence, the overall conclusion from our study is that for the latter data, using the cpBGe
model is an advantage, while for data consistent with less complex models, applying the cpBGe
model is in general no disadvantage.
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5.4 Convergence and mixing of the MCMC samplers
We have assessed the degree of convergence and mixing of the MCMC simulations by computing
the potential scale reduction factor (PSRF) from the marginal posterior probabilities of the edges.
Figures 10–12 show the proportion of edges for which a target convergence level has been reached,
for four target levels of PSRF< 1.2, PSRF< 1.1, PSRF< 1.05 and PSRF< 1.02. Note that smaller
values indicate a better degree of convergence, with a value of PSRF< 1.1 usually taken as an
indication of “sufficient” convergence.
Figures 18–20 in Appendix V offer a complementary representation, which show scatter plots of
the marginal posterior probabilities of the edges, as obtained from two different MCMC simula-
tions. Here, a better agreement between these simulations, i.e. a location of the entries closer to
the diagonal line, indicates a better convergence. We compared five MCMC schemes, as described
in Section 2 and Table 5: RJMCMC with standard structure MCMC, RJMCMC with structure
MCMC plus parent exchange (flip) move, and three Gibbs sampling schemes based on dynamic
programming, in which both the parent configurations as well as the changepoint locations are
sampled from the correct conditional distributions. Note that computing the conditional probabil-
ities of the parent configurations according to Eq. (20) as well as sampling the changepoints via the
dynamic programming schemes is computationally involved, and we have tried to approximately
match the computational costs, as described in Section 4.2 and Table 5. We used three different
dynamic programming schemes. As described in Sections 2.7.1 and 2.7.2, the principal difference
is in the choice of prior distribution for the changepoints. We used both a conditional distribution
based on the number of changepoints, and a distribution based on a point process for the difference
between change points. In the former case, we used two different cut-off values for the maximum
number of components: KMAX ≤ 10 and KMAX ≤ 5.
We have applied our convergence analysis to three data sets. Figures 10 and 11 show the results
obtained for synthetic data generated from the RAF network with different signal-to-noise ratios.
Figure 12 shows the results on the circadian gene expression time series from Arabidopsis. A
clear outcome of our study is that the conventional structure MCMC scheme leads to very poor
convergence. On all data sets, there is considerable scope for improvement, with typically only
about 50% of the edges satisfying the convergence criterion when using structure MCMC (without
the flip-operator).
Using Gibbs sampling with dynamic programming and a prior distribution on the number of
changepoints tends to give an improvement on structure MCMC. At least in two studies – Fig-
ures 10 and 12 – the proportion of edges satisfying the convergence criterion significantly increases.
The improvement is more pronounced when using the more restrictive prior, with a cut-off of
KMAX ≤ 5 rather than KMAX ≤ 10 on the number of components. This is because a stricter
restriction on the number of components/changepoints reduces the computational costs of the dy-
namic programming scheme, thereby allowing more Gibbs sampling steps to be performed at the
same computational costs. Interestingly, structure MCMC with the new parent exchange move
leads to a consistent improvement on this Gibbs sampling/dynamic programming scheme. Except
for the top left panel in Figure 12, the proportion of edges satisfying the convergence criterion is
always higher with structure MCMC plus parent exchange move than when using dynamic pro-
gramming with a prior on the number of changepoints. This might at first be surprising, but can
be explained by the high computational costs of the dynamic programming scheme for sampling
new changepoint positions. The solution to this counter-intuitive finding is to use the Gibbs sam-
pling/dynamic programming scheme with a different prior distribution. Rather than imposing a
prior on the number of components/changepoints, it is better to use a point process prior on the
distances between changepoints. As already pointed out in Fearnhead (2006), the choice of this
prior reduces the computational costs of the dynamic programming scheme, and it now turns out
that dynamic programming with Gibbs sampling does lead to a further improvement in conver-
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Figure 10: Convergence diagnostics based on potential scale reduction factors (PSRFs)
of individual network edges - RAF network with SNR=3. We compare the five
MCMC schemes of Table 5. (i) MH(−FLIP): RJMCMC with standard structure MCMC; (ii)
MH(+FLIP): RJMCMC based on structure MCMC with the parent exchange (FLIP) move; (iii)
Gibbs(K=10): Gibbs sampling with dynamic programming, using a prior on the number of com-
ponents truncated at KMAX = 10; (iv) Gibbs(K=5): Idem, but truncated at KMAX = 5; (v)
Gibbs-NBIN: Gibbs sampling with dynamic programming, using a point process prior on the
distances between changepoints. All individual edge PSRFs have been computed for one single
data instantiation of the RAF pathway (NET4 in Table 2) with SNR = 3 and ε = 0.25. For
each of the five sampling schemes 10 independent MCMC simulations were performed and a PSRF
was computed for each individual edge. Each panel shows overlaid trace plots of the fractions of
individual edges whose PSRF was lower than the threshold (1.2, 1.1, 1.05, and 1.02). The com-
putational costs on the horizontal axis are given in Metropolis-Hastings MCMC iterations. The
numbers of iterations that can be performed for each of the three Gibbs samplers at the same
computational costs are shown in Table 5. Details on how we defined a PSRF for an individual
edge can be found in Section 4.3.
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Figure 11: Convergence diagnostics based on potential scale reduction factors (PSRFs)
of individual network edges - RAF network with SNR=1. We compare the five
MCMC schemes of Table 5. (i) MH(−FLIP): RJMCMC with standard structure MCMC; (ii)
MH(+FLIP): RJMCMC based on structure MCMC with the parent exchange (FLIP) move; (iii)
Gibbs(K=10): Gibbs sampling with dynamic programming, using a prior on the number of com-
ponents truncated at KMAX = 10; (iv) Gibbs(K=5): Idem, but truncated at KMAX = 5; (v)
Gibbs-NBIN: Gibbs sampling with dynamic programming, using a point process prior on the
distances between changepoints. All individual edge PSRFs were computed for one single data
instantiation of the RAF pathway (NET4 in Table 2) with SNR = 1 and ε = 0.25. For each of
the five sampling schemes 10 independent MCMC simulations have been performed and a PSRF
was computed for each individual edge. Each panel shows overlaid trace plots of the fractions of
individual edges whose PSRF was lower than the threshold (1.2, 1.1, 1.05, and 1.02). The com-
putational costs on the horizontal axis are given in Metropolis-Hastings MCMC iterations. The
numbers of iterations that can be performed for each of the three Gibbs samplers at the same
computational costs are shown in Table 5. Details on how we defined a PSRF for an individual
edge can be found in Section 4.3.
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Figure 12: Convergence diagnostics based on potential scale reduction factors (PSRFs)
of individual network edges - Arabidopsis thaliana network. We compare the five
MCMC schemes of Table 5. (i) MH(−FLIP): RJMCMC with standard structure MCMC;
(ii) MH(+FLIP): RJMCMC with structure MCMC plus parent exchange (flip) move; (iii)
Gibbs(K=10): Gibbs sampling with dynamic programming, using a prior on the number of
components truncated at KMAX = 10; (iv) Gibbs(K=5): Idem, but truncated at KMAX = 5;
(v) Gibbs-NBIN: Gibbs sampling with dynamic programming, using a point process prior on the
distances between changepoints. For each sampling scheme 10 independent MCMC simulations
were performed on the Arabidopsis thaliana data set and a PSRF was computed for each individual
edge. Each panel shows overlaid trace plots of the fractions of individual edges whose PSRF was
lower than the threshold (1.2, 1.1, 1.05, and 1.02). The computational costs on the horizontal
axis are given in Metropolis-Hastings MCMC iterations. The numbers of iterations that can be
performed for each of the three Gibbs samplers at the same computational costs are shown in
Table 5. Details on how we defined a PSRF for an individual edge can be found in Section 4.3.
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Figure 13: MCMC sampling scheme comparison: Network reconstruction accuracy for
the RAF pathway (NET4) in Table 2. The RAF pathway with N = 11 nodes is shown
in Figure 2d and was modelled with Eqns. (65-66). We generated npc,i = 5 independent data
instantiations for each of npc = 15 parameter combinations of SNR ∈ {10, 3, 1, 0.5, 0.1} and
ε ∈ {0.1, 0.25, 0.5}. For each of the npc = 15 combinations the average network reconstruction
accuracy was quantified in terms of the average areas under the ROC curves (AUC-ROC) and
the average areas under the precision-recall curves (AUC-PR). In the panels the AUC scores of
four alternative MCMC sampling schemes (see Table 5) have been plotted against the AUC scores
of the Metropolis-Hastings MCMC sampler improved by the FLIP-operator MH(+FLIP). The
diagonal dashed line indicates equal performance. Symbols that lie above this line indicate that
the MH(+FLIP) sampler performs poorer than the alternative sampler. Symbols that lie below the
diagonal dashed line indicate that MH(+FLIP) performs better than the alternative sampler. The
numbers of MCMC iterations that were performed with the different MCMC sampling schemes
can be found in Table 5. An explanation of the notation in the legend can be found in Table 5,
which contains an overview of the five MCMC schemes compared. Panel (a) shows the scatter plot
of the AUC-ROC scores and Panel (b) shows the AUC-PR scores scatter plots.
gence. This improvement on structure MCMC with parent exchange moves varies in its degree,
though: negligible on the synthetic data with high signal-to-noise ratio (Figure 10), marginal on
the circadian gene expression data from Arabidopsis (Figure 12), and noticeable on the synthetic
data with low signal-to-noise ratio (Figure 11). This suggests that the inclusion of the parent
exchange move is attractive for practical applications, as it is easy and straightforward to imple-
ment, leads to a substantial convergence improvement on conventional structure MCMC, and often
converges to a similar degree as a full-blown Gibbs sampling/dynamic programming scheme. As a
complementary study, we have investigated to what extent the choice of MCMC scheme influences
the network reconstruction accuracy. To this end, we have applied all five MCMC schemes at
equal computational costs to all synthetic data generated from the RAF network and computed
the areas under the ROC and precision-recall curves. The results are shown in Figure 13. The
horizontal axis represents the scores obtained with the new structure MCMC scheme with parent
exchange moves as a reference, whereas the vertical axis represents the scores obtained with the
alternative MCMC schemes. We have carried out a quantitative significance estimation based on
a paired two-sided t-test; the p-values from this test can be found in Table 12.
The results confirm the trends observed for the convergence plots. Including the parent exchange
move leads to a significant improvement over conventional MCMC. The novel structure MCMC
plus parent exchange move scheme tends to outperform Gibbs sampling with dynamic program-
ming when a prior on the number of components/changepoints is used, although the difference
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MH(+FLIP) vs. . . . MH Gibbs Gibbs Gibbs
(−FLIP) K = 10 K = 5 NBIN(0.05,2)
AUC-ROC 0.046 0.258 0.608 0.041
AUC-PR 0.048 0.011 0.142 0.065
Table 12: Comparison of the network reconstruction accuracy among different MCMC
sampling schemes for the cpBGe model on the RAF pathway (NET4). The npc = 15
average AUC-ROC and AUC-PR can be compared in terms of two-sided paired t-test p-values. The
table gives the p-values for a comparison of the standard Metropolis-Hastings sampler improved
by the flip operator MH(+FLIP) and the four competing sampling schemes. An explanation of the
notation in the top row can be found in Table 5, which provides an overview of the five MCMC
schemes compared. The p-values quantify to what extent the npc average AUC-ROC and AUC-PR
points in Figures 13a and b deviate from the diagonal reference line. P-values of t-statistics that
were in favour of the competing method are indicated in italics.
in performance tends to be not significant. However, when using Gibbs sampling/dynamic
programming with a point process prior on the distances between changepoints, the network
reconstruction accuracy further improves, and this improvement is significant.
We have carried out various additional simulations with hybrid samplers, which mix the Gibbs
sampler and the RHJMCMC method with different mixing proportions. The results of our study
are presented in Appendix VI. Our findings suggest that the hybrid method does not lead to any
improvement in mixing or convergence. This result does not seem to be surprising, as the hybrid
approach combines a more effective sampler (Gibbs sampler) with a less effective one (RJMCMC).
Compared to the former method, this does not reduce the autocorrelation between subsequent
samples and hence does not improve the mixing/convergence of the Markov chain.
5.5 Application to circadian microarray gene expression data from Ara-
bidopsis
We have applied our method to microarray gene expression time series related to the study of
circadian regulation in plants. A description of the data is found in Section 3.3. We have focused
our analysis on 9 circadian genes: LHY, TOC1, CCA1, ELF4, ELF3, GI, PRR9, PRR5, and
PRR3. The aim is to integrate four gene expression time series, which differed with respect to the
pre-experiment entrainment condition; see Table 3 for details. The ideal approach would be to use
a supervised approach, as described in Werhli and Husmeier (2008), and use the knowledge we
have about the experimental conditions for data segmentation. However, we elected to use these
data as a test case for evaluating the efficiency of the proposed cpBGe model.
We therefore combined all four time series into a single set, and applied the proposed method to
segment the resulting data in an unsupervised, node-specific manner. The objective was to test
whether the proposed cpBGe model would detect the different experimental conditions. Since the
gene expression values at the first time point of a time series segment have no relation with the
expression values at the last time point of the preceding segment, the corresponding boundary
time points were appropriately removed from the data; see Section 3.3 and Appendix I for a
proper mathematical treatment. This ensures that for all pairs of consecutive time points a proper
conditional dependence relation determined by the nature of the regulatory cellular processes is
given. Figure 14 shows the marginal posterior probability of the changepoint locations (right panel),
and the posterior probability of the co-allocation of two time points to the same component (left
panel). It is seen that, overall, the true segment boundaries tend to be detected. Different genes
tend to be affected by the concatenation of the expression time series differently, though. For two
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Figure 14: Results on the Arabidopsis gene expression time series. Panel (a): Co-
allocation matrices for the nine circadian genes. The axes represent time. The grey shading indi-
cates the posterior probability of two time points being assigned to the same mixture component,
ranging from 0 (black) to 1 (white). Panel (b): Average posterior probability of a changepoint
(vertical axis) at a specific transition time plotted against the transition time (horizontal axis)
for the nine circadian genes. The vertical dotted lines indicate the boundaries of the time series
segments, which are related to different experimental conditions (see Table 3).
genes (TOC1 and PRR9), all true changepoints are correctly predicted. Gene PRR9 shows various
additional changepoints; this might indicate that it is affected by additional non-homogeneities
beyond the four experiments. Three of the genes (CCA1, ELF3, GI) show two changepoints, at
the true locations (GI) or with a short time lag (CCA1). For genes LHY and ELF4 only one
changepoint is predicted, at the location of the first or second concatenation point. A comparison
of Table 3 with the locations of the peaks in Figure 14 suggests that gene CCA1 is mainly affected
by a change of the entrainment condition, gene ELF4 is mainly affected by factors associated
with the laboratory context, and genes ELF3 and PRR3 are mainly affected by a change of the
sampling time interval (2 versus 4 hours). This deviation indicates that the genes are affected by
the changing experimental conditions (entrainment, time interval) in different ways and that the
node-specific changepoint model can be exploited as an exploratory tool for hypothesis generation.
Figure 15 shows the gene interaction network that is predicted when keeping all edges with
marginal posterior probability above 0.5. There are two groups of genes. Empty circles in
the figure represent morning genes (i.e. genes whose expression peaks in the morning), shaded
circles represent evening genes (i.e. genes whose expression peaks in the evening). There are
several directed edges pointing from the group of morning genes to the evening genes, mostly
originating from gene CCA1. This result is consistent with the findings in McClung (2006), where
the morning genes were found to activate the evening genes, with CCA1 and/or its partially
redundant homologue LHY (Miwa et al., 2007) being central regulators. E.g. Alabadi et al. (2001)
found that CCA1 (and/or LHY) repress TOC1 and potentially other evening genes, and Kikis
et al. (2005) report that CCA1 (and LHY) acts negatively on ELF4 expression. Our reconstructed
network also contains edges pointing in the opposite direction, from the evening genes back to the
morning genes. This finding is also consistent with McClung (2006), where the evening genes were
found to inhibit the morning genes via a negative feedback loop. E.g. the edges ELF3 → CCA1
and ELF3 → LHY in Figure 15 are consistent with the biological finding in Kikis et al. (2005)
that ELF3 is necessary for light-induced CCA1 and LHY expression. Moreover, it is also known
that GI and ELF3 play important roles in the circadian clock network and are involved in the
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Figure 15: Circadian gene regulatory network in Arabidopsis learnt from gene expres-
sion time series. Predicted regulatory network of nine circadian genes in Arabidopsis thaliana.
Empty circles represent morning genes. Shaded circles represent evening genes. Edges indicate
predicted interactions with a marginal posterior probability greater than 0.5.
regulatory interactions between the morning genes LHY/CCA1 and the evening gene TOC1
(Miwa et al., 2006). Within the group of evening genes, the reconstructed network contains a
feedback loop GI ↔ TOC1 between GI and TOC1. This feedback loop has also been found
in Locke et al. (2005) and is an improvement on our earlier work (Grzegorczyk and Husmeier,
2009), where only a unidirectional interaction GI → TOC1 was extracted. Hence while a proper
evaluation of the reconstruction accuracy is currently unfeasible – like Robinson and Hartemink
(2009) and many related studies, we lack a gold-standard owing to the unknown nature of the true
interaction network – our study suggests that the essential features of the reconstructed network
are biologically plausible and consistent with the literature.
The Arabidopsis data have been obtained by merging four time series of gene expression data, which
have been measured under different experimental conditions (see Table 3). Under the assumption
that these external conditions affect the whole plant rather than specific genes, we have re-analyzed
the Arabidopsis data with the BGM model, where changepoints are common to all nodes.
Figure 16 shows the marginal posterior probability of the changepoint locations and the posterior
probability of the co-allocation of two time points to the same component for the BGM model.
The three true segment boundaries are clearly detected. There is one additional changepoint
subdividing the third time series segment, though. Interestingly, this changepoint is also detected
with the cpBGe model: from Figure 16 it is seen that genes CCA1, ELF3, and PRR5 show
transitions that lag behind the change of the experimental conditions. A plausible explanation is
that these external transitions may induce a delayed effect at the molecular level. Figure 16 suggests
that different genes are affected by this retardation to different extent, with the aforementioned
genes showing a delayed changepoint, while for other genes – LHY, TOC1, GI and PRR3 – the
changepoint coincides with the external transition. As opposed to the cpBGe model, the BGM
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Figure 16: Results on the Arabidopsis gene expression time series obtained with the
BGM model. Panel (a): Co-allocation matrices for the nine circadian genes. The axes represent
time. The grey shading indicates the posterior probability of two time points being assigned to
the same mixture component, ranging from 0 (black) to 1 (white). Panel (b): Average posterior
probability of a changepoint (vertical axis) at a specific transition time plotted against the tran-
sition time (horizontal axis) for the nine circadian genes. The vertical dotted lines indicate the
boundaries of the time series segments, which are related to different experimental conditions (see
Table 3).
model does not have the flexibility to allow for retarded node-dependent transitions. Instead, by
tying changepoints together, it imposes both the retarded changepoint exhibited by genes CCA1,
ELF3, and PRR5 as well as the unretarded changepoint found in genes LHY, TOC1, GI and PRR3
onto the whole network. In terms of the individual genes this leads to a spurious transition, with
each gene now having two rather than one changepoint. This suggests that the investigated system
profits from the extra flexibility inherent to the cpBGe model.
How does the BGM model differ from the cpBGe model in terms of the network reconstruction?
Figure 17 shows scatter plots of the inferred marginal posterior probabilities of the edges: BGM
against cpBGe. Most marginal posterior probability pairs fluctuate around the diagonal reference
line, with a Pearson correlation coefficient of 0.82. This indicates, overall, a considerable agreement
between both models. There are some deviations in the predictions, though. Recall that a specific
network prediction is obtained by imposing a cut-off threshold on the marginal edge posterior
probabilities. Figure 17 shows that for a cut-off of 0.5, 4 edges are found with BGM but not with
cpBGe and, conversely, 4 edges are found with cpBGe but not with BGM. With a total of 23
edges exceeding the threshold when using cpBGe, as shown in Figure 15, the relative deviation is
17%. When increasing the threshold to 0.8, the number of deviating edges decreases to 2 edges
recovered with cpBGe but not with BGM, and 1 edge detected with BGM but not with cpBGe.
When using cpBGe, 14 edges pass the cut-off threshold; this corresponds to a relative deviation
of 14%. The main difference (at the 0.5 threshold level) appears to be that three regulatees of
PRR9 detected with cpBGe (LHY, CCA1, and PRR3) become regulatees of gene ELF3 when the
BGM model is used. The replacement of another interaction related to LHY and CCA1 – replacing
CCA1 → ELF3 (inferred with cpBGe) by the edge LHY → ELF3 (inferred with BGM) – might
be due to the fact that LHY and CCA1 are (partially redundant) homologues (Miwa et al., 2007).
Unfortunately, a proper biological validation of the differences is not feasible at present owing to
our limited insight into the nature of the molecular processes and the lack of a gold standard. For
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Figure 17: Scatter plot of marginal edge posterior probabilities: cpBGe versus BGM.
Both models BGM and cpBGe have been applied to the Arabidopsis thaliana data. The inferred
marginal edge posterior probabilities can be plotted against each other. Both panels show the same
scatter plot with a diagonal reference line. Additional dotted grey horizontal and vertical reference
lines have been added to visualize those edges whose marginal posterior probabilities exceed a
given cut-off (left panel: cut-off 0.5, right panel: cut-off 0.8). The coordinates of all points were
randomly perturbed (by adding noise from a Gaussian distribution with mean µ = 0 and standard
deviation σ = 0.01 to each coordinate) to visualize clusters of points.
a quantitative assessment of the difference in the network reconstruction accuracy achieved with
cpBGe versus BGM, we therefore refer the reader to the study discussed in Sections 5.2 and 5.3.
6 Conclusions
We have proposed a continuous-valued non-homogeneous dynamic Bayesian network (DBN),
which constitutes a non-homogeneous generalization of the BGe model. This complements
the work of Robinson and Hartemink (2009), where a non-homogeneous BDe model was pro-
posed. We have argued that a completely flexible network structure, as proposed by Le`bre
(2007), can lead to over-fitting or inflated inference uncertainty, and we have therefore only
allowed the parameters to vary with time. We have justified this approach with respect to the
reconstruction of gene regulatory networks from short gene expression time series, where one
would expect the strength of the interactions rather than their status of existence to evolve in time.
Our work expands and improves an earlier paper (Grzegorczyk and Husmeier, 2009) in four
important aspects: offering a comprehensive and self-contained exposition of the methodology,
discussing the problem of spurious feedback loops, repeating our earlier simulations for a discrete
rather than continuous changepoint process, and investigating how far mixing and convergence
of the Markov chain can be improved with a dynamic programming scheme for sampling the
changepoints.
We have demonstrated that when learning dynamic Bayesian networks from time series data,
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the presence of temporal autocorrelations and nonlinear regulatory functional relationships can
render an approach based on the linear BGe score susceptible to spurious feedback loops. We have
shown that the application of the proposed non-homogeneous DBN can substantially reduce the
susceptibility to spurious feedback loops. This is a consequence of improved nonlinear modelling
capability. When a regulator is driven by a feedback mechanism such that its associated signal is
sufficiently smooth in time, then the proposed non-homogeneous model is effectively a piecewise
linear model, which overcomes the linearity restriction of BGe.
We have replaced the continuous changepoint process of Grzegorczyk and Husmeier (2009) by a
simpler discrete changepoint process, and we have rerun all the simulations of our earlier study.
This provides a comprehensive comparative evaluation of the network reconstruction accuracy
on synthetic data, which is missing from recent related studies on this topic, like Robinson and
Hartemink (2009) and Le`bre (2007). Our findings suggest that the proposed non-homogeneous
cpBGe model achieves a clear performance improvement over the classical homogeneous DBNs
with BDe and BGe scores, as well as over the nonlinear/non-stationary models GMBIC (Ko et al.,
2007) and BGM (Grzegorczyk et al., 2010). The application of our model to gene expression
time series from circadian clock-regulated genes in Arabidopsis thaliana has led to a plausible
data segmentation, and the reconstructed network shows features that are consistent with the
biological literature.
We have invested considerable efforts into improving and assessing mixing and convergence of
the MCMC scheme, addressing both the sampling of network structures, and the sampling of
changepoint configurations. We have shown that classical structure MCMC, which is based on
single-edge operations, suffers from very poor convergence, and that the introduction of a novel
single-parent exchange move leads to a substantial improvement. We have implemented and
studied the effect of the dynamic programming schemes proposed by Fearnhead (2006) in the
context of mixture models. These schemes allow the changepoints to be sampled from the correct
conditional distribution. The essential difference between Fearnhead (2006) and our work is the
conditioning part of these distributions. For the mixture models studied by Fearnhead (2006),
the conditional distributions are dependent on the hyperparameters of the mixture model. These
hyperparameters typically span a low-dimensional space, and even if they are slightly out of tune,
the conditional distribution of the changepoints is usually not affected drastically. This allows
the application of a computational trick based on sampling many changepoint configurations
from the same conditional distribution at reduced computational costs (of additive rather than
multiplicative complexity in the number of samples), and then correcting for the mismatch
between the hyperparameters by the application of the Metropolis-Hastings acceptance criterion.
In our work, the conditional distributions are dependent on the network structures associated
with the different segments. Changing the network structures in the segments can have a
considerable impact on the conditional distributions, and the computational trick referred to
above is no longer applicable. The implication is that the dynamic programming scheme comes
with substantial computational overheads, and it is therefore not clear from the outset whether it
achieves any improvement over the RJMCMC schemes applied in Robinson and Hartemink (2009),
Le`bre (2007), and our earlier work: Grzegorczyk and Husmeier (2009). Two different dynamic
programming schemes were proposed in Fearnhead (2006), which differ with respect to the prior
distribution on the changepoints. The natural choice appears to be a prior distribution on the
number of changepoints, as in Robinson and Hartemink (2009), Le`bre (2007), and Grzegorczyk
and Husmeier (2009). However, our findings suggest that the resulting computational costs of the
dynamic programming scheme are so high that the improvement over RJMCMC with classical
structure MCMC are modest, and no improvement over RJMCMC with parent-exchange structure
MCMC can be achieved. As an alternative, we have therefore studied a point process prior on the
times between two successive changepoints. As already discussed in Fearnhead (2006), the choice
of this prior distribution reduces the computational costs of the dynamic programming scheme.
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A comparison to RJMCMC with classical structure MCMC indicates a substantial improvement
in convergence. The improvement over RJMCMC with parent-exchange structure MCMC is less
pronounced, but still tends to be significant.
The proposed model is based on a multiple changepoint process. A straightforward modification
would be the replacement of the changepoint process by the allocation model of Nobile and Fearn-
side (2007) and Grzegorczyk et al. (2008). This modification would result in a fully-flexible mixture
model, which would provide a more general approximation of nonlinear processes than with the
proposed non-homogeneous DBN, and it could also be applied to static data. While the algo-
rithmic implementation is in principle straightforward, the computational complexity of the latent
variable configuration space would increase substantially. This would introduce new challenges for
improving the mixing and convergence properties of the MCMC sampler, beyond those that have
been discussed in the present work.
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Appendix I - Merging independent data sets
We consider the scenario where d independent data sets D1, . . . ,Dd are available. Let Dw be a
N -by-mw matrix consisting of mw time-dependent realizations of the N variables (w = 1, . . . , d).
Before we can apply a dynamic Bayesian network (DBN) model we have to merge the data sets
appropriately into one single data set D = (D1, . . . ,Dd). It has to be taken into account that the
gene expression values at the first time point of a time series segment Dw.,1 are independent of the
expression values at the last time point of the preceding data segment Dw−1.,m(w−1) . Consequently,
since there are no realizations of potential parent nodes for the first time point of each data
segment Dw, the first time point of each data segment cannot be scored. The marginal likelihood
in Eqns. (2-3) of the BGe model has to be replaced by:
P (D|G) =
∫
P (D|G,θ)P (θ|G)dθ =
N∏
n=1
Ψ(Dπnn ,G)
Ψ(Dπnn ,G) =
∫ d∏
w=1
mw∏
t=2
P
(
Xn(t) = Dwn,t|pin(t− 1) = Dw(πn,t−1),θn
)
P (θn|G)dθn
where Dπnn := {(Dwn,t,Dwπn,t−1) : 2 ≤ t ≤ mw, 1 ≤ w ≤ d} consists of the subsets of the d data
segments pertaining to node Xn and parent set pin. The marginal likelihood of the proposed cpBGe
model (see Eqns. (5-7)) can be modified accordingly. For the merged data set D we define the
node-specific allocation vectorVn of the cpBGe model slightly differently to take into consideration
that there are no realizations for the potential parent nodes of the first time points D1.,1, . . .Dd.,1.
We define for t = 2, . . . , 1 + (m1 − 1) + . . . + (mw − 1) that the realization Vn(t) corresponds to
the s-th realization in data segment Dq where
q = 1 +max{u ∈ {0, . . . , d}|t−
u∑
w=1
(mw − 1) > 0} (77)
and s = t−∑qw=1(mw − 1). With this definition the allocation vectors Vn can mathematically be
treated as if they stemmed from one single time series. Practically, the vectors act as filters that
sub-divide the merged data set D into subsets and the starting points of each segment are cut out.
Appendix II - The BGM model
In our implementation the Bayesian Gaussian mixture (BGM) model can be seen as special case
of the proposed cpBGe model. Instead of employing node-specific numbers of components Kn and
allocation vectors Vn we restrict on one single vector V assigning t = 2, . . . ,m to K components.
V(t) = k indicates that the t-th realization has been generated by the k-th component. The
marginal likelihood conditional on V is given by
P (D|G,V,K) =
∫
P (D|G,V,K,θ)P (θ)dθ =
N∏
n=1
Ψ†(Dπnn [K,V]) (78)
Ψ†(Dπnn [K,V]) =
K∏
k=1
Ψ(Dπnn [k,V]) (79)
where Ψ(Dπnn [k,V]) is the local BGM score and the factors in Eq. (79) are local BGe scores that
have been defined in Eq. (3). The posterior distribution of the BGM model is:
P (G,V,K,D) = P (V|K)P (K)
N∏
n=1
P (pin)Ψ
†(Dπnn [K,V]) (80)
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where K is Poisson distributed with λ = 1 and truncated to 1 ≤ K ≤ Kmax and the P (V|K) is
implicitly defined via a changepoint process. We identify K with K − 1 changepoints on the set
{2, . . . ,m− 1} so that V(t) = k, if and only if bk−1 ≤ t < bk, where bk is the k-th changepoint.
The changepoints are distributed as the even-numbered order statistics of L := 2(Kn−1)+1 points
u1, . . . , uL uniformly and independently distributed on the set {2, . . . ,m− 1}. To obtain a sample
{Gi,Vi,Ki}i=1,...,I from the posterior distribution of the BGM model we combine the structure
MCMC algorithm (Giudici and Castelo (2003) and Madigan and York (1995)) with the reversible
jump MCMC sampling scheme for changepoints presented in Green (1995). With probability pG
we perform a single edge move on the graph Gi and leave V and K unchanged. The new candidate
graph Gi+1 is obtained by randomly selecting a node Xn and changing its parent set piin to pii+1n
by a single-edge operation as described in Section 2.3.1. The acceptance probability is given by:
A(Gi+1|Gi) = min
{
1,
Ψ†(Dπi+1nn [K,V])
Ψ†(Dπinn [K,V])
P (pii+1n )
P (piin)
|N (piin)|
|N (pii+1n )|
}
(81)
With probability 1−pG we leave G unchanged and propose a move on (Vi,Ki) along the lines of the
changepoint birth, death and re-allocation moves described in Section 2.3.1. The new candidate
(Vi+1,Ki+1) is accepted with probability R = min(1, A), where A is of the following form:
R =
∏N
n=1
∏Ki+1
k=1 Ψ(Dπnn [k,Vi+1])∏N
n=1
∏Ki
k=1 Ψ(Dπnn [k,Vi])
×A×B (82)
where A = P (Vi+1|Ki+1)P (Ki+1)/P (Vi|Ki)P (Ki) is the prior probability ratio, and the inverse
proposal probability ratio B depends on the move type.
Appendix III - The GMBIC model
The BIC score of a graph G is defined as follows:
Score(G) = log(P (D|G, θ̂))− m
2
· |θ̂| (83)
where θ̂ is the maximum likelihood (ML) estimate of the unknown parameters, and |θ̂| is the
number of unknown parameters. The Gaussian mixture (GM) model of Ko et al. (2007) is a node-
specific mixture model with node-specific mixture weight parameters αn,k. Conditional on the
numbers of mixture components: K = (K1, . . . ,Kn) the likelihood of the GM model factorizes:
P (D|G,K,θ) =
N∏
n=1
m∏
t=2
Kn∑
k=1
αn,kP (Xn(t) = Dn,t|pin(t− 1) = D(πn,t−1),θkn) (84)
There is no closed-form ML estimate θ̂ for the weights αn,k and parameters θ
k
n, and Ko et al.
(2007) apply the EM-algorithm to obtain estimates: θ̂k,†n and α̂n,k,† (k = 1, . . . ,Kn) for the N
joint probability distributions:
m∏
t=2
Kn∑
k=1
αn,k,†P (Xn(t) = Dn,t, pin(t− 1) = D(πn,t−1),θk,†n ) (85)
and draw on the fact that the marginal probability distribution of the parent nodes in pin is the
same as the joint probability distribution in Eq. (85) with all the parameters corresponding to
the child node Xn removed. That is, Ko et al. remove all ML estimates corresponding to the
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child node Xn from θ̂
k,†
n and plug the remaining parameters θ̂
k,‡
n ⊂ θ̂k,†n and the estimated weights
α̂n,k,‡ := α̂n,k,† (k = 1, . . . ,Kn) into the (marginal) likelihood:
m∏
t=2
Kn∑
k=1
αn,k,‡P (pin(t− 1) = D(πn,t−1),θk,‡n ) (86)
to obtain an approximate22 estimate for the ML value of the marginal probability distribution of
the parent nodes in pin. This is done independently for all N local distributions and from the
definition of conditional probability distributions it follows:
P (D|G,K, θ̂) =
N∏
n=1
m∏
t=2
∑Kn
k=1 α̂n,k,†P (Xn(t) = Dn,t, pin(t− 1) = D(πn,t−1), θ̂k,†n )∑Kn
k=1 α̂n,k,†P (pin(t− 1) = D(πn,t−1), θ̂k,‡n )
(87)
For each of the N local (conditional) distributions in Eq. (84) the parameters of the joint pos-
terior distributions of Xn and pin, symbolically α̂n,1,†, . . . , ̂αn,Kn,†, θ̂1,†n , . . . , θ̂Kn,†n are maximized
independently with the EM-algorithm on the data subset: Dπnn = {(Dn,t,Dπn,t−1) : 2 ≤ t ≤ m}.
The ML estimates for the marginal likelihood of the parent nodes in pin are approximated by
removing all parameters corresponding to the child node Xn from α̂n,k,† and leaving the weights
α̂n,k,† unchanged (k = 1, . . . ,Kn). The number of estimated parameters is then given by:
|θ̂(G,K)| =
N∑
n=1
(
(|pin|+ 1) + (|pin|+ 2)(|pin|+ 1)/2)
)
Kn + (Kn − 1) (88)
where K = (K1, . . . ,Kn) are the numbers of components, and |pin| is the cardinality of the parent
node set ofXn. For clarity, we note that (|pin|+1) expectation parameters and (|pin|+2)·(|pin|+1)/2
covariance parameters have to be estimated for each of the Kn mixture components and that there
are (Kn − 1) (unknown) mixture weights. The GM score of a graph G is given by:
S(G|GM) = max
{
log(P (D|G,K, θ̂))− m
2
|θ̂(G,K)| : K = (K1, . . . ,Kn)
}
(89)
where the numbers of components Kn, that is the elements in the vector K, can be restricted:
1 ≤ Kn ≤ KMAX , and P (D|G,K, θ̂) was defined in Eq. (87). The GM estimator of the network
structure is given by the graph G⋆ with the highest score: S(G⋆|GM) ≥ S(G|GM) for all possible
graphs G.
Appendix IV - Matching the computational costs of the
MCMC samplers
Recalling the computational costs shown in Table 5 we proceed as follows: For the Metropolis-
Hastings samplers we compute the PSRF-based C(ξ) diagnostic after each of the following numbers
of iterations: 2s = 66k, 88k, . . . , 1100k (where s is the burn-in phase length) and sample equidis-
tantly with a distance of 11k steps I = 3, 4, . . . , 50 graphs from the last s iterations. For the Gibbs
sampling scheme with KMAX = 10 (KMAX = 5) we perform 2s = 550 (2s = 1100) iterations in
total, and in the sampling phase a graph can be sampled only every 11th step, i.e. after each of
the N = 11 nodes of the RAF network has (potentially) obtained a new parent set and a new
node-specific allocation vector. With the burn-in phase length of s this gives a maximal sample
22Note that this procedure is exact for a multivariate Gaussian distribution, but not for a mixture of multivariate
Gaussians.
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size of I = 25 (I = 50), and we consider 2s = 66, 88, . . . , 550 (2s = 66, 88, . . . , 1100) and sam-
ple equidistantly with a distance of 11 steps (22 steps) from the last s iterations I = 3, 4, . . . , 25
(I = 3, 4, . . . , 50) graphs. Finally, for the Gibbs sampling scheme with the point process prior we
consider 2s = 660, 770, . . . , 5500 and sample with a distance of 55 steps I = 6, 7, . . . , 50 graphs
from the last s iterations. For each of the five sampling schemes M = 1, . . . , 5 we then compute
C(ξ)M,I for each available sample size I. For the Metropolis-Hastings samplers (M = 1, 2), and
the Gibbs sampler with K = 5 (M = 3) this procedure yields 48 diagnostic values. For the Gibbs
sampler with the point process prior (M = 4) the first three values for I = 3, 4, 5 are missing. But
for these four methods the values C(ξ)M,I for I = 6, . . . , 50 correspond to the same computational
costs and are immediately comparable. For the Gibbs samplers with K = 10 (M = 5) we have to
map the 23 diagnostic values C(ξ)5,I for I = 3, . . . , 25 onto C(ξ)M,2I (M = 1, . . . , 4) to take the
mismatch in the computational costs into account.
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Appendix V - Scatter plots of marginal edge posterior prob-
abilities
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Figure 18: Scatter plot of marginal edge posterior probabilities - data from RAF path-
way with SNR = 3 and ε = 0.25. We compare the five MCMC schemes of Table 5. (i)
MH(−FLIP): RJMCMC with standard structure MCMC; (ii) MH(+FLIP): RJMCMC based
on structure MCMC with the parent exchange (FLIP) move; (iii) Gibbs(K=10): Gibbs sampling
with dynamic programming, using a prior on the number of components truncated at KMAX = 10;
(iv) Gibbs(K=5): Idem, but truncated at KMAX = 5; (v) Gibbs-NBIN: Gibbs sampling with
dynamic programming, using a point process prior on the distances between changepoints. For each
MCMC scheme the marginal edge posterior probabilities have been computed from 10 independent
MCMC runs. This gives
(
10
2
)
= 45 ways of plotting the marginal edge posterior probabilities from
one run against another, which have been superimposed in the panels.
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Figure 19: Scatter plot of marginal edge posterior probabilities - data from RAF path-
way with SNR = 1 and ε = 0.25. We compare the five MCMC schemes of Table 5. (i)
MH(−FLIP): RJMCMC with standard structure MCMC; (ii) MH(+FLIP): RJMCMC with
structure MCMC plus parent exchange (flip) move; (iii) Gibbs(K=10): Gibbs sampling with
dynamic programming, using a prior on the number of components truncated at KMAX = 10; (iv)
Gibbs(K=5): Idem, but truncated at KMAX = 5; (v) Gibbs-NBIN: Gibbs sampling with dy-
namic programming, using a point process prior on the distances between changepoints. For each
MCMC scheme the marginal edge posterior probabilities have been computed from 10 independent
MCMC runs. This gives
(
10
2
)
= 45 ways of plotting the marginal edge posterior probabilities from
one run against another, which have been superimposed in the panels.
57
0 1
0
1
275k [in MH steps]
M
H
−
FL
IP
0 1
0
1
M
H
+
FL
IP
0 1
0
1
G
IB
BS
k m
ax
=
5
0 1
0
1
G
IB
BS
k m
ax
=
10
0 1
0
1
G
IB
BS
N
B
IN
(0.
05
,2)
0 1
0
1
550k [in MH steps]
0 1
0
1
0 1
0
1
0 1
0
1
0 1
0
1
0 1
0
1
875k [in MH steps]
0 1
0
1
0 1
0
1
0 1
0
1
0 1
0
1
0 1
0
1
1100k [in MH steps]
0 1
0
1
0 1
0
1
0 1
0
1
0 1
0
1
Figure 20: Scatter plot of marginal edge posterior probabilities - Arabidopsis thaliana.
We compare the five MCMC schemes of Table 5. (i) MH(−FLIP): RJMCMC with standard
structure MCMC; (ii) MH(+FLIP): RJMCMC with structure MCMC improved by the parent
exchange (FLIP) move; (iii) Gibbs(K=10): Gibbs sampling with dynamic programming, using
a prior on the number of components truncated at KMAX = 10; (iv) Gibbs(K=5): Idem, but
truncated at KMAX = 5; (v) Gibbs-NBIN: Gibbs sampling with dynamic programming, using a
point process prior on the distances between changepoints. For each MCMC scheme the marginal
edge posterior probabilities have been computed from 10 independent MCMC runs. This gives(
10
2
)
= 45 ways of plotting the marginal edge posterior probabilities from one run against another,
which have been superimposed in the panels.
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Appendix VI - Hybrid Gibbs and RJMCMC sampling
schemes
As proposed by an anonymous reviewer, we have also investigated whether a hybrid sampling
scheme that combines Gibbs and RJMCMC sampling converges faster than the two original (pure)
samplers. We have generated hybrid sampling schemes that randomly switch between RJMCMC
and Gibbs sampling. To this end, we pre-define a probability pGibbs, with which the hybrid
samplers perform a Gibbs sampling step, while a series of kMH RJMCMC steps is performed with
probability pMH = 1−pGibbs. Among the Gibbs sampling schemes, described in Sections 2.7.1 and
2.7.2, Gibbs-NBIN (described in Section 2.7.1) is the most effective one (see Section 5.4), and the
RJMCMC sampling scheme is improved by the proposed flip move (see Section 5.4). We therefore
decided to combine the Gibbs-NBIN sampling scheme, which employs a point process prior on
the distances between changepoints, with the MH(+FLIP) RJMCMC sampling scheme. It has to
be taken into account that these two samplers employ different prior distributions for the number
of changepoints and the changepoint locations. As explained in Section 2.7.1, the effectiveness of
the Gibbs-NBIN sampler requires a point process prior on the distances between changepoints.
Thus, we have replaced the original prior of the MH(+FLIP) RJMCMC sampler from Section 2.2
by this point process prior on the distances between changepoints of the Gibbs-NBIN sampler
(see Eqns. (21-24)). Recalling from Section 4.3 that the computational costs of 200 MH(+FLIP)
RJMCMC steps match the computational costs of one single Gibbs-NBIN step, we set kMH = 200.
A sufficient degree of convergence in terms of PSRF values was observed for the RAF-pathway data
set with SNR = 3 and ε = 0.25 (see Figure 10), while there is room for improvement for the RAF-
pathway data with SNR = 1 and for the Arabidopsis data for lower PSRF thresholds (see upper
panels of Figures 10 and 12). Thus, we monitor mixing and convergence of three hybrid sampling
schemes for the data set from the RAF-pathway with SNR = 1 and ε = 0.25 and the Arabidopsis
data set. Figures 21 and 22 show the results for pGibbs = 0.25, 0.5, 0.75. It can be seen that the
hybridization of Gibbs and RJMCMC sampling does not yield any significant improvement over
the two original sampling schemes. From our perspective this finding is not surprising. Combining
the effective Gibbs-NBIN sampling scheme with a less effective RJMCMC sampling scheme, which
is based on smaller steps in the posterior landscape, yields a hybrid sampler that tends to produce
a stronger autocorrelation between samples, which does not improve the mixing of the Markov
chain.
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Figure 21: Convergence diagnostics based on potential scale reduction factors
(PSRFs) of individual network edges for Arabidopsis thaliana network - hybrid
Gibbs/RJMCMC sampling schemes. We compared the best original sampling schemes with
three hybrid sampling schemes. The two best original samplers are the RJMCMC sampler with
structure MCMC plus parent exchange move (MH(+FLIP)) and theGibbs-NBIN sampler with
the point process prior on the distances between changepoints. To be consistent, the RJMCMC
sampler has also been implemented with a point process prior on the distances between change-
points. During the MCMC simulation the hybrid sampling schemes either perform aGibbs-NBIN
sampling step with probability pGibbs or 200 MH(+FLIP) RJMCMC steps otherwise, where the
parameter pGibbs was varied: pGibbs = 0.25, 0.5, 0.75. For each sampling scheme 10 independent
MCMC simulations were performed on the Arabidopsis thaliana data set and a PSRF was com-
puted for each individual edge. Each panel shows overlaid trace plots of the fractions of individual
edges whose PSRF was lower than the threshold (1.2, 1.1, 1.05, and 1.02). The computational
costs on the horizontal axis are given in Metropolis-Hastings MCMC iterations. Details on how
we defined a PSRF for an individual edge can be found in Section 4.3.
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Hybrid with pGibbs=0.25
Hybrid with pGibbs=0.5
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Figure 22: Convergence diagnostics based on potential scale reduction factors
(PSRFs) of individual network edges for the RAF network with SNR = 1 - hybrid
Gibbs/RJMCMC sampling schemes. For each sampling scheme 10 independent MCMC sim-
ulations were performed on the same synthetic RAF-network data set with SNR = 1 and ε = 0.25.
A PSRF was computed for each individual edge. See caption of Figure 21 for further explanations.
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