The ASVspoof 2017 challenge aims to assess spoofing and countermeasures attack detection accuracy for automatic speaker verification. It has been proven that constant Q cepstral coefficients(CQCCs) processes speech in different frequencies with variable resolution and performs much better than traditional features. When coupled with a Gaussian mixture model (G-MM), it is an excellently effective spoofing countermeasure. The baseline CQCC+GMM system considers short-term impacts while ignoring the whole influence of channel. In the meanwhile, dimension of the feature is relatively higher than the traditional feature and usually with a higher variance. This paper explores different features for ASVspoof 2017 challenge. The mean and variance of the CQCC features of an utterance is used as the representation of the whole utterance. Feature selection method is introduced to avoid high variance and overfitting for spoofing detection. Experimental results on ASVspoof 2017 dataset show that feature selection followed by Support Vector Machine (SVM) gets an improvement compared to the baseline. It is also shown that pitch feature contributes to the performance improvement, and it obtains a relative improvement of 37.39% over the baseline CQCC+GMM system.
Introduction
Automatic speaker verification (ASV) is the technology to verification whether an utterance belongs to a given speaker [3] . It achieves great progress and has matured these years [4, 5] . Due to its low-cost, flexiblethe and rapid development, ASV is more and more widely applied in commerce. As a person authentication solution, security and reliability of ASV becomes a problem to be reckoned with. By imitating the biometric traits of client, the swindler can defraud the trust of the system. More and more researchers are concerning the vulnerability of ASV systems to different spoofing attacks [6, 7, 2] , such as speech produced using text-to-speech (TTS) [8] , voice conversion (VC) [9] and replay [10] .
The ASV Spoofing and Countermeasures (ASVspoof) challenge provides a platform to better interlink the researchers dedicating spoofing and ASV. It was firstly organised in 2015 [11] . The ASVspoof 2015 challenge aimed to distinguish genuine speech from speech-synthesis and voice-conversion spoofing attack. The primary technical goal of ASVspoof 2017 challenge [13] is to assess spoofing attack detection accuracy in variety of unknown conditions, in particular to detect replay. And compared to speech-synthesis and voice-conversion, replay attacks are more likely to be implemented by defrauders in actual life. One may use a common electronic device to record the voice of the client, and playback the audio to the microphone.
It was stated that for ASV spoof attacts, the design of feature engineering might be more practical, and reasonable feature representation should be better than complex classifiers [2] . In [10] authors developed a spoofing attacks system using spectrum and modulation features with Support Vector Machine(SVM) model. In ASVspoof 2015 challenge, the best system [15] utilised non-conventional feature with a Gaussian mixture model (GMM). In [14] , a new countermeasure was proposed for text-dependent speaker verification together with Mel-Frequency Cepstral Coefficients (MFCCs) to develop the system. MFCCs is widely used in speech signal processing as a traditional kind of feature, for example, speech recognition, speaker verification and language recognition. But the Fourier transform used in MFCCs is not ideal for spoofing detection because the frequency bins are processed similarly, and it ignores the resolution of different frequency bins. M. Todisco proposed constant Q cepstral coefficients (CQCCs) [2] . It couples constant Q transform (CQT) with cepstral analysis, and obtains excellent performance for both known and unknown spoofing attacks. The CQT was initially proposed in music processing [16] . And it processed different frequencies with variable resolution which means higher resolution in higher frequencies while lower resolution in lower frequencies. Followed by a GMM classifier, the approach was also adopted as a baseline system for ASVspoof 2017.
This paper describes our primary system submitted to the ASVspoof 2017 challenge. Our primary system emploited feature selection based on CQCCs feature, and SVM [17] was applied as the back-end classifier.
In the submitted system, mean and variance of the CQCC feature in an utterance is concatenated as the representation of the utterance. It is thought that the channle information can be reflected by the representation. While in the CQCC+GMM, G-MM is used to model the feature space. As a generative model, GMM is modelled with the short-term frames, and it depicts the several Gaussian distribution of the features. For the spoofing detection, especially for the replay task, the influence of the channel is non-ignorable. In addition, it is observed that the representation often has a high variance and the dimension is relatively high. To avoid the high variance and overfitting, feature selection is used. ReliefF algorithm [18] is adopted to select the most effective feature information. After ReliefF algorithm, Minimum Redundancy-Maximum Relevance (MRMR) [19, 20] is applied to decrease the redundant features. It is thought that the selected features reserve elements in key frequencies and remove informativeless elements. SVM is then trained to discriminate different classes.
We also explored other features for ASVspoof 2017 challenge. MFCC, pitch, emotional features [21] such as signal frame energy, zero-crossing rate, fundamental frequency were explored incorporating with CQCCs feature. Mean and variance of the features in the utterance was calculated and concatenated as the representation of the utterance.
The remainder of the paper is organized as follows: Details of our primary system submitted to ASVspoof 2017 challenge and other groping features are presented in Section 2. Section 3 describes the experimental corpus and the experimental results. Finally, conclusions are given in Section 4.
System description
The organizers provide a state-of-the-art reference implementation, CQCC+GMM to detect the replay attacks for ASVspoof 2017. The implementation is based on constant-Q transform (CQT), which is proven an effective technique in music information processing and detecting TTS and VC spoofing.
Our primary system submitted to ASVspoof 2017 challenge is based on CQCCs. Mean and variance is concatenated as the representation of the utterance. ReliefF algorithm and MRMR is then applied as feature selection method. Feature components after selection are injected as the input of SVM classifier finally.
Other features such as MFCC, pitch and emotional feature are also exploited. They are incorporated with CQCCs, and also obtain promising results.
CQCC+GMM
CQCC is based on the CQT and traditional cepstral analysis. It converts geometric space of frequency bins to a linear space by performing a linear frequency scale of the CQT. The CQCC features are variable-resolution and time-frequency representation of spectrum.
2-class GMMs for genuine and spoofed are trained. As a generative model, GMM estimates the distribution of speech from data. The parameters λ of a GMM include weight, mean and covariance matrix of Gaussion mixture component:
The parameters λ are estimated with Expectation Maximization (EM) [22] algorithm.
ReliefF algorithm for feature selection
ReliefF is a improved algorithm of Relief. Relief algorithm was first proposed by Kira [23, 24] . Then Kononeil improved the Relief algorithm and proposed ReliefF algorithm. It is actually a kind of feature weighting algorithm by distinguishing between samples from close range.
The algorithm randomly chooses a sample R firstly, finds k nearest samples from the same and different classes, which is H j and Mj, and then updates the weight of feature A by the following equation:
where dif f (A, R1, R2) represents the difference of sample R1 and R2 on feature A, and it is calculated by the following equation:
The selected feature is determined by the rank of the corresponding weight.
Minimum Redundancy-Maximum Relevance
The Minimum Redundancy-Maximum Relevance(MRMR)algorithm [19] minimizes the redundancy between features and maximizes the relevance of features and label. Mutual information is used to characterize the relevance.
The redundancy between features is calculated as following:
The relevance between feature subset xi and labels c is calculated through the mean of their mutual information I(xi, c):
The final criterion combines the above two constraints as the following equation:
where
Support Vector Machines
Different from GMM, SVM is a discriminative model. It is a popular technique for discriminative classification. It is a classifier that find a maximum margin. The best separator of a SVM is defined by a kernel function as follows:
where N is the number of support vectors, αi and b are the SVM parameters during the training step, and ti is the label of the support vector xi. The value of the label is either 1 or -1, depending upon whether the corresponding support vector belongs to class 1 or -1.
The kernel function K(·, ·) can be expressed as
where φ(x) is a mapping from the input space to a possibly infinite dimensional SVM expansion space.
Experiment
This section presents the data and setup used in the experiments firstly. Experimental results of our primary system and exploring experiments on development data and evaluation data are given.
Data and evaluation metric
Data used in our experiments is provided by the organizers of ASVspoof 2017 challenge including training, development and evaluation subsets. The detection of ASVspoof 2017 is a 2-class problem for genuine and spoofed. The number of genuine and spoofed utterances in the training, development and evaluation subset is given in Table 1 .
The common training set containing 1,508 genuine and 1,508 spoof files was used in our system, which was a required submitted system. If not specified, the following systems were trained with only the common training set.
Equal error rate (EER) is used as the performance measures in the ASVspoof 2017 challenge, which is also the evaluation metric in our experiments. 
Experimental setup and results
Some different kinds of features were explored on the development set. We explored the effect of MFCC, emotional features and pitch. In Table 2 , results of MFCC+GMM, EMOTION+SVM, CQCC180+SVM, FEAT564+SVM and CQCC180+Pitch+SVM system are presented. In MFCC+GMM, dimension of MFCC used in the experiment was 60, including 19 Mel-Frequency Cepstral Coefficients and the log-energy, the first and the second derivatives. The emotional features in EMOTION+SVM included 384 dimension, which were extracted using the toolkit openSMILE [25] . Details of the emotional feature are as Table 3 . The C-QCC180+SVM calculated the CQCC mean and variance of the frames in every utterance without feature selection, and it resulted in 180-dimensional feature for every utterance. SVM was used to train the back-end SVM classifier. In the experiment, libsvm with radial basis function (RBF) was applied [26] . We then concatenated the 180-dimensional feature and 384-dimensional emotional feature and SVM was used to model the concatenated features in FEAT564+SVM system. From the results in Table 2 , it can be seen that the CQCC feature performs much better than the traditional MFCC and emotional feature. Even though emotional feature performs not so good as CQCCs, it is thought some attributes are informative to spoofing attacks and are promising when combing with attributes selection or other features. We will further explore the emotional feature in the future. Mean and variance presentation followed by SVM got a relative improvement of 8.00%. Since the mean and variance presentation can be seen as characteristic reflection of the whole utterance, specially the channel information, it is critical for discriminating replay attacks. The pitch brought a relatively improvement of 8.58%. Figure 1 showed the differences in pitch between genuine and spoofed utterances which were chosen from the same person and the same sentence, five statistic features from the non-zero pitch of each utterance including maximum, minimum, mean, variance and range were calculated combing with CQCC mean and variance as 185 dimensional features to detect spoof attack. Table 4 , it is seen that feature selection improves the performance. Taking the CQCC180+ReliefF+MRMR+SVM as an example, it obtained a relative performance improvement of 6.80% compared with CQCC180+SVM system and 14.25% compared with the baseline CQCC+GMM system. Pitch is also a productive factor to the replay attack feature. After ReliefF, we got ranks of 185-dimensional features , all the statistic features of pitch were in Top100 and the rank of pitch mean and variance is sixth and eighteenth. Results in Table 5 showed the pitch achieved a 26.98% relative improvement, and combining with CQCC and feature selection, it obtained a relative improvement of about 37.39% totally compared with C-QCC+GMM system. The ReliefF got a relative improvement of 13.27% and MRMR improved by 14.18%. Performance of feature selection method and pitch is presented in Table 4 and 5 respectively. DET curve of the system is given in Figure 3 . Results of the baseline system (CQCC+GMM), primary system CQCC180+ReliefF+MRMR+SVM and CQCC180+Pitch+ReliefF+MRMR+SVM system on the updated evaluation set are given in Table 6 . It is shown that the CQCC180+ReliefF+MRMR+SVM system got a relatively improvement of 3.62% compared to the CQCC+GMM system and pitch with feature selection brings a relatively improvement of 13.03%. 
Conclusions
The ASV spoofing aims to determine whether a speech audio is a genuine human voice or a spoofing. With a growing researchers working to develop spoofing countermeasures, the ASVspoof challenge provides a platform to better interlink the researchers dedicating spoofing and ASV.
This paper presents the primary system description for ASVspoof 2017 challenge. Our primary submitted system is based on CQCC feature, and feature selection method is applied to purifying the feature representation. The global representation of an utterance is proven effective to spoofing attacks. The introduction of new feature factor such as pitch is beneficial to the system performance. Experimental results show pitch factor and feature selection method significantly improves the performance.
In the future, more efforts will be taken to ASV spoofing attacks detection. More new features for ASV spoofing attacks will be explored and we will try feature attributes selection in emotional feature combing with CQCCs or other new features.
