Traditional tracking-by-detection methods use online classifier to track object, and the classifier can be degenerated easily using self-learning process. The article presents a multiple instance learning (MIL) tracking method based on a semisupervised learning model with Fisher linear discriminant (MILFLD). First, the overlap rate of sampled instances and tracking object served as the prior information. Using both labeled and unlabeled data, the tracking drift problem in the learning model could be alleviated. Second, the lost function of MILFLD is built using Fisher linear discriminant model incorporated with priors. Hence the optimal classifier can be selected out directly in instance level. Last but not least, the classifiers are chosen by gradient descent method, assuring the maximum descent of lost function. Therefore, the classifiers selected at previous frames are still discriminative to future frames, which can help to constrain the error propagation. Comparison experiments show that the center location errors of online AdaBoosting , online MIL tracking, weighted MIL tracking (WMIL), compressive tracking (CT), struck tracking, and MILFLD are 78, 66, 62,74, 59, and 25 pixels, respectively, which demonstrates the tracking accuracy of our method. The experiments of robot motion tracking in realistic scenario have been complemented for comparison as well. Despite the variations in illumination, deformation, or occlusions of the objects, the proposed method can track the target accurately and has high real-time performance.
Introduction
Visual tracking [1] [2] [3] has been employed extensively in many practical applications, for example, robot navigation, video surveillance, and satellite measurement and so on, and the "tracking-by-detection" method has become the focus in the research literature of the discipline. By building the appearance of the model based on the object and background, the position of the target of interest has been evaluated. In general, tracking method can be partitioned into either generative model or discriminative model based on the distinct appearance model.
Generative model observes the whole distribution of data in statistic perspective to represent the specific object and searches the objects with maximum resemblance on image regions of each frame. To cope with the challenges of illumination variation and deformation, Jepson et al. 4 proposed a tracking method using the WSL combination, involving three components, that is, the wandering, the stable, and the "lost" components. Based on the mechanism of online estimation, Han et al. 5 proposed to model the pixels around the target with a Gaussian mixture. Similarly, Ross et al. 6 constructed a subspace unit by online learning. The appearance model was updated using incremental eigenbasis, resulting in improved subspace accuracy. The method has shown a good result while handling large illumination, posture, and scale variation. Yang et al. 7 presented an adaptive appearance model of the subspace with three data-driven constraints, the negative data, the bottom-up pairwise data, and the adaptation dynamics. The generative model consists of a compact appearance model to describe the object changes. However, the surrounding context of object is discarded from which the exact object can be better separated.
Varied from generative model, the discriminative model treats visual tracking as a binary classification task and decides the object position by optimal decision surface. In this model, the target can be separated from background by discriminant classifier. Online AdaBoosting (OAB) 8 is used to search object by training an online classifier with positive and negative samples. As only one positive instance is sampled in observation set, tracking accuracy is susceptible to the incorrect samples. Whenever an error is introduced, it could result in a tracking error, which may accumulate over time resulting in tracking failures. Zhang et al. 9 proposed a long-term tracking method with an adaptive scale feature that compressed tracking algorithm in complex environment. A naive Bayes classifier made decision based on low-dimensional features and updated the parameters through online learning. The image region with the maximal classification score was selected as the new tracking result; hence, the tracking location and scale would be updated adaptively. Recently, B. Babenko proposed a tracking method called MILTrack (aka online MIL tracking) 10 based on multiple instance learning (MIL) theory. When using this method in tracking, multiple instances are clustered with the bag label, which could eliminate the ambiguity of incorrect samples. Given the initial position of tracking object, with ensemble learning to construct strong classifier, Luo et al. 11 proposed mean shift tracking method integrated with MIL for long-term tracking. Similarly, according to the contribution of each sample to the learning, WMIL 12 weights each bag probability on the basis of the distance between samples and target, thereby boosting the robustness of bag model in MILTrack. Among the above tracking methods, visual tracking is treated as a classifier issue, and the task of trackers is to decide the margin function between target and its background. The discriminative model-based algorithms work well in complex environments. However, because the training step of classifiers is modeled with preceding frames, the target in future frames are hard to recapture when the drift occurs in the frames in sequence.
In video tracking, the acquisition of unlabeled data is relatively inexpensive, so they are exploited by classifier to enhance the learning performance besides the labeled samples. Recently, Grabner proposed a tracking method based on semi-supervised learning 13 ; this method assumes that only the label of initial frame is known, and the initial labeled data are used to train an off-line detector. The detector trained by them is used to provide prior information of the training samples when tracking. Based on the same semi-supervised learning model, Grabner 14 adds an extra step to recognize a similar sample, in such way that all three parts of detecting, recognizing, and tracking can be well coordinated. Among the above-mentioned methods, only the data information at initial frame is exploited, as both of the target's scale and shape would be changing all the time, such that the methods would become inefficient. The data information can be exploited even more with the help of adaptive data structure. Recently, MIL method based on co-training is proposed to use predicted results to update classifier itself. 15 For the long-term tracking, the error that is introduced by the novice would be accumulated to bring the final tracking drift. With the unlabeled data trained from different views, Chen et al. 16 improved the original co-training framework by keeping the update of object appearance. Using a semi-learning model called P-N learning, Tracking Learning Detection (TLD) 17, 18 is proposed to search the data structure in temporal, spatial dimension and to rectify error with an efficient detector. Similarly, Liu et al. 19 proposed to search the error upper bound of boosting to update the appearance model of cotraining framework. Based on the data fusion plan, Zhong et al. 20 proposed a novel weakly supervised tracking method to cope with various complicated environment. Based on the online support vector machines (SVM) plan, Struck 21 uses the overlap information as the prior information of classifier, unifying the process of training classifier and deciding the label of samples.
To deal with the degeneration of classifier in the selflearning process, this article presents an MIL tracking method based on a semi-supervised learning model 22 with prior information. The main contributions in this article include the following:
1. Construct the bag model of MIL by a semisupervised learning model. Exploit the prior information of overlap rate of sampled instance and current object in semi-supervised model to prevent the classifier from tracking drift.
Employ the Fisher linear discriminant (FLD) model
to simplify the construction of bag model of MIL. Select the optimal classifier on the instances level and therefore reduce the computing complication. 3. Optimize the selection of classifiers from the perspective of gradient descent. Choose the weak classifiers on the condition of assuring the maximum descent of lost function. Suppress the error propagation problem issued from selection process effectively. Ensure that the strong classifier trained from the current frame have same discriminant for the next frame. 4. We measured our algorithm in the challenging video sequences, and the results verified the robustness and real-time performance of the algorithm. Then, we present empirical results by introduced MIL tracking method based on a semi-supervised learning model with FLD (MILFLD) algorithm to the MT-AR robot tracking system, which shows the proposed method has strong robustness to tracking the moving objects with occlusion.
The rest of this study is organized as follow: The "approach overview" section briefly introduces the MILFLD algorithm. Then, the "MIL with prior information" section gives a detailed description of MIL with prior information.
The "experiments" section demonstrates the advantages of MILFLD by comparing the proposed method with existing tracking methods over several benchmark data sets and making the experiments for the MT-AR research robot tracking in the real environment. Finally, the "conclusion" section concludes the article.
Approach overview
In this article, Haar-like features 23 are used and the image patch is represented by the feature vector. Different rectangles with random weights inside feature vector grouped together to decide the response of each sample. Using the compressive tracking (CT), only nonzero elements in Haarlike features need to store and the sparse random matrix could be initialized off-line merely once. 24 The various combinations of Haar-like features contribute differently to the response of each sample, having established the basic structure of classifiers in the article. The different rectangle boxes within Haar-like features build the basis of weak classifiers and various structures of Haar-like features maintain a pool abundant with diverse weak classifiers. Considering that the history data of samples might be exploited and the response of each sample is already known, the Bayesian learning model based on Gaussian distribution can be constructed.
This article proposes an MIL tracking method with prior information based on FLD model, and the tracking framework of our method is on the basis of MIL. In traditional MIL tracking, 10 the instances are sampled on group of the sampling process. The label of each individual sample is assumed to be unknown beforehand, the discriminative model of bag is constructed in the unit of bag, and its whole probability is decided by the whole distribution of samples. As for the tracking based on online classifier, each instance's label has been known in advance. Therefore, the discriminative model can be built according to the labeled samples at instance level. This makes the construction of discriminative model more flexible. As for binary classification in tracking, this article chooses the FLD classifier as the classifier and employs of the gradient descent to evaluate the maximum and minimum of discriminative function. Finally, the selection of classifier in MIL has been transformed into the error propagation of discriminative model. The weak classifier selected out has the performant generality, and also make the classifiers selected at previous frames still discriminative to future frames.
The basic flow of our tracking method is shown in Figure 1 . First, we need to densely sample the samples set of the positive and negative bag around the position of the tracking object in frame t. Then, transcendental classifiers are used to obtain the label of each sample, which will make the labels of all samples in the positive bag be redefined, and samples with pseudo labels are used to construct and update classifiers. Finally, the sample is sampled around the target of frame t þ 1, and the confidence level of each sample is obtained by using the previously obtained classifier, thus updating the tracking position of the target. In frame t, the collection of positive and negative samples should be first sampled around the tracking object. Suppose the position of target at current frame is l Ã t , samples in positive bag should be sampled within a search radius a centering at point l Ã t , sampled densely in the searching range of X a ¼ f xjjjl t ðxÞ À l Ã t jj < a g, and the negative bag should be sampled densely in an annular region. That is, a region bounded by two concentric circles centered on the position of the target in current frame, and z and b are the radii of inner and outer circles, respectively.
As the cardinality of the collection of random samples could be rather huge, the sampled range has limited a < z < b. A large a can add more noise into positive samples, and a small a generates small amount of positive samples. We set z larger than a to reduce the overlaps with positive samples. After the sampling process, the labels are all unknown except for the current object. The overlap rate information of samples can be used to the construction of prior classifier to filter the collection of samples. And then, the pseudo label in the bag collection can all be known, and the samples carried with pseudo label are used to construct and update the online classifier H K ðÁÞ. The construction of discriminative function of bag model is based on the FLD and the weak classifier is selected with a gradient descent method. Weak classifier is selected out at the price of maximizing descent of lost function and the whole process of selecting classifiers are connected with the error propagation. In frame tþ1, the candidate object is searched in the range of X g ¼ f xjjjl tþ1 ðxÞ À l Ã t jj < g g. The online classifier H K ðÁÞ obtained in training process is used to get the confidence of each sampled instance and the sampled point hold the max value of confidence is viewed as the new tracking point, its position is updated as l
. As it can be seen, the key part of whole tracking system is the design of two classifiers: prior classifier H P ðÁÞ and online classifier H K ðÁÞ-they will be detailed in the subsequent context.
MIL with prior information
In the process of constructing appearance of MIL, there entails double classifier to be designed: prior classifier and online classifier. The prior classifier gives the instances in positive bag with prior pseudo label and pseudo weight, which can be used to acquire the error of each weak classifier in MIL, providing a theory evidence of the construction of bag model at instance level. The construction of online classifier is based on the MIL, and this article simplifies the traditional MIL tracking with the FLD model and treats the selection of weak classifiers from the perspective of error propagation.
Prior information of sample overlap
In traditional MIL tracking method, the importance of each sample only considers the sample response from online classifiers. As the influence of samples distance condition is discarded, the samples carried with large weight but far away from object at previous frame would be viewed as wrong current object. Through the measurement of semisupervised learning model, evaluating the prior label and weight using the prior classifier, the influence introduced by the noise samples would be eliminated. Usually, the contribution of each samples to the whole distribution is distinct, the objects sat near the position of object are more similar to the object, contributing more to the selection of weak classifiers. This makes the behavior of treating differently to each sample in bag become necessary. In this article, the prior information is built with the overlap rate of sampled instances and current object; that is, while computing the probability of samples in positive bag, the overlap rate between the sampled instances and previous object should be known in advance. Suppose that the position of object x 0 at previous frame is l Ã tÀ1 ðx 0 Þ and the instance x i searched at current frame is l t ðx i Þ, then the overlap rate of samples can be denoted as
where the area denotes the acreage of the overlap part. When finishing the sampling process of positive samples, each sample would be assigned as a prior value H p ðx i Þ concerned with the overlap mentioned above. Prior value H p ðx i Þ is incorporated into the built strong classifier, and they are coined together to decide the probability pðy ¼ 1jx i Þ of instance x i . Using the method called online boosting, a composite classifier model using logistic regression could be built, and the probability of positive instance can be denoted as
where s denotes the sigmoid function s ¼ 1 1þe Àx , and
As the samples in negative bag are rather far from the object, the interference of their overlap rate can be neglected, the probability of each sampled instance can be denoted as
where the is the scale factor which adjusts the probability in the whole distribution, and its value is 1.8 in the experiment.
After obtaining the probability of samples, the pseudo label l n ðx i Þ and importance weight w n ðx i Þ should all be set. And some threshold can also be set, if the probability pðy ¼ 1jx i Þ of some instance is greater than that, then this instance should be viewed as the positive sample and vice versa. Pseudo label can be estimated by the following
In this article, the threshold q effects the positive sample, or vice versa. Obviously, the more confident is the prior information of sample, the harder is the label of samples to be able to mutate. So the threshold q is set to 0.5. When updating the classifier, those samples with inconsistent information of pseudo label and bag label should be cut off from the bag; this decreases the risk of tracking drift caused by the noise samples.
At last, each instance in the sample collection will need an importance weight w n ðx i Þ; the weight contains relevant information about the examples, which can be used to estimate the error rate of each weak classifier. In the subsequent process of constructing appearance model of image, it can be used to set up the proper vote weight for classifiers. The importance weight w n ðx i Þ of each instance x i can be estimated by
In importance weight w n ðx i Þ of each training examples, there is some overlap information sitting quietly over there. The information could be used to iterate the current optimal classifier in the process of construction. The higher the confidence training samples the classifiers give, the more the possibility the current classifier chosen as the optimal classifier.
Construction of online classifier
In traditional MIL tracking, the construction of appearance model utilizes the Noisy-OR (NOR) discriminative model, 10 a likelihood estimation based on the response of samples would be given. In this kind of model, as long as there is one positive instance, the label of the bag would be positive. In the process of training the sampled instance, as the response of training examples and the pseudo label of samples with overlap information can be both obtained easily with respective classifiers, then either the discriminative model of bag or the boundary characteristics can be analyzed at instance level. Based on this feature selection rule at instance level, this article presents a novel MIL tracking, the construction of lost function of bag model using FLD model, and the optimal weak classifier is chosen by the gradient descent method.
FLD model. In the sampling process, two sets of collection with different label can be obtained. As the label of each collection has been decided, the boundary characteristics can also be analyzed with the linear discriminative model. The FLD model measures to select unlabeled samples in active learning. 25 In this article, the FLD model 26, 27, 28 is used to construct the lost function of bag model. As for the binary classification, the FLD has the capability to divide the samples collection. The rule of the selection of lost function is to arrive at a maximum bag margin in such a way that the performance of classifier selected can occupy a better discriminative quality. With the FLD model, the lost function of the bag model can be built as
where f k denotes the element representatives of image. And c pos ðf k Þ and c neg ðf k Þ represent the average response of trained samples. S pos ðf k Þ and S neg ðf k Þ denote the variance in the whole response of positive and negative examples. To make the margin maximum, the classifiers should be selected out with the maximum j c pos ðf k Þ À c neg ðf k Þj 2 and the minimum of examples variance. As the majority of the instances clustered around the target, for the simplicity of discriminant model, the variance influence can be discarded and the model could be approximated as
The cardinalities of positive and negative bag are sameboth of two bags contain N examples. Each classifier is represented by the log odds ratio of element features
. And then, we cast the response of each instance into the probability form with sigmoid function s.
The final lost function is expanded with the following shape:
where x i denotes the single example within entire instance set. The former N examples of x i are labeled positive and the letter N examples are negative. This discriminative model constructs classifier selection framework with instance response, directly coupling samples importance with discriminative ability of each classifier. The procedure of features selection maintains a pool consisting of M candidate weak stump classifiers h 2 fh 1 ; :::; h M g. In the process of the feature selection, as the usage of the greedy strategy, the K weak classifiers are selected out sequentially from the candidate pool. The lost function of classifier model can be formulated by the greedy strategy as
where H kÀ1 is the strong classifier built with first (k-1) weak classifiers, satisfying
The selection process of the whole classifiers is consecutive. When new examples are delivered in, weak classifiers are updated in parallel first. Each time iterating weak classifier, the optimal classifier is incorporated into the current strong classifier based on the previous strong classifier.
As we mentioned before, in each sampling process the overlap rate information of the samples has been known in advance. In the construction of bag model, the lost function model can be built with the overlap prior information by the semi-supervised theory. The lost function can be further formulated as
where the prior informationH p ðx i Þ of samples is the overlap rate between the current object and sampled instance.
Gradient descent model. Similar to the AnyBoost, 29 a more efficient selection strategy with the gradient descent method 30 is proposed in this article. In this method, each time the latest classifier incorporated into the lost function, the lost function of the whole samples is decreased at the maximum.
where the optimal weak classifier hðx i Þ been searched should make lost function J ðH kÀ1 þ hÞ decreased at the maximum. And when expanding the lost function with the Taylor series of first order, the negative value of first order item h À rJ ; hi should arrive at the maximum as well.
With the abovementioned overlap prior information, the J ðH kÀ1 Þ can make hrJ ðH kÀ1 Þ ;h k i arrive at the maximum with the addition of the optimal classifier. The weak classifier selected should satisfy h n ðxÞ ¼ arg max
where pðy ¼ 1jx i Þ denotes the sampled probability of each instance, and the probability of the two bags can be denoted as p ðy ¼ 1jB þ Þ and p ðy ¼ 1jB À Þ, respectively. As this two values change little in each selection of the classifier, the factor ahead of the formula (13) can be avoided. In the each iteration, the optimal classifier is selected out from candidate classifier pool F ¼ fh m g M m¼1 with cardinality of M.
Since the error influence in the process of classifier selection has been considered, the vote weight in front of the construction model of strong classifier should be merged into the computation process also, and then the strong classifier with the vote weight combined can be rewritten as
Each time updating the weak classifier, the vote weight a n should be computed once again. In the process of obtaining the vote weight a n , the error rate of samples is participated into the computation, in this way that the prior and posterior probability of samples both should be assumed known. However, as for the bag model constructed with the Fisher discriminant model mentioned above, the strong classifier is the composition of simple linear accumulation H K ðx i Þ ¼ P K n¼1 h n ðx i Þ, there is no vote weights sitting in front of each weak classifier. When sampling the examples at current frame, the overlap information of samples is used to decide the pseudo label of samples, the vote weight can also be incorporated into the MIL procedure.
By employing the semi-supervised technology, 31 the acquirement of vote weight a n is similar to online boosting, each time obtaining the classifier, the classification error of the classifier is defined as e n ¼ w n;w w n;c þ w n;w ð15Þ
where w n;c and w n;w describe the consistency of the label of prior and posterior label of all samples. After reviewing the procedure of computing the overlap rate in positive bag, the importance weight w n of each sample is obtained at the very beginning time. When the classification of samples is correct, the importance weight w n will be incorporated into the w n;c , otherwise, the w n will be incorporated into the w n;w . And then, the computation of voting weight would become very simple, in the selection process of nth classifier, the vote importance can be computed with the following formula:
As the voting importance is introduced into the strong classifier, the composition model of strong classifier would be transformed into H K ðx i Þ ¼ P K n¼1 a n h n ðx i Þ. At last, it can be seen from the above that final construction of strong classifier is much related to error propagation.
Basic flow of tracking method
The basic flow of proposed MIL tracking method based on FLD is summarized in the Figure 2 .
Experiments
To testify the robustness as well as stability of our tracking method, quantitative experiments under different scenes have been performed; there are six "tracking-by-detection" methods involved here: OAB, MILTrack, the weighted MIL tracking (WMIL), the compressive tracking (CT), and the Struck tracking. All parameters of respective methods have been optimized to gauge performance with the fairness. Table 1 lists the characteristics of prior information, likelihood function of bag model, and features selection strategy of six methods. In real-world environment, there exist the illumination variations, the occlusions, fast motion, motion blur, dynamic background, the scale variations, and so on. And this article takes 10 distinct groups of video sequences for comparison of six methods.
Parameter setting
In the initialization process of feature selection, weak classifier model of all tracking methods, except Struck, can be represented as a combination of different rectangles in Haar-like feature. The number of rectangles is limited to a random number between 2 and 6, and the learning rate of classifiers is controlled as h. If learning rate set smaller, it can make the tracker quickly adapts to the fast appearance changes. If learning rate set larger, it can reduce the likelihood that the tracker drifts off the object. So the paper set h ¼ 0:85. M should be set as large as possible to obtain enough candidate features to make the selected features more discriminative. But we also need to leverage the increased the computational time. The cardinality of candidate weak classifiers pool is maintained with the quantity of M ¼ 250. The quantity of K ¼ 50 weak classifiers is selected from the candidates pool to build strong classifier.
As for the tracking method of Struck, its classifier model is composed with a structured output SVM framework and the overlap rate information works as the restriction kernel of SVM. Except the OAB and Struck, all other tracking methods embrace the property of sampling radius of four pixels for cropping positive image patches per frame, which generates nearly 45 samples. As a contrast, the quantity of positive samples is confined to one for OAB. The performance of OAB being observed is degraded with more sampled numbers. The sampling area of negative samples of all tracking methods except Struck is designed annular, the radius of which ranges from 9 to 37.5 pixels yielding 45 randomly abstracted examples. In the Struck tracking, 5 radial and 16 angular divisions of polar grid will be used to give 81 instance locations. All motion models of six methods duplicate the model in MILTrack. To solve randomness, all experiments are repeated 10 times on each sequence and then we took the averaged results for comparison. At last, all of six methods are implemented in VS2012 with a workstation of the configuration of Intel i5 3.2 GHz processor and 4 GB memory.
Simulation experiment result and analysis
For the variations of challenging scenes, our trackers are evaluated on 10 sequences for comparison, that is, Tiger1, Boy, Fish, Lemming, Bolt, David, FleetFace, Carscale, Deer, and Pedestrian. All sequences except the Pedestrian file are publicly available with ground truth in the websites. 32, 33 The goal of doing multiple experiments is to demonstrate the robustness and the computational complexity of our MILFLD under diverse challenging factors. The challenging factors contained in each sequence are listed in Table 2 , that is, illumination variation, occlusion, fast motion, motion blur, rotation, background clutters, deformation, dynamic background, and scale variation. Figure 3 shows the entire screen captures of 10 sequences for the tracking results. The following will analyze these screenshots with more details.
Tiger1, Boy. The two sequences describe the situation when the object position changes, rotates out of plane, and motion blurs. In the sequence of Tiger1, besides the challenging factor of fast motion, the object also appears to rotate and be occluded at times. As the partial occlusion of object occurs at frame 108 of OAB and the similar object in the background interferes at frame 242 of WMIL, Struck, and CT, all four methods fail to be continued tracking. In the frame between 192 and 218, MILTrack also loses the target as target gets occluded all of sudden. Though the target is found back at the frame 220, the target gets lost after the frame of 242. Among all six tracking methods, our method performs the second best in the sequence of Tiger1. For the sequence of Boy, as the tracking object moves all the time, the unified model is very hard to be established. For the WMIL method, the distance between object and sampled instance is used to weigh the classifier directly; the overfitting problem occurs, which causes the classifier degradation after frame 500. While the overlap information is served as the prior probability of Struck, the adaptive SVM classification is formed in the classifier training process. The overfitting problem can be well-handled, which makes the Struck the best among six methods. Our method performs the second best on the sequences because the prior information weights more on the positive samples when classifiers are updated.
Fish, Lemming. The two image sequences describe challenging tracking problems under the complicated situations. In the sequence of Fish, the shooting angle always changes, which makes the scale of tracking object varies as well. As the light reflecting of camera also varies all the time, light reflecting from different angles could blur the object. In this sequence, Struck performs the best among six methods, followed by the CT tracking and our method. The sequence Lemming blends the challenging factors of complicated background with object deformation and motion blur. As severe occlusions appeared at 400th frame, all tracking methods except our method, Struck, and CT are capable of surviving with such occlusions. The discriminative model of MIL bag is formed at instance level using FLD method with filtered samples, which significantly reduces the bag prototype's discriminant computational complexity. The target can be easily separated from the background in different complicated environment.
David, FleetFace. The two image sequences suffer from the challenging factors of scale, illumination, and position variations. In the sequence David, the illumination varies in the tracking process, and as the human body moves meanwhile, the appearance of tracking object has been changed at the same time. There appear some backgrounds interferences between the frame of 198 and 219, accompanied with the occurrences of motion blur about the tracking object. Except for our method, all other tracking methods have the problem of tracking drift. At the frame 398, as the appearance of foreground and background have been both changed, MILFLD, CT, WMIL, and Struck hold a relatively solid performance, while the other two have the tracking failure after the frame 398 yet. In our method, Haar-like features contribute a lot to scale variation. Whereas prior information helps to control the backgrounds samples' weights in classifier score that make our tracker better to separate the target from its background. The sequence FleetFace describes one situation of object tracking when the object deforms a lot with its scale varied. As the illumination of sequence FleetFace varied not so much as that of David, most of the tracking methods performed quite well. In the feature initialization process, as with the combination of compressive features, the features come from a higher dimension can be reduced efficiently. The image can preserve the original multi-scale information such that illumination and scale variations can both be well-handled.
Carscale, Deer, Bolt. The three sequences describe the motion tracking in the condition of fast motion, motion blur, and occlusions. As for the sequences of Deer and Bolt, our method also occupies a high accuracy. The moving target burrs so much that our method misses the object by some degree between frames 41 and 60 in the sequence of Deer. Among all six tracking methods, our method performs only the fifth best in the sequence of Deer. Similarly, in the Carscale sequence, WMIL and our method result in a better tracking output; this is probably because of the prior information taken by these two methods. The Bolt sequence suffers especially fast motion and swift changes, and our method scores best in six compared methods. As the training speed of the classifier is critical in these conditions, our method, which employs a discriminative model of MIL bag formed at instance level using Fisher method, shows quite suitable for the fast motion and swift changes.
Pedestrian. This group of sequences is shot in the outside field by us, which is used to testify the tracking situation of severe occlusions. The whole tracking process is subject to branch occlusions. The object gets occluded at frame 200, except the tracking methods of CT and WMIL-other tracking methods are all passed to the end. For the WMIL method, the distance between object and sampled instance is used to weigh the classifier directly, and the overfitting problem occurs during the fitting process. Our method constructs the overlap prior information using a semi-supervised model, so the overfitting problem can be well-handled. Figure 4 describes the concrete center location error (CLE) diagram curve of six methods in 10 sequences and Table 3 shows the quantification results of center location error. The CLE is defined as Euclidean distance between the location of tracking target and true target. This rule can be formulated as
where ðx i ; y i Þ is the output position of tracking target, ðx c ; y c Þ is the center position of target at current frame, and if the CLE is smaller than 20 pixels in one frame, the tracking result is considered as a success. Figure 4 , our method could survive the consistent tracking in complicated challenging conditions, including fast motion, illumination variation, and occlusion, whereas the Struck method only behaves well in slow motion scenarios. By constructing discriminative model at instance level using FLD, combined with a more efficient selection strategy-gradient descent, the strong classifier trained by the current frame can also be discriminative for the next frame. Meanwhile, the prior information of overlapping samples also contributes to deal with motion blur caused by fast motion. With the compressive features coming from high dimension, the tracking drift problem can be eliminated in the condition of illumination and scale variations.
In the statistical description, the variance is used to calculate the difference between each variable and the population mean. In this article, the variance of the center point error is used to evaluate the smoothness of the algorithm, and the smaller variance means the better the stability of the algorithm. The variance in the center point error is shown in Table 4 . In this article, the double t test is used to analyze the statistical significance. The difference between the proposed algorithm and the contrast algorithm is explained. The double t test is a test whether the difference between the two samples is significant and the difference between them. In this article, the statistic of independent sample t test is as follows
where S 2 1 and S 2 2 are the variance of the center point error of the MILFLD algorithms and the contrast algorithm, respectively. n 1 and n 2 are the number of video frames. According to the calculated value of t, we show that the results of statistical significance analysis in Table 5 , where "þ" indicates that there is a significant difference between the MILFLD algorithm and the contrastive algorithm in the specific video sequence, and "À" indicates that the difference is not significant. From the statistical significance of Table 5 , in addition to FleetFace, our algorithm in other video sequences have a better performance. From the perspective of algorithmic comparison, there are significant differences between the MILFLD algorithm and other algorithms except CT, and there are some differences compared with CT.
In order to find the optimal number M of weak classifiers and the number K of weak classifiers that used to construct the strong classifier, this article uses the grid search to find the optimal combination of parameters in the two sets of parameter combinations M ¼ ½200; 210; Á Á Á ; 300, K ¼ ½20; 25; Á Á Á ; 70. Table 6 lists the result of frames per second (FPS), center point error, and variance with difference parameter using the shot video sequence in the MATLAB software environment. Taking into account the number of FPS calculation time, center point error, and its variance, the final selection is M ¼ 250, K ¼ 50. It is pointed out that when the algorithm is applied to mobile robots, the MATLAB program is adapted into OpenCV-based cross-platform computer vision library Cþþ program, which improves the image processing ability and enhances the real-time performance of robot tracking.
Experiments of mobile robot tracking
This article also makes the experiments for the binocular mobile robot tracking in the real environment. The experimental platform is MT-AR research robot equipped with the Bumblebee2 binocular camera, as is shown in Figure  5 . The binocular visual system outputs the spatial position information of object in the tracking process, the information of which can be used to control the motion feedback of robot: walking forward and backward, turning left and right. The image sequence read from left viewport of binocular camera is outputted to MILFLD for the tracking process, and after detecting the object, the pixel position can be used to control the left and right direction about the robot motion. While MILFLD trains classifiers at each frame of visual stream, the spatial 3D coordinates of object can be obtained using disparity, and the depth information can be used to control the robot motion. To enhance the robustness of mobile robot, the bootstrap and retrieval modules are also included then. When the robot is opened, the bootstrap module in robot models the initial tracking object, the initial program takes advantage of offline facial Haar-like feature library. The initialization program searches the face at the starting frame and uses MILFLD to train the object. As for the retrieval strategy, there are two classifiers required to be instantiated in the initial frame. One of them is used to construct the tracker of video sequences and to retrieve tracking object, and its inner parameters is updated at each frame. The other classifier is a detector, which is an off-line classifier for the detecting purpose. When the object gets lost anyway, the detector can be rebooted by itself to retrieve object in the global viewport of current frame. And a threshold is entailed being set to judge whether the target is retrieved or not.
Figures 6 to 8 display experimental results located in different real-world scenes separately. Each figure includes two groups of image sequences from up to down, the upper ones come from the screenshots of tracking window in mobile robot and the lower ones come from the realworld Digital Video (DV). Figure 6 is the image sequence whose image sequence comes from the frames of 232, 356, 357, 358, and 428; the sequences arranged here is to give a demonstration of severe occlusions happened on objects. The objects get occluded at the frames of 356, 357, and 358. As the tracking method utilizes the prior information of FLD method, when the object gets the whole or the partial occlusions in scenes, the robust overlap prior information is complemented to control the weight of occluding object. Figure 7 draws from the frames of 24, 113, 123, 179, and 412 of another image sequences in the nonuniform illumination condition. The prior information of overlap rate contributes distinctly to the classifiers, eliminating the interferences of background noisy samples. Figure 8 displays the mobile robot tracking when object gets disappeared once a while; the tracking object hid behind the pillar and crossed through the pillar from right to the left. The frames 154, 222, 223, 229, and 233 are extracted out from the video sequences for experiments. The object disappeared out of the visible ranges from the frame 201, and then reappeared at frame 225. As the retrieval module is utilized in the robot platform, when the object get lost in the visible range, the off-line classifier can be rebooted to search the object in global image space with black tracking window shown in Figure 8 . The value of threshold is set to judge whether the object is retrieved or not. When the response of detecting weight of object is small enough, the tracking fails which leaves the tracking window in the previous frame.
For the tracking of binocular mobile robot in real-world environment, there are more experiments being performed for the comparisons with OAB, MILTrack, and MILFLD, as shown in Figures 9 and 10 . Figure 9 (a) shows tracking result of OAB and MILTrack when the object gets disappeared all of a sudden; OAB cannot handle the severe appearance variations and drift away. As for the sequences with the tracking method of MILTrack, the error is accumulated, while the detector is rebooted automatically, the classifiers have been all degenerated, which makes the final tracking failure. Figure 9 (c) shows the tracking scenario with MILFLD, which is drawn from the frames 76, 87, 92, 102, and 110. Notice that even the object gets lost once a while, the tracker can still retrieve the object. And when the object gets partial occlusions, the object weight is so small that the tracker fails to retrieve the object. At this moment, the off-line detector will be rebooted to search the object in the full screen of image scale. As it can be observed that the binocular mobile robot can track the object very robust, even if the object gets disappeared all of a sudden, the detector inside it is able to retrieve the object. Figure 10 shows result of OAB, MILTrack, and MILFLD when the object is occluded by another face. We can know from the pictures that the MILFLD yields more robust and accurate result because MILFLD constructs the overlap prior information using a semisupervised model which effectively handles the overfitting problem. And because discriminative model is formed at instance level using FLD method, the training speed of the classifier turns out very quick and runs at 5 FPS, so the robot can keep tracking the object real time, meanwhile, the OAB runs at 1 FPS, and MILTrack runs at 3 FPS. MILTrack algorithm learns the classifier by maximizing the maximum likelihood of all bags, so it has to calculate M times sample probability and bag probability when selecting the weak classifier, which increases the computational time. While the MILFLD algorithm we proposed uses the classifier consisting of a sparse representation of Haar-like features, its distribution characteristics are accompanied by the Bayesian learning process of the Gauss distribution. The encoding process of compressed sensing can maintain the inherent characteristics of the image model, the sampling process transformation of high-dimensional feature in the image is sampled image low-dimensional feature space, it reduces the computation time. And it selects a more effective classifier with the angle of the gradient descent strategy. Each time the new weak classifier is added to the lost function, the lost function corresponding to the sample distribution will be reduced fastest, so that the realtime performance is better.
As it can be seen from the above experiments, our method could get rid of various challenging factors, such as fast motion, occlusions, and illumination variation in mobile robot tracking. In this article, a novel MIL tracking algorithm based on semi-supervised learning prior information is proposed, and the feature selection method based on sparse matrix is incorporated into multi-instance learning tracking framework. The discriminant model constructs the lost function of bag model using FLD, which can construct a classifier directly at the instance level. By combining the gradient descent together with online enhancement, we can treat the selection of weak classifiers from the perspective of gradient descent of error propagation. Hence the strong classifier trained from the current frame has the same discriminant for the future frame. Experimental results show that the proposed algorithm has high robustness and stability for a variety of complex environment changes. 
Conclusion
This article presents an MIL method based on FLD methods, and the overlap information serves as the prior knowledge of sampled instances in the bag model. The construction of online classifier bases on MIL at instance level, eliminating the computational complexity in the discriminant bag prototype. After the construction of discriminative model, the weak classifier is selected out one by one using gradient descent rule in the terms of error propagation. As it can be seen from the results of numerous experiments, our method outperforms the other method in diverse challenging conditions: illumination variation, occlusions, fast motion, motion blur, dynamic background, and scale and deformation. After joining the initialization program and retrieval strategy, the results by transplanted MILFLD algorithm to the MT-AR robot object tracking system show the proposed method has strong robustness to tracking face with occlusion and complex background.
