Abstract. Let A = F q [T ] be the ring of polynomials in T with coefficients in a finite field with q elements. Let p ✁ A be a maximal ideal, and denote |p| = #A/p. Let Y .
.
This is an analogue of a result of Ogg for classical modular curves X 0 (p) of prime level. We further define an Eisenstein ideal in the Hecke algebra acting on the Picard scheme of X r 0 (p), and show that the Eisenstein ideal has finite index in the Hecke algebra divisible by the order of the cuspidal divisor group. , and conjectured that C(p) = J 0 (p)(Q) tor ; see [19] . In his seminal paper [18] , Mazur proved Ogg's conjecture by developing a comprehensive theory of what he called the Eisenstein ideal of the Hecke algebra of prime level. Recall that if T(p) denotes the subring of End(J 0 (p)) generated by the Hecke correspondences T ℓ for all primes ℓ = p, then the Eisenstein ideal E(p) of T(p) is the ideal generated by all T ℓ − (ℓ + 1), ℓ = p. One of the important intermediate results in Mazur' s study is the fact that T(p)/E(p) ∼ = Z/N(p)Z; see [18, Prop. 9.7] .
Next, we recall the analogues of previous results in the function field setting. Let F q be a finite field with q elements, where q is a power of a prime number, and A = F q [T ] be the ring of polynomials in indeterminate T with coefficients in F q . The field of fractions of A is F = F q (T ). Given a nonzero ideal n ✁ A, by abuse of notation, we denote by the same symbol the monic generator of n. The term "prime of A" will be used to mean "nonzero prime ideal of A". The degree map deg : F → Z ∪ {−∞}, which assigns to a nonzero polynomial its degree in T and deg(0) = −∞, is a valuation on F . The corresponding place of F is called the place at infinity, and is denoted by ∞. Note that 1/T is a uniformizer at ∞. Let F ∞ = F q ((1/T )) be the completion of F at ∞ and C ∞ be the completion of an algebraic closure of F ∞ . We normalize the absolute value | · | on F ∞ by |T | = q and also write | · | for its unique extension to C ∞ . Note that for n ∈ A we have |n| = #A/n. For a prime p ✁ A we denote by F p the residue field A/p.
For 0 = n ✁ A, let
This group acts on the Drinfeld upper half plane Ω 2 = C ∞ − F ∞ by linear fractional transformations. The Drinfeld modular curve Γ 0 (n) \ Ω 2 is an affine curve with a canonical model Y 0 (n) over F . It is a moduli scheme of Drinfeld A-modules of rank 2 with a n-cyclic subgroup level structure (see Section 2 for the definitions). Let X 0 (n) be the completion of Y 0 (n) and J 0 (n) be the Jacobian variety of X 0 (n).
When n = p is prime, there are exactly two points [0] , [∞] in X 0 (p) − Y 0 (p). Gekeler proved (see [8] , [11] ) that the divisor [0] − [∞] generates a finite cyclic F -rational subgroup C(p) of J 0 (p) of order (1.1) N(p) = |p| − 1 gcd(|p| − 1, q 2 − 1)
The problem of developing the theory of Eisenstein ideal for X 0 (p) was suggested by Mazur, already in the introduction of [18] , and was carried out by Pál in [20] . The Hecke operators in this context are indexed by the non-zero ideals of A. The Eisenstein ideal E(p) of the Hecke algebra T(p) ⊂ End(J 0 (p)) is the ideal generated by all T l − (|l| + 1), where l runs over the primes of A not equal to p. By adapting Mazur's ideas to F , Pál [20] proved that C(p) = J 0 (p)(F ) tor and (
1.2)
T(p)/E(p) ∼ = Z/N(p)Z.
One significant difference in Pál's approach compared to Mazur's is the essential use of the geometric fibre of J 0 (p) at ∞, which is specific to the function field setting.
Main results.
The goal of the present article is to initiate a study of the Eisenstein ideal for higher dimensional Drinfeld modular varieties. Let r ≥ 2 be an integer. There are different possible generalizations of the congruence subgroup Γ 0 (n) to a congruence subgroup of GL r (A). We take
Let Ω r be the Drinfeld symmetric space of dimension r − 1 (see Section 2 for the definition). The modular variety Y r 0 (n) associated to the rigid-analytic manifold Γ r 0 (n) \ Ω r is a moduli scheme of Drinfeld A-modules of rank r with a n-cyclic subgroup level structure. It is known that Y r 0 (n) is an affine algebraic variety of dimension r − 1 defined over F ; cf. [6] . Let X 
The fact that C r (p) is finite can be deduced from a more general result of Kapranov [15] , but, as far as we know, Theorem 1.1 is the first example where the order of the cuspidal divisor group is computed explicitly in higher dimensions. The proof of Theorem 1.1 is modeled on a proof by Gekeler of the corresponding fact for r = 2 given in [11] .
One could propose an analogue of Ogg's conjecture for higher dimensional Drinfeld modular varieties stating that the above inclusion is in fact an equality, but currently we do not have any evidence for such a conjecture beyond the case of curves.
Next, we define the Eisenstein ideal. For each prime l ✁ A, l ∤ n, there are r − 1 correspondences T (l, s), 1 ≤ s ≤ r − 1, on X r 0 (n) arising from two natural morphisms X r 0 (n)
where X r 0 (n, l, s) classifies Drinfeld A-modules of rank r equipped with a level structure consisting of an n-cyclic subgroup and a subgroup isomorphic to a direct sum of s copies of A/l; see Section 5 for the definitions. (If r = 2, then T (l, 1) = T l .) The Hecke correspondences T (l, s) induce endomorphisms of J r 0 (n). These endomorphisms commute with each other for different l and s, and generate a commutative Z-subalgebra T r (n) of End(J r 0 (n)). Let
be the number of s-dimensional subspaces in an r-dimensional vector space over F l . The Eisenstein ideal of T r (n) is the ideal E r (n) generated by
The second main result of this paper is the following:
is a finite cyclic group. When n = p is prime, the order of this group is divisible by N(p, r).
To prove this result, we first generalize the Eichler-Shimura congrunce relation to higher dimensional Drinfeld modular varieties, which might be of independent interest. Then we show that T (l, s) acts on C r (p) by multiplication by c(l, s), which implies that E r (p) annihilates C r (p).
In view of Theorem 1.3 and (1.2) it is natural to conjecture that T r (p)/E r (p) ∼ = Z/N(p, r)Z for all r ≥ 2. To prove such a result will certainly require a deeper study of the ring-theoretic properties of the ideal E r (p) and its connection to the arithmetic of modular varieties. In Section 6, we propose an alternative generalization of the Eisenstein ideal to higher dimensions. Here the modular varieties do not appear explicitly, since everything is phrased in terms of the free finite rank Z-module generated by the isomorphism classes of supersingular Drinfeld A-modules of rank r over F alg p . With almost an identical definition of the Hecke operators (now acting on supersingular Drinfeld modules) and the Eisenstein ideal as above, we show that
is a finite cyclic group of order divisible by
The proof of Theorem 1.4 exploits properties of supersingular Drinfeld modules. In particular, the number N (p, r) is related to "mass-formula" for supersingular Drinfeld modules. Note that N (p, 2) = N(p) from (1.1). In fact, using the Jacquet-Langlands correspondence, one can show that in this case T 2 (p) is isomorphic to the Hecke algebra T(p) acting on J 0 (p). Hence it is again natural to conjecture that
Preliminaries

Drinfeld modules.
An A-field is a field K equipped with a homomorphism γ : A → K; the A-characteristic of K is the prime ideal char A (K) := ker(γ) of A. Let K x be the noncommutative ring consisting of F q -linear polynomials n i=0 a i x q i , n ≥ 0, with addition given by the usual addition of polynomials but multiplication given by substitution f * g = f (g(x)). Let r ≥ 1 be a positive integer. A Drinfeld A-module of rank r over K is an embedding φ :
Note that K x is isomorphic to the ring of F q -linear endomorphisms of the additive group scheme G a,K over K, so a Drinfeld module can be thought of as the additive group scheme equipped with a twisted action of A. We denote by φ[a] the kernel of the endomorphism φ a : G a,K → G a,K . This is a finite A-module scheme, where
where K sep and K alg denote the separable and algebraic closures of K, respectively. Given a non-zero ideal n ✁ A, an n-cyclic subgroup of φ is a finite flat subgroup scheme C n ⊂ φ[n] such that there is a homomorphism ι : A/n → φ[n] of A-modules with the property that m∈A/n ι(m) = C n as effective Cartier divisors.
One can show that regarding g 1 , . . . , g r in (2.1) as indeterminates of respective weights q i −1, the open subscheme Y r given by g r = 0 of the weighted projective space ProjK[g 1 , . . . , g r ] is a coarse moduli scheme for Drinfeld modules of rank r over K. Note that Y 2 is isomorphic to the affine line A 1 K ; this is the analogue of the j-line for elliptic curves, with j(φ) = g
A lattice of rank r in C ∞ is a free A-submodule Λ ⊂ C ∞ of rank r which is discrete, i.e., intersects each ball in finitely many points. The exponential function of Λ is
The following is well-known (see e.g. [14] , [13] ):
′ are lattices of the same rank, then f (e Λ (x)) = e Λ ′ (x), where
Properties (ii) and (iii) applied to Λ ⊂ T −1 Λ imply that there is a Drinfeld module φ Λ of rank r over C ∞ such that
T (e Λ (x)), Moreover, the assignment Λ φ Λ gives a bijection between the homothety classes of lattices of rank r and the isomorphism classes of Drinfeld modules of rank r over C ∞ .
To classify lattices up to homothety one proceeds as follows. Given a lattice Λ, choose a basis z 1 , . . . , z r ∈ C ∞ of Λ, i.e., Λ = Az 1 + · · · + Az r . Since we are interested in Λ only up to scaling, we associate to Λ the point z = (z 1 : · · · : z r ) ∈ P r−1 (C ∞ ). It is not hard to prove that the discretness of Λ is equivalent to z 1 , . . . , z r being linearly independent over F ∞ . Hence z lies in the Drinfeld symmetric space
. . , z r are linearly independent over F ∞ The group GL r (A) acts on P r−1 (C ∞ ) from the left as on column vectors, and this action preserves Ω r . Note that z, z ′ ∈ Ω r span the same lattice (up to scaling) if and only if z ′ = γz for some γ ∈ GL r (A). Thus, the set of orbits GL r (A) \ Ω r is in bijection with the set of isomorphism classes of Drinfeld modules of rank r over C ∞ . Drinfeld proved that Ω r has a natural structure of a rigid-analytic space over F ∞ and GL r (A) \ Ω r inherits a structure of a rigid-analytic space from Ω. In fact, GL r (A) \ Ω r is the analytification of the affine algebraic variety Y r over F ∞ ; see [6] . 
Thus, the simplicial complex B r has dimension r − 1. For an r-tuple k 1 , . . . , k r ∈ Z denote by (k 1 , i 2 . . . , k r ) the equivalence class of the lattice
It is clear that the vertices of A r can be indexed by Z r /Z·(1, . . . , 1), or equivalently by r-tuples on non-negative integers (k 1 , k 2 , . . . , k r ) at least one of which is zero. Two vertices (k 1 , k 2 , . . . , k r ) and (k 
Observe that from this perspective, the vertices of A r are the classes of diagonal matrices diag(
For its definition, which uses non-archimedean norms on F r ∞ , we refer to [5] . The inverse image F := λ −1 (W r ) is described in [12, §1.13] and can be interpreted as a fundamental domain for the action of GL r (A) on Ω r . It consists of all z = (z 1 , . . . , z r−1 , 1) ∈ Ω r such that
If f is a holomorphic function on Ω r with no zeros on Ω r , then for a vertex v ∈ Ver(B r )
is well-defined, i.e., does not depend on the choice of z (see [12, §2.7] ). Let v e −→ w be an oriented edge (1-simplex) in B r . The van der Put value of f on e is
This was defined by van der Put for r = 2 and extended to arbitrary r ≥ 2 by Gekeler in [12, §2.8]. Obviously P (f )(e) ∈ Z and (i) P (f )(ē) = −P (f )(e), ifē is the edge e with reverse orientation.
(ii) e P (f )(e) = 0, if the e run through the edges of a closed path in B r .
The function P (f ) also has a third, less obvious property, which generalizes the "harmonicity" property of the r = 2 case. Since we will not need that property in this paper, we do not state it explicitly and refer instead to [12, p. 884 ].
2.3. Satake compactification. Let Y r 0 (n) denote the coarse moduli scheme associated with the classification problem of isomorphism classes of pairs (φ, C n ), where φ is a Drinfeld module of rank r over some field extension of F and C n is an n-cyclic subgroup of φ. It is known that Y r 0 (n) is an affine algebraic variety defined over F , which analytically it can be described as the quotient
r , where Γ r 0 (n) was defined in (1.3). The Satake compactifications of Drinfeld modular varieties were constructed at different levels of generality (and details of proof) by Gekeler [7] , Kapranov [15] , and Pink [21] . Let X 
is the subgroup generated by the differences of two cusps. It follows from Kapranov's result [15] that C r (n) is a finite abelian group.
Lemma 2.2. Let n be a square-free ideal of A with s prime factors, then the number of cusps of
be the principal congruence subgroup of GL r (A) of level n. Let Y r (n) be the Drinfeld modular variety corresponding to Γ r (n) \ Ω r and X r (n) be the Satake compactification of Y r (n). By [15] , the cusps of X r (n) are in bijection with the orbits of Γ r (n) acting on the set of (r − 1)-dimensional subspaces of F r . By considering linear functionals on F r , the previous set of orbits is in natural bijection with the set of orbits of Γ r (n) acting on P r−1 (F ) = P r−1 (A) from the left. Note that GL r (A) acts transitively on 
Thus, P r−1 (A) = GL r (A)/Γ ∞ and we have bijections
The cusps of Γ r 0 (n) are in bijection with the orbits of the quotient group Γ r 0 (n) := Γ r 0 (n)/Γ r (n) acting on the cusps of Γ r (n); cf. [21] . Thus,
where n = p 1 · · · p s is the prime decomposition of n. It is enough to show that Γ r 0 (p) acting on P r−1 (F p ) has two orbits for a prime p. Note that Γ r 0 (p) is the subgroup of 
Drinfeld discriminant function
From now on we normalize the projective coordinates of points z = (z 1 : · · · : z r ) ∈ Ω r ⊂ P r−1 (C ∞ ) by assuming z r = 1, and write (z 1 , . . . , z r ) = (z 1 , . . . , z r−1 , 1) for the corresponding point. This allows us to identify Ω r with a subset of C r ∞ :
. . , z r are F ∞ -linnearly independent and z r = 1} . The action of γ = (γ i,j ) ∈ GL r (A) on Ω r after this normaliztion becomes
is the last entry of of the column vector γ(z 1 , . . . , z r ) t . Let Λ z = Az 1 + · · · + Az r−1 + A be the lattice associated to z = (z 1 , . . . , z r−1 , 1) ∈ Ω r . We simplify our earlier notation φ Λz for the Drinfeld module corresponding to Λ z to φ z . The coefficients of the polynomial
can be considered as C ∞ -valued functions on Ω r . The function
called the Drinfeld discriminant function, is a cusp form of weight q r − 1 for GL r (A); cf. [12] , [3] . In particular, ∆ is holomorphic on Ω r and satisfies the equation
Moreover, by the definition of Drinfeld modules, ∆ does not vanish on Ω r . The main goal of this section is to compute the van der Put value P (∆)(e) for specific edges of B r and to deduce from this some bounds on the roots that can be extracted from modular units (see Theorem 3.9).
A formula of Gekeler giving the value of P (∆) on the edges of W r will play a crucial role in our calculations. To state this formula, we need some notation. Let k ℓ = (1, 1, . . . , 1, 0 , . . . , 0) be an r-tuple with ℓ ones. For d ∈ Z, we denote by e 
Proof. This is a special case of Theorem 5.5 in [12] .
Under the natural action of GL r (A) on B r from the left, the stabilizer of
where I n denotes the n × n identity matrix and the unspecified entries of γ are assumed to be 0.
Lemma 3.2.
P (∆)(γe
Proof. From the fact that ∆ is a Drinfeld modular form of weight q r − 1 for GL r (A), we have
where z = (z 1 , . . . , z r ) ∈ Ω r is normalized by z r = 1. Let λ : Ω r → B r be the building map from (2.3). The preimage under λ of the vertex (k 1 , k 2 , . . . , k r ) with k 1 ≥ k 2 ≥ · · · ≥ k r = 0 consists of points z ∈ F satisfying |z i | = q k i , 1 ≤ i ≤ r. Therefore, combining the definition of P (∆) with (3.1), we get
0 ). Now the claim follows from Theorem 3.1. 
In [12] and [2] , it is shown that there is a holomorphic function h on Ω r such that h q−1 = ∆, and (3.2)
for all γ ∈ GL r (A). Hence the estimate on m in Corollary 3.3 is sharp.
Given a non-zero ideal n ✁ A, define n * (z 1 , z 2 , . . . , z r ) = (nz 1 , z 2 , . . . , z r−1 , z r ), and ∆ n (z) := ∆(n * z) = ∆(nz 1 , z 2 , . . . , z r ). (Recall that by abuse of notation n denotes also the monic generator of this ideal.) Let d = deg(n). We will assume d ≥ 1.
Proof. Observe that γe 
but we will not need this more general version of Lemma 3.4. One can also easily show using Theorem 3.1 that
In particular, P (∆/∆ n )(e
Let e be the oriented edge in B r connecting
where, as in §2.2, π = 1/T .
Lemma 3.6. P (∆)(e) = −(q − 1)q.
We have
where ∼ indicates that given matrices correspond to the same vertex in B r . Thus ξv = v 0 if r = 2, and ξv = (0, 1, . . . , 1, 0) if r ≥ 3. On the other hand,
Thus, ξe = e Let
if r = 2, and
3) and property (ii) of the van der Put value (see §2.2) we deduce that P (∆)(e) = P (∆)(ge
if r ≥ 3, and P (∆)(e) = P (∆)(ge
Since z ∈ F , we have |−z r−1 +π −1 | ≥ |z r−1 | = q (cf. §2.2). On the other hand, |−z r−1 +π −1 | ≤ q, so an equality must hold and we get log q |∆(gz)| = (q r − 1) + log q |∆(z)|.
Similarly, since |z
where the last equality follows from Theorem 3.1. A similar calculation shows that
if r ≥ 3. Now the claim of the lemma easily follows.
Lemma 3.7.
Proof. First, note that n * e is the edge 
and
Thus, η(n * e) = e and P (∆ n )(e) = P (∆)(n * e) = P (∆)(η −1 e
(1) d−2 ). Since
by the argument used at the end of the proof of Lemma 3.6 we get
which proves the lemma.
Corollary 3.8.
Proof. By Lemma 3.6 and Lemma 3.7, we have (We will see in Corollary 4.1 that in fact an equality holds.)
Proof. The integer m must divide P (∆/∆ n )(e
−1 ) and P (∆/∆ n )(e), hence must divide their greatest common divisor. Using Lemma 3.4 and Corollary 3.8, we conclude that m divides
Roots of modular units
In this section we determine the highest root that can be extracted from ∆/∆ n in O(Ω r )
× invariant under Γ r 0 (n) and deduce from this the order of the cuspidal divisor group C r (p). We keep the notation of Section 3. In particular, given a non-zero ideal n ✁ A and z = (z 1 , . . . , z r−1 , 1) ∈ Ω r , we define
(The prime indicates that the product is over non-zero terms.) Note that f n (x) is a polynomial of degree |n| r−1 . It easily follows from Proposition 2.1 that
Combining this equation with (2.2), one obtains
T (nf n (exp Λz (ω))). Since exp Λz (ω) is a surjective map, this implies
T (nf n (x)). Finally, comparing the leading coefficients on both sides, one obtains
where
For γ ∈ GL r (A), the functional equation
holds, where uγ is the right matrix multiplication by γ on the row vector u; cf. [12, (3. 3)].
In particular, for u with u 1 = 0, one has
n , where
Then G n (z) is a modular form of weight
for Γ r 1 (n), and (since exp Λz is F q -linear and
Combining this with (4.1) and (3.2) yields that, up to constants, ∆/∆ n = const. G (q−1)(q r −1) n h (q−1)(|n| r−1 −1) . Corollary 4.1. The estimate given in Theorem 3.9 for the root number m is sharp, i.e., ∆/∆ n has an m-th root in O(Ω r ) × , where m = (q − 1)(q gcd(r,deg(n)) − 1), and m is maximal.
Proof. As in the proof of Theorem 3.9, observe that
. Hence Θ n (z) defines a rational function on X r 0 (n) whose divisor is supported on the cusps. The order of Θ n at the cusp [∞] is −(|n| r−1 − 1).
It is easy to check that γ ∈ GL r (A) and
Since n * (γz) = γ(n * z), we have
This implies that Θ n is Γ r 0 (n)-invariant, i.e., Θ n (γz) = Θ n (z), so Θ n defines a meromorphic function on the rigid-analytic manifold X r 0 (n). Applying rigid-analytic GAGA theorems, one obtains a rational function on the algebraic variety X r 0 (n). Since ∆ is holomorphic and nonvanishing on Ω r , the rational function Θ n has poles and zeros only at the cusps of X Next, we want to determine the largest integer m ′ such that Θ n has an m ′ -th root in O(Ω r )
× which is moreover Γ r 0 (n)-invariant. Obviously m ′ will be a divisor of m = (q − 1)(q κ − 1), where κ := gcd(r, (r − 1) deg(n)) = gcd(r, deg(n)). Consider
We will compute how this function function transforms under Γ r 0 (n). To do this, we generalize Gekeler's approach in [11] in the case of r = 2.
Let n = p
Proof. First, note that we may view U n as a set of representatives of
Using this and the easy observation that e ε·u (z) = ε −1 e u (z) for any ε ∈ F × q , one concludes that there exists ε γ ∈ F × q such that
is a homomorphism which factors through
On the other hand, any homomorphism GL r−1 (A/n) −→ F × q necessarily factors through the determinant
i.e., ε(γ) = ε(det(γ)). It remains to show that ε = χ. For this we evaluate ε on elements of
On the other hand, for G (r)
using the argument in the proof of Theorem 3.20 in [11] , one obtains
Since d r is an arbitrary element of (A/n) × , this implies ε = χ, and hence also the formula of the proposition. 
Let o(ω n ) be the order of ω n . Then (θ n ) o(ωn) is the least power of θ n which is Γ r 0 (n)-invariant, and (q κ − 1)(q − 1)/o(ω n ) is the largest number m ′ such that Θ n has a m ′ -th root in the field of rational functions on X r 0 (n). Proposition 4.5.
In particular, o(ω n ) = q − 1 if n is square-free.
Proof. The assertion follows from the same argument as Proposition 3.22 in [11] . 
Hecke operators
Let n ✁ A be a non-zero ideal ideal and p ✁ A be a prime not dividing n. For 1 ≤ s ≤ r − 1, define
The modular variety Y We have a pair of morphisms
, where φ/C s p denotes the Drinfeld module ψ with the property that there is an isogeny φ → ψ whose kernel is C s p and C n /C s p denotes the image of C n in ψ under this isogeny; cf. [14, p. 83] . These morphisms extend to Satake compactifications; cf. [21, Prop. 4.11] . The correspondence
induced by these morphisms is the Hecke correspondence T (p, s) on X 0 (n). In terms of moduli 
with coefficients in the ring End(J r 0 (n) /Fp ). Proof. To simplify the notation in the proof, we denote 
maps every ordinary point (φ, C n ) to 0 in the group of 0-cycles on X r 0 (n) /Fp (k). We will use an idea that appears in the proof of the Kronecker Congruence Relations for Drinfeld modular polynomials in higher rank in [4, Thm. 4.4] . For a given Drinfeld module φ over k defined by
, we denote by φ |p| the Drinfeld module defined by φ
whose kernel, as a group-scheme, is in φ[p], is connected, and has order |p|. Now assume φ is ordinary. We call an F p -vector scheme S ⊂ φ[p] ordinary if S does not contain ker(π), and we call it special if ker(π) ⊂ S. Two ordinary F p -vector scheme S ′ and S ′′ of the same order |p| i are (Frobenius) equivalent if S + ker(π) = S ′ + ker(π). This way each equivalence class contains |p| i elements, since S + ker(π) is obtained by adding elements of ker(π) to each of the i basis vectors of S. Moreover, each special S with #S = |p| i+1 arises from an equivalence class of ordinary F p -vector schemes of order |p| i . Using (5.1), we can write T i as a sum of two correspondences
Note that if an isogeny φ → φ/S =: φ ′ , with S ordinary and #S = |p| i , is followed by π : φ ′ → φ ′′ then we obtain an isogeny φ → φ ′′ = φ/S ′ with S ′ special and #S ′ = |p| i+1 . From the previous paragraph we see that
where we set
) compatible with the action of Frob p on the left and the action of π(p) on the right. Thus, using Proposition 5.1, we conclude that Frob p restricted to W satisfies the polynomial
where the last equality follows from the binomial theorem for the Gaussian binomial coefficients. Since the roots of f (x) are obviously 1, |p|, . . . , |p| r−1 , the eigenvalues by which Let S = {x 1 , . . . , x n }. With abuse of notation, we denote a representative of the isomorphism class x i by the same symbol. Let w i = #Aut(x i )/(q − 1), 1 ≤ i ≤ n. Lemma 6.2. Denote w = lcm(w 1 , . . . , w n ). Then deg(p) ) .
Proof. As follows from the theory of central simple algebras (cf. Note that we ∈ M is primitive, i.e., not a non-trivial multiple of another element, so M/Zwe is torsion-free. We obviously can extend deg to a homomorphism M ⊗ Q → Q whose kernel is M 0 ⊗ Q. Proof. To prove the first claim it is enough to assume that x, y are basis elements of M. Let x → y be an isogeny with kernel S ∼ = (A/l) s . The number of distinct isogenies x → y with kernel S is equal to #Aut(y), since any two such isogenies differ by an automorphism of y. Also, for any given isogeny π : x → y with kernel S there is a unique isogeny π ∨ : y → x such that the composition π ∨ • π : x → x is the "multiplication" by l on x. The kernel of π ∨ is the image of x[l] in y, hence is isomorphic to x[l]/S ∼ = (A/l) r−s . This way we get a bijection between the set of isogenies x → y with kernel isomorphic to (A/l) s and the set of isogenies y → x with kernel isomorphic to (A/l) r−s . Now T (l, s)x is the formal sum of all supersingular Drinfeld modules that are the images of x under an isogeny with kernel ∼ = (A/l) s , and since x i , x j equals 1/(q − 1) times the number of isomorphisms from x i to x j , we see that Thus, the coefficient of x j in T (l, s)e must be 1 w j c(l, s). Since j was arbitrary, we find that T (l, s)e = c(l, s)e.
For the last claim, recall that e is orthogonal to M 0 . Since the pairing (6.1) is nondegenerate, this property uniquely characterizes M 0 as the largest submodule of M orthogonal to e. Now for x ∈ M 0 we have T (l, s)x, e = x, T (l, r − s)e = c(l, r − s) x, e = 0.
Therefore, T (l, s)x ∈ M 0 for any s and l.
Definition 6.5. Let T r (p) ⊂ End(M 0 ) be the commutative Z-subalgebra generated by {T (l, s) | l ✁ A prime = p, 1 ≤ s ≤ r − 1}.
The Eisenstein ideal E r (p) ✁ T r (p) is the ideal generated by the elements {T (l, s) − c(l, s) | l ✁ A maximal ideal = p, 1 ≤ s ≤ r − 1} .
