1. Introduction. As Strang [2] , [3] has pointed out, a natural tool for studying l2 stability of difference equations which approximate hyperbolic or parabolic equations in one space variable is the Wiener-Hopf technique of factorization of Toeplitz matrices discussed in [4] by Gohberg and Krein.
1. Introduction. As Strang [2] , [3] has pointed out, a natural tool for studying l2 stability of difference equations which approximate hyperbolic or parabolic equations in one space variable is the Wiener-Hopf technique of factorization of Toeplitz matrices discussed in [4] by Gohberg and Krein.
Strang has discussed stability of difference equations whose solutions satisfy the special boundary condition u = 0 on and outside of the boundaries. We shall use Toeplitz matrices to generalize this theory to systems of equations in one space variable with arbitrary homogeneous boundary conditions. The discussion will be confined to problems in the quarter plane with constant coefficients. The results can be easily generalized to variable coefficient and two point boundary value problems, using Kreiss' method [1] and/or Strang's in [2] and [3] .
We shall derive Kreiss' sufficient conditions for stability of dissipative hyperbolic systems with constant coefficients as a corollary to a more general result. In particular, the condition of dissipativity is replaced by a weaker condition.
We treat the explicit case in the main part of this work and add the implicit case as an appendix in part 7. The main results are stated in XIX and XXVIII. Kreiss' Theorem is derived in XXII. We give nondissipative examples in XXIII and XXIX.
We hope to extend this technique to include problems in several space variables in the near future.
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[March (2. 3) u'(0, t) = S"u"(0, t), S" is a rectangular constant (n0xp -n0) matrix.
U' = (M(1>(x,i),...,M<V(*,f)), u" = (M("o + D(x, t ),..., u(p)(x,t)).
We approximate this system of partial differential equations by the system of difference equations (2.4) (a) v? + 1 = 2 Ckvï+k; j = s,s+l,...,n = 0,l,2,... (2) with boundary conditions Let u(x, t) be the solution to (2.1) with initial conditions (2.2) and boundary conditions (2. 3). We introduce a time step k>0 and a mesh-width «>0 and divide the interval 0ax<co into subintervals of length «. Assume k/h = p = constant. Let u(jh, nk) = ûf, fi(jh) = ûf, / = 0,1,..., « = 0,1,.... We say the difference scheme is a consistent approximation to the differential equation if ûf satisfies 2.4(a) and 2.4(b) with a remainder which is of order 0(k2) and <S>,=fi(jh) + 0(h2) for sufficiently smooth u(x, t) and/(x). Let us assume that the difference scheme is indeed consistent with the basic system of differential equations and boundary conditions. (2) Notice that if s=0, the difference scheme is independent of the boundary conditions, and Strang's necessary and sufficient conditions [2] are valid. Thus, we shall take s>0 and C-s^[0]pXp.
We are interested in the convergence of this difference scheme, i.e. is it true that pjf -> u(jh, t) in some sense, as k-+0 and nk-> tST for some F>0? We make this question more precise with the help of the following definitions:
I. Definitions. Define F+(/2)(pXl)>(_0O,a>) = (/2)(j>xi> and the definition of (/2)(pxl) is obvious. In view of the isometric isomorphism, we shall often skip back and forth between the two spaces. We shall sometimes let f(ew) be extended to f(x) for x off the unit circle and complex.
Throughout this work we shall assume that
is an element in (/2)(p x u. Hence equations (2.4a) and (2.4b) are to hold in this space. We also assume that ü(t) = {u(0, t), u(h, /),..., u(jh, t),...} for all t,
OStST, is an element in (/2)(Pxi) (i.e. the original problem is well-posed). The question of convergence may be stated as follows. Is it true that ||(7jn-i7(0)«1/2| -> 0 as k -> 0 and nk -> t S F?
For consistent difference schemes, we have the following well-known LaxRichtmyer equivalence theorem : Convergence of the difference scheme to the solution of the well-posed differential equation is equivalent to stability of the difference equations. II. Definition. The difference equations (2.4a) and (2.4b) are said to be stable if there exists a constant M>0 such that for any initial conditions v° = (f>¡ with 0 = {OO, $!,...}e(/2)(pxl) it follows that ||/jB||^iW||0|| for all n^O. The basic problem of this work is in obtaining conditions on (2.4) which assure its stability.
We may obtain consistent boundary conditions many different ways. For example
is consistent with any differential equation or boundary condition as may be verified by merely examining the Taylor series 2û(sh, nk) = 2[w(0, nk) + ûx(0, nk)sh + ûxx(6x, nk)(sh/2)2], û(2sh, nk) = û(0, nk) + ûx(0, nk)2sh + ûxx(62, nk)(2sh/2)2.
Consistency follows because k/h = constant. Clearly, we do not expect such trivial boundary conditions to be appropriate regardless of the underlying partial differential equation. We shall discuss in another paper the question of appropriate boundary conditions III. Remark. The mapping of vn to vn +1 defined by the equations (2.4) is clearly linear. That is, there exists a linear operator F such that vn+1=Lvn. This operator F may be written as a finite-dimensional perturbation of a convolution operator premultiplied by an orthogonal projection.
More precisely, we define C(x)= 2 Ckx~k fc= -s and recall p+ 2/**'= 2¿*'' Po2fx'=f0,
Then we may write L = T+S, where Tu(x)=P+C(x)u(x) defines the Toeplitz operator, and
;=0 \k=0 I defines the finite-dimensional operator. Thus we may restate the basic problem. Obtain conditions on the Ck and the ajk such that 3 a constant M > 0 with ||(F+ S)n|| S M for all «^0.
In what follows, we shall treat the question of stability independently of consistency, unless otherwise stated. Thus, we shall concern ourselves with powerboundedness of F+S and forget about the differential equations until we explicitly mention them.
3. Preliminary stability theorem (Kreiss) . We need an important stability theorem which is a generalization of a result of H.-O. Kreiss [1] .
IV. Lemma. Let L be a bounded linear operator on a Hilbert space H and P be an orthogonal projection on H such that ||(7-P)L\\S 1. Then for any <t> e H: n ||FnO||2 S \m2+ 2 IIFF^H2. Q.E.D.
Lemma. Let L be a bounded linear operator on H and P be an orthogonal projection on H such that \\L(I-P)\\ S 1.
Then, for any 3> e H:
2 ||P(L(/-F))><D||2 S m2. [March Thus condition (c) is verified. However, if we let v° = 0 if/>0 and v%=l, then 7j" = max (n-j+l, 0) and we, of course, have instability. We thus need additional conditions to assure power-boundedness of T+S. The condition that ||F|| S 1 is just the well-known von Neumann criterion which is necessary for stability of pure initial value problems. The condition that T+S should have no eigenvalues outside the unit circle is merely the additional Ryabenkiï-Godunov condition which is needed for the mixed initial-boundary problem, (see [12] ).
In general, if |<r(L)|^l, then Ve>0 3k(e)>0 such that \\Ln\\Sk(e)(l +e)n. We can show a stronger result for our difference operator F+ S:
If |o(T+ S)\Sl, then 3kx>0 and k2>0 such that \\(T+S)n\\ S kxnk2.
We shall omit the proof of this result.
Resolvent of T+S.
VIII. Lemma. Let Proof. We may show A + B is invertible by using the same well-known theorem that we used in VII for R + S. We have the general identities for A and F in a noncommutative algebra, A and A + B both invertible.
(T+S-\)xb = 0for |A| > 1 => xb = 0.
Then (T+ S-X)'1 exists and
Proof. In the last lemma, replace A by T-A and F by S.
X. Lemma and Definition. Suppose A is invertible and B is finite dimensional.
Then A + B fails to be invertible iff there exists a vector v in the range of B such that v=-BA~1v. Let || F || S I < |A|. Then, if we let D(X) be the finite-dimensional operator mapping the range of S into itself:
where Ps is the orthogonal projection onto the range of S, it follows that (T+S-X)u = 0=>u = 0o \D(X)\ ï 0.
(We write \F\ for the determinant of the matrix F.) Proof. A + B fails to be invertible iff there exists u^O such that (A + B)u = 0. Let Au = v^0. Hence (I+BA~1)v = 0 or v=-BA~lv.
The second result follows if we substitute S for B and T-A for A. XI. Remark. We now notice that the expression (5.1) for the resolvent of r+ S may be rewritten
We shall obtain (F-A)-1 using the theory of Toeplitz matrices. We then shall use this resolvent with (5.2) to obtain a matrix representation for the finite dimensional operator D(\). This gives us a simple expression for (T+S-A)-1. We shall use the resolvent of F+ 5 as a generating function for the powers of T+ S, and thus, with the help of Theorem VI, we shall obtain the stability conditions.
The following discussion of Toeplitz matrices contains only those elements of the theory necessary for our work here. Proof. By the Fundamental Theorem of Algebra, there exist l+s constants which we denote by {x¡}, i=l, 2,..., s, {yt}, i=l,..., I; such that
Conditions (1) and (2) and the Argument Principle assure us that the number of solutions to b(x) = 0 inside the unit circle is equal to the number of poles of b(x) at x = 0 which is /. Similarly, the number of solutions to b(x) = 0 outside the unit circle is equal to the number of poles of b(x) at x = oo, which is s. Thus, we may choose Xi,x2,...,xs such that each |*¡|>1 and yx, y2, ■ ■ -, yt such that each
Each of the functions: b(x), bz1(x), b+1(x) is analytic in some neighborhood of the unit circle. Let g(x) be any such function. Then, for any f(eie) e (/2)(1 x u
It is thus clear that P+b(ew)u(eie), P+èrVXe'9), and P+b-+\ëe)u(eiB) define bounded linear operators on (/2)(1 M x), and ||rb|| S sup |/3(ei9)|. Thus, we may state as our main conclusion of this section:
(T-Xy^x) = Al\x, X)P+AZ\x, X)u(x).
Proof. This result follows in a straightforward way from the results of the last three sections.
We have thus obtained the resolvent of F. We shall now obtain the matrix F(A)FS defined in ( 6. Sufficient conditions for stability (main theorems). We have thus obtained the resolvent (T+S-A)-1 if |A|>1. We shall now state and prove two important technical lemmas which are concerned with the analyticity in A of each of the factors A + (x, X) and A^(x, A). Notice that each element in A + (x, X) and A_(x, X) is essentially a symmetric function of the roots of a polynomial. Moreover, A appears as a coefficient in this polynomial. We thus expect each factor to be an analytic function of A.
The important condition in the next lemma is hypothesis (1) . This condition will be called "separation of the zeros". For |A| > 1, each of the solutions top(x) -X = 0 lies either well inside the unit circle (|,V((A)|<1) or well outside the unit circle (l-x^A)! > 1). As A -> A0 with |A0| = 1, some of the zeros may approach the unit circle, e.g. limA^Ao/7(x;(A)) = A0 for |A0| = |x;(A0)| = 1. Hypothesis (1) guarantees that 3 no A0 on the unit circle such that, for some two zeros x,(X) and j¡(A), x;(A) -> ji(A) as A -> A0, with |A| > 1. Az1(x, X) is analytic in both variables if 1 -d< \X\ ¿oo and \x\ >l+d'.
Proof. This is an immediate corollary of the last lemma and of the definitions of these quantities. Q.E.D.
We may now proceed to prove our main theorem. We do this without requiring that 2.4 be consistent with the P.D.E. (2.1). The strategy we shall use is as follows:
(1) We apply Theorem VI to L = T+S, with F being the projection onto the first r + l+s components of a vector in (l2\pxi). (1) and (2) of Theorem VI are verified for L = T+S. From conditions (1) and (4) of this theorem, VII, IX, X, and XVI, it follows that T+S-X is invertible for |A| > 1 and
If we can show that P(T+S-A)_1F is a bounded analytic operator for |A| > 1 -5", 8' >0, it will then follow by the Cauchy integral formula that ■ || P(T+S)nP || S k(l-8'/2)\ k>0
and hypothesis (3) of Lemma VI will be verified with
Thus (T+ S) will indeed be power-bounded.
We claim that 3 a finite set of matrices Jvt(X), O^y, tSr + l+s, \X\ > 1 such that We make the following important claim: each matrix Jn(X) is analytic in A for |A| > 1 -5' where 1 > S' >0 and 8' is a constant independent of v and /. We first calculate P(T-X)~1P using Lemma XV. After some simple calculations we have (6.2) PCT-Xy^u = r2+'W2 A^lk)(X)(+f AL-JLk)(X)u\\ v=0 \k=0 \ t=k II
We next calculate
P(T-X) -l(I+ S(T-X) -!) -XS(T-X) -lP
using Lemmas XV and XVI, and the definition below of the Nj+ x¡k+ X(X). After some simplKbut lengthier calculations, we arrive at:
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where we have defined the matrices Nt+XJ+x(X) for OSl, jSs-l and |A|>1 as follows:
Conditions (1), (2), (3) and Lemma XVIII assure us that each XA^uftX) and (_~("(A) is analytic in A for 1-</< |A|2oo. Condition (4) We shall now compare our results with those of H.-O. Kreiss [1] . In fact we shall obtain his main result for the constant coefficient case as a corollary to our main theorem. We first make his assumptions. In particular, we notice that he assumes consistency with the partial differential equation and boundary conditions (2.1), (2.2) and (2.3). Moreover, he needs the restriction of dissipativity. We have essentially replaced these conditions by requiring that c(v)(x) not be a constant of absolute value one and by our condition of "separation of zeros", or "positive distance between zeros". We shall show that our conditions are more general. We shall also give a nondissipative example for which stability may be verified by using our main theorem.
Assumptions.
(1) The difference equations (2.4a) and (2.4b) are consistent with the hyperbolic system of partial differential equations (2.1), (2.2) and (2.3). XXI. Lemma. Suppose assumptions (1), (2) and (3) is a nontrivial solution to (T+SyY(x) = X0Y(x) but T(x) may not be an element of (/2)(pXi). This is true because the general solution to the problem ¡ 2 Ckuj+k = Xuj, j = s,s+l,... If F(Ao) = 0 for oo > |A0| i 1, then X!(A0)= 1. This is a contradiction. We thus have stability. Q.E.D.
7. Appendix-Implicit difference equations. The apparatus we have set up in the previous sections in order to handle the stability theory of explicit difference schemes may be modified to include implicit difference approximations to (2.1). See [13] for a thorough description of the implicit case. In this appendix we shall discuss some of the highlights of the stability theory of implicit difference equations.
The difference approximation is of the form i i We thus wish to obtain (1) bw(eiB)¿0for v=l, 2, ...,p; Oá 6S2rr, (2) t = s, Consistency, invertibility, and stability may be easily verified for this nondissipative implicit example.
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