Hierarchy of Information Scrambling, Thermalization, and Hydrodynamic
  Flow in Graphene by Klug, Markus J. et al.
Hierarchy of Information Scrambling,
Thermalization, and Hydrodynamic Flow in Graphene
Markus J. Klug,1 Mathias S. Scheurer,1, 2 and Jörg Schmalian1, 3
1Institut für Theorie der Kondensierten Materie,
Karlsruher Institut für Technologie, 76131 Karlsruhe, Germany
2Department of Physics, Harvard University, Cambridge MA 02138, USA
3Institut für Festkörperphysik, Karlsruher Institut für Technologie, 76344 Karlsruhe, Germany
(Dated: June 6, 2018)
We determine the information scrambling rate λL due to electron-electron Coulomb interaction in
graphene. λL characterizes the growth of chaos and has been argued to give information about the
thermalization and hydrodynamic transport coefficients of a many-body system. We demonstrate
that λL behaves for strong coupling similar to transport and energy relaxation rates. A weak cou-
pling analysis, however, reveals that scrambling is related to dephasing or single particle relaxation.
Furthermore, λL is found to be parametrically larger than the collision rate relevant for hydrody-
namic processes, such as electrical conduction or viscous flow, and the rate of energy relaxation,
relevant for thermalization. Thus, while scrambling is obviously necessary for thermalization and
quantum transport, it does generically not set the time scale for these processes. In addition we de-
rive a quantum kinetic theory for information scrambling that resembles the celebrated Boltzmann
equation and offers a physically transparent insight into quantum chaos in many-body systems.
The emergence of chaos is the most plausible expla-
nation for the thermalization of closed quantum many-
body systems. An efficient concept to quantify quantum
chaos is through the scrambling rate λL [1, 2]. After the
time λ−1L of the evolution of an out-of-equilibrium initial
state, quantum entanglement has spread across the sys-
tem. Then, the initial state cannot be recovered, i.e. un-
scrambled, via local measurements. The system has lost
its memory, a key prerequisite for thermalization. Still,
it is unclear whether the scrambling rate is indeed the
characteristic scale that determines the return to thermal
equilibrium. Similar to the scrambling rate with respect
to temporal evolution, the butterfly velocity vB charac-
terizes the corresponding spread of entanglement in space
after a local perturbation. Formally, these quantities can
be determined from the growth in time or space of com-
mutators or anticommutators of local operators A and
B, 〈 |[A (x, t) , B (0, 0)]|2 〉 ∼ e2λL(t− |x|vB ). (1)
A transparent interpretation of this squared commu-
tator exists in the quasi-classical limit for the motion of
a particle with initial coordinate q (0) and conjugate mo-
mentum p (t) for which 〈[p (t) , p (0)]2〉 = 〈( ∂p(t)∂q(0))2〉[1].
Exponential growth behavior of this correlator is e.g.
realized by electrons in a weakly disordered metal [3].
Thus, the expectation value measures the dependence of
the momentum at time t as one changes the initial coor-
dinates, a key measure for chaotic motion. The square in
the commutator ensures that positive and negative mo-
menta at time t do not average to zero. The correspond-
ing spread of an initial state of two nearby electrons in
graphene is sketched in Fig. 1.
While the formal interpretation of scrambling is estab-
lished in the information theoretic sense, with key ap-
plications in quantum circuits [4], it is not obvious how
to measure λL or vB for a generic solid-state system. In
fact it is unclear which specific physical observable might
essentially probe these quantities and how this relates to
thermalization. For example a close link to transport
quantities was proposed and v2B/λL related to the charge
[5, 6] or heat [7] diffusivities. The relation between scram-
bling and transport seems consistent with the bound on
chaos λL ≤ 2pikBT/~, derived under rather general con-
ditions [8], a bound that is saturated by the Sachdev-Ye-
Kitaev model [9–11] and more generally in models with
holographic duals. Together with the Planckian trans-
port rate τ−1tr ≈ kBT/~ that emerges in some strongly
correlated systems [12, 13], this suggests a connection be-
tween scrambling and transport processes. On the other
hand, the analysis of weakly interacting diffusive elec-
trons revealed that λL is rather determined by the single
particle scattering rate [14]. In addition, the scrambling
rate of a bad metal, coupled to long-lived phonons was
shown to be determined by phonons and not by the short
transport time [15].
Figure 1. Exponentially diverging electron trajectories (or-
ange) in graphene resulting from Coulomb interaction (red).
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2Graphene is a unique condensed matter system owed
to its Dirac spectrum. On the one hand, recent ex-
periments demonstrated hydrodynamic flow of the elec-
tron fluid with giant magneto-drag [16], a breakdown
of the Wiedemann-Franz law [17], super-ballistic trans-
port [18, 19], and negative local resistance [20, 21]. Even
nonlinear phenomena, like hydrodynamic hot spot relax-
ation from out-of-equilibrium configurations have been
proposed [22, 23]. Rapid local thermalization is crucial
for the applicability of hydrodynamic descriptions. On
the other hand, graphene, like weakly interacting dif-
fusive electrons discussed in [14], displays a number of
distinct scattering rates – for single particle excitations
τ−1q (), for energy relaxations τ
−1
E (), or for transport
processes τ−1tr (); see Ref. [24]. In Fig. 2 we plot these
characteristic time scales as function of the particle en-
ergy . While the single-particle rate is always the largest,
it depends on the characteristic energy whether the rate
of energy relaxation or the transport rate is larger. For a
summary of these time scales see also Appendix A. The
origin for these distinct scales is the infrared-singular col-
lision kernel. It allows to identify to what extend scram-
bling and hydrodynamic collisions are related. In addi-
tion, it allows to distinguish thermalization, that should
be governed by the energy relaxation rate at  ∼ kBT ,
from scrambling.
In the first part of this work, we determine the scram-
bling rate λL for electrons in graphene with electron-
electron Coulomb interaction using a diagrammatic ap-
proach, presented e.g. in Ref. [7, 14, 15]. Details of the
considered microscopic model are presented in Sec. I,
whereas the computation of λL is found in Sec. II. The
analysis is done for large N , where N is the number of
fermion flavors (N = 4 in graphene). This allows the
determination of λL for arbitrary values of the effective
fine structure constant α = Ne2/~v of graphene, which
is formally considered to be N -independent [25]. There
v and e denote the bare Fermi velocity and the electron
charge, respectively. At strong coupling we find
λL (α 1) ∼= 0.80 4
N
2pikBT
~
, (2)
a behavior that is consistent with other large-N cal-
culations [26]. Due to the large-N expansion this re-
sult is parametrically far from the above bound. How-
ever, it does behave like the transport relaxation rate
τ−1tr (kBT ) ∼ kBT/~N that occurs in the same limit [27].
For large α the only characteristic scale is kBT making
a clear association of λLwith a specific time scale dif-
ficult. Therefore, our analysis is more revealing in the
weak coupling limit, where we find
λL (α 1) & 0.37α 4
N
2pikBT
~
. (3)
This result is parametrically larger than the transport
rate τ−1tr (kBT ) ∼ α2kBT/~N that occurs in the d.c. con-
ductivity [28, 29] or the electron viscosity [30]. Scram-
bling processes at weak coupling are therefore a lot faster
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Figure 2. Qualitative representation of the energy depen-
dence of the scattering rates, the dephasing rate τ−1q , the rate
relevant for transport processes τ−1tr and the energy relax-
ation rate τ−1E , for weak coupling, α  1, obtained in Ref.
[24]. Rates, which are relevant to hydrodynamic transport
and energy relaxation, are determined by excitation energies
 ∼ kBT and are represented by a red or green spot. The
determined scrambling rate λL for weak coupling probing ex-
citations predominantly at energies  ∼ αkBT , is represented
by a yellow spot. Scrambling processes at weak coupling
are therefore a lot faster than the collisions that give rise to
the hydrodynamic behavior of graphene, and also faster than
the energy relaxation rate that one would expect to govern
thermalization. Instead, the scrambling time in graphene is
closely related to the dephasing scattering rate.
than the collisions that give rise to the hydrodynamic be-
havior of graphene. λL is also faster than the energy re-
laxation rate τ−1E (kBT ) ∼ α2 log(α−1)kBT/~N that one
would expect to govern thermalization. Thus, scrambling
and thermalization are two clearly distinct phenomena.
Instead, the scrambling time in graphene is closely re-
lated to the quantum or dephasing scattering rate [24]
τ−1q () for characteristic energies  ∼ αkBT that are de-
termined by the screening length l−1s ≈ ln 2αkBT/v~.
This behavior is illustrated in Fig. 2.
In order to obtain a clear physical understanding of
information scrambling in many-body systems, we also
present an alternative approach to quantum chaos using
non-equilibrium techniques in Sec. III, similar in spirit to
the methods presented in Ref. [31, 32]. We derive a ki-
netic equation similar to the Boltzmann equation in form
of an integro-differential equation describing the growth
and spread of a small, localized perturbation. It is shown
explicitly that this approach reproduces the results ob-
tained within the diagrammatic formalism.
I. THE MODEL
We consider the following Hamiltonian for electrons
in graphene near the Dirac point with electron-electron
3Coulomb interaction (setting ~ = 1)
H = v
N∑
i=1
ˆ
d2xψ†i (x)
1
i
∇ · σψi (x) (4)
+
e2
2
N∑
ij=1
αβ
ˆ
d2xd2x′
ψ†iα (x)ψ
†
jβ (x
′)ψjβ (x′)ψiα (x)
|x− x′| .
Here, ψi = (ψi1, ψi2)T is a two component spinor and
σ = (σx, σy)
T are Pauli matrices acting in pseudo-spin
space. i = 1 . . . N is an additional flavor index that in-
cludes spin and valley degrees of freedom. While N = 4
for graphene, we keep N arbitrary to be able to perform
a controlled expansion in 1/N [25, 33]. A key justifica-
tion to use this approach for the description of graphene
comes from experiment. Several measurements clearly
reveal interactions effects [34–36], but of a kind that is
fully consistent with renormalization group assisted per-
turbation theory [37].
The retarded fermionic propagator, on the bare level
given by
(GR)−1 =
(
ω + i0+
)
σ0 − vk · σ, (5)
is dressed in leading order in 1/N by the usual rainbow
diagram for the retarded self energy
ΣRαβ (k, ω) =
i
2N
(DR ◦GKαβ +DK ◦GKαβ)(k,ω), (6)
where the superscripts R, K, and later A stand for
retarded, Keldysh, and advanced components of the
Green’s functions, and ◦ stands for a convolution with
regards to frequencies and momenta. D−1 = D−10 + Π
is the collective plasmon propagator with bare Coulomb
interaction DR0 =
2pie2
|q| and the bosonic self energy
ΠR (k, ω) =
i
2
(GRαβ ◦GKβα +GKαβ ◦GAβα)(k,ω) (7)
which is of order N0.
II. DIAGRAMMATIC APPROACH
We start from the ’regularized’ version of the squared
anticommutator
fαβγδ (x1, x2, x3, x4) =
1
N2
N∑
i,j=1
tr
({
ψiα (x1) , ψ
†
jβ (x2)
}
× √ρ
{
ψjδ (x4) , ψ
†
iγ (x3)
}√
ρ
)
(8)
where the regularization amounts to splitting the den-
sity matrix ρ = Z−1e−H/kBT between the two anticom-
mutators [8, 38]. Otherwise the exponent would depend
explicitly on the UV cut-off of our effective field theory
and would therefore be ill defined. x = (x, t) stands for
space and time coordinates. In order to determine the
scrambling time, we analyze
C (t) = θ (t)
ˆ
d2x
∑
αβ
fαβαβ (x, 0, x, 0) , (9)
which contains a correlator with non-trivial time or-
der denoted out-of-time-order correlator (OTOC), i.e. se-
quences of operators which cannot be represented on a
conventional Keldysh contour evolving back and forth in
time.
A. Out-of-time-order formalism
To determine the function f , we use the out-of-
time-order formalism and the corresponding four-branch
(two-loop) Keldysh contour [31, 39]. In this case, the
thermal expectation value is expressed as expectation
value of four-component Grassmann fields ψiα(t) =(
ψu+, ψu−, ψl+, ψu−
)T
iα,(t)
, and analogously ψ¯iα, placed
on the Keldysh contour according to their relative causal
position. The position of the fields is specified, besides
the time parameter t, by the loop index σ = {u, l} for the
upper and lower loop, and the branch index {+,−} de-
noting the branches propagating forward and backward
in time, respectively. The contour including the position
of the fractions of density matrices placed between the
anticommutators is depicted in Fig. 3.
We perform the standard Keldysh rotation [40] for each
of the two loops σ = {u, l} separately,
ψσcl =
1√
2
(
ψσ+ + ψσ−
)
, ψσq =
1√
2
(
ψσ+ − ψσ−) ,
ψ¯σcl =
1√
2
(
ψ¯σ+ − ψ¯σ−) , ψ¯σq = 1√
2
(
ψ¯σ+ + ψ¯σ−
)
,
(10)
where Keldysh indices s = {cl, q} denote ’classical’- (cl)
and ’quantum’- (q) field components, respectively.
An effective Keldysh action is obtained by introduc-
ing real plasmon fields φ which couple linearly to a pair
of fermion fields. For this, we carry out the standard
Hubbard-Stratonovich transformation to decouple the in-
teraction term of the Hamilton operator in Eq. 4 in the
t
upper loop
lower loop
√ρ
√ρ
+
+
-
-
Figure 3. Two-loop Keldysh contour. Index u and l refer
to the fields residing on the upper and lower Keldysh loop,
index + and − to fields residing on the forward and backward
propagating branch, respectively. The square roots of density
matrices are placed at the left turning points of the contour
denoted by solid black dots.
4charge channel. Consequently, the quadratic part of the
Keldysh action is given by (pseudo-spin and flavor indices
are dropped):
S0
[
ψ, ψ¯, φ
]
=
∑
σ(′)s(′)
(ˆ
k
ψ¯σsk G
−1
σσ′,ss′(k)ψ
σ′s′
k +
+
ˆ
q
φσs−qD
−1
σσ′,ss′(q)φ
σ′s′
q
)
, (11)
where k = (,k) and
´
k
=
´
d
2pi
´
d2k
(2pi)2
. The intra-loop
components of the fermionic and bosonic plasmon prop-
agators (σ = σ′) have the usual causal structure
Gσσ,ss′ =
(
GR GK
0 GA
)
ss′
, Dσσ,ss′ =
(
DK DR
DA 0
)
ss′
(12)
where superscripts R/A denote retarded and advanced
components, and the fermionic and bosonic Keldysh com-
ponents are given by GK (k) = 2i tanh( 2kBT )ImG
R (k)
and DK (k) = 2i coth( 2kBT )ImD
R (k). In the case of
inter-loop correlations (σ′ = σ¯ where u¯ = l and vice
versa),
Gσσ¯,ss′ =
(
0 GKσσ¯
0 0
)
ss′
, Dσσ¯,ss′ =
(
DKσσ¯ 0
0 0
)
ss′
, (13)
there is only a Keldysh components which relates to the
retarded components as
DKul(ω,q) =
2iImDR(ω,q)
sinh
(
ω
2kBT
) , (14a)
GKlu,a (,k) =
2iImGRa (,k)
cosh
(

2kBT
) = −GKul,a (,k) . (14b)
Here, we use the band basis where the first term in Eq. 4
is diagonal and GRa = (ω + i0+ − av|k|)−1 with a = ±1.
The fermionic and bosonic fields couple via the term
Sint
[
ψ, ψ¯, φ
]
=
1√
N
∑
σs(′,′′)
ˆ
kq
ψ¯σsk+qψ
σs′
k φ
σs′′
q γ
s′′
ss′ . (15)
which is weighted by a factor of 1/
√
N . The coupling is
diagonal in Keldysh-loops as well as all dropped indices.
The coupling vertices acting in Keldysh component space
are γclss′ = δss′ and γ
q
ss′ = (σ1)ss′ with σ1 being the first
Pauli matrix.
Within this framework, the squared anticommutator
Eq. 8 is recast as the expectation value of ’classical’- and
’quantum’-Keldysh field components
fαβγδ (x1, x2, x3, x4) =
− 1
N2
N∑
i,j=1
〈ψlcliα (x1) ψ¯lcljβ (x2) ψ¯uqiγ (x3)ψuqjδ (x4)〉K (16)
which are evaluated with respect to the two-loop Keldysh
action 〈. . . 〉K =
´ D (ψ¯, ψ, φ) . . . eiSK[ψ,φ] with SK =
S0 + Sint. Eventually, contributions of Sint to f are in-
corporated perturbatively in orders of 1/N .
(a) (b) (c)
f = f f++
(d)
Figure 4. Diagrammatic representation of processes con-
tributing to scrambling in leading order in 1/N . Straight
lines correspond to bare fermion propagators, wavy lines to
plasmon propagators dressed by particle-hole fluctuations.
Both types of propagators are of order N0. Each interaction
vertex contributes a factor of 1/
√
N , whereas each fermion
loop a factor of N . Propagators residing on the upper or
lower horizontal line are located on one of the Keldysh loops,
vertical propagators are loop-connecting propagators causing
scrambling. (a) One-rung diagram containing one inter-loop
bosonic propagator. (b) Two-rung diagram containing two
inter-loop fermionic propagators. An extra factor of N is ob-
tained by an additional closed fermion loop and is therefore
of order O(1/N). The crossed-rung diagram in (c) vanishes
exactly as the retarded and advanced inter-loop components
(see Eq. 13) are zero. (d) Diagrammatic representation of
self-consistent Bethe-Salpeter equation for f(ω, k) in leading
order in 1/N .
B. Bethe-Salpeter equation
Interaction processes contributing to scrambling in-
volve inter-loop correlators. The leading order processes
in 1/N are depicted in Fig. 4a and 4b as diagrammatic
representation. To capture the exponential growth be-
havior of Eq. 9, these diagrams are summed in an infinite
ladder series. Note that irreducible contributions which
are of higher order in 1/N yield corrections to the growth
rate λL of higher order and are therefore neglected. The
diagrammatic series is derived by considering the Laplace
transform of Eq. 8 where half of the internal degrees of
freedom are already traced out:
fαβ (ω, k) ≡
ˆ
′k′
ˆ
x1x2x3
∑
γ
fαγβγ (x1, x2, x3, 0)
×ei(ω+′)t1−i(ω+)t2−it3−ik·(x1−x3)+ik′·x2
≡
(17)
with k = (,k),
´
k
=
´
d
2pi
´
d2k
(2pi)2
and
´
x
=
´
dt
´
d2x.
The resulting Bethe-Salpeter equation, which determines
5f recursively, is given by
fαβ (ω, k) =
1
N
∑
γ
GRαγ(ω + ,k)G
A
γβ(k)+
(18)
1
N
ˆ
k′
∑
γ(′)δ(′)
fγ
′
δ′ (ω, k
′)Γγγ
′
δδ′ (ω, k, k
′)GRαγ(ω + ,k)G
A
δβ(k)
and depicted in Fig. 4d as diagrammatic representa-
tion. The inter-loop scattering vertex Γ contains one-
rung (first term) and two-rung (second term) contribu-
tions,
Γαβγδ (ω, k, k
′) = iδαβδγδDKul(k − k′)
+
ˆ
k˜
Gluαγ(k − k˜)Gulδβ(k′ − k˜)DR(ω + ˜, k˜)DA(k˜), (19)
shown in Fig. 4(a) and (b), respectively.
Focusing on the leading contribution to λL in our
large-N expansion allows to perform a series of simpli-
fications of Eq. 18. First, we set the fermionic propa-
gators on mass-shell which requires a representation in
diagonal band-basis and which implicitly assumes that
a quasi-particles description is applicable. We there-
fore introduce the projection operator Paαβ (k) for the
two bands a = ±1 which connects the pseudo-spin-
and band-basis by GRαβ (k) =
∑
a Paαβ (k)GRa (k). The
projection operator has the properties
∑
α Paαα (k) = 1
and
∑
β Paαβ (k)Pbβγ (k′) = 12Paαγ (k) (1 + ab k·k
′
|k||k′| ), for
a, b = ±1. This allows us to replace the product of
Green’s functions by
GRαγ(ω + ,k)G
A
δβ (,k)
= 2pii
Paαγ(k)Pbδβ(k)δ (− av|k|)
ω − (a− b) |k|+ i0+ . (20)
To focus on the most rapidly growing term, we restrict
Eq. 20 to a = b and set the frequency of the scattering
vertex in Eq. 19 to zero, Γαβγδ (ω, k, k
′)|ω=0.
Furthermore, to leading order in 1/N , the squared an-
ticommutator is expressed by one band index only
fαβ (ω, k) =
∑
a=±1
fa (ω,k)Paαβ (k) 2piδ(− av|k|). (21)
Exploiting particle-hole symmetry, determining the Lya-
punov exponent is eventually reduced to solving the in-
tegral equation
f(ω,k) =
i
ω
1
N
(
1 +
ˆ
k′
M(k,k′) f(ω,k′)
)
(22)
where f(ω,k) =
´

∑
α f
α
α (ω, k) with the kernel M =
M+ + M− comprised out of band-preserving (+) and
band-changing (−) processes
M±(k,k′) = iK±+ (k,k′)DKul(|k′| ∓ |k|,k′ ∓ k)
+
∑
a′b′
ˆ
k˜
K+b′(k
′,k′ − k˜)K±a′(k,k− k˜)
×Gula′ (±a′|k| − ˜,k− k˜)Glub′ (b′|k′| − ˜,k′ − k˜)
×DR(˜, k˜)DA(˜, k˜) (23)
where Kab (k,k′) ≡ 12 (1 + ab k·k
′
|k||k′| ). The first term rep-
resents one-rung (denoted by M (1)± in the following) and
the second term two-rung scattering, see Fig. 4d.
The Lypanuov exponent is finally determined by find-
ing the set of eigenvalues {λ} and corresponding eigen-
functions {f ′} of M(k,k′). Being real and symmetric, it
is possible to bring the kernel in diagonal form,
M ′(k,k′) =ˆ
qq′
V (k,q)M(q,q′)V (q′,k′) = Nλkδ(k− k′) (24)
where the linear orthonormal transformation is described
by the orthogonal matrix V . Using Eq. 22, we get
f ′(k, ω) =
i
ω
1
N
[ek +Nλkf
′(k, ω)] (25)
where f ′(k, ω) =
´
q V (k,q)f(q, ω) and ek =
´
q V (k,q).
Applying the inverse Fourier transform
´
dω
2pi
e−iωt
(ω+i0+)n+1 =
(−i)n+1θ(t) tnn! , we find
f ′(k, t) =
ek
N
∞∑
n=0
(λkt)
n
n!
=
ek
N
eλkt (26)
which represents the desired exponential growth behavior
described by the spectrum of growth exponents λk (see
also Appendix D).
The Lyapunov exponent is now defined as λL =
max[λk], and the corresponding eigenfunction is denoted
f ′L. Consequently, the Lyapunov exponent can be effi-
ciently determined as the largest eigenvalue of the eigen-
value equation
λ f(k, ω) =
ˆ
k′
M(k,k′)f(k′, ω) (27)
instead of solving the inhomogeneous Eq. 22. An explicit
representation of the homogeneous Bethe-Salpeter equa-
tion, which is solved numerically, can be found in App.
B.
C. Results
The Lyapunov exponent as a function of coupling α is
depicted in Fig. 5. It saturates for strong coupling to
6N
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Figure 5. The Lyapunov exponent as a function of coupling
α to leading order in 1/N : Blue triangles and green dots
represent values obtained using the full kernelM and focusing
on the one-rung contribution M (1)+ , respectively. We use a
grid of 29 × 29 points in momentum space. These results
are compared to values (red dots) obtained by an analytic
approximation for M (1)+ of Eq. 28 which is solved iteratively
with much higher precision. A linear function is fitted to the
data points for α  1. We find that λL = C α 4N 2pikBT~ with
C = 0.37 (see Appendix C for more details on the numerical
procedure). The solid and dashed yellowish lines represent the
dephasing rate τ−1q evaluated at  ≈ αkBT and the transport
rate τ−1tr obtained from Ref. [24] and Ref. [28], respectively.
the asymptotic value given in Eq. 2. Even if we extrap-
olate the number of fermion flavors to its physical value
N = 4 the mentioned bound is not saturated. For weak
coupling, we obtain Eq. 3.
For our subsequent discussion it is important to de-
termine the corresponding eigenfunctions of the kernel
M(k,k′). We find that in the case of strong coupling
the eigenfunction fL (|k|) is peaked at energies of order
of the temperature, v|k| ≈ kBT , which is the only energy
scale present, see Fig. 6. In the weak coupling regime
however, the peak shifts due to the finiteness of the cou-
pling to v|k| ∝ αkBT which is the scale associated with
the thermal screening of the Coulomb interaction [24].
As shown in Fig. 5, the dominant contribution to
scrambling in graphene is the one-rung band-preserving
scrambling process M (1)+ . The Bethe-Salpeter equation
only taking into account M (1)+ is given by
λf(ω,K) =
2pikBT
~
4
N
2
K
ˆ ∞
0
dK ′
2pi
ˆ |K+K′|
|K−K′|
QdQ
2pi
(28)
×
√
(K +K ′)2 −Q2√
Q2 − (K −K ′)2
ImDR (|K −K ′|, Q)
sinh (|K −K ′|) f(ω,K
′)
where we introduced the dimensionless momenta K =
v|k|
2kBT
and the dimensionless imaginary part of the prop-
agator ImDR (see Appendix B for its definition). In the
co-scattering limit K ∼ K ′, and transferred momenta
10 2 3 4 5
fL
α/2=0.1
α/2=1
α/2≫1
K
Figure 6. Eigenfunctions corresponding to the largest eigen-
value λL as a function of energy for three different couplings.
In the plot, K = v|k|
2kBT
. In the case of strong coupling, the
eigenfunction is peaked at energies v|k| ≈ kBT which is the
only energy scale present. For weak coupling, the peak shifts
to v|k| ∝ αkBT which relates to an energy scale induced by
finite coupling.
smaller than the thermal screening scale Q ≤ L−1s  1
where L−1s = l−1s ~v/kBT = α ln 2, the kernel (up to
phase space factors) is
2Q ImDRul (|K −K ′|, Q)
sinh (|K −K ′|)
K→K′
=
α2 ln 2
(Q+ α ln 2)
2 (29)
which approaches 1/ ln 2 for Q  α. We note that the
dressed interaction becomes independent of coupling due
to thermal screening processes [24]. Thus, the dominat-
ing scrambling takes place on orders of the screening scale
L−1s induced by finite coupling. This is reflected in the
overall result for the Lyapunov exponent: The exponent
is linear in coupling due to interactions of order α0 which
holds for transferred energies smaller than the screening
scale L−1s ∝ α.
In order to interpret our result, Eq. 3 for weak cou-
pling, we compare λL with the characteristic energy
scales discussed in [24]. This discussion is most trans-
parent if we focus on Eq. 28. The kernel behaves qual-
itatively as the one for the relaxation rate τ−1q () of
[24], i.e. there are no 1 − cos2 θk,k′ back-scattering cor-
rections that enter the transport rate τ−1tr () or energy
weights ∝ (K − K ′)2 that determine the energy relax-
ation rate τ−1E (), respectively. For details see also Fig.
2 and the Appendix A. Furthermore, our eigenfunctions
vary on a scale αkBT , see Fig. 6. Projection to energy
scales αkBT amounts essentially to setting the typical
energy scale  ≈ αkBT . In this limit follows indeed from
Ref. [24] that τ−1q ( = αkBT ) ≈ 0.58αkBT/~N simi-
lar to our scrambling rate. While there are differences
in the detailed numerical prefactors – the coefficient of
λL is about 16 times larger, see Fig. 5 – the scram-
bling rate in graphene behaves as a dephasing rate. For
weak coupling this scale is much faster than the char-
acteristic transport collision rate of the hydrodynamic
7regime τ−1tr ∼ α2kBT/~N , guaranteeing local thermal-
ization which is a key prerequisite of a hydrodynamic
description. Since λL  τ−1E for energies between αkBT
and kBT we also find that actual thermalization is a much
slower processes than information scrambling.
III. KINETIC EQUATION
In this section we present an alternative approach to
describe the spread of information in time and space in
many-body systems. In contrast to the diagrammatic ex-
pansion conducted in the previous section, we show that
scrambling is described by an integro-differential equa-
tion similar to the well-known Boltzmann equation. It
describes the growth of an initially small, localized per-
turbation.
The process of information scrambling is governed by
two scales: The Lyapunov exponent λL and the Butterfly
velocity vB =
√
4DλL which gives rise to an additional
length scale lB = vBλL associated with the spatial spread-
ing of information. For the system discussed in this work,
the scrambling parameters are small λL, l−1B ∼ O (1/N).
Based on the smallness of these parameters we propose
that the spreading of information and the exponential
growth signaling chaotic behavior is described by a quan-
tity f(t,x) which is governed by the partial differential
equation
∂tf −D∆xf = f0δ (t) δ (x) + λLf, (30)
where higher order gradient terms are suppressed in
higher orders of λL and l−1B . The LHS represents a dif-
fusion equation characterized by diffusion constant D,
whereas the RHS contains a source term and a term
∼ λL that indicates that f is not a conserved quantity:
A perturbing term f0  1 triggering the onset of growth
and a second term causing the characteristic exponen-
tial growth behavior. Eq. 30 is valid for early times, i.e.
0 < t− |x|vB < t∗ with the scrambling time t∗ ∼ λ−1 logN .
For times t− |x|vB > t∗, non-linear terms are relevant caus-
ing f to saturate against its asymptotic long-time value.
The solution of Eq. 30 is obtained by Fourier transform
and is given by
f(x, t) =
f0
4piDt
eλLt−
x2
4Dt ≈ f0
4piDt
e
2λL
(
t− |x|vB
)
(31)
where the approximative result is obtained for |x| ≈ vBt.
It suggests that information spreads diffusively. How-
ever, due to the additional source term in Eq. 30 spread-
ing is enhanced and the perturbation propagates ’quasi-
ballistically’ as indicated by the approximative solution
Eq. 31.
In the following section we derive Eq. 30 microscopi-
cally for the specific case of graphene. The approach is
however more general and also applicable to other sys-
tems which can be treated perturbatively.
3 +δδW = +
1
2
1 2 3
Figure 7. Leading order self-energy diagram in the large-N ,
weak-coupling (α  1) regime. Dashed blue lines represent
functional derivatives applied to obtain the linearized kinetic
equations in Eq. 42.
A. Derivation
We start by introducing a generating field W which
allows us to express the correlation function containing
OTOCs introduced in Eq. 8 as functional derivative.
It is introduced by directly coupling to the inter-loop
fermionic density
S′[W ] = − 1
N
ˆ
x
∑
iα
Wiα(x1, x2)ψ¯
lcl
iα (x1)ψ
uq
iα (x2) (32)
which enters as a contribution to the effective two-
loop Keldysh action S′K = SK + S
′. Consequently,
the correlation function is obtained as a functional
derivative of the fermionic inter-loop Keldysh component
GKlu,αβ(x1, x2;W ) = −i〈ψlcliα (x1)ψ¯uqiβ (x2)〉:
fαγβγ (x1, x2, x3, 0) = −
1
N
δGKlu,αβ(x1, x3;W )
δWjγ(x2, 0)
∣∣∣∣
W=0
(33)
We are therefore interested in the dependence of GKlu on
the field W , which can be interpreted as the evolution of
GKlu in time and spatial space due to an earlier localized
perturbation.
The dynamics of the Keldysh components are conve-
niently described by means of kinetic equations, an es-
tablished approach to non-equilibrium problems (see e.g.
Ref. [40]). We therefore introduce the usual parametriza-
tion of GK applied to the inter-loop Keldysh components
as
GKlu,a = G
R
a ◦H lua −H lua ◦GAa , (34a)
GKul,a = G
R
a ◦Hula −Hula ◦GAa , (34b)
where conceptually non-equilibrium aspects are stored
in the inter-loop distribution functions H lua (x1, x2) and
Hula (x1, x2), a represents the band-index and ◦ stands
for a convolution with regards to time and spatial
space. In equilibrium, H lu,(eq) (,k) = cosh−1( 2kBT ) =
−Hul,(eq) (,k), as already indicated in Eq. 14b. Within
the concept of single particle self-energies, equations of
motions of inter-loop distributions functions are obtained
by using Dyson’s equation for intra- and inter-loop single-
particle propagator components and are given in the pres-
8ence of the generating field by
− [G−1a ◦,H lua ] =
W
N
+ΣKlu,a −
(
ΣRa ◦H lua −H lua ◦ ΣAa
)
, (35a)
− [G−1a ◦,Hula ] = ΣKul,a − (ΣRa ◦Hula −Hula ◦ ΣAa ) . (35b)
The expression for the inter-loop Keldysh self-energy
is given by ΣKlu =
i
2NG
K
lu (x1, x2)D
K
ul (x1, x2), whereas
the retarded and advanced components are as indi-
cated in Sec. I. For convenience, we replace the
bosonic Keldysh components by DKul = −DR ◦ ΠKul ◦
DA with the inter-loop Keldysh polarization operator
ΠKul (x1, x2) =
i
2G
K
ul (x1, x2)G
K
lu (x2, x1) to eliminate the
bosonic Keldysh components. This expansion holds in
the large-N , weak coupling limit, which shows the inter-
esting behavior as discussed in the previous section. A di-
agrammatic representation of the considered self-energy
contribution is depicted in Fig. 7.
In the derivation of the equations of motions Eq.
35 it was furthermore implicitly assumed that in the
presence of interactions the band index remains a
’good’ quantum number, i.e. the unitary transforma-
tion represented by the matrix (Uαa,k), which diago-
nalizes the free single-particle
∑
a U†αa,kGa(k)Uaβ,k =
Gαβ(k) model, diagonalizes also the self-energy expres-
sions
∑
a U†αa,kΣa(k)Uaβ,k = Σαβ(k). This assumption
proves legitimate in the low-temperature limit [24].
As a next step, we introduce center-of-mass coordi-
nates X = 12 (x1 + x2) and derivations thereof x =
x1 − x2, respectively, and replace all quantities by
quantities depending on these coordinates Q(x1, x2) →
Q˜ (X,x). The Wigner-transform is subsequently in-
troduced as Q˜(X, p) =
´
x
ei(ωt−p·x)Q˜(X,x). Gradient
terms, which are generated by Wigner-transforming con-
volution terms, are assumed to be small as argued in the
introductory part of this section resulting in
−iZ−1 (∂T + v∗p · ∇X) H˜ lua =
W˜
N
+ Σ˜Klu,a − H˜ lua
(
Σ˜Ra − Σ˜Aa
)
+ F [∆H˜], (36a)
−iZ−1 (∂T + v∗p · ∇X) H˜ula =
Σ˜Kul,a − H˜ula
(
Σ˜Ra − Σ˜Aa
)
+ F [∆H˜], (36b)
where H˜a(T,X, ,p) denote the Wigner-transformed dis-
tribution functions which are assumed, besides the exter-
nal generating field W˜ , to be the only quantities depend-
ing on center-of-mass coordinates. First order gradient
terms renormalize the single-particle parameters, such as
the quasi-particle weight Z = (1− ∂ReΣ˜Ra )−1 (Z ≈ 1 in
the case of graphene [24]) and the renormalized group ve-
locity v∗p = vFZ∇p(p+ReΣ˜Ra ), whereas terms of second
order gradients are stored in the term F [∆xH˜]. These
second order gradient terms eventually give rise to spatial
gradient terms as postulated in Eq. 30, which are how-
ever dropped in the ongoing discussion as their explicit
form does not yield any new insights.
The single-particle spectral function Aa (,p) =
−ImG˜Ra (,p) is peaked for  ≈ p. If the momentum
dependence of ImΣRa is negligible, which is the case for
graphene [24], the spectrum contains no incoherent back-
ground and the quasi-particle description applies [41].
This allows us to integrate out the frequency dependence
to define the quasi-particle distribution function
hap(T,X) =
ˆ

2Aa (,p) H˜a (T,X, ,p) . (37)
In the following we, approximate Aa (,p) ≈ piδ (− p)
and conduct the frequency integration which is identical
to the mass-shell approximation conducted in the previ-
ous section withing the diagrammatic approach, see Eq.
20 and 21.
We eventually arrive at the following set of coupled
partial differential equations
(∂T +v
∗
p · ∇X)hluap (T,X)−
Wap
N
= I
[
hlu, hul
]
, (38a)(
∂T + v
∗
p · ∇X
)
hulap (T,X) = I
[
hul, hlu
]
, (38b)
where the mass-shell restricted generating field reads
Wap (T,X) = i
´

2Aa (,p)W (T,X, ,p). In analogy to
the quasi-classical Boltzmann equation, we introduced
a ’collision-integral’ I[hlu, hul] (and conversely I[hul, hlu]
which is obtained by exchanging hul ↔ hlu) on the RHSs
of the previous equation which represents interaction pro-
cesses coupling the different components of hul and hlu.
It is given by
I
[
hlu, hul
]
=
− pi
2N
∑
a′bb′
ˆ
qk
δ(ap−bk+b′q+k−a′p+q)×|Ta′bab′(p,k,q)|2
×
[
hlua′p+qh
ul
b′q+kh
lu
bk−
h
lu,(eq)
a′p+qh
ul,(eq)
b′q+k h
lu,(eq)
bk
h
lu,(eq)
ap
hluap
]
(39)
where the δ-function ensures energy conservation,
the interaction matrix-element T , which is given by
Ta′bab′(p,k,q) = D˜q(UpU
†
p+q)aa′(Uq+kU
†
k)b′b in the case
of graphene, and the equilibrium distribution functions
h
lu,(eq)
ap = cosh
−1( ap2kBT ) = −h
ul,(eq)
ap . To derive the sec-
ond term the intra-loop distribution functions were re-
placed by their equilibrium value as being not affected
by Wap and it was used that
h
(eq)
b′q+kh
(eq)
bk − h(eq)a′p+qh(eq)bk + h(eq)a′p+qh(eq)b′q+k − 1
=
h
lu,(eq)
a′p+qh
ul,(eq)
b′q+k h
lu,(eq)
bk
h
lu,(eq)
ap
(40)
with the equilibrium intra-loop distribution function
h
(eq)
ak = tanh(
ak
2kBT
). In equilibrium, the collision-integral
vanishes, i.e. I[hlu,(eq)ap , h
ul,(eq)
ap ] = I[h
ul,(eq)
ap , h
lu,(eq)
ap ] = 0,
which is the only solution for vanishing external field
Wap = 0. Here, the second term, which is traced back
9to intra-loop self-energy contributions (see Eq. 36), is of
particular significance. It does not directly contribute to
the process of scrambling, but it is necessary to establish
equilibrium. In contrast to the collision-integrals of the
conventional Boltzmann equation, the products of distri-
bution functions differ which results, e.g., in the absence
of an equivalent of the H-theorem, or conservation laws
[31].
To obtain the final result, we perform the functional
derivative and introduce
fa (X,p) =
∑
b
ˆ
k
δhap (X)
δWbk (0)
∣∣∣∣
W=0
, (41)
which relates to the quantity fa (ω,k) found in Eq. 21
of the previous section. It relates to the initial correla-
tion Eq. 33 where one half of the indices is traced over,
and external legs are restricted to the same band, which
contributes predominantly to the exponential growth be-
havior as shown in the previous section. Applied to the
kinetic equations we obtain
(∂T +v
∗
p ·∇X)f luap (T,X)−
δ(T ) δ(X)
N
=I[f lu, ful], (42a)(
∂T + v
∗
p · ∇X
)
fulap (T,X) =−I[ful, f lu], (42b)
where the linearized collision-integral is given by
I
[
f lu, ful
]
=
pi
2N
∑
a′bb′
ˆ
qk
δ(ap−bk+b′q+k−a′p+q)×|Ta′bab′(p,k,q)|2
×
[
h
(0)
b′q+kh
(0)
bk f
lu
a′p+q+h
(0)
a′p+qh
(0)
b′q+k f
lu
bk
−h(0)a′p+qh(0)bk fulb′q+k−
h
(0)
a′p+qh
(0)
b′q+kh
(0)
bk
h
(0)
ap
f luap
]
, (43)
and h(0)ap = h
lu,(eq)
ap = −hul,(eq)ap . The first three terms
entering the collision integral are diagrammatically rep-
resented in Fig. 7 where each contribution is obtained
by performing the functional derivative, i.e. by ’cutting’
one solid line, respectively. In comparison to our dia-
grammatic approach, the first term represents the one-
rung contribution, whereas the second and third term
the two-rung contribution. The last term of the colli-
sion term is due to intra-loop contributions and does not
contribute to scrambling.
B. Connection to the diagrammatic approach
To make the connection to the diagrammatic approach
more explicit, we show the identity of the first term in the
collision integral with the one-rung diagrammatic contri-
bution as discussed in Eq. 22. By performing the Fourier
transform and dropping the spatial gradient term as well
as all terms except the first term of the collision integral,
we find by using Kab(p,k) = (UpU
†
k)ab(UkU
†
p)ba:
− iωf luap(ω) =
1
N
(
1 +
∑
a′
ˆ
q
Kaa′(p,p+ q)
× D˜Kul (q, a′p+q−ap)f lua′p+q(ω)
)
(44)
where we introduced
D˜Kul (q, ω) =
pi
2
|D (q) |2
∑
bb′
ˆ
k
δ (b′q+k − bk − ω)
Kbb′ (k,k+ q)h
(0)
b′q+kh
(0)
bk . (45)
This is identical to Eq. 22 obtained in the diagrammatic
approach.
To connect Eq. 42 to 30, one has to solve for ful
and f lu which is, as outlined in the previous section,
a demanding task. The solution consequently gives ex-
pressions for the parameters λL and D and the corre-
sponding eigenfunction f describing the process of in-
formation scrambling. Note that the order one gradient
terms on the LHSs of Eq. 42 vanish when taking the
average of the external momentum angle: By assuming
fp = f|p|, which is legitimate for a rotational symmet-
ric initial perturbation, and vp ∝ p|p| , averaging yields´ 2pi
0
dφ
2pi vp · ∇fp (T,X) = 0, and Eq. 30 is recovered.
In this section, we reproduced the results obtained ear-
lier in a diagrammatic approach using non-equilibrium
techniques. This puts the previously obtained results
on firmer ground, but also gives a deeper insight into
the theoretical description of information scrambling in
many-body systems: The free term entering the Bethe-
Salpether equation can be interpreted as perturbing
source term of Eq. 30. This quantum kinetic approach
can be applied to other weak coupling problems as well.
We also comment on the experimental accessibility of
scrambling. As shown in the kinetic equation-based for-
mulation, the inter-loop distribution functions hul and
hlu are sensitive to the processes of scrambling. Their
evolution is determined by Eq. 38 where hul and hlu as
well as the intra-loop distribution function h are coupled
in the collision integral. The evolution of h however is de-
termined by a conventional kinetic equation (see e.g. Ref.
[40]) and is therefore not affected by the inter-loop dis-
tribution functions. Measuring hul and hlu by measuring
h via physical observables is therefore not possible.
IV. CONCLUSION
In this work, we determined the information scram-
bling rate λL of graphene as a function of the coupling
constant α of the Coulomb interaction within a large-N
expansion. We showed that for strong coupling (α 1),
scrambling saturates and is solely determined by temper-
ature which is the only energy scale present.
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In contrast at weak coupling (α 1), new scales, such
as the thermal screening length l−1s as discussed previ-
ously, emerge. These additional scales cause physical
quantities to scale differently with temperature and cou-
pling constant rendering them distinguishable. In this
regime, the scrambling rate scales as λL ∼ αkBT/~N
and is consequently much larger than the transport rate
τ−1tr ∼ α2kBT/~N that occurs in the d.c. conductivity
or the electron viscosity. Instead, the scrambling rate in
graphene is closely related to the quantum or dephas-
ing scattering rate τ−1q (, T ) for characteristic energies
 ∼ αkBT . Scrambling processes at weak coupling are
therefore a lot faster than the collisions that give rise to
the hydrodynamic behavior of graphene implying that
graphene is a comparatively fast information scrambler
which is characterized by single particle decay. However,
λL, as defined by Eq. 8, is not relevant for local thermal-
ization as scrambling probes the system only on a rather
small range of excitation energies around  ∼ αkBT and
is parametrically larger than the energy relaxation rate
τ−1E ∼ α2 log(α−1)kBT/~N that one would expect to
govern thermalization.
In the second part of this work we presented an alterna-
tive approach towards scrambling in many-body systems.
We showed that the results obtained in a diagrammatic
approach are reproduced by using non-equilibrium tech-
niques yielding a partial differential equation describing
the growth and spread of an initially small, localized per-
turbation. This approach allows a physically deeper in-
sight into the process of information scrambling in many-
body systems.
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Appendix A: Scattering rates of electrons in graphene
In the strong coupling limit (α  1) all characteristic single particle scattering rates are of order kBT/~N . In
contrast in the weak coupling limit (α  1), electrons in graphene display a number of distinct scattering rates,
such as the dephasing or quantum rate τ−1q , the rate for energy relaxations τ
−1
E , or the rate relevant for transport
processes τ−1tr , which scale differently with coupling constant and temperature. The origin of these scaling behaviors is
the infrared-singular collision kernel, a behavior to some extend similar to that of weakly interacting diffusive electrons
discussed in Ref. [14]. A detailed analysis of these frequency and energy-dependent scattering rates was performed
in Ref. [24]. The obtained results, which are relevant for this work, are reviewed shortly in the following.
The scattering rates are given by
τ−1i (, T ) = pi
ˆ
ω
(
coth
(
ω
2kBT
)
+ f (− ω)
)ˆ
q
ImDR (ω,q)
× Ki (p·q, ω)
∑
s=±
δ (− ω − v |p− q|) . (A1)
where the specific rates distinguish themselves through different kernels Ki={q,E,tr} (p·q, ω). Here, p is the external
momentum that enters the analysis through  = v|p| on the mass shell. The kernel for the dephasing rate is Kq = 1
and yields the single particle scattering rate τ−1q (, T ) = −2ImΣR (,p) with single particle self-energy ΣR (,p). The
energy relaxation rate is determined by KE = (ω/kBT )2. It is the relevant rate to determine the energy diffusion
coefficient. Finally, the transport scattering rate that enters transport coefficients such as the electrical conductivity
or the shear viscosity is determined by Ktr = sin2 θp,q where θp,q is the angle between the momenta p and q.
The main results of Ref. [24] are summarized as follows: First, it is necessary to carefully distinguish between the
relevant energy regimes. For the dephasing rate holds that
τ−1q (, T ) ∼
{
1
N T
√

T if  α2T
α
N T if  α2T
(A2)
where we suppressed numerical coefficients of order unity, and ~ = kB = 1 for the sake of representation. As shown in
detail in Ref. [24], the numerical coefficient in front of αN T for  α2T depends on whether  is smaller or larger than
the scale αT , which for small α is large compared to α2T . This behavior is owed to the screening length l−1s ∼ αT/v
due to thermally excited carriers.
The situation is significantly richer for the transport rate
τ−1tr (, T ) ∼

1
N T
√

T if  α2T
α
N T if α
2T   αT
α2
N T
(
T

)
if αT   T
α2
N T
(
T

)2
if T  
. (A3)
If one uses this scattering rate as relevant input in the collision integral of a kinetic equation, it holds that transport
coefficients are governed by the rate for the typical energies  ∼ T , where τ−1tr ∼ α
2
N T .
Finally, for the energy relaxation rate holds that
τ−1E (, T ) ∼

1
N T
√

T if  α2T
α2
N T
√
T
 log
(

α2T
)
if α2T   T
α2
N T
(

T
) 3
2 log
(
1
α
)
if T  
. (A4)
The origin of the additional logarithm is the singular phase space in collinear scattering processes, an effect that does
not enter the transport rate because of the forward scattering kernel Ktr.
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At lowest energies  α2T , all scales behave the same. For  ∼ αT , τ−1q ∼ τ−1tr ∼ 1N αT  τ−1E ∼ 1N α3/2 logα−1T
implying that energy relaxation is the slowest process. For  ∼ T , the dephasing rate is the largest scale τ−1q ∼
1
N αT  τ−1E ∼ 1N α2T log 1α  τ−1tr ∼ 1N α2T . A representation of these scattering rates as function of energy is
depicted in Fig. 2.
Appendix B: The homogeneous Bethe-Salpeter equation
For further analysis, we express the homogeneous Bethe-Salpeter equation (see. Eq. 27) in terms of dimensionless
variables K = v|k|2kBT and replace the angle integrations by an additional momentum integration. We obtain the
homogeneous integral equation
λ f(ω,K) =
4
N
2pikBT
~
ˆ ∞
0
K ′dK ′
2pi
M(K,K ′) f(ω,K ′) (B1)
withM =M+ +M−. The one-rung contributions (superscript (1)) are given by
M(1)+ (K,K ′) =
2
KK ′
ˆ K+K′
|K−K′|
QdQ
2pi
√
(K +K ′)2 −Q2√
Q2 − (K −K ′)2
ImDRul (|K −K ′|, Q)
sinh (|K −K ′|) , (B2)
M(1)− (K,K ′) =
2
KK ′
ˆ K+K′
|K−K′|
QdQ
2pi
√
Q2 − (K −K ′)2
(K +K ′)2 −Q2
ImDRul (K +K ′, Q)
sinh (K +K ′)
(B3)
where we introduce the dimensionless imaginary part of the bosonic propagator as
ImDRul(x, y) =
(
α
2
)2 IF (x, y)(
Q+ αIG(x,y)2
)2
+
(
αIF (x,y)
2
)2 . (B4)
The dimensionless functions IF and IG are defined via the real and imaginary part of the polarization operator
ImΠR (ω,q) = kBT2pi IF ( ω2kBT ,
v|q|
2kBT
) and ReΠR(ω,q) = kBT2pi IG( ω2kBT ,
v|q|
2kBT
), respectively. Their explicit expressions
are
IF (x, y) = sinhx√|x2 − y2|

´∞
y
dξ
√
ξ2−y2
cosh x+cosh ξ for y > |x|´ y
0
dη
√
y2−η2
cosh x+cosh η for |x| > y
, (B5)
IG (x, y) = − 2
pi
ˆ ∞
y
dξ
ˆ y
0
dη
(√
ξ2 − y2√
y2 − η2
η
x2 − η2
sinh η
cosh η + cosh ξ
+
√
y2 − η2√
ξ2 − y2
ξ
x2 − ξ2
sinh ξ
cosh η + cosh ξ
)
. (B6)
The two-rung contributions (superscript (2)) are given by
M(2)+ (K,K ′) =
4pi
KK ′
ˆ
K˜dK˜
2pi
×
(ˆ min[2K+K˜,2K′+K˜]
max[|K−K˜|+K,|K′−K˜|+K′]
dQ
2pi
√
K˜2 − (2K −Q)2
Q2 − K˜2
√
K˜2 − (2K ′ −Q)2
Q2 − K˜2
|D(Q, K˜)|2
cosh (K −Q) cosh (K ′ −Q)
+
ˆ K˜
max[|K−K˜|−K,|K′−K˜|−K′]
dQ
2pi
√
(2K +Q)
2 − K˜2
K˜2 −Q2
√
(2K ′ +Q)2 − K˜2
K˜2 −Q2
|D(Q, K˜)|2
cosh (K +Q) cosh (K ′ +Q)
)
(B7)
and
M(2)− (K,K ′) =
4pi
KK ′
ˆ
K˜dK˜
2pi
×
ˆ K˜
min[|K−K˜|−K,K′−|K′−K˜|]
dQ
2pi
√
(2K +Q)
2 − K˜2
K˜2 −Q2
√
(2K ′ −Q)2 − K˜2
K˜2 −Q2
|D(Q, K˜)|2
cosh (K +Q) cosh (K ′ −Q) (B8)
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where
|D(Q, K˜)|2 =
(
α
2
)2(
Q+ αIG(x,y)2
)2
+
(
αIF (x,y)
2
)2 . (B9)
Appendix C: Numerical procedure
The integral equation B1 is solved numerically by discretizing the area of integration. We use a homogeneous grid
with up to 29 × 29 grid points in K × K ′-space and diagonalize the obtained matrix. We compare our results to
results obtained by solving the integral equation recursively for the one-rungM(1)+ -contribution only where the kernel
is evaluated analytically. In this case, the one-dimensional K-domain is discretized using 104 grid points. It turns out
that this process contributes predominantly to λL and serves as a lower bound on the exponent for weak coupling.
Appendix D: Lyapunov spectrum
The spectrum of exponents for a specific coupling is depicted in Fig. 8. It is qualitatively the same for all couplings.
We observe that the largest eigenvalue (λL) is well separated from the next-to-largest eigenvalue. This justifies the
discussion about one specific Lyapunov exponent λL.
0 0.2 0.4 0.6 0.8 1
1
100
10
#
N ħλi2πkBT4
Figure 8. Spectrum of Lyapunov exponents {λi} in the strong coupling regime α  1. Lyapunov exponents are binned in
intervals of length 0.02.
