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Résumé  
This thesis deals with four main subjects related to the use of Individual-Based Models (IBMs) in ecology 
and ecological risk assessments. IBMs and Agent-Based Models (ABMs) are used interchangeably in ecology 
and as suggested by Grimm  I will use the two terms synonymously. 
The real world is heterogeneous; individual organisms are distributed in a non-uniform way and may 
respond differently to identical environmental conditions depending on their sex, age, time at year, and 
body condition. The requirements of the organism may change during the course of a day, season, year or 
the life-time of the individual. These are long recognized facts in ecology and ecological modelling and have 
led to the rise of ABMs in ecology (Huston et al. 1988, Judson 1994, Uchmanski and Grimm 1996, Lomnicki 
1999). The first paper presented here addresses the thought behind individual-based modelling. It 
considers in particular a model’s ability to capture complex systems by mechanistically modelling 
individuals’ behaviour and ecology, their interactions with each other and their advances within the field of 
biology. This is described under the heading ‘Individual-Based Models’. 
In order to trust the outputs of these models and use them for predictions, testing and validation of the 
models are essential. While Agent-Based Models have been praised for their ability to capture real-world 
dynamics they have also been criticised for being ‘black boxes’ and impossible to fully understand. This is 
mainly due to the difficulty of testing, documenting and communicating the numerous build in mechanisms 
and interactions. Under the heading ‘Testing, documenting and communicating IBMs’ I address how 
testing has been aided by new advances in pattern-oriented modelling (POM) (Grimm et al. 2005, Topping 
et al. 2010b), how documentation has been aided by structured protocols such as ODD (Overview Design 
Detail) (Grimm et al. 2006, Grimm et al. 2010) and ODdox (Topping et al. 2010b) and lastly how making the 
source code of the model accessible in a forum of interested and programmed skilled people which can 
further aid the trust in the models. In paper 2 the POM and ODdox approach (Topping et al. 2010b) are 
used to test and develop the already established model of the field vole (Microtus agrestis) within the 
simulation system ALMaSS (Animal, Landscape and Man Simulation System) (Topping et al. 2003b). 
One of the strengths of IBMs is considered to be their mechanistic nature and their ability to represent 
‘real’ non-equilibrium dynamics, allowing predictions beyond the data-space used to fit the model (Grimm 
and Railsback 2005, paper 1). In toxicological risk assessments it is important to establish potential risk 
before granting the approval to a pesticide. Here the models provide a controllable environment where 
large numbers of scenarios can be tested and risk evaluated without undesirable pesticide concentrations 
being released in nature. The use of IBMs as a tool for predicting long-term effects within the field of 
ecological risk assessments has been evaluated under the heading ‘IBMs as a tool for predictions’. I discuss 
the motivation for using IBMs in predicting population-level pesticide effects and demonstrate these 
models’ ability to simulate complex toxicology and transmission of effect (paper 1, 3-4). 
Field voles together with their specialist predators in Fennoscandia show one of ecologies most striking 
natural phenomena, stable multiannual fluctuations of 3-5 years. A large number of hypotheses have been 
proposed to explain these population cycles. However, confounding factors makes it difficult to disentangle 
each component’s effect on the generation of the stable multiannual population dynamics and as yet no 
consensus exists about what causes these cycles. In the section ‘Exploration of ideas and theories in IBMs’ 
I demonstrate how these complex models can be used as a virtual laboratory to distinguish between, in 
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nature, confounding effects (paper 5). The use of these models as a virtual laboratory can also be applied to 
explore model response to altered modelled animal behaviour or landscape complexity to gain further 
understanding of the system (paper 6).  
Dansk resume 
Denne afhandling omhandler fire hovedområder relateret til brugen af Individ- Baserede Modeller (IBMs) 
indenfor områderne; økologi og økologiske risikovurderinger. Indenfor økoløgi bruges IBMs og Agent-
Baserede Modeller (ABMs) i flæng og jeg vil derfor, som foreslået af Grimm (2008), bruge disse udtryk som 
synonymer igennem denne afhandling. 
Den virkelige verden er heterogen; individuelle organismer er fordelt på en ikke homogen måde og kan 
reagere forskelligt på miljømæssige forhold afhængig af deres køn, alder, årstid og fitness. Organismernes 
krav til omgivelserne kan ændre sig i løbet af dagen, årstiderne, året eller i løbet af dens levetid. Disse er 
kendsgerninger der længe har været accepteret i økologien og i økologisk modellering og har medført at 
ABMs gjorde sit indtog her (Huston et al. 1988, Judson 1994, Uchmanski and Grimm 1996, Lomnicki 1999). 
Den første artikel jeg præsenter her omhandler tanken bag individ-baseret modellering. Den forholder sig 
til modellernes evne til at indfange komplekse systemer ved mekanistisk at modellerer individernes adfærd 
og økologi, deres interaktioner med andre og med deres omgivende miljø og fordelene ved denne tilgang 
indenfor biologi. Alt dette er beskrevet under overskriften ‘Individual-Based Models’. 
For at kunne tro på resultaterne fra disse modeller og bruge dem til at lave forudsigelser, testning og 
validering af dem er essentiel. Mens ABMs er blevet rost for deres evne til at indfange dynamikker 
repræsentative for den virkelige verden, er de også blevet kritiseret for at være ‘black boxes’ og umulige at 
forstå fyldestgørende. Det har hovedsageligt at gøre med at det er sværest at teste, dokumenter og 
kommunikere de mange indbyggede mekanismer og interaktioner. Under overskriften ‘Testing, 
documenting and communicating IBMs’ adressere jeg hvordan test af disse modeller er blevet hjulpet på 
vej af nye tiltag indenfor ’pattern-oriented modelling’ POM (Grimm et al. 2005, Topping et al. 2010b), 
dokumentering er blevet hjulpet på vej af strukturerede protokoller så som ODD (Overview Design Detail) 
(Grimm et al. 2006, Grimm et al. 2010) og ODdox og til sidst hvordan man kan tilføje mere troværdighed til 
modellerne ved at gøre dem offentlige tilgængelige i et forum af interesserede og programmerings 
erfarende mennesker. I paper 2 bliver POM og ODdox metoderne (Topping et al. 2010b) benyttet til at 
teste og videreudvikle den allerede eksisterende model af markmusen (Microtus agrestis) i 
simuleringssystemet ALMaSS (Animal, Landscape and Man Simulation System) (Topping et al. 2003b). 
En af styrkerne ved IBMs betragtes at være deres mekanistiske tilgangsvinkel og deres evne til at 
repræsentere ’virkelige’ uligevægtige dynamikken, der gør det muligt at lave forudsigelser udover det 
datasæt der er blevet brugt til at bygge modellen (Grimm and Railsback 2005, paper 1). I toksikologiske 
risikovurderinger er det vigtigt at etablere den potentielle risiko før et sprøjtemiddel bliver accepteret. 
Modellen kan fungere som et kontrolleret system hvor et stort antal scenarier kan blive testet og risiko 
vurderet uden uønskede koncentrationer af sprøjtemidler bliver ført ud i miljøet. Brugen af IBMs som et 
værktøj til at forudsige langtidseffekter indenfor økologiske risikovurderinger er blevet evalueret under 
overskriften ‘IBMs as a tool for predictions’. Jeg diskuterer motivationen bag brugen af IBMs til at lave 
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forudsigelser af sprøjtemiddelseffekter på populationsniveau og demonstrere disse modellers evne til at 
simulere kompleks toksikologi og overførelse af effekter mellem individer (paper 1, 3-4). 
Markmus og deres specialiserede rovdyr i Lapland udviser en af økologiens mest slående fænomener, 
stabile multiårlige svingninger på mellem 3-5 år. Et stort antal hypoteser er blevet foreslået til at forklare 
disse svingninger i bestandsstørrelser, men faktorerne interagerer og gør det svært at adskille de forskellige 
komponenters indvirkning på populationssvingningerne. I sektionen ‘Exploration of ideas and theories in 
IBMs’ demonstrerer jeg hvordan disse komplekse modeller kan blive brugt som et virtuelt laboratorium til 
at adskille de, i naturen sammenblandede, faktorer fra hinanden (paper 5). Brugen af disse modeller som et 
virtuelt laboratorium kan også blive benyttet til at udforske hvordan modellen reagerer på ændringer i 
dyreadfærd eller strukturelle ændringer i landskabet for at opnå en bedre forståelse af systemet (paper 6) 
Individual-Based Models (paper 1) 
In ecology no absolute definition exists for the group of models referred to as IBMs (DeAngelis and Mooij 
2005, Grimm and Railsback 2005). However, what I will refer to as IBM in this thesis is what originally was 
called ABMs (Agent-Based Models). Grimm (2008) suggests not to distinguish between the two terms in 
ecology and use them interchangeably. Originally the term IBM was used to emphasise that the model unit 
of individuals are unique, discrete heterogeneous objects, whereas ABM was used when adaptive decision 
making and behaviour of the individuals where the main drivers in the model. Following the definition of 
ABM (paper 1) we then get that IBMs are computational models for simulating the actions and interactions 
of autonomous individuals in a defined virtual world, with a view to assess their effects on the modelled 
system.  
Models which use individuals as the basic unit have occasionally been used in ecology since the 1970s, but 
only since the visionary review of Huston et al. (1988) have individual-based modelling been an explicitly 
approach of ecological modelling. The rapidly growing interest in IBM has been encouraged by the 
enormous increase in computer power that now makes it practical to simulate large numbers of individuals 
in virtual populations and environments. However, individual-based modelling has also been fuelled by 
another kind of power that has grown rapidly in recent years; the desire of ecologists to understand natural 
complexity and how patterns emerges from the variability, adaptability and interactions between individual 
organisms. 
The trend towards inclusion of individual variation at a finer scale was already apparent in extensions of 
classical mathematical models, where the population was structured into age or size classes, or 
subpopulations within metapopulations. This work inspired researchers to look at the systems at an even 
higher resolution. The basic units of ecosystems are individuals and it follows naturally to use IBMs in 
ecological modelling (Judson 1994, Grimm and Railsback 2005). The early works of IBMs established a 
perception that variation among individuals is indispensable for understanding and predicting at the 
population, community and ecosystem levels (DeAngelis et al. 1980, Judson 1994, Grimm and Railsback 
2005). The transition from classical mathematical models to an individual-based view of the world is a 
fundamental shift in perception of space and individual behaviour. Instead of evaluating the populations 
from generalised descriptions of e.g. growth and mortality rate the mechanisms with which the individuals 
interact with conspecifics and its environment were now in focus allowing the individuals to be dynamically 
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interacting agents who respond to changes based on a set of rules representative of its ecology and 
behaviour with the aim of capturing real-world dynamics. 
 In IBMs the animals are modelled in time and space, with a specific location in the environment at any time 
step of the model. Each individual is unique with specific properties such as age, sex, reproduction status 
and fitness, hence individual variation emerge from the system. The individuals are modelled 
mechanistically to be intelligent and with a purpose of survival and reproduction, so they can adapt their 
behaviour in response to internal (e.g. food requirements, reproduction status, and fitness) and external 
conditions (e.g. habitat quality, farm management and predators), just as real individuals do. Because 
animals interact with their environment explicit consideration of space are also needed to simulate real 
world dynamics. The environment in ABMs, besides from being spatially explicit, can also incorporate 
structural heterogeneity in varying degrees, from one homogenous patch, to a matrix structure where 
patches of favourable habitat of varying sizes and shapes are interspersed in a matrix of unsuitable habitat, 
to a more structurally detailed environment where patches can vary in suitability, shape, and size. These 
landscapes can also be made temporal heterogeneous by simulating e.g. vegetation growth, farm 
management, crop rotation and pesticide application in specified areas to represent the non-uniform 
structure and dynamics in natural landscapes.  
The explicit consideration of spatiotemporal variation, their ability to include individual behaviour and have 
the population response as an emergent property is what sets IBMs apart from other models used in 
ecology. Because these models are capable of realistically representing the spatiotemporal heterogeneity, 
which affects the overall dynamics of the natural systems, these models can help ecologist in 
understanding the drivers and importance of the individual components in shaping the overall system. 
Furthermore, IBMs have the advantage of making predictions beyond the data-space of the model 
(Bugmann et al. 2000). If the model has captured the essence of a system, with all its interactions and their 
mechanistic nature, the effect of e.g. changes in pesticide management can be predicted simply by 
simulating the new pesticide regime and allowing the virtual individuals to respond to the altered exposure 
(Dalkvist et al. 2009, paper 1; 3-4). 
Because of IBMs ability to capture the complexity of systems they have become useful in every field of 
ecology (DeAngelis and Mooij 2005). They have become an indispensable tool for a wide range of tasks, 
including the understanding of mechanisms, capturing the processes behind the emergence of ecological 
phenomena, predicting effects of changing environments on broad spatial and temporal scales, evaluating 
methods for data sampling ‘virtual ecologist’, exploration of ideas and theories, demonstration of concepts, 
understanding of general principles and patterns, many more (e.g. DeAngelis and Gross 1992, Grimm 1999, 
Railsback 2001, Topping et al. 2003a, DeAngelis and Mooij 2005, Grimm and Railsback 2005, Grimm et al. 
2005, Dalkvist et al. 2009, Grimm et al. 2010, Zurell et al. 2010; paper 1-6).  
Considerations before commencing construction of an IBM 
IBMs can be significantly more demanding to develop than other population models in regards to data 
requirements, technical skills, computer power, and development time. It is therefore important to 
consider if incorporating individual behaviour and interactions are critical for the model purpose, if the 
available data are sufficient enough to represent the desired system and whether the timeframe of the 
project allows for construction of an ABM. Additionally, the desired level of complexity, and temporal and 
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spatial scale of the model are also important to take into consideration before deciding on construction 
ABM as well as the likely longevity of the model and whether it is desirable to create a system which is 
flexible and where modifications easily can be made. Once decided on IBMs as the right approach the listed 
constraints will help dictate the level of complexity implemented in the model.  
The general approach in modelling is to follow the principle of parsimony and make the model as simple as 
possible while still keeping its potential and fulfilling its purpose. Complexity comes at a cost in terms of 
increased work which makes it undesirable to implement unnecessary detail. However, increasing 
complexity can also benefit the system. Increasing the complexity and thus modelling the properties of the 
system in high detail facilitates the capturing the essence of the system and the possibility of making site 
specific predictions. Furthermore, a distinct benefit in terms of richness exists for complex models, which 
can be utilised for testing, validation and prediction (Topping et al. 2010b). This subject will be discussed in 
further detail in the validation and testing of models section below. Additionally, one should be careful 
when deciding on not incorporating some mechanisms because they are considered extraneous. The 
mechanisms might not seem important within the modelled system, but when input parameters are 
changed or the assessment is carried out at a different hierarchical level (e.g. infanticide, genetic 
assessment paper 2) the system might no longer respond in a sensible manner (Topping et al. 2010b, paper 
2).  
A number of tools and platforms exist for constructing these models and help the modeller with technical 
issues. A range of high-level programming platforms exists, which are intended to be user-friendly, by 
hiding technical details from the user (e.g. CPU operations such as memory access and management of 
scope). This facilitates a faster construction of the model but at a price of structure flexibility and 
simulation speed. Examples of such ‘high-level’ programming ‘platforms’ are Repast (Crooks 2007), 
NetLogo (Wilensky 1999), and Swarm (Swarm 2006). Models of limited complexity and low numbers of 
individuals can be constructed using these platforms whereas more complex and computational demanding 
models are best constructed by use of low-level object-oriented programming languages. The models 
developed using these languages can be constructed to run very fast, and with a very small memory 
footprint, as opposed to the ‘high-level’ programming languages. This allows for faster simulation times and 
the ability to implement more individuals and interactions. Examples of such languages are C++ and Java.  
While simple systems can be built by anyone of average programming ability, the effectiveness or larger 
scope and more realistic models depends on the ability of the programmer to code efficiently and be able 
to use the low-level programming languages. However, the increase in control developers gain by using 
low-level programming languages comes at a cost. With large and complex models the scope and 
complexity of errors increases and code maintenance and debugging tasks can take on a large proportion of 
the total development time of the model.  
Testing, documenting and communicating IBMs (paper 2) 
Documenting and testing of simulation models is an extremely important task to accomplish in order to 
trust the outputs and predictions from the models. Because of the ABMs’ ability to incorporate large 
amounts of detail and simulate complex population landscape dynamics they have not just been praised for 
being able to describe these complex systems, but also criticised for being ‘black boxes’ and impossible to 
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fully understand (Topping et al. 2009, paper 1-2). This has mainly been due to the difficulty in describing, 
testing, documenting and communicating the wealth of mechanisms built into these models.  
Recent advances in Pattern-Oriented Modelling (POM) are aiding the testing of complex models. These 
methods have been used implicitly by many experienced modellers for years, but it has now been 
suggested to identify an explicit strategy to utilise observed patterns in a more systematic way (Grimm et 
al. 1996, Wiegand et al. 2003, Wiegand et al. 2004, Grimm and Railsback 2005, Grimm et al. 2005). POM 
uses patterns, which emerge as a consequence of underlying mechanisms and interactions, to compare 
model outputs to real world data. One such pattern could be natal dispersal distances, seasonal sex-ratios 
or densities in a range of habitats (paper 2). The greater the number of real world patterns the model can 
generate simultaneously the greater the confidence in the model and typically the smaller possible 
parameter space (Grimm and Railsback 2005, paper 1). Multiple patterns observed at different scales and 
hierarchical levels are used to optimise model structure, to test and select sub-models of key processes, 
and for calibration. So far, POM has been used for developing new models and for models of low to 
moderate complexity (Wiegand et al. 2003, Grimm et al. 2005, Topping et al. 2010a, Topping et al. 2010b).  
Difficulty in communication of ABMs is a major drawback to their acceptance and general accessibility, but 
for ABMs these documents can be very large and difficult to read. Advances in the documentation and 
communication of ABMs was made by Grimm et al. (2006) who provided the Overview, Design and Detail 
protocol (ODD) which attempts to standardise the published descriptions of ABMs while including enough 
detail to make the models replicable. The standardised structure of the protocol it thought to help in 
communicating the model by making readers accustom with the order of details and thereby making the 
description more transparent. Improvements were made to the first ODD version by Grimm et al. (2010) in 
order to clarify aspects mainly related to terminology of the original version (Polhill et al. 2008). However, 
difficulties still exists mainly in relation to the structure of the ODD protocol. Because of the highly 
structured layout of the ODD it can be difficult to make the documentation understandable if the model 
structure deviates from this ‘straight-line’ setup. Individual-based models with an intermediate to high level 
of complexity are often programmed object-oriented. Instead of writing the program as a long list of 
commands or statements, an object-oriented programmer lumps sections of statements into functions or 
sub-routines each of which might perform a particular task. These functions or methods are only accessible 
to specific parts of the program and act as the intermediaries for retrieving or modifying the variables they 
control. Even for non-object-oriented models this way of programming are often still followed in part. It 
would therefore follow more naturally to use the model structure when documenting intermediate to 
complex IBMs (Polhill et al. 2008, Polhill 2010, Topping et al. 2010b). Topping et al. (2010b) followed this 
idea and used the Doxygen software employed for documenting object-oriented models in the industry 
(van Heesch 1997). This software hyperlinks the documentation to the actual source code where further 
details of the classes, methods and variables are provided. The software naturally follows the structure of 
the model and lists of interactions between the different parts of the model (classes, functions, variables) 
can be provided so both model structure, methods and interactions are easily assessable. Providing the 
details together with the code increases the replicability of the model while significantly reducing the size 
of the protocol for complex models and the work load of the developer. It may be that an 
acknowledgement of the difference between complex and simple models is needed with correspondingly 
different documentation protocols as suggested by Topping et al. (2010b). In this way the object-oriented 
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structure of complex models can be fully represented and documentation hyperlinked to the source code 
using the ODdox protocol and the ODD used for simpler models. 
The source code is the full documentation of the model. By making it accessible in a forum of interested 
developers, programmers, and biologists who can discuss the structure and methods, further trust in the 
models can be established and development of the models can be aided. This was suggested by Topping et 
al. (2010b) and the approach has been used for the papers 2, 4-6 where the source code has been made 
available for download and discussion using the Collaborative Computing Projects site CCPForge 
(http://ccpforge.cse.rl.ac.uk/gf/). 
Paper 2 Applying the POM approach to an existing IBM of field voles in the ALMaSS system 
This paper presents the pattern-oriented modelling approach for testing and developing the already 
established model of the field vole (Microtus agrestis) within the simulation system ALMaSS (Topping et al. 
2003b). The field vole model was built before the idea of POM had been introduced, and so the vole model 
had not undergone this method of testing and calibrating of parameters to verify model performance 
during its development. The POM approach has been used for developing and testing a number of IBMs but 
it remains unclear whether the basic idea of POM to utilize multiple patterns could also be used to test and 
possibly maintain and even develop existing and established models of high complexity. This would be 
highly desirable because testing complex models is hard, and even harder to communicate. POM could help 
to improve such models and facilitate their acceptance by decision makers. 
ALMaSS was originally designed as a decision-support tool for use in answering management and policy 
questions related primarily to changes in land use and agricultural management (for applications of ALMaSS 
se also e.g. Topping et al. 2003b, Pertoldi and Topping 2004, Jepsen et al. 2005, Topping et al. 2005, 
Dalkvist et al. 2009). ALMaSS couples highly detailed mechanistic rule-based modelling of individual animals 
(agents) with comprehensive inputs of environmental drivers and dynamic landscapes to create a flexible 
tool for evaluating scenarios that cannot be or should not be tested in real life (e.g. policy changes, farming 
changes, risk assessments). The vole model has undergone a number of small changes since its original 
creation by Topping et al. (2003b) and has undergone a number of tests of code segments and processes to 
ensure that responses are as intended, and visual debugging have been used to evaluate vole spatial 
behaviour as suggested by Grimm (2002). To further evaluate the performance of the model by use of the 
POM approach we adopted the field vole version used by Dalkvist et al. (2009). Full documentation of this 
version can be located at http://www2.dmu.dk/ALMaSS/ODDox/Field_Vole/V1_01/index.html but to give 
an overview of the behaviours implemented please read below. 
The modelled field voles consisted of three life-stages, juveniles and adult females and males. During its 
life-cycle the voles could engage in a number of behaviours dependent on the information obtained from 
its environment and other voles. The animals entered the simulation at the mothers nest after weaning at 
day 14 (Leslie and Ranson 1940, Innes and Millar 1994) as either males of females, assuming even sex ratio 
(Myllymaki 1977) and would start by searching for a suitable territory. Each day each animal initially 
assesses the local environment or its territory, and other behaviours subsequently follow dependent on the 
information received. In order to breed the vole needs a territory and has to be mature (females >20 days 
and males > 40 days) (Clarke 1977). A male can mate with a female if his territory overlaps her position. If 
this was the case for more than one male she would chose the one closest to her. Younger voles are forced 
out of older vole’s territory if an overlap of 50% or more existed. The criteria for assessing territory quality 
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changed with the season and for the male included the presents of females during the breeding season, 
which was correlated with the grass’ growing season and ends 1st October (Myllymaki 1977, Erlinge et al. 
1983, Jensen and Hansen 2001). Mortality was modelled as being the result of background mortality, 
starvation, dispersing mortality, farm operation and other human management in the landscape, or by 
reaching their physiological lifespan limit. Mortality also included infanticide attempts by mature males 
establishing in a new area. Their success depends on the age of the young as specified by (Agrell et al. 
1998). 
The traditional landscape used in ALMaSS is a 10 x 10 km GIS based landscape from the Bjerringbro area, 
Denmark and embody a temperate agricultural area representative for the North Western Europe. The 
landscape is mapped with a resolution of 1 meter and represents landscape elements such as fields, field 
boundaries, woodlands, buildings, roads and unmanaged grassland. The fields are managed by virtual 
farmers who carry out farm operations such as harvest, sowing and fertiliser to their fields, which allows for 
seasonal variation in the environment. Furthermore, each farmer follows a crop rotation plan whereby the 
crops on the fields can change seasonally as well as yearly. Apart from human management the vegetation 
is also affected by the simulated weather which influences the growth of biomass in all vegetated elements. 
The environment in ALMaSS is thus a spatiotemporal explicit simulation of landscape processes related to 
land use, farming decision and vegetation growth. This ensures a high degree of realism in the spatial and 
temporal information supplied by the landscape model to the simulated animals. 
 We followed the POM approach developed by Topping et al. (2010b) and illustrated in Figure 1. Having 
already identified the model purpose we went on to define the patterns we wanted the model to fit as part 
of the performance criteria (Figure 1). Because of the models wide scope of usage it was important that the 
resultant model would be flexible and able to simulate a wide range of real world patterns and operate in a 
range of environmental conditions rather than fit a narrow set of conditions. As a consequence patterns 
from the literature of field vole behaviour with high level of emergence were assessed to avoid constraining 
the flexibility of performance of the final model by over-fitting (Dietterich 1995). Patterns were only chosen 
if a detailed description of the study as well as of the study area existed, if these could be recreated inside 
the ALMaSS system, and as far as possible, the patterns needed to be independent. Patterns identified 
were in relation to demographic features (5 patterns) based on data from Myllymaki (1977), habitat specific 
vole densities (8 habitat types) based on a wide range of studies mainly in Denmark, age and sex related 
dispersal (4 patterns) data from Sandell et al. (1990, 1991) and predator-prey cycles (3 patterns) based on a 
wide assessment of time series of field voles (Marcström et al. 1990, Hanski et al. 1993, Lindström and 
Hörnfeldt 1994).  
Having identified the patterns we wanted the model to match we evaluated these patterns within the 
ALMaSS environment. The POM approach was initiated by matching the model output to the demographic 
data. This was executed by iterating the POM cycle in Figure 1 and as a result modifying parameter values 
and model code and structure in order to match all the patterns. This was a time consuming process 
because it was performed by manually assessing the outputs to decide which parameters to change, and if 
a modification to the model was required in order to match the patterns. For this project nine changes 
were made to the model (see paper 2 for further detail of the changes) and approximately 48,000 
simulation runs were conducted each taking between 30 minutes and 12 hours. 
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Figure 1 Diagrammatic representation of the model 
development cycle from Topping et al.(2010b). The 
process starts by defining the model purpose and then 
follows the arrows round the cycle to execute the POM 
procedure. Identifying Performance Criteria is a process 
where the patterns the model should fit are specified; 
Field Data Testing is a process to evaluate if some of the 
patterns might exclude each other, and hence if it would 
be impossible to fit them all; Programming Model 
Structure is a process where the model structure and 
code is evaluated to access if changes are needed in order 
to match the identified patterns; Model Testing is a 
process where the parameter values are changed in order 
to meet the identified criteria. This circle is an iterating 
process and more than one complete cycle is often needed 
before the model can be evaluated to fit the specified 
patterns. Once an acceptable fit has been achieved a 
sensitivity analysis is performed to both evaluate the 
sensitivity of each of the altered parameters as well as 
establishing the best fit to the performance criteria. Model 
documentation of the final model configuration is the last 
step in the process.  
 
The modifications made to fit to the real-world data were not only in relation to the field vole model but 
also to the landscape. It became evident that in order to fit the patterns from the four identified sources we 
needed the model to match the same level of complexity in landscape structure as were present in the 
studies. If complexity levels between model and experimental data differentiated largely between sets of 
patterns (demographic features, density estimates, dispersal behaviour, cycles) a wrong parameter space 
would be found as a consequence, which in turn made it impossible to match the other sets of patterns.  
After having achieved a reasonable fit with reasonable parameter values, we continued with sensitivity 
analysis (Figure 1) where the response of the final model output variables to parameter variation were 
plotted. While visually evaluating the sensitivity to changes in the assessed parameters this method also 
provided a method for evaluating the optimal parameter values, i.e., those which generated the overall 
best fit for the tested patterns. This procedure was performed manually and it was thus not possible to 
evaluate the full parameter space for all the parameters. A Monte-Carlo approach would be possible in 
principle but would be logistically impossible because of the number of parameters and the long simulation 
time
Difficulties existed in matching variation in density for high quality habitats. Large variation existed in 
density estimates from the literature were factors such as predation, disease and drought could be the 
cause (e.g. Christensen 1978, Schmidt et al. 2003, Schmidt et al. 2005). Because of this high variation a 
digestibility factor was added to the model to account for some of this variation, but to model this in more 
detail more information is needed. 
The much higher density estimates from Myllymaki (1977) were kept in as a pattern even though they were 
not independent from the other estimated densities, because they where thought important in limiting the 
potential parameter space. As a consequence, to achieve the best fit the model were parameterised to 
produce higher vole densities in the unmanaged grassland than suggested by the density studies. Latombe 
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et al. (2011) states that redundancy does not contribute to validating the parameterisation. However 
considering the alternative where all patterns are independent, the parameters controlling these patterns 
might also be independent and each pattern possibly matched independently of the other patterns. In this 
case an increase in fitted patterns would no longer necessarily increase the trust in the final model. This 
was not considered to be a problem for the field vole model where most parameters affected a number of 
model outputs (paper 2, figure 6). 
In all cases it has been difficult to precisely determine the input data to the model because of lack of 
detailed descriptions in the literature, and inconsistencies in definitions, of landscape characteristics (e.g. 
habitat types, and landscape structure) and external driving factors (e.g. management, weather, predators). 
Additionally the patterns can be difficult to match in the model because of uncertainties of reliability of the 
sampling methods used (e.g. live-trapping to determine densities) and pooling of field vole data with other 
species (especially the case for studies carried out in Fennoscandia to assess predator-prey fluctuations). 
These difficulties were also identified in previous POM testing (Topping et al. 2010a, Topping et al. 2010b) 
and must be considered a general problem with testing detailed models on published data. The model was 
highly sensitive to landscape structure for all the assessed patterns. While this is a positive aspect when 
assessing response changes to altered inputs, it is a negative aspect in terms of the specificity of 
requirements for inputs and as mentioned above the problem of inadequate real world descriptions.  
In conclusion: We believe that the POM process has helped in communicating the applicability of the model 
by a formal demonstration of the models behaviour and its ability in simulating real world patterns. Small 
changes were made to the model and parameters have been altered to achieve the fits. A thought to bear 
in mind when performing the POM exercise is that even if it is not possible to validate a behaviour known 
to occur in animal populations it does not justify taking it out, if the aim is to achieve a wide applicability of 
the model. For the same reason the infanticide behaviour was left in the model 
The POM approach directed our attention to parts of the ALMaSS system where modifications could be 
made to achieve more realistic field vole dynamics. However, it also highlighted the importance of highly 
detailed large-scale field studies are needed in order to improve the model further. It is however important 
to keep in mind that the POM process is never ending. A model is neither right nor wrong, it is always 
wrong, but potentially useful (Box 1979). The model can always be improved by new findings or improved 
interpretations of old datasets.  
IBMs as a tool for predictions 
Temperate European landscapes are spatiotemporally dynamic and highly affected by continuous 
interference by man. Hence their dynamics are driven as much by socioeconomic as by ecological forces. 
Consequently, it is often necessary to take multi-disciplinary considerations into account when trying to 
forecast consequences of management policies on wildlife. In many cases this requires that human 
interests or explicit decision-making is included in the model (Jepsen et al. 2005, Topping 2005, Dalkvist et 
al. 2009). The use of comprehensive spatially explicit models is common practise in attempts to predict 
future land-use change on economy, soil properties and erosion (Schoorl and Veldkamp 2001). However 
when it comes to assessing potential risk of pesticide the importance of individual variation and dynamic 
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landscapes in shaping population dynamics are to a much lesser extent included in the registration process 
(Thorbek 2009). 
Of the numerous models in ecology are ABMs considered to provide the highest level of realism and 
thereby accuracy (Grimm and Railsback 2005, Sibly et al. 2005, Topping et al. 2005, paper 1). These models 
could provide a controllable environment where large numbers of scenarios could be tested and risk be 
predicted without undesirable pesticide concentrations being released in nature. ABMs ability to capture 
spatiotemporal dynamics and non-equilibrium properties of systems makes them capable of predicting the 
level of exposure the population is likely to experience. By applying sub-lethal effects of a pesticide to 
different life-stages and effect levels using reliable agent-based models, more ecological realistic estimates 
of long-term pesticide consequences could be obtained (Bartell et al. 2003, Crocker 2005, Mineau 2005).  
In the following, I summarise three case studies (paper 1, 3, 4), related to the applicability of individual 
based models in evaluating long-term consequences of a pesticide on field vole populations. From the 
papers 1 and 3 I will use the examples 3 and 4 respectively, where I have preformed the principal 
experimental work and analysis. In the first two case studies (paper 1 and 3) the ABM was used as a virtual 
laboratory to test the effect of altering the properties of the pesticide, number of applications, proportion 
of the landscape and the type of crop treated. In the third case study (paper 3) the IBM was used to 
illustrate the effect of landscape structure in mitigating pesticide effects on field vole populations.  
 
Case study 1 and 2 Evaluating the effect of altering pesticide properties and number of 
applications 
Risk assessments for birds and mammals are carried out to access whether the use of a plant protection 
product will cause any unacceptable effects on non-target organisms. To estimate risk for long-term 
exposure the assessment makes extensive use of toxicity exposure ratios (TERs) gained from single species 
tests under laboratory conditions and standardised estimates of likely exposure levels 
(European_Commission 2002, EFSA 2009). TERs are used with a safety factor of five for long-term 
exposures to account for any uncertainties. The toxicity tests are performed for a few species (1-5) under 
standardised laboratory conditions and extrapolation factors are used for establishing toxicity for other 
species likely to be at risk in nature. However, a species sensitivity to a pesticide may differ by magnitudes 
of order even in closely related species (Odderskaer and Sell 1993) and even large variation in sensitivity 
can exist between individuals (Barata et al. 2002, Agusa et al. 2011). The exposure estimate is based on 
calculations of ingestion rate and concentration of the pesticide in the fresh diet. The pesticide’s half-life 
and multiple applications can be included if considered important (European_Commission 2002, EFSA 
2009). Again large individual variation exists and pesticides degeneration time can be highly dependable on 
factors such as temperature and sun radiation allowing potentially high variation in exposure (Wu and 
Nofziger 1999, Mineau 2005).  
It is widely acknowledged that population-level assessments provide a better measure of response of 
toxicants than assessments of individual-level effects (Sibly et al. 2005, Bennett and Etterson 2006) and in 
higher-tier risk assessments for mammals and birds, TERs are often calculated using results from field 
studies. These types of studies do indirectly take some of the factors important for population-level effects 
into account. However, these studies are point samples of data both in time and space, and the timeframe 
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of the study often limits the measure of effects to a few years of exposure periods and excludes the 
recovery phase. The evaluation of risk is based on a small sub-sample of the population which can be very 
difficult to define if the ecology and behaviour is to be included because of high mobility for birds and 
mammals. Confounding effects such as duration of exposure, lack of standardisation among locations, 
differences in the spatiotemporal factors influencing population dynamics, limited time-frame, and other 
uncontrolled for effects arising from the complexity of natural dynamic landscapes make it difficult to 
predict population-level effects using field experiments. Because of their potential inaccuracy, expensive 
setup, and long time-frame, these methods are only used to a limited extent in pesticide regulation 
(Thorbek 2009).  
The two case studies described here were performed using the standard ALMaSS landscape modified so 5% 
of the total area was occupied with orchards, consisting of rows of plum trees interspersed with grass cut 
once a year just before harvest in autumn. The non-target animal species assessed was the field vole 
(Microtus agrestis) (Topping et al. 2003b, paper 2), which is one of the most abundant rodents in the 
country side (Hansson 1971). It has a preference for unmanaged grassy vegetation and as a consequence 
considers the orchards a suitable habitat throughout most of the year. Given its abundance in the 
countryside it is an ideal species of pesticide risk assessments. The simulated vole populations were 
exposed to an unusual fictitious pesticide similar to the fungicide vinclozolin. It was modelled as an 
endocrine disrupter with epigenetic effects resulting in fertility depressions being passed epigenetically 
down the male line after exposure in the uterus or if the parent male vole had the epigenetic defect. The 
exposed new born male voles would either be absolute sterile or be born with a reduced fecundity 
resulting in pregnancy in only 50% of the mating attempts, but would otherwise behave as unaffected 
voles. The exposure in the uterus would occur if the dam ingested a pesticide dose above the threshold 
value of 25 mg/body weight. The pesticide was applied to orchards on the 31st May with an application rate 
of 750 g/ha allowing a drift of 12 meters. The concentration was subsequently calculated daily based on 
first order kinetics of decay and a half-life of 7 days until the concentration was < 0.01 g/ha after which it 
was assumed to be zero. The pesticide was applied from year 31-60 after which the population was allowed 
to recover for 60 years. It was possible to simulate the transmission of effect inside the ABM because of the 
explicit modelling of individuals and the topography of the dynamic landscape made it possible to simulate 
realistic spatial exposures and pesticide intake concentrations. Simulations were run for 120 years; the first 
ten years were excluded from the analyses to let the population stabilise. The vole population size was 
measured yearly at day 31st Dec. and population depression was measured relative to a baseline simulation 
without pesticide application.  
To demonstrate the applicability and flexibility of the IBM three scenarios was created 1) Altering the area 
of exposure by applying the pesticide to orchards in a landscape containing 5% and in a landscape of 100% 
orchards 2) Altering the area of exposure by applying the pesticide to orchards, rotational rape or clover 
grass used for cattle and silage. 3) Altering the number of applications per year. The population level impact 
was evaluated for one and two yearly pesticide applications to orchards with two weeks between 
treatments.  
1. In the landscape of only orchards the population decreased by 80% compared to 8% in the 
landscape with 5% orchards. The epigenetic effect of the pesticide was purged from the population 
within a few years after treatment ended in the landscape with 5% orchards. This was the case for 
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all the scenarios in these case studies. Population size was able to increase after treatment ended 
while the population continued its decrease in the other landscape due to the epigenetic 
transmission of effect.  
2. Hardly any effects were detected when the pesticide was applied to rotational rape fields or to 
clover grass, although exposed voles were observed for both treatments. When applied to the 
orchards on the other hand population size decreased by 8% during treatment, 15% of the male 
voles were affected by the pesticide, and the population failed to recover within 60 years. For the 
treated crop scenario the habitat preference of the voles was critical to the level of impact 
observed. The field vole has been programmed to have a preference for habitats containing 80-90% 
ground cover of either green or decaying vegetation of mainly grass and herbs as documented by 
Hansson (1977) as a consequence voles would not consider rotational rape as a suitable habitat. 
Voles affected were therefore exposed in off-crop areas due to the drift of the pesticide, which is 
reflected in the low impact observed. Clover grass had the potential to be a suitable habitat for the 
vole but because of the management of these areas the grass are grassed or cut on a regular basis 
making these areas unsuitable for field voles during most of the year. Orchards on the other hand 
were only managed once a year and consequently much larger population depressions were 
observed.  
3. Doubling the amount of pesticide applied in the landscape less than doubled the pesticide 
depression or the proportion of affected voles while only resulting in a few percent more affected 
male voles. The explanation for this is that it is the same part of the population which are 
experiencing the exposure. With two weeks between applications only a small additional part of 
the female voles would have reached the critical window in their pregnancy where the unborn 
males in her uterus will get exposed to the ingested pesticide does.  
To test for the effect of altering the toxicological effect of the pesticide two scenarios were created 1) 
Altering the critical pesticide dose the dam should ingest before an effect is observed in the male offspring 
(No Observable Effect Level (NOEL)) (50, 25, 12.5, 6.25, 3.125, 1.5625 mg/body weight) 2) Altering the 
pesticides half-life (DT50) (112, 56, 28, 14, 7, 3 days). 
1. The population size decreased as NOEL was reduced. By reducing NOEL the time-span within which 
the female vole was in risk of consuming a sub-lethal pesticide dose increased and as a 
consequence the population size was observed to reduce. However, the population depression was 
not proportional to the change in NOEL and the resulting reduction observed at NOEL 1.5625 
mg/body weight was much less that what could be predicted from the population depression at 
NOEL 50 mg/body weight due to the spatial population dynamics and exposure.  
2. The population size decreased as DT50 was increased. As in the NOEL scenario, changing the 
pesticides half-life affects the time it is available to the voles. Consequently, it was observed that 
increasing DT50 increased the population depression. However, the effect of a four times increase 
of the half-life reduced the population size further than a four times decrease in NOEL. Because of 
the kinetic first-order of decay, changes in DT50 would increase the period of exposure 
exponentially whereas changes in NOEL would be linear (for further explanation see Dalkvist et al. 
2009). 
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While variation in individual behaviour, ecology, and spatiotemporal exposure levels are considered to a 
very limited extent in the risk assessments of pesticides for birds and animals, the results from these two 
case studies clearly show that the spatial and temporal dynamics affects the population level response. The 
effect of uncertainty in measures of toxicology such as NOEL and pesticides half-life can easily be evaluated 
within these models and predictions can be made to include the recovery period, which often is neglected 
in risk assessments. The importance of space can be seen in the 100% exposure scenario. In this scenario 
the tier one assumptions were analysed at the population-level, where all voles were exposed regardless of 
their position within the landscape and the timing of the pesticide application. In comparison to the more 
realistic scenario where only a proportion of the landscape was treated, there was not only a large 
quantitative change in the predicted effect, but also a qualitative difference in that recovery was not 
predicted in the worst-case scenario. Spatiotemporal factors in relation to treated fields and number of 
pesticide applications had great effects on the predicted impact and were highly dependent on the ecology 
and behaviour of the field vole.  
Case study 3 Evaluating the importance of landscape structure in mediating the effect of a 
pesticide 
The magnitude and effect of pesticide exposure on populations is influenced by the spatial structure of 
contamination in the environment and the spatial arrangement of habitats (Bell et al. 1993, Clifford et al. 
1995, Pita et al. 2007, Purucker et al. 2007). Even so, the use of non-spatial approaches is still common 
practice when risk is evaluated. To demonstrate the possible effect of landscape structure in risk 
assessments this study used the same working frame as case studies 1 and 2 and the field vole as the non-
target animal at risk. The same pesticide was modelled and applied to orchards once a year on 31st May 
with the same epigenetic transmission of effect as described above. The landscape used in the papers 1 and 
3 with 5% orchards and 1.8% unmanaged grassland was modified to create an additional eight landscapes 
designed to assess three scenarios 1) Altering the total area of vole favourable habitat. Four landscapes 
were created by altering the total area of unmanaged grassland (UG) by twice doubling and halving of the 
original level of 1.8% resulting in UG levels of 0, 0.9, 3.5, and 7% by altering small field into UG or changing 
UG into arable fields. 2) Altering the location of UG relative to the pesticide treated orchards. Two 
additional landscapes were created for this by locating UG in the proximity of orchards, making sure all 
orchards had a patch of UG in its vicinity and one landscape where UG were placed away from orchards. 
The total area covered with UG was kept at 1.8%. 3) Altering the area covered with treated orchards. Two 
landscapes were created by doubling and halving the area of orchards producing a total area of orchards of 
2.5 and 10%. Additional to the yearly measures of population depression as for paper 1 and 3, the rate of 
decrease during the first and last year of treatment were identified as factors which could be affected by 
the pesticide treatment, as well as the first and last years of recovery and time to full recovery, and spatial 
distribution relative to the distribution before pesticide treatment was initiated.  
 General observations: Pesticide treatment reduced population size in all three experiments, but 
populations subsequently recovered though not all returned to initial levels within 60 years of 
recovery. Initial vole population numbers increased as the area of unmanaged grassland and 
orchard was increased and as the distance between orchards and UG was reduced. 
1. The rate of population depression increased as the total area of UG was reduced and was highest in 
the landscape without UG. This resulted in high levels of population depressions as the area of UG 
decreased. After pesticide cessation the initial population growth rates increased with reduced 
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levels of UG. However the fast initial population growth slowed quickly down a resulted in the 
lowest levels of recovery and longest estimated recovery times as the area of UG decreased. The 
distribution of voles became more affected as the UG levels decreased and populations only 
reached their pre-pesticide distribution within the recovery period in the landscapes with 3.5 and 
7% UG. 
2. The population size decreased as the distance between treated orchards and unmanaged grassland 
increased and the highest rate of decrease was observed in the landscape where the UG was 
placed away from orchards. After pesticide application ended at year 61 the population size 
increased. As opposed to the UG scenario the highest growth rate was observed in the landscape 
where the population was reduced the least and resulted in full recovery within the simulated 
timeframe for this landscape. Spatial analysis of voles showed that the population in this landscape 
only experienced slight reductions in their spatial distribution during treatment and subsequently 
were able to regain full use of the landscape. 
3. The population rate of decrease increased as the area of treated orchards increased. The 
population growth rate levelled out as the treatment period elapsed, but opposed to the other two 
scenarios the initial order of decrease was changed at year 30 where the 5% orchard landscape had 
the highest rate of decrease. This resulted in the same level of population depression for the 
landscapes with 5 and 10% orchards and only 5% decrease in population size for the 2.5% 
landscape. After pesticide cessation, the population size increased, but fastest in the 10% orchard 
landscape, which regained former population size during the recovery period. The spatial 
distribution of voles for the 2.5 and 5% landscapes remained smaller in these landscapes.  
The results demonstrated the importance of landscape structure in mediating the effect of the pesticide, 
and showed the importance of incorporating realistic complexity of landscape structure, animal behaviour 
and ecology when conducting risk assessments. This is not surprisingly since it is known that the landscape 
structure affects population’s and sub-population’s viability mainly through the effects on dispersal (Hanski 
1994, Fahrig and Nuttle 2005, Pita et al. 2007, Kindlmann and Burel 2008) and its elements can variously 
encumber or facilitate movement (Wiens et al. 1993, Tischendorf and Fahrig 2000) mainly in relation to the 
arrangement of source and sink area and characteristics of the intervening matrix (Pulliam 1988, 
Gundersen et al. 2001, Revilla and Wiegand 2008). The results could generally be explained based on this 
knowledge of source sink dynamics and the ease of dispersal between the two. However, taken the 
epigenetic transmission of pesticide effect, complex landscape dynamics and animal behaviour into account 
it would be difficult to predict the range of results by any other method.  
Temperate agroecosystems are under continuous management and are typically the dominating land-use 
in these parts of the world. Agricultural activities cause changes to land-use and vegetation characteristics 
at a smaller temporal scale and at a larger spatial scale than most corresponding natural processes. 
Consequently, these dynamics interact and results in dynamic changes in source sink processes (Thomas 
2000, Elkin and Possingham 2008). This interaction between the spatiotemporally dynamic biological 
processes and human decision-making has fostered an increased interest in dynamic landscape models to 
support management models of animal populations (Higgins et al. 2000, Topping et al. 2003b, Goss-Custard 
et al. 2006, Topping et al. 2010a). The three case studies demonstrate that these effects are also important 
in risk assessments and indicate how the above-mentioned complexities may be modelled. Furthermore, 
they illustrate the flexibility of IBMs to incorporate complex toxicological effects as well as their 
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transmission, and to also include a variety of management regimes and landscape structures. They provide 
the potential to experiment and test systems that would be logistically, financially or ethically impossible in 
the real world. This holds promise for pesticide risk assessments where large scale tests are to be avoided 
and risk assessed with high accuracy.  
While the use of ABMs in ecotoxicology is currently limited, their usage in related areas for predictions is 
increasing (paper 1). Acceptance of new approaches takes time especially when the separate professions 
are involved: industry, regulators and scientists in the case of risk assessments. While each group to some 
extent may see the need for greater realism and accuracy in risk assessments, settling on how best to 
achieve this and fully access accuracy is a different issue. If ecological models are to be used for supporting 
decisions for pesticide registrations, it is critical to be able to access the accuracy and predictive power of 
the model as described in the section ‘testing, documenting, and communicating IBMs’. The approaches 
within this area may aid the process of getting these models more widely accepted in ecotoxicology and 
risk assessments. A step forward in this respect could be to pay more attention to the field of computer 
science, who on a daily basis are confronted with issues of model development, testing and documentation 
with much higher technological skills than the average ecologist. A lot could be learned in this new field of 
individual-based ecology, which is not yet heavily supported by theory and technical knowhow.  
Exploration of ideas and theories in IBMs 
Complex ecosystems in nature are inheritably difficult to study, affected as they are by large number of 
factors and interactions, working on all levels of the system. Physiological factors, intra- and inter-specific 
interactions, resource availability, habitat structure and abiotic factors all influence the system. Some of the 
effects are immediate; others may be delayed and only manifests themselves seasons, years or even 
generations later (Begon et al. 2006).  
Individual-based models are a useful tool when it comes to modeling all this complexity when, as described 
in the section above, predictions are required of a system’s response to altered input such as pesticide 
application. However, these models can also be used to explore ideas and hypotheses about systems. The 
predator-prey stable multiannual fluctuations in Fennoscandia have been subject to an immense amount of 
research, both theoretical and empirical (Elton 1924, Hanski et al. 1991, Bjørnstad et al. 1995, Stenseth 
1999, Begon 2006, Hendrichsen et al. 2009). However, numerous confounding effects in nature make it 
difficult to disentangle the population-level responses and establish a consensus of what factors are 
generating these cycles.  
Classical mathematical population models evaluate populations from generalised equations of, for 
example, population density, growth rate or carrying capacity (Judson 1994). Some of these are very 
simple, like the Lotka-Volterra equation, which describes predator-prey population cycles based on only 
four parameters. There is a big gap between this simple model and the complexity of the natural world. 
With a realistically built agent-based model it is possible to systematically investigate how each model 
component affects population cycling and get an understanding of whether this complexity matters for the 
causation of population cycles.  
In the following I summarises two case studies (paper 5 and 6) that use agent-based models to explore 
hypotheses about system drivers. The first case (paper 5) is a demonstration of how an ABM can be used to 
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investigate hypotheses about predator-prey cycles. The second shows how understanding of the system 
may be achieved by dissecting model components, in this case animal behaviour and landscape structural 
complexity. 
Case study 1 Evaluating hypotheses about predator-prey dynamics 
Microtine predator-prey fluctuations in Fennoscandia display distinct geographical patterns (Hansson and 
Henttonen 1985, Hanski et al. 1991, Bjørnstad et al. 1995). The fluctuations shift along a north-south 
gradient from stable multiannual 3-5 year cycles in the north to irregular seasonal variation in the south. 
The predominant length of the cyclic period and the amplitude of the multiannual fluctuations both 
increase towards the north (Hanski et al. 1991, Bjørnstad et al. 1995). Second order autoregressive analysis 
of the time series have shown that the latitudinal gradient in microtine population dynamics is caused by 
an underlying cline in the strength of direct density dependence (Bjørnstad et al. 1995, Stenseth 1999). 
Why this latitudinal gradient exists for microtine dynamics is one of the classical problems in ecology (Elton 
1924, Begon 2006). Numerous hypotheses has been proposed to explain these phenomenon (for review 
see: Norrdahl 1995, Krebs 1996, Stenseth 1999, Begon 2006). For this case study we have considered three 
of these. The first of these is the ‘predator hypothesis’ which is a combination of specialist and generalist 
predator hypotheses (Hanski 1991, Hanski et al. 2001). The hypothesis is that specialist predators are 
responsible for the Microtine density fluctuations in northern Fennoscandia, and the increase of generalist 
predators towards the south is responsible for the north-south gradient (Hansson and Henttonen 1985, 
Korpimäki and Krebs 1996, Hanski et al. 2001). The landscape structure also change along the gradient, 
from tracts of continuous habitat in the north to heterogeneous agricultural landscapes in the south. Since 
both voles and their predators’ intraspecific interactions are influenced by landscape heterogeneity their 
interspecific interactions are likely affected as well. The last factor considered is the vole breeding season 
which also varies along the gradient from short periods of 3-4 months in the north to >7 months in the 
southern Fennoscandia (Hansson 1969, Viitala 1977, Nelson et al. 1991). Some studies imply that seasonal 
density dependent regulation exists and these could influence the cyclic dynamics (Stenseth et al. 1998, 
Hansen et al. 1999, Stenseth et al. 2002, Saitoh et al. 2003). 
Investigating the joint effect of predation, fragmentation and breeding season on a large scale in natural 
systems is innately difficult because the factors covay. In this case study we try to bridge the gap between 
the difficulty of obtaining empirical data where predator response, breeding season and landscape 
heterogeneity are independent, and the need to study these factors separately to understand the influence 
on population dynamics. By use of the field vole model within the ALMaSS system we investigated and 
distinguished the effects of predator, habitat and breeding season by examining the endpoints: mean 
population size, cycle length, amplitude and direct and delayed density dependence. 
Agent-based models offer the opportunity to investigate the impacts of each of these factors (Grimm and 
Railsback 2005, Dalkvist et al. 2009, Topping et al. 2010b, paper 1- 4, 6). 36 scenarios were constructed to 
analyse the effect of changing all possible combination of 4 levels of landscape heterogeneity (1, 9, 25 and 
100 patches of suitable vole habitat, the total area of suitable habitat being identical between landscapes), 
3 types of predators (generalists, specialists, and both in combination), 3 durations of breeding season (5, 6 
and 7 months). Population size was measured in the autumn and 100 year time series were analysed. 
ANOVA analysis were used to test for the factors’ (landscape structure, predator type, breeding season) 
impact on the measured endpoints. 
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The results and conclusions to be drawn from the study can be summarised as follows: 
 Model vole population dynamics were in line with the literature. Specialist predators generated 
delayed density dependence and multiannual vole population cycles, while fragmentation and 
generalist predators dampened these effects. 
 The ANOVA analyses showed that the effects of the duration of breeding season and its interaction 
with landscape structure and predator type was of minor importance for explaining the variation in 
the measured endpoints. 
 Landscape structure, predator type and the interaction between the two had marked effects on the 
measured endpoints.  
 Increasing habitat fragmentation up to 25 patches increased mean population size for the three 
predator assemblages after which a decrease in population size was observed. 
 Cycle length and amplitude were largely affected by predator assembly and did not display 
multiannual fluctuations if the predator assembly only consisted of generalist predators or if the 
landscape were fragmented in to 100 patches, but cycle length and amplitude progressively 
increased as the level of fragmentation decreased.  
 Direct density dependence (AR1) was most affected by landscape structure, followed by the 
interaction between landscape and predator assembly and lastly predator assembly. AR1 was 
weakly positive for all fragmentation levels when the predator was a generalist, whereas a shift 
from positive to negative values was observed with increased fragmentation when the specialist 
predator was present. 
 Delayed density dependence (AR2) was most affected by predator assembly, followed by the 
landscape structure. AR2 was around zero when only generalist predators were present. 
Introducing specialist predators made AR2 strongly negative, but with lesser effect in the more 
fragmented landscapes. 
This study illustrates how ABMs can be used to disentangle confounding effects and establish the effects of 
model components one at a time. Naturally, as in the real world, the results from a model are dependent 
on the model configuration and the model should off course be critically accessed and evaluated before 
trusting the outputs as specified in the section ‘testing, documenting and communicating IBMs’. However, 
once trusted as mirrors of real world dynamics they potentially give good indications of which factors are 
important in population-level dynamics. 
Case study 2 Understanding how model components influence predator-prey dynamics 
The aim of this study was to investigate the consequences of model detail on causation of multiannual 
fluctuations in prey densities. Relatively simple IBMs have in the past been used to evaluate the effects of 
adding mobility to Lotka-Volterra models. These studies have demonstrated that altered mobility can affect 
fecundity, density, and the stability of the cycles which generally became more stable locally and generated 
constant populations at larger scales as the mobility of prey and predator was reduced (Wilson et al. 1993, 
Wilson et al. 1995). Spatial heterogeneity has been studied in host-parasite systems as well as predator-
prey systems without much consensus being achieved (Murdoch et al. 1992, McCauley et al. 1993, Wilson 
et al. 1993, Levin and Durrett 1996).  
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We employed the field vole model within the ALMaSS system subject to predation and systematically 
analysed some of its model components to evaluate their importance in determining population cycling. 
The behavioural components analysed for predators were in relation to territorial behaviour (allowing no 
sharing of its territory with other predators) or non-territorial behaviour (allowing territory sharing), and in 
relation to hunting behaviour which was modelled to be nomadic (the predator can hunt from the whole 
vole population) or resident (the predator can only hunt locally within a radius of 70 meter). The vole 
behavioural components dissected were in relation to mating behaviour, which was modelled to result in 
limited mate search (mate search restricted to the female’s territory size) or not limited (mate search 
within the whole vole population), and in relation to mortality factors: no extra mortality (vole mortality 
only as a course of predation or density dependence factors) or extra mortality (infanticide and 
senescence). All combinations of these different behavioural models were simulated in four landscapes 
where the structural complexity was altered from one patch suitable for voles to 9, 25 and 100 patches. 
To measure the effects of changing the behaviours and the landscapes’ structural complexity on population 
dynamics we applied the autoregression analysis as in case study 1, to estimate the direct and delayed 
dependence coefficients, which are good descriptors of cycling dynamics in Fennoscandian predator-prey 
systems (Bjørnstad et al. 1995). Additionally, cycle length, amplitude and mean population size was 
measured for the time series. ANOVA analyses were preformed to test for the importance of the model 
components on the measured endpoints.  
Landscape structure and predator behaviours had marked effects on the measured endpoints whereas the 
changes in vole behaviour were of minor importance in influencing predator-prey fluctuations. The impact 
of additional behaviours could in principle also be tested. In particular it would be interesting to investigate 
the importance of vole dispersal patterns, which likely are important for population dynamics (Murdoch et 
al. 1992, McCauley et al. 1993, Wilson et al. 1993, Levin and Durrett 1996); this is also suggested by vole 
responses to increased landscape connectivity (paper 4). The wider conclusion that emerges from this 
study is that by performing a ‘sensitivity analysis’ on model components it is possible to identify which 
contribute importantly to model performance.  
Concluding remarks 
Once constructed and fully tested, an IBM provides the potential to experiment and test a system in ways 
that would be logistically, financially or ethically impossible in the real world. While there are limitations to 
these models, the approach provides a methodology to allow population ecologists to investigate complex 
hypotheses and to test them in silico. At the same time methods to increase the robustness and 
trustworthiness of the models are increasingly being developed and deployed. The examples of IBMs in 
ecotoxicology and ecology demonstrate some of the utility of the approach both as predictive tools and 
tools for exploring ideas and hypotheses to gain increased understanding of modelled systems. A potential 
of individual-based modelling to unify ecological theory was suggested by Huston et al. (1988). However, to 
date the models have mainly been applied to specific, location-sensitive issues (Grimm and Railsback 2005). 
What they have taught us so far is that individual variation, environmental structure and history, and 
abiotic and biotic factors are all important in shaping ecological systems as we see them today. It is 
therefore of great importance to include these factors with their associated variability and interactions in 
the models we use to make predictions about the future.  
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The Potential for the Use of Agent-Based Models
in Ecotoxicology
Christopher J. Topping, Trine Dalkvist, Valery E. Forbes, Volker Grimm,
and Richard M. Sibly
Abstract This chapter introduces ABMs, their construction, and the pros and cons
of their use. Although relatively new, agent-based models (ABMs) have great poten-
tial for use in ecotoxicological research – their primary advantage being the realistic
simulations that can be constructed and particularly their explicit handling of space
and time in simulations. Examples are provided of their use in ecotoxicology pri-
marily exemplified by different implementations of the ALMaSS system. These
examples presented demonstrate how multiple stressors, landscape structure, details
regarding toxicology, animal behavior, and socioeconomic effects can and should
be taken into account when constructing simulations for risk assessment. Like eco-
logical systems, in ABMs the behavior at the system level is not simply the mean of
the component responses, but the sum of the often nonlinear interactions between
components in the system; hence this modeling approach opens the door to imple-
menting and testing much more realistic and holistic ecotoxicological models than
are currently used.
Keywords Population-level risk assessment  ALMaSS  Pattern-oriented model-
ing  ODD  Multiple stressors
1 Introduction
This chapter is intended to provide some background on agent-based models
(ABMs) and the potential for their use in ecotoxicology. This is achieved by a mix-
ture of examples and minireview of ABM issues; it is, therefore, intended as a primer
for those interested in further exploring this type of modeling in ecotoxicology.
Ecotoxicology has, in common with the majority of the natural sciences, fol-
lowed the basic principles of analytic thinking whereby the whole is abstractly
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separated into its constituent parts in order to study the parts and their relation-
ships. This approach to science works for physical systems such as those typically
studied in physics or chemistry, but may not always be the optimal approach for
biological systems with their innate complexity and interactions. For example, in
the case of evaluating the impact of stressors on biological systems there is clearly
a great difference between the response of animals in the laboratory, given a pre-
cisely measured and timed dose of toxicant, and the populations of the same animals
moving through a real-world situation of spatiotemporal variability in toxicant con-
centration, interacting with each other and the biotic and abiotic components of their
environment.
It is in fact rather difficult to see how the abstract laboratory test can easily be
related to impacts at the population level. Following this train of thought suggests
that in order to properly understand this kind of system we should perhaps embrace
its complexity rather than ignore it. This means treating a system as an integrated
whole whose properties arise from the relationships between the system components
rather than studying the components in isolation, thus shifting from the importance
of elements to the importance of organizational pattern, i.e., applying a systems
approach. Luckily, the use of ABMs opens up the potential for doing just this.
1.1 What Is an ABM?
An ABM is a computational model for simulating the actions and interactions of
autonomous individuals in a defined virtual world, with a view to assessing their
effects on the system as a whole. This is clearly analogous to integrating the re-
sponse of individuals into a population response that, when considering impact
assessment in ecotoxicology, is the level at which interest and protection goals are
usually aimed.
Of course, there are many models of ecological populations and many ap-
proaches, but there are a number of characteristics of ABMs that set them apart
from other more traditional approaches. These characteristics can be broadly de-
scribed as being their explicit consideration of spatiotemporal variability and their
ability to include individual behavior, with population responses being emergent
features. Thus, animal behavior such as patterns of movement can be simulated so
that a dispersing animal moves in very different ways depending upon its type (e.g.,
bird, mouse, beetle, human). This provides a huge predictive potential compared
with more aggregated approaches.
These properties have resulted in the use of ABMs in a wide and steadily in-
creasing range of applications. In 1996, there were 31 agent-based papers published
(source: ISI Web of Knowledge), but by 2006 the number had risen to 494. Some
varied examples include simulations of immune system responses to perturbations
[1], of ethnic diversity in economically and spatially structured neighborhoods [2],
of entry and exit routes to a baseball stadium under a range of conditions including
simulation of terrorist attack [3], and of urban evacuation strategies [4]. Current use
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of ABMs in ecotoxicology is limited, but their usage in related areas is increasing.
Recent developments include models of whale watching by tour boats, including
evaluation of the risks to the whale population [5], epidemiology (e.g., [6, 7]), the
exploitation of limited renewable resource [8], and conservation [9–11]. ABMs help
understand biological systems because, unlike physical systems, there is hetero-
geneity in their components, and this heterogeneity affects the overall dynamics of
the system [12,13] in short because variation in space and time matters in biological
systems and ABMs deal with this very well.
In ecology, ABMs developed somewhat independently of other disciplines and
are often referred to as “individual-based models” (IBMs). The distinction is, how-
ever, of little importance today, and Grimm [14] suggests not distinguishing IBMs
and ABMs any longer and using both terms interchangeably. Originally the term
IBM was used to emphasize the discreteness of individuals, heterogeneity among
individuals, and local interactions, rather than adaptive decision making and be-
havior, which have been the main drivers in the development of ABMs [12, 15].
Recently however, IBMs and ABMs have merged into one big class of models [16],
covering a wide range from very simple to rather complex models [17].
In this chapter, we focus on “full-fledged” ABMs, which include realistic land-
scapes, a high temporal and spatial resolution, individual heterogeneity, local in-
teractions, adaptive behavior, and often also different species. This is, in terms of
development time and resources needed for testing and parameterization, the most
demanding type of ABMs, but also the most powerful one if it comes to the potential
to validate these models and to use them for predictions of environmental scenarios
that so far have not been observed. It should be kept in mind, however, that more
simple ABMs also have their place in basic and applied ecology, including ecotoxi-
cology (e.g., [18]).
1.2 Constructing ABMs
ABMs can be significantly more demanding to develop than other population mod-
els. Development starts with the creation of a conceptual model of the system of
study comprising the basic simulation goals, elements of the system and their be-
haviors, and the endpoints of interest [16, 19]. Depending upon the goals of the
model, it may utilize designed or empirically grounded agents and environments,
and choices here may have significant implications for results, as we now show.
In early ABMs structural environment into which the agents are placed was cre-
ated using regular geometric shapes, but it is now known that the use of unrealistic
structural environments may bias results [20], and a similar argument can be made
for simplification of the behaviors of agents [21]. Another problem that the ABM
developer may face, which is not a problem for traditional modeling approaches, is
that of concurrency. Concurrency problems occur when objects interact, especially
if their interaction is controlled via some limiting resource. A good example of this
is the well-known model by DeAngelis et al. [22] where wide-mouthed bass interact
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indirectly through their Daphnia food resource and directly by eating each other.
By not taking account of concurrency issues the positive feedback loops emergent
in the model were strengthened (see [23] for a discussion of this effect and concur-
rency issues in ABMs). Concurrency issues are not critical to all ABMs but in cases
where they are they can increase the complexity of model design. Scheduling of the
model’s processes and the exact mode of updating the model’s state variables are
thus critical and need to be planned and communicated carefully [24, 25].
It will by now be apparent that the increase in realism made accessible by ABMs
comes at a cost, both in terms of potentially huge data requirements, but also in
terms of the technical ability required for model construction. However, the tech-
nical problems are eased by the emergence of software tools. Thus, models may
be created using ABM “platforms,” that is, libraries of predefined routines such as
REPAST [26], NetLogo [27], and SWARM [28]. Models of limited complexity can
be developed using these platforms, whereas more complex or computationally de-
manding models are usually implemented in more efficient low-level object-oriented
languages such as CCC or Java. Animal, Landscape, and Man Simulation System
(ALMaSS), a framework for ABMs for pesticide risk assessment [29], which is
used as an example throughout this paper, was written in CCC since run times are
very long, and shaving tiny fractions of seconds from loops can save many hours of
simulation time with millions of agents.
While simple systems can be built by anyone of average programming ability,
the effectiveness of larger scope and more realistic models depends on the ability of
the programmer to code efficiently. At this level of software engineering there is a
whole new skill set required by the ABM developer. For example, sorting routines
are common constructs in ABMs but vary hugely in their efficiency, so choices here
may dramatically affect overall runtimes. There is also the problem of code relia-
bility. With large and complex models the scope and complexity of errors increases
and code maintenance and debugging tasks can mushroom out of all proportion.
This is particularly the case with highly complex multiagent communication such
as between flock or family members, and it has cost many weeks of debugging in
ALMaSS. Coping with such problems requires familiarity with basic computing
science principles. Hence, the optimal solution is that the modeler also possesses
software engineering skills, which will not only speed up the development cycle,
but will also improve the model design by ensuring good code structure at an early
phase. However, while there is an increase in the number of computational biologists
being trained, this skill combination is still rare. Grimm and Railsback [16] therefore
recommend considering close collaborations of ecological modelers and computer
scientists where, however, the modeler should keep full control of the software, that
is, not depend on the computer scientist to use the software and modify it.
Unfortunately no simple introduction to building ABMs currently exists. There
are many good object-oriented tutorials available however, and these, combined with
an understanding of the philosophy of the approach, are a good place to start. De-
tailed advice can be found in Grimm and Railsback [16] who provide an introduction
to what they term “individual-based ecology,” which encompasses the use and de-
velopment of ABMs.
The Potential for the Use of Agent-Based Models in Ecotoxicology 209
2 Examples Illustrating the Use of ABMs
We here present examples selected to illustrate some of the facets of using ABMs,
and some of the interesting results that can emerge. The series of example applica-
tions used to illustrate the potential of ABMs in ecotoxicological research utilize a
single ABM system, ALMaSS [29]. In these examples space limits a description of
the manner in which conclusions were drawn, but in all cases this was by carrying
out additional exploratory simulations to test the behavior of the system under dif-
ferent conditions, as well as detailed analysis of outputs in the light of knowledge
of the model structure. In addition, we will briefly introduce two further families of
ABMs, which were not developed for ecotoxicology, but which very well illustrate
both the high costs for developing full-fledged ABMs and their striking predictive
power, once their testing has been completed.
2.1 Introduction to ALMaSS
ALMaSS was designed as a system to evaluate the impact of human management of
landscapes on key species of animals in the Danish landscape. ALMaSS was not cre-
ated with a clearly focused goal in mind but to be a highly flexible system capable of
simulating a wide range of interactions between landscape structure, management,
and animal ecology. Thus, ALMaSS is a flexible system for implementing ABMs of
selected species, with the aim of predicting the impact of changes in management
of the Danish landscape.
ALMaSS can be separated into two main components: the landscape and animal
models. The landscape comprises a topographical map, together with strategies of
human management (primarily farming but also other management such as mowing
of roadside verges), traffic and road networks, weather, submodels for calculating
arthropod biomass, models for general vegetation and crop growth, and also models
of the environmental fate of pesticides. These submodels and processes are updated
on a daily basis during the simulation and provide the potential to model factors
such as farm and crop management in great detail. The farm management modules
permit the definition of different farm types each with their specific crop choices
and type of management (e.g., conventional pig, arable, and dairy production, and
organic variants of these).
Each farm mapped in the landscape is allotted a farm type and the farm man-
ager, also an agent, applies management to his fields in terms of sowing crops and
subsequent crop husbandry while reacting to weather and soil conditions. Crop hus-
bandry is highly detailed (see [30]) and simulates all farming activities that would
be carried out on that crop (e.g., plowing, harrowing, sowing, fertilizer applications,
pesticide applications, harvest, and postharvest operations). Application of pesti-
cides and fertilizers can be allocated specific characteristics (e.g., amount and type)
and may result in changes in the vegetation growth, arthropod biomass, and provide
field-specific information for animal models such as the type and amount of toxicant
present.
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The topographic map utilized by the landscape has a resolution of 1 m2 and
typically covers an area of 100 km2. Combining this map with the management in-
formation, weather and vegetation growth information creates a virtual reality into
which the animal models are placed. The animal models are agents designed to sim-
ulate the ecology and behavior of individual animals as closely as possible. Each
agent moves around in its virtual world in much the same way that a real animal
moves in the real world, picking up information from its surroundings as it goes and
acting upon this in order to feed and ultimately reproduce. Changes to the agent’s
environment occur on a daily basis as weather changes, vegetation grows, or the
farmer manages a field.
A number of animal models exist for ALMaSS. Those used as examples here are
Alauda arvensis (skylark) [30, 31], Microtus agrestis (field vole) [29], Bembidion
lampros (beetle) [32], Erigone atra/Oedothorax fuscus (spider) [33], and Capreolus
capreolus (roe deer) [34]. These range from species with highly detailed behavior
but low numbers (roe deer) to spiders with simple behavior but the necessity to
handle over 1 million agents concurrently. However, all models conform to a basic
framework, essentially a state machine, whereby:
– Each animal has an initial state that is a behavioral state.
– There is a set of possible input events.
– Transitions to new behavioral states depend on input events.
– Actions (output events) are determined by behavioral state and environmental
opportunities.
Each agent will cycle through this state machine at least once per simulation day
and potentially many times depending upon the inputs and outputs. For example, a
vole in the state “explore” may explore his surroundings, resulting in the input that
there is no food, and make a transition to the new state “dispersal”; this results in the
action of dispersal that then triggers a transition to the state “explore.” This cycle
may repeat itself until the vole finds food, dies, or runs out of time that day (Fig. 1).
Inputs may also occur as events, not under the control of the animal. For example,
if our dispersing vole is run over by a car it will make an immediate transition to
Fig. 1 A diagram of a frag-
ment of the field vole state
machine. States are denoted
with boxes, transitions by
arrows. See text for further
explanation
Dying
Explore Dispersal
Killed KilledNo food
End of time-step
End of time-step
Next time-step
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the state “dying.” This event-driven interaction is also the basis for modeling topical
exposure to pesticide applications, meaning that an animal may only be exposed if
it is in the location where the pesticide is sprayed at the time it is sprayed.
A system such as ALMaSS has a number of potential uses in ecotoxicology.
These can broadly be divided into three main categories:
– Policy scenario analysis: This utilizes the capability of the agent-based system to
respond to changing inputs. For example, how will pesticide usage be affected
by specific taxation measures? (see examples 1 and 4 later). Taxation is an input
to the model that causes changes in farmer behavior, which result in changed
patterns of pesticide use. Since the animals react to pesticides as they find them
in their day-to-day activity, their behavior in turn is affected, and the sum of their
behaviors results in a population response that can be evaluated.
– Risk/impact assessment and regulation: Scenarios of application of pesticides
with specified properties are studied and population responses are evaluated (see
examples 2 and 3). The challenge here is to define specific yet representative
scenarios, since a greater range of factors is analyzed than is traditional in this
area.
– Systems understanding: Perhaps the most important use of ABMs in ecotoxicol-
ogy is to improve our understanding of the ecological systems and how they are
affected by pesticides. ALMaSS is able to use a systems approach to investigate
system properties that would be impossible or exceedingly difficult to study in
real life (see examples 1–4).
2.2 Example 1: Impacts of Mechanical Weeding on Skylark
Populations
Pesticide use has been an important factor in the decline of a range of European
farmland bird species over the last 20 years, primarily via indirect effects on wild
plants and arthropods [35, 36]. It is, therefore, desirable to use pesticides less, but
policies directed toward this need to be based on good advice. With this background
Odderskær et al. [37] set out to evaluate the potential impact of replacing herbicide
use with mechanical weeding on inter alia skylark populations. Mechanical weeding
is rarely used in conventional farming, despite its well-documented effectiveness, so
there is little opportunity for observational study. The goal of the ALMaSS modeling
was to assess the direct or indirect impact of mechanical weeding on birds repro-
ducing in fields where it is applied. The problem was tackled in two stages: the first
an experiment to assess the lethality of mechanical weeding to skylark nests, and
the second to assess potential impacts of different management scenarios.
A range of scenarios were simulated (see [37]) but those that show the clearest
results are experimental scenarios where the assumption is that all farmers in the
landscape grew a single monoculture crop. Figure 2 shows the number of nests,
nests with eggs (under incubation), and nests with young, which were destroyed
when mechanical weeding was used in monoculture spring barley on either the 10th
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Fig. 2 Example 1: ALMaSS scenario results. (a) The number of nests destroyed by mechanical
weeding on 10th May. (b) The number of nests destroyed by mechanical weeding on 30th May.
(c) The population-level impact of mechanical weeding shown relative to a no mechanical weeding
situation
or 30th May, which corresponds to mid- or late-season application. Although vari-
able with year and therefore weather, late-season use destroyed a very large number
of nests containing eggs or young, whereas the earlier application largely affected
nests during nest building or egg-laying. The skylark population was consequently
much reduced by late application (24–40%) whereas earlier application resulted in
a slight increase of up to 3%. This increase is surprising and the model was neither
specifically designed nor calibrated to make this prediction, which, therefore, can
be considered an independent or secondary prediction (sensu [16]). Moreover, an
ABM does not require us to just believe in the results as a black box, but allows
us to try and understand why certain things happen. In this case, closer analysis of
the model revealed that due to the rapid growth of the cereal crop the skylark has
only a limited window of breeding opportunity between emergence and canopy clo-
sure [38–40] and is often limited to just one breeding attempt. Since the first clutch
of the season is usually one egg smaller than the second clutch in this species, the
early loss of a clutch was a slight benefit if the second brood could be completed
before the breeding window closed. Broods lost due to weeding on 30th May (40
days from sowing) could not be replaced within the window of opportunity. These
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results led Odderskær et al. [37] to recommend that mechanical weeding be used
up to a maximum of 30 days after sowing to avoid significant risk to skylark popu-
lations. The recommendation was not with respect to a calendar date, because it is
timing with respect to the breeding window that is critical. In a subsequent indepen-
dent field study [41], it was found that mechanical weeding 35 days or later after
sowing caused significant reduction in skylark breeding in spring cereals. Thus, the
prediction of the model was confirmed indicating that key elements of the skylark’s
population dynamics were captured in the model, that is, the model was structurally
realistic [42].
2.3 Example 2: Risk Assessment for Beetles and Spiders
Including Multiple Stressors
Regulatory authorities have strict procedures for assessing whether a pesticide
presents an unacceptable risk to nontarget organisms. For example, according to EU
directive 91/414 and its annexes and guidance documents, if the toxicity exposure
ratio (TER) is <5, “no authorization shall be granted, unless it is clearly established
through an appropriate risk assessment that under field conditions no unacceptable
impact occurs after the use of the plant protection product under the proposed con-
ditions of use” (Annex VI of EU Directive 91/414/EEC). While this criterion may
seem objective and stringent it is also administratively inflexible and simplified. In
this example, we demonstrate how misleading the criterion can be by evaluating
pesticide impact with and without other mortality factors (multiple stressors) and
by using test species with slightly differing characteristics.
ALMaSS scenarios were created using the following assumptions:
 An insecticide was applied to cereals.
 Treated cereals received from one to three applications each year in late May to
July following normal farming practices for insecticides.
 No other pesticides were used anywhere in the landscape (the current regulatory
standpoint).
 Exposure to the pesticide resulted in 90% mortality for all exposed beetle and
spider life-stages.
 Exposure occurred when the organism was present in the field on the day of
pesticide application, and all organisms present were considered to be exposed.
 Residues were not assumed to have any impact, hence only direct exposure to
spray was considered toxic.
 There was no drift to off-crop areas.
 The landscape considered was a 10 km  10 km area of Denmark near the town
of Bjerringbro .56ı220N; 9ı400E/ (Fig. 3).
Three factors were varied:
 The proportion of the landscape exposed was altered by assuming that insecticide
was applied to 0, 25, 50, and 100% of cereal fields, and that all arable fields grew
cereals.
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Fig. 3 A GIS representation of the Bjerringbro area in central Jutland, Denmark. This is the land-
scape used in all ALMaSS examples
 The implications of assumptions about other mortality factors were investigated
by running four scenarios – one where the impact of soil cultivation and harvest
mortalities was assessed in the absence of pesticide (scenario BM in Fig. 4b), a
second scenario where only pesticide mortalities were incorporated and soil and
harvest mortalities were ignored (scenario PM), and a third scenario where the
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Fig. 4 Example 2: ALMaSS scenario results. Population reductions are expressed as a percentage
of those in the baseline scenario (see text). (a) The size of population reduction in relation to the
area treated with insecticide, for fast and slow moving beetles. (b) The size of population reduction
of fast and slow beetles, BM D only agricultural operation mortalities, PM D only insecticide mor-
tality, PM with BM D pesticide mortality assessed against a background of agricultural operation
mortality. (c) Same as (b) but for two species of spider
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impact of the pesticide was assessed against a background of including the soil
cultivation and harvest mortalities (scenario BM with PM). Values for mortalities
were available from [43], and all arable fields were assumed to grow cereals
and have insecticide applications. A fourth scenario was run without pesticide or
soil cultivation and harvest mortality and was used as a baseline for the results
presented in Fig. 4.
 Variation in species life history was assessed in two ways. A very simple change
to the beetle model was made by changing the maximum daily movement rate
used by [32] to be 10 or 20 m per day (slow and fast beetles). The second assess-
ment was made using models of two species of linyphiid spider (Erigone atra
and Oedothorax fuscus), both with similar habitat requirements and both com-
mon agricultural species but differing in their breeding behavior and dispersal.
O. fuscus has a shorter breeding season and lower dispersal ability than E. atra.
Twenty replicates were obtained of all scenarios with scenario runs of 55 years. The
first 11 years were discarded as a burn-in period, and the results were expressed as
mean population size over the last 44 years. Weather data were as used by Topping
and Odderskær [30] and were a continuous loop of 11 years of weather data from a
weather station near to the landscape simulated.
Results – For clarity all results are expressed as the size of the population reduc-
tion compared with a baseline scenario. Increasing the area treated with insecticide
reduced beetle population size, but the effect was much more severe if the beetles
moved slowly (Fig. 4a). Smaller differences were observed between fast and slow
beetles in terms of their sensitivity to background and pesticide mortalities (sce-
narios BM, PM, and BM with PM, Fig. 4b), nor was there much difference in the
responses of the two spider species (Fig. 4c). Background mortalities were generally
high and much higher than those caused by the pesticide impact alone. However, if
we evaluate the effects of the pesticide while controlling for background mortalities
(i.e., BM vs. PM with BM) then in all cases the impact of the pesticide was greater
than measured without other mortalities, and in the case of the less mobile beetle
and spider it was almost four times greater.
The results demonstrate two effects. The first is that mobility clearly interacts
with the pesticide application, and therefore we can get widely differing results
with different life-history strategies. This effect has been shown in the real world
in carabid beetles [44] and is partly due to mobile beetles and spiders being able
to “leapfrog” disaster by moving from field to field and therefore having a greater
probability of not being sprayed, but largely due to the faster recovery potential of
mobile animals as they reinvade and breed in recently sprayed areas.
The second effect is related to the population dynamics. In cases where mortality
on individuals is low the population grows and reaches a level where it becomes self-
regulating through density dependence. At this point the impact of lower levels of
mortality is to remove many individuals that would have died in any case, equivalent
to the doomed surplus of Errington [45]; hence, impacts are lower when seen at
the population level. In contrast, a population under heavy mortality, such as slow
beetles under soil cultivation and harvest mortalities, is very vulnerable to a small
extra mortality because this kills animals that would otherwise have contributed to
population growth.
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2.4 Example 3: Impacts of an Endocrine Disrupter on Vole
Populations: Toxicity, Exposure, and Landscape Structure
As with example 2 with multiple stressors this analysis is derived from a risk as-
sessment, but with the purpose of investigating the components of the assessment to
gain an understanding of the field vole population response, rather than conducting a
formal risk assessment. Here, we exploit the ability of ALMaSS to incorporate com-
plex patterns of toxicity, to modify different aspects of a pesticide risk assessment,
and calculate the population-level response. This flexibility allows the manipulation
of all aspects of the risk assessment in an experimental way, using the model as
a virtual laboratory to carry out experiments that would be impossible in the real
world. Specifically we investigate how changes in toxicology, exposure, and land-
scape structure alter population responses, to gain insights into the properties of the
system. The scenarios we present are illustrative only; for a comprehensive account,
see Dalkvist et al. [46].
The toxicology investigated is unusual but closely similar to that of the fungi-
cide vinclozolin, an endocrine disrupter where the effect is inherited epigenetically
through the male germline after exposure in the uterus [47, 48]. This toxicology
is challenging to model because of the epigenetic component of transmission of ef-
fects, and because expression of the toxic effects is chronic. In the model, expression
of toxic effect was as either absolute sterility or a halving of the mating success of
male offspring. Those with a reduced mating success passed on this genetic trait to
their male offspring.
Other than the altered fertility the affected males were assumed to behave as
nonaffected individuals since it was not known if the affected voles would change
behavior, and the worst case was assumed. However, females mating with sterile
males did not experience false pregnancies and would attempt to mate the follow-
ing day if mating was unsuccessful. This is likely to be a real situation since voles
are polygamous, but it is by no means certain that a female will not mate with the
same infertile vole again. This depends on which male vole is closest to her at the
time of mating, and it is therefore a function of the territorial behavior of the model
voles. This polygamous behavior has the result that both inheritance and purging
of the epigenetic effect are density dependent. This is because the probability of a
nonsterile vole territory overlapping a female’s territory increases with vole den-
sity. The system thus comprises complex dynamics that would be difficult to study
experimentally in the real world, but is amenable to investigation in an ABM.
In all cases scenarios were constructed by modifying a single factor at a time and
expressing the results as a population size relative to a baseline scenario where no
pesticide was applied. The landscape used was again that shown in Fig. 3, but with
some fields replaced by orchards, randomly placed until orchards occupied 10% of
the total agricultural land. Landscape structure was modified in later experiments
by altering the locations of patches of optimal habitat. Pesticide was applied for 30
years starting in year 31 and was followed by a 60-year recovery period again where
no pesticide was applied. Thirty-five replicates of each scenario were run. For clarity
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the experimental scenarios were divided into two groups: one to investigate the tox-
icity and exposure factors and the other to evaluate landscape structural impacts.
2.4.1 Toxicity and Exposure Scenarios
Five scenarios were constructed to evaluate the impact of factors related to toxicol-
ogy and exposure. These were (1) a “default” scenario with one pesticide application
to all orchards on May 31. The other scenarios were constructed by varying one fac-
tor at a time of the default scenario, as follows: (2) a “clover/grass” scenario where
the pesticide was sprayed on clover grass fields that replaced orchards, (3) a “two
applications” scenario where the orchards had an additional pesticide treatment on
14th June, (4) a “NOEL” (no observable effect level) scenario where the effect level
was altered to one quarter of the NOEL in the default scenario, and (5) a “DT50”
scenario where the pesticide half-life was a factor four times longer than that in the
default scenario.
Toxicity and Exposure Results
The population responses differed between scenarios as shown in Fig. 5. Taking
each scenario in turn:
– Clover/Grass: Spraying clover grass instead of orchards resulted in the lowest
population depression of all scenarios, and the population reached full recov-
ery within the simulation period. This might seem strange because the field vole
lives in grass-vegetated areas that can function both as a continuous food sup-
ply and cover [49], and therefore exposure might be expected in a grass crop.
However, clover grass fields in the modern intensive agricultural landscape are
cut for silage or used for grazing livestock throughout the year, so that the voles’
habitat is continually being destroyed. Consequently, these fields are not suitable
breeding habitat [50–52], although they facilitate dispersal. Accordingly a small
fraction of the voles were exposed to the pesticide in our simulation, resulting in
a negligible population depression.
In contrast the orchards contain grass cover between the trees, which in the “default”
scenario is cut once a year just before harvest, and voles living here were subject
to much less disturbance. This illustrates the importance of the animals’ ecology
and behavior in risk assessment. It is also interesting to note that the impact at the
population level in this scenario was ca. 1%, but that 4% of all male voles exhibited
a toxic response (Table 1). Of these 4% only 22% carried the paternally transmitted
gene, indicating that the voles that were affected were not breeding as successfully
as those in other scenarios.
Two applications scenario: A second application to the orchards led to a doubling
of the amount of pesticide applied in the landscape, but not a doubling of the pop-
ulation depression or the proportion of affected voles (Fig. 5a, b). The explanation
is that the second application hits a population containing voles already affected by
the first.
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Table 1 Example 3: results of ALMaSS simulations
Directly affected Baseline population
males as a % size (1,000s)
Scenarios Total of affected males (%) of total affected
Clover/grass 4 78 58
Default 15 52 58
Two applications 16 56 58
NOEL/4 17 59 58
DT504 18 75 58
NG around orchards 18 54 62
NG not around
orchards
10 51 54
0% NG 12 51 37
The total proportion of all male voles affected by the endocrine disrupter together with the propor-
tion of those that were directly affected by exposure in the uterus and the total mean size of the
vole population in the baseline scenario for each toxicological, exposure, and landscape structural
scenarios
NOEL and DT50 (half-life) scenarios: In the NOEL scenario toxicity increased
by a factor of 4, and this resulted in a doubling of population impact than in the
default scenario and a higher impact than applying the pesticide twice. However, a
fourfold increase in half-life, in the DT50 scenario, had even more impact (Fig. 5a).
The explanation can be found in the first-order kinetics of decay for the pesticide:
C D C0 ekt , k D .ln.C=C0// = t , k D ln 2 = DT50; (1)
where C is the concentration of the residue at time t; C0 is the residue concentra-
tion at the start, and k is a rate constant for loss, which is dependent on DT50. By
halving DT50; k is doubled, which increases the coefficient of the exponential curve
and so reduces the period of exposure. By contrast changing NOEL is equivalent to
changing the constant C in (1), which would result in a small change of the time
period of exposure .t/ compared with changes in k. Thus, the voles are more sen-
sitive to alterations in half-life than to alterations in toxicity. Despite this, half-lives
of pesticides receive little attention in current risk assessments.
Toxicity and Exposure Discussion
The population recovered completely by year 120 only in the Clover/Grass sce-
nario, where a limited proportion of the voles had been affected. This result could
have been related to the epigenetic effect of the pesticide, but investigation of the
frequency of affected voles showed that the alteration was purged from the popula-
tion after only a short period (Fig. 5b). In fact, the phenomenon was related to the
spatial dynamics of the voles in this fragmented landscape. Even small perturbations
of the population can mean local extinction for small subpopulations, and the time
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before recolonization depends on their location relative to larger source populations.
If the perturbation is large then this effect is exacerbated resulting in more isolated
subpopulations and consequently an elongation of the recovery period (Fig. 5a).
The unusual form of the recovery curve was a result of initial logistic population
growth in core habitats, followed by delays dependent on dispersal to recolonize
other areas that had been lost following pesticide application. The reverse mecha-
nism, together with epigenetic breeding depression, explains the continual decline
of the voles during the period of continuous pesticide application, as patches slowly
become empty and the vole population contracts to core habitats. This spatial mech-
anism provides a new dimension to risk assessment since spatial dynamics are
currently ignored.
2.4.2 Landscape Structural Manipulations
As shown earlier there are indications that the magnitude and effect of pesticide ex-
posure on populations are influenced by the spatial structure of contamination in the
landscape and habitat location [53–55]. Even so, the use of nonspatial approaches
is still common when characterizing exposures and effects of pesticide stresses. To
demonstrate the possible effect of landscape structure in the risk assessment three
scenarios were constructed based on the default scenario already described con-
taining randomly allotted primary vole habitat patches (“natural grass” D NG).
The natural grassland is a habitat type particularly suitable to the voles because
it supplies the animals with food and cover throughout the year. We explored three
landscape scenarios as follows: (1) The NG close to the orchards scenario (NGc),
where the natural grassland was located around the orchards where pesticide was
applied; (2) The natural grass not around orchards scenario (NGa), where the nat-
ural grassland was placed away from the orchards; and (3) the 0% natural grass
scenario (NGz), where no natural grassland occurred in the landscape.
Landscape Structure Results
The NGc scenario resulted in the lowest impact of the landscape scenarios with a
population depression of 3%, but the proportion of voles affected by the pesticide
was also highest here (Fig. 5c, d). This seeming paradox arises because natural
grassland in this scenario produced a connected set of suitable habitat fragments
capable of sustaining a larger population size around the orchards than in the other
scenarios. There were thus sufficient healthy males in the nearby natural grassland
to provide viable sperm for females in orchards. This means there were still quite
high abundances of voles in the orchards despite these being the sites of exposure of
gestating females (Fig. 5d), and after spraying these populations recovered rapidly
to baseline levels (Fig. 5c).
Compared with the NGc scenario the NGz scenario had the highest popula-
tion depression and lowest recovery level of the landscape structure scenarios.
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The natural grassland was removed from the landscape completely, thereby reducing
connectivity between optimal habitats (which here are primarily the orchards). The
affected vole frequency was lower, because of the reduced vole abundance around
the orchards, but the impact was higher due to the reduced level of source nontreated
populations in the landscape. Accordingly local extinction occurred on a larger scale
resulting in the lowest level of recovery.
The NGa was used as a control for the NCc scenario, maintaining the area of
grassland but locating it away from the orchards. Voles living in those grasslands
were unaffected by the spraying, thus the proportion of affected voles was lower than
in the default scenario (Fig. 5d), but the population depression was greater (Fig. 5c)
because of a lack of healthy males in grasslands adjacent to orchards to provide
viable sperm for females in the orchards. The lack of correlation between three
different endpoints, namely, the total proportion of males affected, the proportion
of these directly affected, and the baseline population size illustrates the nontrivial
nature of the relationships between the factors considered (Table 1).
2.5 Example 4: Impacts of Pesticide Bans and Reductions
at Landscape Scales
Jepsen et al. [21] utilized ALMaSS to evaluate the impact of a total pesticide ban
on the abundance and distribution of five species: Alauda arvensis (skylark), Micro-
tus agrestis (field vole), Bembidion lampros (beetle), Oedothorax fuscus (linyphiid
spider), and Capreolus capreolus (roe deer). While it would be temptingly simple
to create a scenario where, on the one hand, we had conventional agriculture and
on the other the same thing but with no pesticides, this may be a rather too sim-
ple approach. Instead, a more holistic consideration of the problem is required. The
debate surrounding the safe use of pesticides in Denmark prompted the establish-
ment of a state-funded Pesticide Committee in 1999. This committee initiated a
nation-wide evaluation of the economic and agronomic consequences of a partial or
complete ban on pesticide usage in Danish agriculture, the conclusion of which was
published by Jacobsen and Frandsen [56].
The results suggest that a total pesticide ban will have wide-reaching conse-
quences for land use and also crop choices. For instance, under the EU CAP
regulations relating to arable area payments at the time, farmers could claim pay-
ments and make a profit by sowing a crop they would never harvest. In other areas
land would shift from arable to dairy production. In those areas where arable pro-
duction remained there would be a reduction in areas of pesticide-intensive crops for
harvest. In particular, a significant rise in the area of oil seed rape was indicated since
this is cheap to sow and provides a good weed-suppressing cover. Jepsen et al. [21]
simulated this outcome by comparing the distribution and abundance of the five
species between agricultural practice as in 2003 and a scenario in which all crops
were grown organically and where agricultural land altered its composition from 64
to 29% cereals, oil seed rape increased from 11 to 17% of the arable area, and where
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roughage (rotational grass, peas, etc.) increased from 19 to 59%, with the remaining
areas being set aside. These simulations used the landscape of Fig. 3.
As expected due to reduced incidence of crop-management related stressors (in-
secticides and soil cultivation), beetle and spider numbers generally increased over
the whole landscape. Field vole numbers also increased marginally and uniformly
because of the increase in connectivity due to increasing the area of grass relative
to arable fields. The skylark however, contrary to initial expectations, decreased
in population size across the landscape with marked decreases in previously good
habitats. These decreases were an integration of a number of positive and negative
influences. The reduction in pesticides and subsequent increase in invertebrate food
worked positively; however, the lack of tramlines caused by late-season pesticide ap-
plications meant that the food was less abundant. In addition, the grass areas would
be grown for silage and would have very narrow windows of breeding opportunity
before cutting and/or grazing resulted in them being useless as breeding habitat.
The response of the roe deer was also complex with a distinct spatial pattern
to the changes. These local population changes were in response to changing crop
locations relative to suitable wooded habitats, primarily hedgerows. In those areas
where both hedgerows and suitable crops coincided, the deer could move out from
woods and forage; in other areas, the lack of shelter meant that the improved forage
was not utilized [21].
A similar interaction between pesticide changes and farm management was
found when evaluating the impact on skylark population sizes of taxation mea-
sures to alter pesticide use [57]. The effects of using pesticides were compared with
spraying nothing. The real effect of not spraying would be to not open tramlines, pre-
venting skylark foraging and breeding access, because the farmer would not drive
onto the field. Not spraying would also alter the crops grown. When these effects
were taken into account the mean 4% impact of pesticides predicted in an earlier
study [30] was reduced to a barely significant 1% impact [31]. However, in both
studies other structural changes in the landscape management were capable of al-
tering skylark populations by 20–50%. We conclude that a common sense, holistic,
approach to simulation is needed so that “knock-on effects,” such as changes in crop
area allocations, are taken into account in policy evaluation.
2.6 Two Further Examples of Predictive, Fully Fledged ABMs
The development of the ALMaSS framework took 10 years, including program de-
bugging and verifications. The development of a typical animal model with the
ALMaSS framework, including testing, usually takes 1–2 years. The analysis of
more theoretical scenarios of an existing animal model, however, can be performed
rather quickly, typically within a few months. Historically, and due to reasons of
page limitations in scientific journals, the extensive testing of ALMaSS so far has
not been fully documented. Therefore, we here briefly describe two further fully
fledged ABMs that were developed for ecological applications and where testing,
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verification, and validation have already been documented. These examples also
show that basing a model on fitness-seeking behavior can make ABMs complex,
but highly predictive. The trout model was explicitly developed for management
support. The shorebird model has a more academic background but currently is be-
ing tailored to address a range of real-world applications.
2.6.1 Shorebird Models
The shorebird models of Goss-Custard et al. predict the impact of land reclamation,
resource harvesting, and recreation on the winter mortality of shorebirds and wa-
terfowl. The ABMs had to predict the effect of new environmental conditions for
which no empirical rules or data were available [58–65].
In these models, the habitat is divided into discrete patches, which vary in their
exposure and their quantity and type of food. During each time step birds choose
where and on what to feed, or whether to roost. Time steps typically represent 1–6 h.
The bird’s state variables include foraging efficiency, dominance, location, diet, as-
similation rate, metabolic rate, and amount of body reserves. Key environmental
inputs to the models are the timings of ebb and flow and temperature. The submod-
els describing the bird’s decision where to move, what to eat, and how much time to
spend in feeding are based on principles mainly from optimal foraging theory. The
individuals are assumed to always try and maximize fitness, i.e., their own chance
of survival.
Model predictions were compared with many observed patterns during several
iterations of the modeling cycle. The modeling cycle includes defining the model’s
purpose, choosing a model structure, and implementing and analyzing the model
[16]. At the end of this process, patch selection, prey choice, and the proportion
of time spent in feeding were accurately predicted for many species and sites. In
one case, the increase in winter mortality due to land reclamation was known from
observations. The model was parameterized for the preimpact situation, and then
run for the situation after the land reclamation and the increase in winter mortality
were determined. The match of observed and predicted increase in winter mortality
was strikingly good [66].
2.6.2 Stream Fish Models
Railsback and coworkers developed a suite of stream fish ABMs (mainly cutthroat
trout Oncorhynchus clarki [67–73]; see also the precursor model of Van Winkle
et al. [74]). The models were developed to predict the effects of river management
on fish populations. Fish adapt to changes in flow caused by dams and water diver-
sions by moving to different habitat. Thus, to predict how fish populations react to
new flow regimes it was necessary to know how fish select habitat. The trout model
of Railsback and Harvey [70] uses daily time steps, with stream habitat represented
as rectangular cells. The section of a stream represented in the model would usually
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comprise about 200 m consisting of about 100 cells (the number of cells varies be-
cause of varying water levels). Within a day, individual fish carry out the following
actions: spawn, move, feed, and grow. Mortality could occur within each of these
steps and model runs cover a time span of years or decades.
In the model, trout based their daily decision on the projection of current habitat
conditions for 90 days into the future [67]. Railsback and Harvey [71] show that
this “state-based, predictive” theory of habitat selection is, in contrast to alternative
theories, capable of reproducing a set of six patterns observed in reality (“pattern-
oriented modeling,” [16,75]). In a management application, the trout IBM was used
to predict the population-level consequences of stream turbidity (Harvey and Rails-
back, unpublished manuscript): over a wide range of parameter values, the negative
effects of turbidity on growth (and consequently, reproduction) outweighed the pos-
itive effects on predation risk.
3 Advantages and Drawbacks of the ABM Approach
3.1 Advantages
Assuming that we have the option to make an ABM, what are the key advantages of
this approach in ecotoxicology? The most important characteristic of ABMs is that
we deal explicitly with spatiotemporal factors, and this coupled with the simple fact
that toxicants are rarely distributed evenly in space and time in the real world is a
major step forward in realism.
However, this is only half of the story. ABMs integrate the information in het-
erogeneous environments with the behavior of the agents, since ABMs pose a
mechanistic approach. This is clearly demonstrated by the skylark and mechanical
weeding example where integration of the management, weather, and skylark ecol-
ogy and behavior provided the necessary understanding of the system to prescribe
nondamaging weeding practices. This integration also allows the consideration of
multiple stressors (example 2). Here again, the fact that the ABM integrated the
impacts of different stressors with the animal ecology and behavior gave rise to im-
portant population-level responses. While consideration of multiple stressors might
not be straightforward from a regulatory perspective, it is an area where ABMs could
make a major contribution.
Probably the best example of the integrational power of ABMs is the vole exam-
ple (example 3), which shows the use of an ABM as a virtual laboratory allowing
a very wide range of factors to be modified separately or in unison and their im-
pacts compared. This example also illustrates the point about flexibility in ABMs.
The problem definition in the vole example required incorporation of individual-
based genetic transfer of information due to the epigenetic impact of the pesticide,
which in isolation could have been achieved using traditional population genetic
approaches. However, this was further complicated by the behavioral ecology and
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individual-level impact of the pesticide. These factors include strong territorial
behavior, high fecundity, and local habitat-dependent dispersal in a structurally
complex and variably permeable (to dispersing voles) landscape, together with spa-
tiotemporal variation in the distribution of the stressor and variable phenotypic and
toxicological responses at the individual level.
It is hard to imagine a non-ABM approach that could integrate all of these as-
pects in a natural way and yet still provide a simple intuitive experimental system
for manipulation and testing. This type of “virtual laboratory” approach has a huge
potential in increasing our understanding of biological systems and their responses
to toxic stressors. In fact, these approaches are already being used to tackle theoret-
ical population ecology problems in spatially heterogeneous environments [76].
When used to evaluate policy changes, ABM results may often contraindicate
a reductionist approach (as shown with the ALMaSS examples earlier). In the real
world where so many factors interact it would be common sense to consider the
changes in farm management that would result from any policy change, and the use
of ABMs should be no different. Although ABMs can become very large and com-
plex they are not capable of simulating systems to such a degree that a single model
can encompass all ecological and socioeconomic aspects. However, integration of a
range of multidisciplinary models so that inputs to ABMs are as realistic as possible
is achievable. For example, Dalgaard et al. [77] linked socioeconomic, nitrogen-
budgeting, hydrological, and ecological models together to assess land management
scenarios. The flexibility of the complex ABM approach facilitates this process.
Information-rich systems such as the Army Risk Assessment Modeling System
(ARAMS) [78] would be ideal candidates to take advantage of agent-based technol-
ogy. This system already has a wildlife exposure module that uses a simple area use
factor to determine exposure, but could be augmented with realistic animal move-
ments and responses to remediation measures.
Another often overlooked advantage of an ABM approach is that the mechanistic
detail forces the researcher to consider the system of study from another angle, and
perhaps in greater detail than hitherto undertaken. This has the very real benefit of
providing a framework for storing current knowledge and identifying areas where
research is needed because information is currently lacking.
3.2 ABMs Versus More Aggregated Population Models
When considering the advantages and drawbacks of ABMs for ecotoxicological re-
search we are thinking primarily of population-level effects. A common point of
contention is whether ABMs are better than simple population models. This point
comes up repeatedly at conferences (e.g., see [79]) and therefore we devote a little
space to it here.
The question of whether the one type of model is better than the other misses
the real point of models, which is to create a representation of a system that allows
investigation of the properties of the system and, in some cases, prediction of future
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outcomes. There is nothing innately better about an ABM than, for example, a ma-
trix model of population growth; the two types of model are different and meant for
different purposes. A matrix model [80] is a mathematical representation of the cur-
rent state of the population. Unless its parameters are allowed to vary, it cannot be
used for prediction, but only for projection as to whether the population will grow or
decline. An ABM, on the other hand, can make predictions because its components
alter their states and behaviors in response to changing input variables.
This does not mean that the ABM is better than a matrix model. The ABM can-
not be parameterized using the same parameters as the matrix model; it cannot be
constructed as quickly as a mathematical model, and it is always more difficult to
understand. Choice of model type depends on the resources available and the pur-
pose of the analysis, and it is even less clear cut as we move up the continuum
of increasing realism from scalar population models to spatially structured models
such as metapopulation models. Here, the purposes of the two model types may
overlap, but several factors affect choice of model type. There may be constraints of
data availability that dictate a simple model structure, or other constraints such as on
development time, available computational power, or even technical ability, which
would dictate a simpler model. If such constraints are not important, then there is a
common sense link between the accuracy of a model and the degree to which it rep-
resents reality (i.e., its realism), but at some point the generality of the model will be
reduced as we make the model too specific. Tradeoffs exist between the accuracy of
the model, the resources required to build it, and the desired generality [81]. There is
no one solution to this problem; each application must be evaluated in its own right.
The criteria, however, used for choosing a certain model should be made explicit in
any application.
3.3 Drawbacks
3.3.1 Presumed Drawbacks
Some commonly heard arguments against increasing realism and therefore com-
plexity in models, and by extension to increasing realism in risk assessment are as
follows:
Increasing realism decreases generality. This argument probably has its roots
with Levins [81], although it is a common general principle. To determine whether
this is a drawback or not depends on how general we want our model to be. If our
question is specific then a general model is likely to be imprecise (e.g., the use
of TER and fixed threshold values for all species in pesticide regulation to predict
risk in example 1). In ecotoxicology “general” models are unsatisfactory because
there is no general target/nontarget organism, mode of action, or route of exposure.
When constructing ABMs generality is not the aim per se; here we usually try to
capture the essence of a specific system or class of systems, rather than a general-
ity. However, generalities can be achieved if we evaluate our specific model over a
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sufficiently wide range of conditions. In principle, the exploration of carefully de-
fined scenarios in ABMs could provide a sensitivity analysis of the probabilities of
adverse effects as well as general rules. For example, in the vole (example 3) in-
teractions between the different landscape structural factors could be evaluated in
order to create general rules about pesticide impacts and habitat connectivity.
Adding detail makes the creation and testing of general ecological principles
difficult. Not to be confused with a criticism of adding unnecessary detail, this is
related to the generality argument, but is fundamentally flawed in that it assumes
that we need generalities, that is, simplifications, before developing and testing the-
ories. Surely theories are best derived from patterns emerging from as many varied
and detailed observations as possible [16]. So given enough examples of specific
systems (such as realistic ABMs) to experiment with, greater insight into general
theories or even new paradigms may develop. This goes to the heart of the promise
of complexity science and ought not to be perfunctorily dismissed.
Detailed models are unnecessarily complex. Naturally adding detail to a model
without good reason would be foolish, because every additional detail causes ad-
ditional work. So, as for other models the principle of parsimony holds for ABMs.
We might use patterns to get ideas about optimal model complexity (see [75]), but
ultimately it is the task of model analysis to see how much a model can be simplified
while keeping its potential to serve its purpose. However, if we consider complexity
in the same way, complexity has a price in terms of increased work in adding model
details, but a distinct benefit in terms of richness, which we can utilize for testing,
validation, and prediction [19].
Increasing realism leads to a loss of precision. This argument is based upon a tra-
ditional statistical approach to modeling. In a mathematical model the error in the
prediction is related to the error terms in the parameter inputs in a predictable man-
ner, and this can be propagated or compounded in complex models. While true of a
mathematical construct this concept does not necessarily hold for complex systems
in which checks and balances stabilize the outputs. It is especially untrue of models
constructed using a pattern-oriented approach (see later), whereby error propagation
is constrained by the form of model testing [82]. In fact, biological systems in gen-
eral have sloppy parameter spaces, and focus should, therefore, be on predictions
rather than parameter values and their errors [83]. This is incidentally also one of
the reasons why these models do not result in deterministic chaos, which is another
commonly held, but misinformed belief.
3.3.2 Real Drawbacks
There are, however, a number of much more significant drawbacks when consider-
ing building ABMs. The drawbacks of constructing and using an ABM approach,
especially a comprehensive approach like ALMaSS, can be summed by the phrase
“When you can change anything you have to consider everything.” In consider-
ing “everything” you need both to be able to generate plausible mechanisms for
interactions that must all be defined and to locate or generate data to support the
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parameterizing of these. In building or modifying the model the interactions must
be considered again since what on the face of it may be a simple change can, in
fact, have far-reaching consequences. The same is true of building a scenario after
the model is finished; simply accepting default values may be counterproductive,
for example, applying a reductionist approach to pesticide limitation as in examples
2 and 4.
The difficulties of model construction are already mentioned earlier. The com-
plexity of the system means that the technical demands placed on the developer are
higher than those typically placed on the ecological modeler. These demands are
comparable to the technical skills required by other specialist branches of natural
sciences such as biostatistics or molecular ecology, the difference being that there
are few schools of computational biology, and so suitably qualified staff may be hard
to find. This may be a major drawback to actually implementing an ABM approach.
Perhaps the biggest drawback to the increased use of ABM models in scientific
disciplines in general is simply the fact that they are new. This means that ABMs
lack some important characteristics compared with other modeling approaches,
these being a rigorous theoretical basis and a standardized approach to construc-
tion, testing, and communication of models. In fact, the emergence of theory is a
rapidly developing area under the auspices of complexity science. Complexity sci-
ence aims to describe, explain, and control the collective objects and phenomena
emerging at a particular spatiotemporal scale from the simpler interactions of their
components at a finer scale. The search for a general theory to simplify understand-
ing of complex systems is, however, elusive. For example, one general theory that
might have been useful to describe the emergent patterns of multiagent systems is
the theory of self-organized criticality [84]. However, this general theory seems not
to have fulfilled its original promise and is perhaps better viewed as a way of sketch-
ing the essential structure of a system [85]. Seen in this light, ABMs might fulfill
the role of filling in the mechanistic details in system functioning while the search
for unifying principles continues at a higher level of organization.
Development of methods for communication and testing of ABMs has started,
but is still in its infancy. There is a widely held view that models of this complexity
are difficult, if not impossible, to validate. However, one emerging approach to val-
idation is pattern-oriented modeling [75], which includes as a main element inverse
modeling for parameterization [82,86] whereby multiple field data patterns are used
to simultaneously filter combinations of parameter values and model structures in
order to achieve the twin aims of testing the behavior of the agents in the model and
of reducing parameter uncertainty. The greater the number of real-world patterns
that can be simulated concurrently, the greater the confidence in the model, and typ-
ically the smaller the possible parameter space. Pattern-oriented modeling is a new
approach and so examples are few and far between (e.g., [42,87,88]), and as yet no
structured protocols exist for carrying out an analysis. However, the basic approach
is well described [89] and would be easily adaptable to an ecotoxicological prob-
lem, especially where large-scale field data are available from monitoring studies or
field trials. So rather than being seen as a drawback, the novelty of pattern-oriented
modeling could be seen as a challenge and an opportunity to develop the science
and use of ABMs further.
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Difficulty in communication of ABMs is a major drawback to their acceptance
and general accessibility to nonspecialists. This seems paradoxical to some extent
since good ABM construction practice is to use the ecological system to be modeled
as the primary metaphor [16]. It follows then that explaining the model to ecologists
ought to be relatively simple. This can indeed be the case at a superficial level,
but description of the detailed choices made in construction and parameterization
is far from simple. The two most critical sources of model documentation are the
written model description and the source code; however, for ABMs these documents
can be very large and are not usually easy to read. One approach suggested is to
standardize the description such that once a reader has encountered a number of
such descriptions familiarity increases transparency. This is the concept behind the
ODD protocol (overview, design concepts, and details) of Grimm et al. [24] and
Polhill et al. [90].
The idea of the ODD protocol is to define a fixed sequence in which different
levels and elements of a model are described to allow the reader a quick overview
of what the model is and what it does, that is, its structure and processes, without
having to consider any detail at first. Then, important concepts underlying the design
are discussed, for example, how adaptive behavior was represented, and how and
why stochasticity was included. Finally, details of the model’s implementation are
provided. It can be useful, or even necessary, to present the actual code by which
a certain process was represented. Thus, the separation of “overview” and “detail”
takes into account that some readers are more interested in the overall structure and
rationale of the model, for example, the ecotoxicologist, while others want to know
the details of the model’s implementation, for example, if they have to assess the
model as a reviewer for a scientific journal or a regulatory authority.
ODD seems to gain ground in the literature but still is in its infancy and under
development [14]. It can be difficult to apply it to ABM frameworks such as AL-
MaSS or FEARLUS [90] because the distinction between a specific model and the
framework is not always easy to draw.
4 The Future of ABMs in Ecotoxicology
The examples of ABMs in ecotoxicology demonstrate the utility of the ABM ap-
proach and highlight that the system response is not easily predictable in advance
due to the complex nature of the systems under study. If we do not include multiple
stressors we can underestimate risks (example 2), and without evaluating the land-
scape structure and details of the toxicology of the stressor we also risk inaccurate
prediction of the population impact (example 3). Even socioeconomic factors can-
not be ignored in any but the most experimental of scenarios (example 4). It seems
that almost all factors are important, and that is probably the cause for concern.
All is not lost however. If ABMs can be used to demonstrate that these effects
are important, they can also be used to investigate the way these factors interact
and thus increase our understanding of the system. In doing so and adding to the
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examples here, one could imagine an ABM/ecotoxicology utopia where series of
representative landscapes were continually updated as agricultural practices change,
and farmers responded to socioeconomic drivers and altered their management in re-
sponse to these and weather variables. Aquatic and terrestrial environments would
be combined in such a simulation, and surface and ground water flow of pesticides
and fertilizers would be modeled. Entire suites of nontarget species could be mod-
eled in these landscapes and whenever a new pesticide or policy change was to be
tested it could be done against a well-documented comprehensive simulation of a
real system with all the complexities of multiple stressors, varying crop coverage
and farmer behavior, and landscape structure.
This would be a far cry from testing whether a TER value was less than 5, and
while it might sound far fetched the technology to accomplish it already exists. Mod-
els of all basic subcomponents of the system exist, and hardware is easily capable
of running such a system. For instance, ALMaSS can be run on a standard PC with
one processing core while research computing facilities now exist with computers
having >11;000 parallel processor cores [91]. What would be needed would be the
resources and the will to construct and maintain such a model. On the other hand,
it is important to keep in mind also that simpler ABMs and matrix and differential
equation models all have their place. Ideally, such simpler models will be more or
less directly linked to more complex ABMs such as the ALMaSS models to achieve
a kind of “theoretical validation” of the complex model.
Even without embarking on such a project, the fact that it can now be feasibly
imagined suggests that the future of ABMs in ecotoxicology is rosy, and naturally
much can be achieved with the models we already have. It is our hope then that,
as in other scientific disciplines, ABM development in ecotoxicology is going to be
swift and exciting.
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Abstract 
Pattern-oriented modelling (POM) is a general strategy for modelling complex systems. In POM, 
multiple patterns observed at different scales and hierarchical levels are used to optimize model 
structure, to test and select sub-models of key processes, and for calibration. So far, POM has been 
used for developing new models and for models of low to moderate complexity. It remains unclear, 
though, whether the basic idea of POM to utilize multiple patterns could also be used to test and 
possibly develop existing and established models of high complexity. Here, we use POM to test, 
calibrate, and develop an existing agent-based model of the field vole, which was developed and 
tested within the ALMaSS framework. This framework is complex because it includes a high-
resolution representation of the landscape and its dynamics, of the individual‟s behaviour and of the 
interaction between landscape and individual behaviour.  
Introduction 
The basic idea of pattern-oriented modelling (POM) corresponds to the overall program of science: 
use observed patterns, which are characteristic of a certain system, for detecting the mechanisms 
that generate these patterns and therefore are likely to be key elements of the system‟s internal 
organisation (Grimm et al. 2005). For complex systems, single patterns are usually not sufficient to 
narrow down the range of possible generative mechanisms. Therefore, multiple patterns are used, 
which are observed at different scales and hierarchical levels. For example, cycles in the abundance 
of small mammals are a striking pattern, but usually do not contain enough information to 
unambiguously identify the mechanism which generates these cycles in reality. Additional patterns 
are needed, for example changes of cycle characteristics in response to weather, latitude, type of 
predators, etc., or changes in behaviour in high- and low-density situations.  
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POM is used implicitly by many experienced modellers, but Grimm and co-workers suggested 
making it an explicit strategy to utilise observed patterns in a more systematic way (Grimm et al. 
1996; Wiegand et al. 2003; Grimm et al. 2005; Grimm and Railsback 2005; Railsback and Grimm 
2012). The label “pattern-oriented modelling” did not yet catch on in the literature but the 
underlying ideas are increasingly used in ecology and other disciplines for developing models; the 
resulting models are though usually of moderate complexity (typically, 10-20 parameters; (Grimm 
and Railsback 2011). 
 
However, there are established and well-tested models of ecological systems which were developed 
without referring to POM and which are of high complexity, for example agent-based models of 
shorebirds (Goss-Custard, Stillman), individual-based models of tropical rain forests (Huth), 
landscape succession models (Landis II), or global vegetation models (LPJ). These models are 
complex because their ultimate purpose is prediction, so they have to take into account, e.g., 
multiple species, environmental drivers, heterogeneity in time and space and among individuals, 
local interactions, low-level processes like physiology, metabolism, or adaptive behaviour, and 
stochasticity. Could POM also be used to maintain, test, and even develop such existing models? 
This would be highly desirable because testing complex models is hard, and even harder to 
communicate. POM could thus help to improve such models and facilitate their acceptance by 
decision makers.  
 
Here, we use POM to test and develop an agent-based model of the field vole (Microtus agrestis), 
which was developed within the ALMaSS framework. ALMaSS couples mechanistic rule-based 
modelling of animal individuals (agents) with comprehensive inputs of environmental drivers and 
dynamic landscapes to create a flexible tool for evaluating scenarios that cannot be or should not be 
tested in real life (e.g. policy changes (Jepsen and Topping 2004), farming changes (Topping and 
Odderskaer 2004), risk assessments (Dalkvist et al. 2009, Dalkvist et al. submitted)). Development 
of these models has accuracy as its aim since they are designed for prediction and, usually, 
assessment of management or policy options (e.g. Topping and Odderskaer 2004, Dalkvist et al. 
2009, Gevers et al. 2011). 
 
The field vole (Microtus agrestis), is one of the most well studied small mammals with hundreds of 
studies covering molecular ecology (e.g. Jaarola and Searle 2002)), behavioural ecology (e.g. 
Koskela and Ylonen 1995), predation (e.g. Hakkarainen et al. 1992, Dyczkowski and Yalden 1998), 
feeding ecology (e.g. (Huitu et al. 2003, Wheeler 2005)), habitat selection (e.g. Tattersall et al. 
2000, Borowski 2003), and with particular focus on cyclic dynamics (e.g. Hornfeldt 1994, Smith et 
al. 2006)). This, plus the fact that this species is widespread geographically, but also has generally 
predictable occurrence, and limited habitat requirements made it an ideal species for inclusion in the 
agent-based modelling framework ALMaSS, as a key species capable of responding to changes in 
landscape management (Topping et al. 2003b). 
 
The ALMaSS vole model was originally constructed in 1999-2002 and has since been used in a 
range of pure and applied studies (e.g. Topping et al. 2003a, Jepsen et al. 2005a, Jepsen et al. 
2005b, Dalkvist et al. 2009, Nabe-Nielsen et al. 2010). Throughout development the ALMaSS vole 
model has been subjected to plausibility tests, as well as ad hoc tests involving visual debugging 
(Grimm 2002), visualisation tests, internal validity and code testing (Rykiel 1996). However, up-to 
now the model has not been subjected to a formalised set of tests. Partly this is due to the fact that 
testing this type of model has generally been an ad hoc affair, if done at all.  
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For the vole model the number of parameters and long run-times make traditional statistical testing 
unfeasible. With a simpler model framework it would be possible to attempt a statistical assessment 
of model testing. This might be based on AIC (Akaike 1974, Bozdogan 1987), maximum likelihood 
(Piou et al. 2009), or Approximate Bayesian Statistics (Beaumont, Csillery, Hartig et al. 2011). 
Simplification was not an option, though, because we wanted to keep the high flexibility and 
predictive power of the model and its framework. Simplification might be possible for any given 
scenario, but the costs of this might be that predictions for other scenarios are less useful.  
 
We therefore decided to try and use POM approach developed by Topping et al. (2010c) and 
illustrated in Fig 1 . The pre-defined wide scope of the model was flexibility and ability to simulate 
a range of real world patterns and operate in a range of environmental conditions rather than fit a 
narrow set of conditions. As a consequence patterns from the literature of field vole behaviour with 
high level of emergence were assessed to avoid constraining the flexibility of performance of the 
final model by over-fitting (Dietterich 1995). Having identified the patterns for the POM parameter 
values were manually modified to meet the performance criteria identified for each pattern. As part 
of this fitting process model structure and reliability of the real world data were assessed (Fig 1). 
 
The promise of the POM methods is that the model should be tested and as a result confidence in 
the model as fit for purpose should be increased. The results of this POM testing were positive in 
that it was possible to replicate a wide range of patterns from age-structure, to habitat selection, 
dispersal and vole population-cycling. However, while we understand that a demonstration of the 
capabilities of the model is necessary, we would caution against placing too much faith in the 
resulting parameterisation. Despite the fact that this species is very well studied it was extremely 
difficult to find suitable real world patterns that could be simulated based on the information given. 
As a result both the parameterisation and applicability rely on the details and representativeness of 
the real world studies chosen as patterns, as well as their implementation in ALMaSS. 
Materials and Methods 
POM applications are typically designed for a process of model construction and development 
(Kramer-Schadt et al. 2007, Latombe et al. 2011), but in this case we apply the procedure to an 
already well developed model. The vole model has undergone a number of small changes since its 
original creation by Topping et al (2003), but here we adopt the version used by Dalkvist et al 
(2009) and initiate the modelling cycle from this point. Only a short description of the model is 
presented here, since this is a function of the ODdox documentation, a final result of the POM 
procedure. This documentation is available at 
http://www2.dmu.dk/ALMaSS/ODDox/Field_Vole/V1_01/index.html. The ALMaSS system 
consists of two interacting parts the animal and landscape model. The field vole model used here 
describes the behavior and ecology of M. agrestis based on field studies and scientific literature. 
The modeled voles have three life-stages, juveniles and adult females. Eight main behavioral states 
exist in relation to evaluate local habitat, infanticide, mating, gestation, give birth, lactation, 
maturation and dying During their life-cycle the vole can engage in a number of behaviors and 
interactions based on their own properties (e.g. age, sex and body condition), the information 
obtained from its local environment and conspecifics. The landscape simulation is a dynamic model 
composed of a topographic map, with a spatial resolution of 1m
2
. The default landscape used is 
ALMaSS is a 10x10 GIS-based agricultural map from the Bjerringbro area, Denmark. Farm 
management is applied to the fields by virtual farmers and vegetation growth models exists for all 
the simulated vegetation types (>70). The drivers for vegetation growth are weather data and farm 
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management. Landscape heterogeneity is therefore controlled spatially by the topography and 
cropping choice and temporally by vegetation development and farm management. 
 
The POM approach used follows Topping et al (2010) and defines a number of real world data 
patterns to which the model output is compared. The process follows the model development cycle 
(Fig. 1) which is initiated by defining the model purpose. In this case the model purpose was simply 
to model the population and spatial dynamics of voles as accurately as possible. This model is 
intended for use in a range of scenario analyses for pesticide impacts, land-use changes and 
population dynamics studies, hence the aim was to obtain a broad range of realistic responses rather 
than fit a narrow set of conditions. After initialising by defining a model question it is necessary to 
traverse the complete POM process at least once. Parameter fitting was applied to get the model to 
fit the performance criteria. The model structure changed during this process and the field data used 
to test the model performance were re-assessed in order to further analyse the study and patterns. 
 
 
Figure 1: The model development cycle (from Topping et al, 2010). 
 
Choice of real world data patterns and modelling approach 
Patterns were selected to be emergent patterns and selected to avoid redundancy (e.g. female 
density was used as well as sex ratios thus making male densities redundant). In addition to these 
constraints, in order for real world data to be considered suitable as a data pattern for model 
comparison, it needed to fulfil two basic criteria: 1) they needed to be reliable (i.e. be truly 
representative of the system modelled), and 2) it needed to be possible to use ALMaSS to recreate 
similar conditions to those under which it was collected. After reviewing the available literature 
studies four basic pattern sources were selected: 
 
Source 1. Age and sex structure of the population. Myllymaki (1977) carried out a study in 
southern Finland in 1968 in which age and sex structure of the population was monitored from May 
to September using live-trapping. Voles were trapped in areas of activity identified in the spring and 
the result is a detailed picture of a population in increase. From this data five patterns were 
identified as suitable for fitting:  
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1.1 Sex ratio on day 90 (1:1 M:F) 
1.2 Sex ratio on day 200 (1:1.95 M:F) 
1.3 Mean breeding season female density (male density is therefore given by the sex ratio) (75 
Ha
-1
) 
1.4 Male age structure with season (Fig. 3A) 
1.5 Female age structure with season (Fig. 3B). 
 
The simulation approach for P1.1-P1.5 was to simulate a population of voles living in a block of 
high quality habitat surrounded by an equally large area of dispersal only habitat. No predators were 
included since the population was in growth phase in 1968 and hence specialist predation would be 
at its lowest. Each scenario was simulated for 20 years, discarding the first 10 to allow the vole 
population to stabilise. In order to adjust for the differing climate regime in Finland the starting 
conditions for breeding were allowed to vary and were included in the set of parameters for fitting. 
After each run mean sex-ratio on days 90 and 200 (±15 days) were calculated, as was female 
population density at day 200 (±15 days).  Deviation from the target pattern was recorded for each 
simulation run. Population structure in the middle of each month of May-September was recorded 
and converted to a proportion. The squared difference as a mean across all five months was used to 
compare goodness of fit for both males and females to patterns 1.4 and 1.5.  
 
Source 2. Vole densities across multiple habitat types. The literature was searched for densities 
of field voles (Microtus agrestis) for non-cyclic populations (Table 1). In cases where the data was 
pooled with other species or where a clear description of the habitat was missing or where the field 
voles where sampled in a habitat type not represented in the model, the data was discarded. In cases 
where the data was presented as field voles/100 trap nights or catches/SQ we used the methods of 
(Wheeler 2008) and (Hansson 1975) respectively to convert the measure into voles/ha. Densities 
from the literature were log10-transformed to normalize them and calculated as a mean within each 
of the seasons; spring (Marts, April, May), summer (June, July, August) autumn (September, 
October, November) and winter (December, January, February) and listed together with their 
standard deviations. Due to limitations to the method of Wheeler (2008), densities of less than 9 
voles Ha
-1
 were lumped as a categorical variable. 
 
Simulations were constructed using a standard Danish landscape ((Sibly et al. 2010) Fig. 1). Each 
parameter configuration tested was simulated for 30 years, with the fist 20 years of data discarded. 
Weather inputs were 1990-1999 inclusive from the area mapped. Mean densities were calculated for 
all occupied habitat patches in the map for each of the four seasons. Patches were considered only if 
they were > 1Ha in area, except for unmanaged grassland and linear features, in which case a lower 
limit of 1000 m
2
 was used. This prevented chance events of tiny patches containing one vole from 
biasing the results. All in all there were 22 patterns resulting from the combination of literature 
studies. Deviation from these patterns was assessed as the mean absolute deviation on a natural log 
scale. An arbitrary pass mark of 1.0 was used to assess whether the fit was acceptable. 
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Table 1: Literature used to obtain density estimates for comparison to model outputs. * Olsen, pers comm.  
Reference Habitat Measured Recalculated to field 
voles/ 100 trap nights  
(Jensen and Hansen 
2003) 
Set-aside Voles/ 100 m transect Yes using (Wheeler 
2008) 
(Jensen and Hansen 
2003) 
Unmanaged grassland Voles/ 100 m transect Yes using (Wheeler 
2008) 
(Jensen and Hansen 
2003) 
Linear features Voles/ 100 m transect Yes using (Wheeler 
2008) 
(Jensen and Hansen 
2003) 
Pasture  tussocky Voles/ 100 m transect Yes using (Wheeler 
2008) 
(Jensen and Hansen 
2003) 
Pasture  low yield Voles/ 100 m transect Yes using (Wheeler 
2008) 
(Jensen and Hansen 
2003) 
Woodland Voles/ 100 m transect Yes using (Wheeler 
2008) 
(Jensen and Hansen 
2003) 
Field crop Voles/ 100 m transect Yes using (Wheeler 
2008) 
(Wheeler 2008) Unmanaged grassland Density No 
(Hansson 1968) Unmanaged grassland Density No 
(Hansson 1968) Pasture tussocky Density No 
(Flowerdew et al. 
2004) 
Unmanaged grassland Density No 
(Lambin et al. 2000) Unmanaged grassland Density No 
(Bierman et al. 2006) Unmanaged grassland Density No 
(Hammershøj and 
Jensen 1998) 
Unmanaged grassland Voles/ 100 trap nights Yes using (Wheeler 
2008) 
Olsen* Unmanaged grassland Voles/100 trap nights Yes using (Wheeler 
2008) 
Olsen* Linear features Voles/100 trap nights Yes using (Wheeler 
2008) 
Olsen* Field crop Voles/100 trap nights Yes using (Wheeler 
2008) 
(Hansson 1999) Forest plantation Catch/SQ Yes using (Hansson 
1975) 
(Christensen 1978) Pasture tussocky Catch/SQ Yes using (Hansson 
1975) 
(Schmidt et al. 2003, 
Schmidt et al. 2005) 
Pasture tussocky Density No 
(Schmidt et al. 2003, 
Schmidt et al. 2005) 
Pasture low yield Density No 
(Marcström et al. 
1990) 
Woodland Voles/ 100 trap nights Yes using (Wheeler 
2008) 
 
Source 3. Dispersal distance. Field vole dispersal was studied in southern Sweden by Sandell 
(1990, 1991)  in a homogenous wet meadow using three 14x7 grids of live-traps with 7m between 
traps, and 30 m between grids. Four main results were selected as patterns for matching and criteria 
for fit defined as: 
 
3.1  Strong adult philopatry. Dispersal was only greater than two home-ranges (males 
90m, females 70m) for <2% for both males and females. Pattern fitted when both 
measure are less than 2% 
3.2  Mean distance moved between trapping was 10.2m ( ±11.1m) and 9.0m ( ±10.2m), 
males and females respectively. Pattern fitted when both measure lie within 
confidence limits. 
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3.3   Mean maximum movement distances per individual were greater in males than 
females (28.6m (±19.0m) 22.4m (±16.3)). Pattern fitted when both measure lie within 
confidence limits. 
3.4   Natal dispersal distances were high. Sandell et al. (1990) found 13.8 % of natal 
dispersal to be over 2 home-ranges, and 60% within 1 home range. Pattern fitted when 
both figures are matched to within ±5 and 10% respectively. 
 
To simulate this study a homogenous area of grassland 500m x 400m was simulated as being 
surrounded by forest. Three grids of pitfall traps were simulated in the centre of this area and spaced 
as the original study. The simulation was run for 10 years to allow the population to equilibrate. 
Following this the simulation was run for a further two simulation years and any vole within 1 
metre of the trap location was identified on a daily basis. The trap location, natal location, date, 
unique identification number, age, and sex of the vole were recorded. 
Using the identification number to track voles in the same way as mark-release-recapture was done 
in the real study it was possible to recreate the statistics provided by Sandell et al. (1990, 1991). 
Natal dispersal measurements were however restricted to voles born within the grid plus one home-
range diameter to simulate the same conditions as the original study. 
 
Source 4. The ability of the model to create realistic predator-prey cycles. Vole multi-annual 
cycles is one the best known population patterns in ecology (Elton 1924, 1942, Hansson and 
Henttonen 1985, Hanski et al. 1991, Hörnfeldt 1994, Huitu et al. 2008). It was therefore considered 
important that the vole model could simulate these complex emergent patterns. Two types of 
cycling and non-stable fluctuations could be identified from the literature. The ability of the model 
to create these by varying predator numerical response and landscape structure was therefore tested. 
To pass the test the model must have been able to produce both stable 5 year multiannual 
fluctuations with amplitudes of around 3 (loge(max N/min N) and a low phase of 2-4 years; less 
stable fluctuations with cycle length of 3-5 years with lower amplitude (~2); non-stable fluctuations 
with low amplitudes (~1). Landscapes used for this test were structurally simple (Fig 2). 
 
 
Figure 2: Three simplified landscapes used for testing the model’s ability to produce vole population cycling. To obtain 
multiannual cycles predator characteristics were varied in conjunction with these landscape structures. 
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Procedure for applying pattern testing 
Since each of the four main patterns sources were derived from different studies it was necessary to 
define four separate ALMaSS scenarios to test each of the four sets. Testing was carried out by 
iterating the fit to source 1 (age structure and density), when completed source 2 (densities across 
multiple habitat types) was then fitted and source 1 rechecked. Once both source 1 and source 2 
patterns were adequately replicated source 3 (dispersal patterns) were incorporated into the cycle, 
and finally source 4 (the ability to create vole cycling) (see appendix I for further details). Due to 
the length of time taken to run a single replicate (between 30 minutes and 12 hours) the number of 
replicates and iterations of the model cycle needed to be kept to a minimum. Hence by necessity the 
precision of fit to each successive source was relaxed somewhat to prevent an unfeasibly long 
fitting process, as well as over-fitting.  
 
Following parameterisation, sensitivity analysis was carried out with those patterns derived from 
source 1 (Myllymaki 1977). This was for both logical and logistical reasons. The logistics of multi-
dimension testing of 15 parameters, each varied 11 times and simulated in 4 landscapes was simply 
too large to consider. However, logically it was not sensible either. A fit to source 1 patterns were 
not valid if a fit could not be achieved with the same parameter settings for the patterns specified in 
sources 2-4. Sensitivity was thus restricted to variation in output signal with variation of individual 
parameter settings for source 1, which might be of little relevance when testing the response in 
dispersal, density and cycling patterns.  
 
Following sensitivity analysis, the ODdox documentation was updated 
(http://www2.dmu.dk/ALMaSS/ODDox/Field_Vole/V2_00/index.html), and reference folders 
containing executables and input files needed for POM testing were archived at 
http://ccpforge.cse.rl.ac.uk/gf/project/almass/frs/.  
Results 
Results of applying the model cycle 
Fitting the parameters and traversing the model cycle required approximately 48,000 simulation 
runs. Stochasticity resulting from decision processes in the model was reflected in the patterns 
(Wiegand et al. 2004), hence a minimum of ten replicates of any parameterisation was required 
during fitting to avoid using erroneous signal information and diverging from the best 
parameterisation. Detailing the individual changes per cycle is neither necessary nor informative; 
however, it is important to specify changes to model structure that occurred before embarking on 
the sensitivity analysis. 
 
There were 15 parameters modified to achieve a model fit. An additional two was altered but found 
to be unimportant for the specified patterns. (V1-V15, Table 2). A number of changes were made to 
the model structure to facilitate fitting, these were: 
i. Introduction of an age difference requirement before an older male could evict a younger 
male from a territory (V8). 
ii. The introduction of an additional mortality factor when voles were dispersing as a 
probability of dispersal mortality per dispersal event (V9). 
iii. Introduction of a variable threshold number of voles, scaled to sex-specific minimum 
territory size, below which density-dependent effects were ignored. This was measured as a 
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local number of voles present within the bounds of the vole‟s territory. This addition altered 
the territory quality assessment method compared to previous versions (V14). 
iv. Allowing variability in the minimum reproductive age. This was modified to provide a fit to 
the age structure, and previously had been fixed at literature values. 
v. A restructuring of the code to allow the introduction of juvenile male and juvenile female 
classes. This did not affect code function but was necessary to increase code readability. 
vi. Inclusion of variable habitat quality based on digestibility ((Topping et al. 2010b) Appendix 
2). Digestibility was given as 0.7 plus the square root of the proportion of new green 
biomass (<14 days old) out of total biomass, with a ceiling of 1.0. This allowed a 30% 
variation in habitat quality between fresh new growth and mature biomass.  
vii. Removal of starvation days as a concept (V11). This was found to be redundant after 
inclusion of dispersal mortality, V9 in „ii‟ above. 
viii. Infanticide probability (V17) was also found to be insensitive, but this was retained in the 
model because this factor is a known feature of the ecology of this species and because it 
was considered that other scenarios (e.g. genetic or dispersal in low density populations) 
may require this feature to be enabled. 
ix. Code was added to simulate live-traps and to produce output tailored for density and age-
structure analyses. 
Table 2: Parameters varied as a result of model cycle testing and the parameterisation resulting from the POM testing. 
Parameter Ref Description 
Value 
2003/2009 
Value after 
POM 
V1 Male minimum reproductive age (days) 40 29 
V2 Female minimum reproductive age (days) 20 23 
V3 A multiplier to get a quality score from area (e.g. 1.5 x 
minimum home range) 
2.0 2.1 
V4 Minimum female territory radius (m) 8 8 
V5 Maximum female territory radius (m) 16 9 
V6 Minimum male territory radius (m) 12 8 
V7 Maximum male territory radius (m) 20 23 
V8 Age difference needed before a male can „evict‟ a younger 
male (days) 
0 30 
V9 Addition probability of mortality on dispersal 0 0.055 
V10 Daily unattributed mortality probability 0.003 0.0025 
V11 The date in autumn at which reproduction cannot be 
started (day) 
273 242 
V12 The probability of moving if there are no females over-
lapping a male‟s territory 
NA 0.0505 
V13 Threshold number of voles in a territory for density 
dependence effects 
1 4 
V14 The temperature at which grass is assumed to grow 
(triggers breeding if achieved for 7 consecutive days) (ºC) 
5 3 
V15 The date before which breeding is impossible regardless of 
temperature (day) 
70 80 
V16 The number of consecutive days a vole can disperse 
without dying (days) 
5 infinite 
V17 Probability of infanticide attempt 100% 100% 
V1-V14 were subsequently utilised in the sensitivity analysis, V15-V17 were found to be insensitive and therefore the effect 
of varying these was not reported. 
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Fitting to source 1 – 4 patterns 
Sources 1 & 2: Age structure and density 
One important result was the inability to combine the results of the simulation approach to age 
structure with density measurements in large-scale landscapes. It was quite possible to obtain very 
good fits to the data of Myllymaki (1977), but these fits resulted in completely unacceptable fits to 
patterns of density across multiple habitat types (source 2 patterns). Incorrectly set dispersal 
parameters were identified as being the cause of the discrepancy, and as a consequence it was 
decided to attempt to recreate a landscape structure similar to that sampled by Myllymaki (1977) in 
the Ahtiala study area. 
 
The landscape was created by identification of the study area and mapping based on imagery from 
Google Earth. A number of the habitats could be identified from tourist route descriptions of old 
woodlands and orchards, and due to the topography many landscape structures will have remained 
constant since 1968 (e.g. rocky outcrops). The rest of the habitat patches had to be assumed to be as 
they were in the original study. Farming was considered to be cattle farms with pasture and crops of 
cereals and fodder beet. The resultant map (Fig. 3) was incorporated into ALMaSS and the model 
cycle re-started. Since the original study only sampled from high vole density areas and pooled, the 
same procedure was followed in ALMaSS, although in this case all vole populations in old orchards 
were counted. Densities were calculated as female voles per hectare of these habitats only. 
 
 
Figure 3: GIS map of the island comprising the Ahtiala study area from which the real world data was obtained to test model 
vole sex ratios and population age-structure. 
 
Based on the more realistic map of Ahtiala sample site both male and female age-structures could 
be re-created with a high precision (Fig. 4). The best fit measurement for males and females was 
0.088 and 0.075 respectively. However, the procedure used to fit multiple patterns resulted in 
sacrificing male fit to obtain the optimal fits to density and sex ratio patterns with fits of 0.295 and 
12.0 respectively. Accepted deviation from fit for mean female density was +0.004, sex ratio day 90 
was +0.021, and sex ratio day 200 was -0.013. 
 
As a secondary test of the model it is worth considering the parameter fits for parameters which we 
believe we know approximate ranges. V1, V2, V4-V7 represent minimum reproductive age and 
11 
 
territory size parameters. These were allowed to vary for fitting but have good indications of 
expected values from the literature. In all cases the resulting fitted value matches the range of 
values reported from the literature well. In the case of minimum male reproductive age, this 
deviates by 6 days from the reported value Clarke (1977), but this study did not look for earlier 
maturation, so can only be considered a guide.  
 
Figure 4: Age structure for males and females based on Myllymaki (1977) and the best fit model simulations. A Actual male 
age structure; B Best fit model male age structure; C Accepted fit model male age structure; D Actual female age structure; E 
Best fit model female age structure; F Accepted fit model female age structure. 
 
Using this configuration for fitting to the heterogeneous landscape provided a mean absolute fit 
deviation across all habitats and dates of 0.4 (ln scale). The pattern of fits shows that with the 
exception of unmanaged grass areas these fits showed no obvious bias for over or under 
representation (Fig. 5).  
 
 
Figure 5: Real world means and model means for total vole density for a range of habitats and sampling periods. 
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Source 3: Vole dispersal 
The final model configuration and parameterisation was capable of satisfying all pattern fit criteria 
3.1-3.4 (Table 3). Similarly, to source 1-2 patterns, the dispersal fits were also found to be highly 
dependent on precise simulation conditions. For instance in the simulation it was possible to create 
natal dispersal statistics for the whole population, but these differed from the approach which 
disregarded any voles born further than one territory diameter from the grid area. Grassland 
boundary conditions also affected the fits. Other variables were the conditions for assuming trap-
captures. Increasing the area of trap influence led to decreased maximum distances moved as it 
became almost impossible for voles not to be caught in traps. Hence more precise fitting was not 
considered possible without better descriptions of the actual study area and conditions. 
 
Table 3: The final model configuration simulation results for dispersal patterns 3.1-3.4 compared to those observed by 
Sandell et al. (1990; 1991). 
 Sandell et al. 
(1990; 1991) 
Model 
Adult Male Philopatry (%) 
1.4* 
1.0 
Adult Female Philopatry (%) 0.3 
Mean Max. Male Dispersal (m) 28.6 41.9 
Mean Max. Female Dispersal (m) 22.4 22.2 
Mean Female Inter trap Distance(m) 9 8.6 
Mean Male Inter trap Distance (m) 10.2 11.8 
Mean Natal Dispersal Distance (m) 13.8 13.0 
Natal Dispersal < 2 Home-ranges (%) 61.0 70.1 
*Only pooled sex data provided  
 
Source 4: Vole Population Cycling 
The final model configuration was able to satisfy the two criteria of stable multiannual cycles and 
non-stable population fluctuations. Similarly to the other patterns evaluated, population cycles were 
found to be highly dependent on landscape structure as well as predator configuration. Increasing 
the level of heterogeneity generally produced less stable cycles with lower amplitude whereas 
increasing the predators numerical response to vole density generated more stable fluctuations with 
high amplitudes (Fig. 6).   
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Figure 6: Three examples of 50 years of simulation using the parameterised model on three different landscapes (see Fig. 2) A 
– 1 patch, B – three patches, C – 16 patches.  
Sensitivity analysis 
The main results of the sensitivity analysis are summarized in Fig. 6, for source 1 patterns. The 
model was sensitive to a number of parameters, with V1-4, V6, V7, V11, V13, and V15 all causing 
extreme responses at ±80% of their fitted value. Of these V1, V2, V4, V6 & V7 all represent 
parameters for which we believe the values chosen lie within acceptable ranges. V2 is a model 
artefact, essentially a scaling factor relating habitat scores to final quality and can therefore never be 
validated. V11 and V15 are both dates controlling start and finish of reproduction. Since this is 
thought to be primarily controlled by photoperiod (Clarke 1977), these dates are likely to also be 
reasonably accurate in that they result in sensible within season population dynamics. The model 
was only slightly sensitive to mortality factors (V9 & V10), and the chance of dispersal by males if 
there are no females present during the breeding season (V12). 
 
Although not part of the sensitivity analysis per se, the iterative process of fitting to source 2-4 
revealed further aspects of sensitivity. Source 2 pattern fitting restricted the parameter sets with 
respect to mortality, especially dispersal mortality parameters. Likewise source 3 (dispersal) 
patterns further restricted both parameters related to dispersal and territory size. The vole cycles 
were also highly sensitive to input settings. As thought to be the case in the real world, the model 
cycles were dependent upon the landscape structure, predator specificity, and less so on vole 
settings (Dalkvist et al, 2011; Dalkvist et al (in prep)). 
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Figure 7: Graphs of sensitivity analysis for the 15 parameters tested. Fits to density, sex ratios and age structure are shown as 
proportion deviation from target pattern. Overall measure of fit (black line) is the mean deviance and is capped at 1.0. All 
graphs are scaled to ±1.0 for proportion deviance from real world patterns (left y-axis), and 0-1.0 for measure of fit (zero 
being perfect fit) (right y-axis).  
Discussion 
The fit between model output signals and real world patterns was on the whole very good. The 
model was able to predict relative densities in a wide range of habitats and seasons, simulate within 
season population dynamics, natal and adult dispersal, and vole cycling. In general then it would 
seem that the model behaves as specified in the model purpose and we are satisfied with its current 
state. Given the range of tests, and the fact that the model testing is based on higher order emergent 
properties simultaneously functioning in a range of different environmental conditions then it would 
certainly be easy to conclude that the model satisfies the POM criteria for a well functioning model. 
But to what extent do we the authors believe this to be the case? Here we describe some aspects of 
this study and place the model performance and testing in the light of these. 
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Specific fits to real world patterns 
There are four main weaknesses in the observed fits that merit discussion. The first is the generally 
high prediction of density for natural grass areas compared to real world measurements. This was a 
consequence of the fit to source 1 patterns, i.e. mean female density of 75 voles Ha-1 at the peak of 
the breeding season. Whilst there is little doubt that this was the case (Myllymaki 1977), the model 
assumes that all such areas are of equal quality to those found in Finland. This is clearly erroneous, 
and hence estimates of vole density are generally high. Most other habitat types are of marginal or 
variable in quality and the populations do not reach a stable local density-dependent equilibrium 
here. Areas of densities due to yearly low quality or seasonal variation due to mainly management 
are easier to simulate in the model and the densities in these areas were therefore easier to fit. 
Clearly differentiation of unmanaged grassland is a feature that should be considered in future 
releases. 
 
The second issue relates to changes in habitat quality. At least one factor thought to be important in 
shaping vole densities is not incorporated in the model, i.e. drought. Loss of high quality green food 
in summer has been reported to dramatically affect vole numbers (Christensen 1978). The current 
model does allow for some variation in quality as a result of the green/dry matter ratio of 
vegetation, but this ratio is not yet altered by drought. Therefore, to improve the vole model it will 
be first necessary to consider significant improvements to the ALMaSS unmanaged vegetation 
models. POM is a never ending process and improvements can constantly be added as our 
knowledge of the system and technical ability increases. 
 
The third point concerns the within season changes in density. In Myllymaki (1977) there was a 
clear decline in density in later summer, but this was not generally the case in the data from other 
studies. Three drivers may have caused this, externally caused increase in mortality (increased 
predation); internal birth and death processes (disease, early cessation of breeding); and/or changes 
in habitat quality (e.g. drought above). Externally altered mortality can be included by altering 
predator settings from the general background mortality to the coupled dynamics used to recreate 
the vole cycles. This does, however, require information about the prevalence of predator and their 
specificity. This is out of scope for this paper, but may well have been an issue affecting the 
differential fits between Myllymaki (1977) and the predominantly Danish based density studies. 
 
The fourth point is that this manual fitting method does not provide a description of the possible 
parameter space that could provide suitable fits. Naturally a Monte-Carlo approach would provide 
this but would be logistically impossible. An alternative approach might be to use Approximate 
Bayesian Computation (Lopes and Beaumont, Beaumont 2010) which might both help in 
automation of the parameterisation, and describing the resulting suitable parameter space. However, 
these techniques are as yet untried on models as complex as the ALMaSS vole model. 
 
A more general point arises from the example of infanticide. This behaviour was found not to affect 
the fit to the observed patterns, but was retained in the model nonetheless. The argument following 
the common modelling practice would be that it should be removed as unnecessary complexity. 
However, this is a behaviour that we believe to be part of the normal vole ecology (Agrell 1995, 
Loughran 2006) and in certain circumstances (e.g. low density populations, genetic studies), will be 
important. Since the purpose of this model requires it to have a wide domain of applicability, we 
judged that removal of this process on the grounds that the literature patterns we used do not 
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support it, was not justified. In this case the model is a better representation of reality than the test 
data currently available and should not be constrained by this. An alternate way to view this is that 
the fact that infanticide must take place could be considered a pattern; the result of the POM test is 
then obvious. 
Evaluation of the POM exercise 
As the model cycle was applied to the vole it became apparent that the most difficult aspects of the 
fitting process were: 1) That the real world patterns were based on studies, the details of which were 
not adequately described for simulation purposes; 2) That the precise fit to the patterns was very 
much dependent upon the precise simulation inputs; 3) The patterns although not redundant were 
not independent either.   
 
The first issue was also identified in previous complex model POM testing (Topping et al. 2010a, 
Topping et al. 2010b) and must be considered a general problem when testing detailed models on 
published studies. These studies were not conducted for this purpose. They are often old and carried 
out in a time when large long-term data sets were more common. However, because of the present 
day technology and study procedure particularly detailed topographic descriptions are generally 
lacking. Other factors, which made use of these studies difficult in this study, were pooling of 
sample data, inconsistent definitions, especially of habitat types, and uncertainty about the 
reliability of densities based on live-trap methods. Despite this, published studies form the entirety 
of validated data available without commissioning a study specifically for the purpose of POM 
testing. Whilst this would be ideal, it is not likely to be possible or especially not on the scale need 
to provide solid real world patterns insurance. To some extent some bias can be compensated for by 
altering the perspective for model sampling. For instance, the live-trap simulation approach used for 
the source 3 dispersal patterns is an example of the “virtual ecologist” (Tyre et al. 2001, Zurell et al. 
2010), as is the restriction of sampling from Ahtiala high quality habitats as carried out by 
Myllymaki (1977). Many other idiosyncrasies of pattern data cannot be dealt with in this manner 
and go undetected as stochasticity, e.g. the fall in density in late season as discussed above.  
 
The second issue, sensitivity of output to simulation input, is both a positive and negative feature of 
the ALMaSS vole model. The positive aspect is that the model exhibits behaviour in response to 
changes in sensible inputs (e.g. landscape structure). This is clearly needed if we want to use the 
model to evaluate factors such as changes in land-use and management (e.g. Jepsen et al. 2005b, 
Topping 2011). The negative aspects are a result of the requirement for specificity in inputs, and the 
aforementioned problem of inadequate real world descriptions. In the case of the structure of the 
landscape, from which our source 1 data patterns originated, it was clear that too simple a structure 
although fitting these patterns, could not replicate a fit to the source 2 patterns. This is precisely the 
idea of incorporating a number of patterns, i.e. to reduce the potential parameter space, but it also 
raises concerns of uncertainty in the real world patterns which could obscure the parameter fitting 
and end up with (over-)influencing the final model. In this case the map we used represented more 
realistically the structure of the study area than a homogenous block, but its precise details were 
probably inaccurate. Hence we have an unquantifiable uncertainty not in the model or parameters, 
but in the data we use to test the model. This phenomenon might be considered a passive over-
fitting of the model and restriction of the effective domain of applicability. 
 
The third issue can be considered a strength of the patterns selected here. Although as Latombe et 
al. (2011) state, redundancy does not contribute to validating the parameterisation, the fact that the 
patterns are not wholly independent is very important in limiting the potential parameter space. 
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Considering the alternative where patterns are completely independent then it may be possible to 
adjust each output signal to the corresponding pattern by manipulation of independent variables. 
This would not improve confidence in the model, although the fit may be excellent. This could be 
considered to be analogous to an imposed response sensu Railsback (2001), but at the level of the 
whole model rather than individual responses. Neither of these issues was, however, considered to 
be a problem in the ALMaSS vole model POM procedure.  
  
Given the above considerations we would conclude that the ALMaSS vole model in its current, post 
POM form behaves generally as the vole in the real world. The model is capable of a range of 
realistic behaviours, and does not appear to have obvious major flaws in matching the published 
vole study data. What we have achieved by this process is a formal demonstration of the models 
behaviour, but to go further requires improved pattern information. Ideal studies would be deep, 
rather than e.g. large-scale low resolution monitoring, due to the rich output potential of the model 
and the need for well specified input details. But without access to very large research budgets this 
is a difficult requirement to fulfil. One alternative approach for complex models for predictive 
purposes is to simply use them, evaluate their performance, and iteratively improve them. But this 
also requires a time-horizon beyond that of a standard research project.  
 
As an attempt to overcome the project life-time and size limitations to complex model development 
and provide better project accessibility, the ALMaSS system has been released as an open science 
project to provide:  
 Open project by providing opportunity for international collaboration in modelling over the 
internet; 
 Transparency in modelling and model testing 
 Facilitate the reproducibility of scientific results;  
 Freely available source and public availability and reusability of scientific data;  
 Public accessibility and transparency of scientific communication.  
The project is in its infancy but the aim is to open the ALMaSS models to all interested participants 
and thus provide a long-term possibility for bringing together data and models for iterative testing 
and improvement. As part of this concept, the ALMaSS vole model is open source and is available 
along with input files to carry out tests described in this study on the Collaborative Computation 
Projects CCPForge (http://ccpforge.cse.rl.ac.uk/gf/). Since this project is not contingent upon a 
single person or research funding, it is hoped that it could grow as a community based activity 
facilitating wider collaboration, model improvement, and access to data.  
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Appendix I 
Protocol for the fitting procedure 
The procedure followed a structured method arrived at as a result of experience with doing 
these tests for other species e.g. (Topping, Hoye et al. 2010; Topping, Hoye et al. 2010). The 
aim was to achieve a fit to the parameters with a few iterations as possible, whilst 
facilitating understanding of the model and the sensitivity analysis. The procedure was as 
follows: 
1.      Source 1 patterns 
1.1.   Create a parameterisation set 
1.2.   Run the model varying each parameter in turn by e.g. ±5, 10 and 20% of its initial value. 
Create as many replicates of each unique parameter set, usually 8-12 replicates. 
1.3.   Create a set of charts describing the mean change in model outputs (source 1 patterns) with 
changing parameter values (as Fig. 6, but with fewer points) 
1.4.   Identify the next set of parameters which will reduce the mean across pattern deviation for 
the next iteration. This can be done in two ways, either using simple hill climbing, or by 
evaluating the responses on the charts and estimating which combination of parameter 
values should make a clear improvement to the fit. 
1.5.   Iterate this cycle (got to 1.1) until all model outputs match their respective patterns within 
the given bounds of acceptance or until it is apparent that a fit is impossible.  
1.6.   If a fit was possible go to 2, otherwise using charts from 1.3 and experience gained during 
the fitting implement changes to the model structure (program changes), and return to 1.  
2.      Source 2 patterns 
2.1.   Test the parameterisation set against source 2 patterns.  
2.2.   If a fit could be obtained within acceptance limits. At this stage parameter values were not 
altered, although the category into which habitats were classified could be altered to obtain 
better fits. 
2.3.   If a fit was possible and any modification of quality had been carried out, then return to 1, 
if no modification had been carried out. 
2.4.   Alter parameter values until a fit was found. In this case since there was only one type of 
pattern a single metric could be assessed (mean deviation from fit on loge scale). 
2.5.   Return to 1 with the new parameterisation, but also with the constraint that the last fit 
resulting from the source 1 fitting was not allowed. 
3.      Source 3 patterns 
3.1.   Test outputs against source 3 patterns 
3.2.   If a fit is achieved then go to 4, otherwise modify parameters again to obtain a fit.  
3.3.   Return to 1. 
4.      Source 4 patterns 
4.1.   Test outputs against source 5 patterns 
4.2.   If a fit is achieved then go to 6, otherwise modify parameters again to obtain a fit.  
4.3.   Return to 1. 
5.      Create an extended version of the charts in 1.3 as sensitivity plots of the final model 
configuration and parameterisation. 
 
  
Paper 3 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
I contributed to this chapter by: 
Taking part in the development of the idea and structure of the chapter 
Being the principal investigator during the experimental work of Example 4 
Contributing to writing the manuscript 
1 
 
7 Incorporating realism into ecological risk 
assessment – an ABM approach 
 
Chris J Topping
1,2
, Trine Dalkvist
1,2,3
, & Jacob Nabe-Nielsen
2,4 
 
¹ Dept. Wildlife Ecology & Biodiversity, National Environmental Research Institute, University of 
Aarhus, Rønde, DK 
² CIPE – Centre for Integrated Population Ecology, DK 
3
Dept. Environmental, Social and Spatial Change, Roskilde University, DK 
4
 Dept. Arctic Ecology, National Environmental Research Institute, University of Aarhus, Roskilde, 
DK 
 
Contents 
Introduction .......................................................................................................................................... 1 
ALMaSS............................................................................................................................................... 2 
Purpose ............................................................................................................................................. 2 
State Variables and Scales ............................................................................................................... 2 
Process Overview and Scheduling ................................................................................................... 3 
Examples of ALMaSS applications ..................................................................................................... 4 
Example 1: Measuring carrying capacity for Bembidion ................................................................ 4 
Example 2: The impact of altering landscape structure ................................................................... 5 
Example 3: Assumptions regarding other mortalities in a risk assessment ..................................... 6 
Example 4: Modelling chronic effects of an endocrine disrupter in voles ...................................... 7 
Discussion ............................................................................................................................................ 9 
References .......................................................................................................................................... 10 
 
 
 
We present ALMaSS, and agent-based simulation model (ABM) system which has been used to 
evaluate impacts of pesticides in a range of terrestrial applications. Four examples are presented 
highlighting different aspects of using ABMs with ecotoxicological problems and indicate a future 
direction in which ABMs might play a role in regulatory risk assessment in the future. 
Introduction 
The aim of increasing realism in our risk assessment model is naturally to increase the accuracy and 
predictability of our estimate of impact or risk. Whilst this is a very laudable goal we might ask 
ourselves why this has not been more widely attempted to date. Perhaps the answer lies in three 
separate spheres, industry, the regulators, and scientists. Whilst to an extent all three groups can see 
the need for greater realism and therefore accuracy in assessments, no one group seems able to act 
without the others, and consensus on how greater realism should be obtained is difficult to achieve.  
The rather slow embracing of greater realism in ecological modelling is to some extent 
explained by the short history of the science. This relatively young science has strived for 
recognition, competing with sciences such as physics, where simple laws and models are capable of 
defining many processes well. Ecology has thus has strived to emulate physics and reduce its rather 
complex systems of study to simple mechanisms and general principles. This has led to the 
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development of ecology by using many broad brush simplifications, such as the application of the 
logistic equation to describe population growth (see Begon et al, 1986). Whilst the logistic equation 
embodies the general principles of density dependent growth, it is at best a general descriptor for 
the growth of populations in the real world where spatio-temporal factors are usually important.  
It could therefore be argued that ecology and population dynamics in particular have 
throughout their short history suffered from a ‘physics-envy’ syndrome whereby the aim of ecology 
was to simplify the study system to the extent that it could be captured in simple equations (Grimm 
1994; Weiner 1995, 1999). The reason for this behaviour is two-fold; firstly because a simple 
system is easy to understand and explain, and secondly because the complexities of ecology were 
often not tractable to the methods of study available at the time. 
Today with the rapid technological progress in computing it is possible to encapsulate complex 
systems in computer models and hence simplification for the mere sake of mathematical tractability 
is no longer necessary. These computer systems allow us to integrate mechanisms and patterns 
allowing the emergence of model behaviours comparable in complexity to the real world, but 
generated under controlled conditions, thus allowing subsequent simulation experiments (Peck 
2004). 
The aim of this paper is to present examples of incorporating complexity into population 
dynamic models of animal systems which could be used for risk assessment purposes and to give an 
idea of what is currently being done and what might be possible. The model system used is 
ALMaSS (Topping et al, 2003). ALMaSS is short for Animal, Landscape and Man Simulation 
System, which indicates the three major components of the system.  
ALMaSS 
This model description is based upon the ODD protocol (Overview, Design concept, Detail; Grimm 
et al 2006). For a model of the dimensions of ALMaSS (ca. 70,000 lines of code), and due to space 
constraints this is necessarily a gross simplification. Here we will only briefly present an overview 
of ALMaSS structure (for a more comprehensive account see (Topping et al., 2003).  
Purpose 
The objective of the system is to integrate a wide range of factors related to spatio-temporal patterns 
of habitat and food availability and interactions between these and man’s management of the 
landscape and the animal’s ecology. One of the main areas to which the model has been applied is 
incorporating spatio-temporal factors into population-level risk assessment of pesticides (Topping 
& Odderskær, 2004; Topping et al, 2005).The system uses agent-based models (ABMs) of specific 
species with the aim of incorporating the current state of knowledge regarding their ecology and 
behaviour as it pertains to simulation of their spatial and temporal dynamics. These models range 
from relatively simple invertebrate models (e.g. Bembidon lampros) to mammal models involving 
complex behavioural components e.g. Microtus agrestis & Capreolus capreolus). 
State Variables and Scales 
The landscape model uses a set of state variables to describe the local conditions within habitat 
fragments, including details of vegetation type and structure and a record of recent human activities 
e.g. spraying of a crop. In addition there are variables describing the landscape topography, farms 
and the stage of management for each farm and field combination. There is also a weather data set 
that determines the temperature, rainfall, and wind run for each day during the simulation. The 
landscape model is updated once each simulation day with all the human activities that were carried 
out for each habitat fragment, and with all vegetation growth and weather changes. The topographic 
landscape of ALMaSS has a resolution of 1m
2
 and typically an extent of 10km
2
 (e.g. Figure 7.1). 
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Animal models have a set of variables describing their current activity, location and age, and 
relevant physiological parameters (e.g. weight, energy level). For animals that have complex social 
interactions e.g. partridges (Perdix perdix), each agent will have information about its family group 
(covey). The state variables are naturally very different for each species which serves to create 
unique species models with only the basic model structures in common.  
Process Overview and Scheduling 
ALMaSS is rich with processes. These include models of vegetation growth for each vegetation 
type whereby all vegetation grows according to the temperature and day length altering its biomass 
and height on a daily basis. Models of human activity, e.g. over 50 different models for 
management of farm crops, activities such as cutting of roadside verges and simulation of traffic 
loads on roads are incorporated. All landscape processes are modelled on a daily time-step, and 
whilst it is possible to set any time step for animal models a daily time-step is also typically used 
for these. 
Animal models include processes such as energy based growth (vertebrates) or temperate based 
growth (arthropods), movement, responses to external triggers (e.g. disturbance from human 
activity, predation), territorial behaviour, and reproductive behaviour (e.g. see Topping & 
Odderskær, 2004). 
Scheduling of the model’s processes is a complex matter for the animal models because this 
must achieve two goals. Firstly it must avoid causing bias due to problems of concurrency (see 
Topping et al, 2002), and secondly it must ensure a sensible sequence of events between interacting 
agents. ALMaSS does this using a hierarchical state-transition system separated into three stages 
(these stages are considered serially in the computer but represent parallel time slices of simulation 
time for each individual). The sequence of individual actions within each stage can be ordered 
randomly or sorted, e.g. by location, depending on what is logically desirable. When calling the 
three stages individual agents exhibit specific behaviour (e.g. dispersal), and depending on what 
state they are in at the end of that behaviour they may make a conditional transition to another state. 
This allows complex sets of behaviours to be integrated within a single day without breaking a 
logical sequence of events e.g. foraging adults bringing food to their chicks and subsequent chick 
growth. 
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Figure 7.1    ALMaSS screenshot of a typical 10x10 km landscape used for simulations. In this case the red dots 
indicate the overwintering positions of simulated beetles. Note that the map resolution is much finer than displayed on 
screen. 
Examples of ALMaSS applications 
The following is intended as a set of examples only, and space limits the details of the specific 
simulations that can be presented here. 
Example 1: Measuring carrying capacity for Bembidion  
(Sibly et al. 2009) 
Using the Bembidion model (Bilde & Topping 2004), measurements of simulated beetle numbers 
were taken on a 10×10km landscape using a 500×500m grid. Carrying capacity (K) was calculated 
for separately each grid square and weather year based on the linear relationships between the 
intrinsic population growth rates r and lnN. Here K was found as the population size at which r was 
equal to zero. There was considerable variation in K among both weather years and grid squares 
(Figure 7.2). This variation indicates that at the scale at which we would be considering the impact 
of using an agrochemical, the effect we need to measure must be considered against a background 
of complex local spatio-temporal population dynamics. These effects could not be captured with 
simple population growth models at this scale. 
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Figure 7.2a    Variation in carrying capacity (K) among weather years within a single 500 500m square in the 
10 10km natural landscape. 7.1b    Variation in population size among the 400 squares in the weather year 1995, 
which was used repeatedly over the 200 simulation years. Contours link regions with the same density. Green indicates 
high population density and white indicates zero population size. 
Example 2: The impact of altering landscape structure  
(Nabe-Nielsen et al. In preparation) 
In this example we were interested in the effect of altering the structure of the landscape but not its 
composition on the beetle population dynamics. Using a 10×10km landscape (Figure 7.1), the shape 
of the landscape elements was initially rounded whilst keeping size and position of the centre 
constant (simplified shape). Subsequently landscape elements were randomly re-positioned by 
swapping with other landscape elements of the same size (randomised positions, Figure 7.3).  
 
 
Figure 7.2    A section of a 10×10km landscape before and after rounding of landscape features and subsequent 
randomization of their position. Buildings, roads and water stay in the same place, but all vegetated habitats are 
potentially moved. See figure 7.1 for key to landscape features. 
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The result was three landscapes, one with the realistic landscape structure, the others having 
varying degrees of landscape simplification. In each landscape the beetle population was monitored 
over a series of years using a repeated cycle of 10 weather years (Figure 7.4). In the simulation 
results beetle numbers were clearly related to the structure of the landscape even though the area 
covered with the different element types was not altered. Further analysis showed that the causal 
mechanism was the local migration behaviour of the beetle interacting with habitat 
complementation. What this indicates is that oversimplification, or in this case even moderate 
simplification of landscape structure, can lead to bias even though all processes and parameter 
values were constant between runs. 
 
 
Figure 7.3    Beetle population numbers plotted against time for decreasingly realistic landscape structures. The x-
axis indicates the weather year which was cycled using a loop of 10 years from the 1990s. 
Example 3: Assumptions regarding other mortalities in a risk assessment  
(Topping et al, in preperation). 
This example concerns the assessment of impact of a fictitious foliar insecticide on beetle and 
spider populations. The effect of variation in life history traits of the non-target animals was 
incorporated in the assessment by including two variations of the Bembidon lampros (beetle) model 
(Bilde & Topping 2004) and two spider species; Erigone atra and Oedothorax fuscus  (Thorbek & 
Topping, 2004). The spiders used had similar habitat requirements but differed in their breeding 
behavior and dispersal whereas the two variations of the beetle model only differed in the daily 
dispersal rate (10 or 20m). The impact was measured as the size of the population reduction 
compared to a baseline scenario without the treatment in question. Three assessments were made 
for each of the ‘species’. The first assessed the impact of soil cultivation and harvest mortalities in 
the absence of pesticide. The second assessment assumed that the population was only exposed to a 
single human mediated mortality, i.e. the pesticide under testing (90% chance of mortality with 
direct exposure, no effect of exposure to residual pesticide), the third included a more realistic 
assessment of the levels of mortality which included the mortalities of both the pesticide treatment 
and other farming operations (values taken from Thorbek & Bilde 2004). The results indicate that 
incorporating the extra realism of other stressors in the system dramatically changes the resulting 
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impact assessment, by up to factor 10 (Table 7.1). In addition the relative change in impact depends 
upon the species under study, and in the case of the beetle its rate of movement. 
The explanation for the results is related to the assumptions built into the model relating to 
density dependence. Since in the ABM density is a local factor, the impact of density dependence is 
affected by the local history of events. In this case if agricultural mortalities result in a reduction in 
population size before pesticide application, then those killed by the pesticide will have a large 
impact on the ability of the population to grow. In the alternate case most of the individuals the 
pesticide kills can be regarded as part of the doomed surplus due to the large population size. 
 
 
Table 7.1  
Impact assessments of insecticide to all arable fields for 4 species 
 
 
Species 
Agricultural 
Mortality 
Depression 
Pesticide Depression 
(No Agricultural 
Mortality) 
Pesticide Depression 
(with Agricultural 
Mortality) 
Change in Impact 
When Including 
Agricultural Mortality 
 
Bembidion 10m 0.91 0.22 0.75  241% 
Bembidion 20m 0.68 0.18 0.20     11% 
Erigone atra 0.80 0.02 0.22 1000% 
Oedothorax fuscus 0.90 0.09 0.37   311% 
 
Note:  Columns 1-3 indicate the change in population size relative to the baseline (0.9 indicates 90% population 
size reduction). Column 4 indicates the difference in measured impact when considering the pesticide in 
isolation, or against the background of agricultural mortality and indicates the scale of potential error. 
 
Example 4: Modelling chronic effects of an endocrine disrupter in voles 
Simulated vole populations in a 10 10km landscape were exposed to a fictitious pesticide based on 
vinclozolin, an endocrine disrupter with epigenetic effects resulting in fertility depressions being 
passed undiluted down the male line. These simulations are part of a larger study (Dalkvist et al., 
2008), in which the impact of varying a range of ecological and toxicological properties are 
compared. Three illustrative examples are presented here: i) a comparison of impacts between worst 
case and more realistic scenarios ii) altering the crop on which the pesticide is sprayed; iii) altering 
the threshold above which the pesticide causes a toxic response, in this case using the NOEL. 
In all 3 cases the rate of pesticide and the area to which it was applied was the same, and unless 
otherwise specified all toxicological properties were identical. The impact of the pesticide was to 
render 50% of male offspring of pregnant females exposed above the NOEL sterile. The rest of the 
male offspring would have a reduced mating success leading to successful mating in only half of 
the attempts and further of a gene down any subsequent the male line resulting in 50% sterility and 
50% with reduced mating success. 
 
1) A baseline comparison between an unsprayed landscape and pesticide treated orchard 
covering 5% of the total landscape, and a situation where we assume all voles are exposed 
regardless of their location. Figure 7.5 shows the pattern of depression relative to the 
baseline population for pesticide applications from 31 to 60 years. 
2) Application of the same pesticide at the same time, proportion of the landscape and dose but 
to orchards as ‘i’ above, oil seed rape, or to intensively managed pasture. The treatment 
resulted in population size depressions of 8, 1, and <1% and the proportion of males affected 
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of 14, 4, & 1%. The differences were a function of the location of the voles in the landscape 
and indicate the importance of estimating a realistic exposure level. 
3) The orchard scenario from ‘i’ above was re-run with varying values for the NOEL doubling 
each time from 1.5625 mg/kg body weight (bw) to 50 mg/kg producing 6 simulations of 
NOEL. The resulting reduction in impact followed a clear pattern, but was much less than 
the five time reduction in toxicity assumed by changing the NOEL (Figure 7.6). 
 
 
Figure 7.4    Simulated vole population depressions after the application of pesticide under two scenarios, 
100% exposure or realistic application to orchards. 
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Figure 7.6    Simulated vole population depression with decreasing toxicity (expressed as NOEL) for a 
‘vinclozolin-like’ pesticide. Halving the NOEL led to a linear decrease in population impact. 
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Discussion 
Complex agent-based simulations are here to stay; they are currently finding usage in many fields 
including economics, human geography, traffic control, as well as the biological sciences (e.g. 
Grimm et al. 2005; Fowler 2007; Pena et al, 2007; Worden & Levin 2007). There is little doubt that 
when properly constructed these models are capable of capturing realistically the non-equilibrium 
dynamic properties of systems that are a defining feature of the world around us. The resulting 
predictions are not always easy to reduce to simple relationships, but these patterns are produced 
from mechanistic processes and are repeatable and analysable. In fact one of the primary 
advantages of having realistic models is these patterns or ‘secondary predictions’ can be tested. 
When found to be accurate these patterns are strong indicators that the underlying model structure 
captures the essence of the system being modelled. Hence one of the major strengths of ABMs, 
resulting from their rich diversity in structure and behaviours, is that they can be tested in a variety 
of ways and much more thoroughly than more simply structured models. Predictions of the models 
can be evaluated via experimentation with the model itself; hence guess work as to the cause of an 
observed effect can be eliminated. This together with realism is the key trade-off against the 
increased data and resource requirement of building these models. 
The examples presented above are designed to demonstrate some of the realistic and complex 
patterns derived from ALMaSS, and to indicate that the effect of altering seemingly simple 
assumptions regarding environmental structure, number of stressors, or exposure and toxicity can 
have large impacts. General rules of thumb may be elusive. For example it would be attractive to 
conclude from the vole that increasing realism decreases our perception of risk, but as the beetle 
and spider example shows this is not always the case. Space and time affect exposure probabilities 
and these interact with the behaviour and ecology of the animals (e.g. voles avoiding heavily 
managed grasslands in example 4-2), toxicology, environmental fate, patterns of usage (e.g. crop 
distributions), weather, and so forth. 
Whilst the list of potential factors that could be important may appear bewildering at first sight, 
the fact that these factors can be integrated in ABM simulations should be an encouraging sign that 
we may not be far from being able to make much more realistic risk assessments at population 
levels. What is now needed is a standardised method of implementing these models, and their 
testing. Testing is not as simple as testing statistical significance because we are dealing with 
mechanistic constructs, hence techniques such as Pattern Oriented Modelling (Grimm et al, 2005) 
need to be employed, which are data intensive. However, if a concentrated effort could be directed 
at a few standard environments and species, then this process need not take many years. Developing 
standard test environments and species for testing would also alleviate the problem of defining the 
system to be tested and which factors to include, that is, create a level playing field for pesticide 
testing. This could be seen as a natural progression of the current proposed changes to EU directive 
91/414 resulting in the zoning of the EU (European Commission 20021, 2002b, 2002c).  
Development of standard landscapes incorporating current agricultural and forestry practices 
for different climatic zones could be a first step at standardizing ABM simulation approaches across 
the EU. A list of key species exhibiting a range of life-histories could be developed for each area 
analogous to the species currently used for toxicological testing in pesticide approval procedures. 
Doing this would not only provide a focus for pesticide regulatory cases, it would also bring 
ecotoxicology into line with other biological sciences by putting greater emphasis on the 
importance of complexity (e.g. Service, 1999; Bell & Koithan, 2006). 
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Abstract 
Landscape heterogeneity in space and time is known to affect populations through effects on 
dispersal, but has not been included in population-level impact assessments because it is 
difficult to study using classical methodologies. Here we assess the interaction between 
landscape structure and a chronic stressor, a pesticide applied seasonally to orchards, in an 
ecologically realistic and spatially explicit Agent-Based Model of field vole populations. To 
investigate the combined effects of stressor and landscape structure we systematically 
manipulated the landscape in three experiments. Features varied in experiments were the 
amount of unmanaged grassland, a preferred habitat of field voles; the proximity of 
unmanaged grassland to stressor-treated orchards; and the area of orchards. Because all three 
features increase the chances of successful vole dispersal, we hypothesise that all three will 
mitigate the effects of pesticide application, and enhance population recovery when 
application ceases. Pesticide application reduced population sizes in all three experiments, but 
populations subsequently recovered though not all returned to initial levels within 60 years. 
Population depressions were as predicted lower in landscapes containing more optimal 
habitat, in landscapes with reduced distance between optimal habitat and orchards, and 
landscapes with fewer orchards. Population recovery followed a similar pattern except that an 
increase in orchard area increased recovery levels. Spatial analyses of population distribution 
showed that voles were more resilient in landscapes that facilitated vole dispersal, best 
achieved by the existence of optimal habitat near orchards. Specifics of landscape structure 
and habitat connectivity were important in mediating the effect of the stressor, and over-
simplification of these facets would exaggerate predicted impact. This emphasises the need 
for focus on the details of systems under study in impact assessments, and highlights the 
advantages of comprehensive simulation approaches in landscape ecology. 
Key words: Microtus agrestis, source sink, metapopulation, fragmentation, Impact 
assessment, Risk, Individual-based model, Vinclozolin. 
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Introduction 
Landscape structure and dynamics are rarely considered when assessing the impacts of 
stressors such as pesticides. This is a serious omission because landscape structure affects the 
viability of populations and metapopulations in many ways, and in particular through its 
effects on dispersal. The chances of successful inter-patch dispersal are a key component in 
models of metapopulations in fragmented landscapes (Hanski 1994; Frank and Wissel 1998; 
Fahrig and Nuttle 2005; Pita et al. 2007; Kindlmann and Burel 2008). Despite this, spatial 
models of population and metapopulation dynamics have traditionally ignored the landscape 
matrix between populations (Frank and Wissel 1998; Andreassen and Ims 2001; Fahrig and 
Nuttle 2005; Revilla and Wiegand 2008) even though it is known that landscape elements 
may variously impede or facilitate animal movements (Wiens et al. 1993; Tischendorf and 
Fahrig 2000) with considerable impacts on population dynamics (Pe'er et al. 2006).  The 
spatial arrangement of source and sink areas is also known to be a major driver of spatial 
population dynamics. Reproductive surpluses from productive source habitats can, via 
dispersal, maintain populations in sink habitats in a dynamic equilibrium  (Holt 1984; Pulliam 
1988). A further consideration is that landscapes are dynamic: changes in habitat quality can 
occur as a consequence of e.g. season, and farm management (Thomas 2000; Elkin and 
Possingham 2008). The result is likely to be de-stabilisation of the source-sink dynamics 
causing local changes in population size and occupancy of habitat patches as a result of 
changes to dispersal chances and/or habitat quality (Thomas and Hanski 1997; Hanski 1999; 
Thomas 2000). Patch recolonisation depends on the dispersal ability of the animal, the 
intervening matrix, and the distances between the fragments of good quality habitat (Pita et al. 
2007). Disturbance, such as application of a stressor in the matrix between source habitats, 
could adversely affect the population by damaging individuals dispersing through the area, or 
those momentarily occupying or foraging there (Wiens et al. 1993). Nonetheless, current 
approaches to risk assessment often assume that populations exist in homogeneous 
environments, and that affected sites are not connected to unaffected sites (Gaines et al. 
2005). Thus, if a pesticide causes a local population decline, that decline is assumed not to be 
an obstacle to migration through or from the area and consequently not to affect other 
populations outside the area of exposure.  
Methods are therefore needed which can incorporate landscape heterogeneity and 
detailed animal ecology into risk assessments, a field termed landscape ecotoxicology by 
(Cairns 1993). But as yet progress in this area has been slow. Advances have been made in 
the availability of GIS data, and these GIS systems are being coupled more regularly with 
traditional ecological exposure techniques. This incorporates spatial variability and landscape 
features into ecological impact assessments emphasising the spatial organization of ecological 
systems and exposure sites (Purucker et al. 2007). Hence GIS systems facilitate incorporation 
of larger more ecologically relevant landscapes into impact assessments than has hitherto 
been possible. However, GIS data does not alone lead to a better understanding of spatial 
ecology and risk assessment, for this we need methods for integrating animal ecology and 
behaviour with the structural and dynamic physical aspects of the environment. One such 
emerging technology capable of embracing this complexity is the use of agent-based models 
(ABMs) (Grimm et al. 2005; Topping et al. 2009).  
Advances in computer modelling as well as computer hardware provide means of 
modelling the animals as explicit individuals (or agents) capable of sensing information from 
their local environment and reacting to this information in accordance with their individual 
priorities. The individuals (agents) are the natural building blocks of populations, and a 
fundamental point is that landscape-scale distributional patterns can result from small-scale 
distributional responses of individual organisms (Levey et al. 2005). It is therefore sensible to 
let the characteristics and behaviours of individuals determine the population response, and to 
let their territorial behaviour and movement patterns within and between home ranges 
translate into variations among landscape elements in population densities (Stenseth 1985; 
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Grimm and Railsback 2005). An integration of animal behaviour, ecology and their 
interactions with a detailed dynamic landscape can embrace spatiotemporally explicit 
ecological processes and allow for more comprehensive assessments of population exposure 
and response (Kapustka 2003; Gaines et al. 2005; Kooistra et al. 2005; Topping et al. 2005; 
Kindlmann and Burel 2008). Although these models will be accompanied by increased 
complexity and parameterization difficulties (Sibly et al. 2005), incorporation of realistic 
ecology and behaviour at an appropriate scale allows for more accurate estimates of exposure, 
because features such as foraging range, habitat preferences, and stressor distribution can be 
explicitly simulated.  
Much can be gained by increasing the realism, but adding complexity in landscape 
ecology has previously been considered to make it difficult to unravel the mechanisms 
underlying landscape dynamics (Wiens et al. 1993). However, with the combined approaches 
of dynamic landscape and agent-based modelling it is possible to create spatiotemporally 
explicit models that realistically simulate population-level dynamics in a changing landscape, 
and work with these as experimental systems. Such virtual systems provide the potential to 
investigate these complex processes within a logistically tractable framework.  
Here as a test case we investigate the effects of a hypothetical pesticide with realistic 
properties with seasonal application to one component of the landscape, orchards. Orchards 
are an interesting case to consider because they can be widely dispersed and their fruit and 
trunks are susceptible to damage by a variety of pests and so are commonly treated with 
pesticides. We vary three landscape features: the area covered by unmanaged grassland, 
which represents a preferred habitat of field voles; the proximity of patches of optimal habitat 
to pesticide-treated orchards; the area of orchards, which represent good vole habitat but are 
sometimes treated with pesticides harmful to voles. Because all three features increase the 
chances of successful vole dispersal, we hypothesise that all three will mitigate the effects of 
pesticide application, and enhance population recovery when application ceases.  
Materials and methods 
The Model 
Our experiments were carried out using the general purpose simulation system 
ALMaSS (Topping et al. 2003), which is a mature, well tested, comprehensive and large 
simulation system (Topping et al. in prep). Consequently, detailed model descriptions cannot 
be presented in text. However, full documentation is available in ODdox format (Topping et 
al. 2010) from http://www2.dmu.dk/ALMaSS/ODDox/Field_Vole/V1_02/index.html, 
providing a model overview hyper-linked to a fully documented source code. In addition 
ALMaSS is an open source project hosted on the Collaborative Computing Projects site 
CCPForge (http://ccpforge.cse.rl.ac.uk), where code and further documentation are hosted. 
ALMaSS consists of agent-based virtual animals, in our case field voles (Microtus agrestis), 
living in detailed modelled landscapes. Spatiotemporal pesticide exposure and toxicology are 
also modelled. Although an overview is provided below, the reader is directed to the online 
materials for further details:  
Landscape Model 
All the landscapes used were derived from a real GIS map of a 100 x100 ha area of the 
Bjerringbro region in Denmark. The map had 25 landscape element types of vegetated and 
non-vegetated areas (e.g. field, building and freshwater) mapped to a resolution of 1m
2
. The 
vegetation consisted of eight rotational crop types together with permanent farmed and non-
farmed vegetation such as pasture, set-aside, waterside plant life, unmanaged semi-natural 
grassland (‘unmanaged grassland’ hereafter), forest types, and hedgerow undergrowth. 
Vegetation growth models were used for each of the types of vegetation modelled to describe 
the daily changes in vegetation height and biomass. Weather (daily temperature, rainfall and 
wind speed) affected vegetation growth, crop management, and animal models. Weather data 
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was incorporated as 365 daily values calculated as the daily mean values from the period 
1989 to 1999. This was done to avoid considering the effects of annual weather variation. 
Crop allocations on farms were achieved by selecting an initial crop for each field with a 
probability based on the proportion of total farmed area covered by that crop. Subsequently 
crops were rotated in sequence following a fixed mixed arable crop rotation scheme. In our 
simulations the arable management resulted in the following overall crop distributions: winter 
wheat 20%, spring barley 20%, set-aside 10%, field peas 10%, winter rye 10%, winter barley 
10%, clover grass grazed 10% and winter rape 10%. Other landscape events such as cutting of 
roadside vegetation and traffic loads were also simulated. In this way landscape heterogeneity 
was controlled spatially by topography and the cropping choices of the farmer, and 
temporally by weather, vegetation development and management.  
In designing the experimental landscapes a ‘default landscape’ was first created by 
changing 5% of the fields in the original landscape into stationary orchards, and adjusting the 
level of unmanaged grassland to 1.75% (Figure 1 Default). The size of areas of unmanaged 
grassland was in the range 0.01 - 6.5 ha, most being smaller areas outside the agricultural 
landscape in accordance with the original landscape structure. The orchards were distributed 
randomly in the agricultural part of the landscape and had a size range of 1– 8 ha. Orchard 
management was simplified and standardised to consist of a single grass mowing operation 
just before harvest.  
Vole Model 
The field vole is an unspecialized opportunist living in a variety of habitat types. It 
requires areas with high vegetation and dense ground cover that can serve the purpose of food 
resource and shelter, and so occupies areas such as young woodland, unmanaged grassland, 
pasture, field margins and the grass between the trees in orchards (Godfrey 1953; Hanson 
1971; Hansson 1977; Myllymaki 1977). Because of factors such as farm operations some 
habitats are only temporally available to voles and so, because of its limited dispersal ability, 
voles are very sensitive to changes in landscape structure (Hansson 1977). The vole model is 
based on scientific literature and field studies carried out on non-cyclic vole populations. It 
uses a state/transition principle where input events (internal or external) are parameters that 
influence whether an individual will transfer from one state (e.g. gestation, evaluate and 
explore habitat, maturation) to another (e.g. lactation, dispersal, mating or dying). The vole is 
capable of sensing information from its local environment (landscape and con-specifics) and 
makes decisions accordingly. Adult voles attempt to establish territories in the best of the 
available areas, using criteria that differ between the sexes. Both sexes take account of habitat 
quality and evaluate overlap with older individuals of the same sex, whereas males also 
evaluate female density. If the territory’s value is below threshold the vole disperses and 
explores other areas within a prescribed range that varies with the age and sex of the vole. 
Mortality depends on the voles location in the landscape, management carried out at the 
location, the age of the vole, the number of starvation days accumulated and background 
mortality, and for juveniles there is also a risk of infanticide if a mature male moves beyond 
the bounds of his old territory. Survival and reproduction are the main goals of the voles’ 
behaviours. In each time-step (one day) an individual can engage in one or more behaviours 
(e.g. establish territory, mate, die) and the population response is the sum of all the individual 
responses, as in real life. The ecology and behaviour of the field voles result in a mosaic of 
densities in the modelled habitats. Table 1 gives the habitat-specific densities of voles in year 
thirty just before application of the pesticide in the default landscape. It illustrates the habitat-
dependent distribution of voles as well as high densities in the habitats with high grass 
vegetation and low disturbance, such as unmanaged grassland and orchards. Unmanaged 
grassland is a particularly suitable habitat for field voles because it supplies the animals with 
food and cover throughout the year, whereas orchards are death traps when mowing occurs.  
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The stressor 
The stressor chosen was a pesticide similar to the fungicide vinclozolin, and therefore 
with the added complication of causing epigenetically transmitted effects in addition to more 
typical effects on reproduction. Vinclozolin is an endocrine disruptor and embryonic exposure 
to the pesticide during a critical stage of foetus development gives rise to male offspring with 
reduced sperm counts and abnormalities of the sexual organs leading to sterility or reduced 
fertility (Gray et al. 1999; Anway et al. 2005; Anway et al. 2006a; Anway et al. 2006b). The 
effects were caused by changes in gene expression, which were inherited through the male 
germ line of the embryonic exposed males causing epigenetic transmission of effect  (Anway 
et al. 2005; Anway et al. 2006a; Anway et al. 2006b; Anway and Skinner 2006; Chang et al. 
2006).  
The mode of action and transmission of effect was modelled as male offspring 
expressing toxic effects if the gestating female ingested more than 25 mg/kg body weight/day 
during days 16 -21of gestation. Expression of the toxic effect was modelled as either 
absolutely sterility (50% of male offspring) or halving of mating success (50% of male 
offspring). The epigenetic transmission of effect was through those males with reduced 
mating success. It is not known to what extent a dysfunctional reproductive male attempts to 
mate so the worst case was assumed, in which females show no discrimination against 
affected males. However, a model female did not experience a false pregnancy and was able 
to mate again the following day, potentially successfully if her territory also overlapped with 
that of a healthy male.  
Exposure and environmental fate of the pesticide 
The pesticide was modelled as a single foliar application to the grass between the trees 
in the orchards once a year in years 31-60 with a treatment rate of 750 g/ha. The residue 
concentration of pesticide on the vegetation was recalculated every 24 hours based on the 
pesticide’s half-life of seven days, until its concentration fell below 0.00001mg/m2, thereafter 
it was assumed to be zero. Drift to off-crop areas was modelled using the equation: 
12.2
87.175.2 xy     (1) 
where y is the concentration of pesticide at x distance from the application site. The equation 
is based on drift data from the spray drift calculator within FOCUS’ surface water 
experiments (FOCUS 2001). The effect of the drift model was a drift of pesticide up to 12 m 
from source with a declining concentration with distance (Dalkvist et al. 2009). The amount 
of pesticide consumed by the voles in and around the treated areas was affected by the level 
present on the vegetation, the weight of the vole and the rate of ingestion, and was calculated 
as: 
VP I  intake Pesticide     (2) 
where I is the ingestion rate (1.39 kg food/kg body weight), P is the pesticide concentration 
(mg/kg) and V is the typical weight of the dam (25 g) (Crocker et al. 2002). Bioaccumulation 
of vinclozolin has not been documented (http://www.inchem.org) and was not implemented in 
the model. 
Model settings and data collection 
To initiate each simulation, 55,000 field voles were randomly distributed in the 
landscape. As a consequence some voles were initially in unfavourable areas and dispersed, 
with consequent high starvation mortality. Conversely populations grew in the good quality 
areas dependent upon successful immigration and breeding. Thus random variation between 
runs was high until voles were established in suitable habitats and a dynamically stable 
situation was reached; this took about 20 years. Consequently data from the first 20 years of 
the simulation were excluded from the analyses. Population recovery was assessed in all 
simulations by continuing model runs through years 61-120, i.e. 60 years after the last 
pesticide application. 
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Experimental design 
The population-level impact of the pesticide was assessed in a number of 
experimentally manipulated landscapes. Each treatment altered the default landscape 
described above whilst keeping other parameters constant. The landscape characteristics 
modified were the area covered with unmanaged grassland, the distribution of unmanaged 
grassland relative to orchards and the area covered with treated orchards. These three 
experimental manipulations are described below: 
Treatments 
Area covered with unmanaged grassland (‘Grassland Experiment’): Four landscapes 
in addition to the default were created for this experiment (Figure 1). These landscapes were 
produced by halving, doubling or quadrupling the area covered with unmanaged grassland in 
the default landscape (1.75%), and by including a landscape without unmanaged grassland. 
This resulted in landscapes in which the area covered by unmanaged grassland was 0%, 
0.88%, 1.75% (default), 3.5%, 7% of the total area. When the area covered with unmanaged 
grassland was above the default level, the new patches were randomly allocated to the 
agricultural part of the landscape. Below the default value the areas were randomly turned 
into fields and allocated to the nearest farmer.  
Distance of unmanaged grassland from orchards (‘Proximity Experiment’):  
In these experiments the total area covered with unmanaged grassland was constant at the 
default value, but the patches of unmanaged grassland were either moved away from orchards 
or closer to them. In the former, patches were placed outside the arable area or as far away 
from the orchards as possible within the agricultural part of the landscape while keeping the 
size of the unmanaged grassland patches within the specified range. In the latter we made sure 
all orchards had a patch of unmanaged grassland close by, and no patch was further from an 
orchard than 100m. The default landscape had the unmanaged grassland randomly located 
(Figure1). 
Area covered with treated orchards (‘Orchard Experiment’): Two further landscapes 
were created for this experiment, the area of orchards in the landscape being 2.5%, 5% 
(default) or 10%, all randomly distributed in the agricultural part of the landscape. The 
experimental manipulations were achieved either by converting fields into stationary orchards 
or by transforming orchards into fields and allocating them to the nearest farmer.  
Data analysis 
The number of voles was counted on December 31 each year for each of 40 runs of 
each treatment. Some variation existed between runs within treatments, as shown in Figure 2. 
To clarify the pesticide signal each treatment was compared with a ‘baseline’ treatment with 
the same parameters but without pesticide application. No effect of the treatment would thus 
result in treatment/baseline ratio of 1.0. Here we consider deviations from 1.0 which we refer 
to as population depression. 40 replicates were simulated for each treatment case and 
landscape resulting in a total of 720 simulation runs ((1x40+4x40+2x40+2x40)x2). 
To describe the pesticide and recovery phases objectively curves were fitted using the 
nonlinear regression library (nls) in R (Bates and Watts 1988; Bates and Chambers 1992). 
Following the approach of (Dalkvist et al. 2009) we fitted a function based on the logistic 
equation, traditionally used in population ecology to describe population growth after a 
perturbation or colonisation of a new area, but with the addition of a power function: 
c
yearb
d
e
yeara
DepressionPopulation
1
)/(
    (3) 
The addition of the power function year
d
 provided the function with a ‘softer’ asymptote 
which makes the function capable of capturing the unstable population size during and after 
years of perturbation (Figure 3).    
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Per capita population growth rate (pgr) was then calculated from the fitted curves for 
the beginning and end of the pesticide and recovery phase. These phases were denoted pgr31, 
pgr60, pgr61 and pgr120 and quantified rates of decrease from years 30 to 31 and 59 to 60 of the 
pesticide phase and the rates of increase from years 60 to 61 and 119 to 120 respectively. In 
order to avoid extrapolating the function beyond the fitted interval the derivative at year 120 
was used to estimate the time to recovery for the simulations that did not fully recovery 
within the sixty year recovery period.  
The change in spatial distribution by distance was used as an assessment endpoint to 
illustrate if pesticide treatment and subsequent recovery altered the vole’s distribution. The 
function, denoted  Kinhom, was developed from Ripley’s K-function to assess spatial patterns 
after allowing for spatial inhomogeneity of the pattern (Baddeley et al. 2000). This method 
has been used to assess for spatial aggregation in plant, animal populations as well as 
distributions of diseased individuals Royer et al. 2004; Ersboll and Ersboll 2007; Benschop et 
al. 2009; Illian et al. 2009; LeMay et al. 2009). The statistics was implemented by the ‘R’ 
statistical package ‘spatstat’ version 2.8.1 (Baddeley and Turner 2005). The resultant statistics 
was represented as relative to the population’s spatial distribution before pesticide treatment 
at a distance of 200 meter, which is referred to as RKi (see appendix I for more details). RKi 
values were estimated for the years 60 (last year of treatment), year 90 (30 years of recovery) 
and year 120 (60 years of recovery) and are listed as RKi60, RKi90 and RKi120 in Tables 2-
4. Positive values indicate that the population has become more clustered and possible 
gone extinct in areas, negative values indicate spatial segregation and a population 
more widely distributed than pre-treatment (Baddeley et al. 2000). 
 
Results  
Population size decreased when pesticide was applied in years 31 – 60 in the grassland 
experiment (Figure 4). There was a severe decline in landscapes containing no unmanaged 
grassland, but the decline was less if there was more unmanaged grassland. The form of the 
population decline was seemingly exponential. During the sixty years after pesticide 
application (recovery phase) the population increased rapidly initially, but population growth 
rate slowed as time elapsed and the populations moved toward a new carrying capacity. 
Looking at the variation between treatments we see that during pesticide application the 
population declined further the less unmanaged grassland there was, and eventual population 
size in year 120 was also reduced. Indeed full recovery was only reached for the treatments 
3.5 and 7% unmanaged grassland.  
The results of Figure 4 are quantified in Table 2. Population numbers in year 30, just 
before application of the pesticide, were higher in landscapes with more unmanaged grassland 
(Column 2) because grassland is a good habitat for voles. Population growth rate (pgr) was 
lower the less the area of optimal habitat at both the start and the end of pesticide application 
(Columns 3 and 4) and the resultant population size was then lower (column 5). Looking at 
the degree of clustering compared to the initial distribution we see that the population also 
became more clustered (column 6). During recovery pgr was highest in the landscape with no 
unmanaged grassland (column 7) and the voles remained more clustered than before 
disturbance (columns 8, 9), but the population size was still growing at the end of the 
experiment (column 10) so total recovery time was long (348 years, column 12). Only in the 
landscapes where the area of optimal habitat was above the default value of 1.8% did the 
populations reach full recovery by year 120. Overall the disturbance had more serious effects 
on populations in landscapes with fewer areas of unmanaged grassland. 
The effects on vole populations of varying the distance between unmanaged grassland 
and orchards were generally more serious when this unmanaged optimal habitat was further 
from the orchards (Figure 5 and Table 3). Thus the initial population was smaller, decreased 
faster when the pesticide was applied, and became more clustered. These effects persisted 
during recovery (columns 7-12) with shorter recovery times and faster growth rates where 
orchards and optimal habitat were close together. 
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Landscapes with more orchards supported larger populations of voles (Table 4) because 
orchards were, except for mowing and pesticide application, good quality habitat for voles. 
Pgr30 for the pesticide phase was lowered by increasing the area of orchards, whilst Pgr61 
increased. The result was that the severity of population effects differed between the phases of 
pesticide application and recovery; hence the 10% orchard treatment resulted in both a rapid 
population depression, but also a rapid recovery (Figure 6, Table 4). Population depression 
was lowest in the 2.5% orchard, but recovery was faster the higher the orchard area. The voles 
also became more clustered during pesticide application in the 2.5% and 5% landscapes.  
Discussion 
The ALMaSS vole model used here was designed to realistically represent the 
behaviour and population dynamics of M. agrestis in the Danish landscape. But realism 
comes at a cost in complexity and the optimal balance between realism and complexity is the 
subject of ongoing debate. Certainly further improvements to realism can always be made. 
For instance the simulation could here have been made more realistic by including the real 
daily weather parameters for the 10-year period instead of using the mean. Our approach 
excluded the extremes and hence potential interactions between the weather and pesticide 
effects were not investigated. We deliberately excluded consideration of the weather-pesticide 
interaction to focus instead on the effects of landscape structure, but realistic weather should 
be included real risk assessments since this interaction effect could certainly be significant.  
Further modifications could include a site-specific crop rotation for the farmers, or a 
range of rotation schemes. However our results show that voles have low densities in the 
agricultural part of the landscape and are more likely to be affected by a shift towards dairy-
based farm management. This would likely affect the vole’s dispersal ability in the same way 
as unmanaged grassland but be less sensitive because these grassed or frequently cut areas are 
unsuitable to voles throughout most of the year. If we were to test the effect of a range of 
farming types we would have to multiply the number of simulations for this paper per 
implemented farm type which would result in an addition of 3360 simulation runs per tested 
crop rotation. Considering that we expect the effect to be minimal or similar to the 
unmanaged grassland experiment we have not included it in this paper. In fact the list of 
potential improvements and interesting experiments with model structure is almost endless, 
which is why discussion continues as to the optimal balance between realism and complexity. 
However, in this study we have chosen a level of realism far greater than that normally 
applied to risk assessments, and discuss the results in the light of this level of model 
complexity. 
The importance of landscape structure in mediating the effect of the pesticide was 
evident in all three experiments. Increase in the area of optimal habitat, reduction of its 
proximity to orchards, and reduction of the treated area, all resulted as predicted in a lower 
impact of the pesticide during treatment and less spatial clustering. However an unexpected 
threshold was observed in the orchard experiment. Doubling the area of treated orchards to 
10% didn’t affect the population depression, which remained around 8%. The same factor that 
reduced pesticide impact during treatment also facilitated recovery, with the exception that an 
increase in the area covered with orchards positively affected the voles during recovery.  
The simulated voles were generally very realistic in their behaviour and distribution. 
They had a spatially structured population, as has been noted in real world populations, and 
they lived in distinct habitat patches of dense and tall grass and herbaceous vegetation as real 
voles (Topping et al. in prep). High year-round densities existed in areas such as unmanaged 
grassland, field boundaries and young forests, whereas moderately disturbed habitats such as 
orchards and permanent pastures provided high quality habitats for the voles only during 
certain periods. In the Grassland experiment we altered the extent of unmanaged grassland 
and observed that the population was most affected in the landscape with least grassland. One 
possible explanation of this result is that in landscapes with low levels of unmanaged 
grassland, where fewer voles were present (Table 1), the treated population was a larger 
proportion of the total population. However we were able to rule out this possibility by 
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calculating the percentage of affected voles in the treatments 0% grassland and 7% grassland; 
we found only small differences in the proportion of voles affected (Figure 7). Increasing the 
total area of unmanaged grassland makes the vole population more resilient to pesticide 
application, by increasing the voles’ dispersal ability. This facilitates immigration to low 
density or extinct areas and aids population persistence and recovery. This explanation is 
further supported by the spatial statistics (Table 2), which show the voles’ spatial distribution 
was virtually unaltered after pesticide application ceased in the landscapes with high levels of 
unmanaged grassland. Consequently, increasing the area of suitable habitat facilitates a more 
resilient population by increasing the functional and structural connectivity as suggested by 
(Kindlmann and Burel 2008).  
In landscapes where vole dispersal was aided by high levels of suitable habitat 
(unmanaged grassland as well as orchards) and short distances between unmanaged grassland 
and orchards not all populations reached pre-pesticide distribution patterns. Additional 
analysis of the population trajectories showed that vole density in some of the habitat types 
remained altered after 60 years of recovery. It is known that landscape structures such as 
barriers or corridors may constrain or guide dispersing individuals, producing directional 
dispersal and therefore asymmetric connectivity (Haddad 1999; Haddad et al. 2003; Pe'er et 
al. 2006). This can isolate parts of the landscape and restrict the voles recolonising abilities 
and explain why vole distributions  in even highly connected landscapes didn’t reach pre-
disturbance patterns. Our results show that landscape structure influences the population 
growth rates during and after a disturbance. We know that landscape pattern can modify the 
speed of decrease or recovery from localized damage by providing routes for re-colonization 
(Barrett and Bohlen 1991; Fahrig and Freemark 1995), and that if there are no appropriate 
corridors, recovery is delayed. If the extinction is widespread, no individuals may be left to 
disperse into the affected area and recovery will be slowed or even absent (Cairns and 
Niederlehner 1996). This suggests that population growth rates will be affected least in the 
most connected landscapes or in the landscapes with lowest levels of exposed areas, which is 
what we found. However it also suggests that the recovery rate should increase as 
connectivity is increased, and here we found a different pattern, with some recovery rates 
decreasing with increased connectivity. A number of factors play a role in this. Initial 
recovery is primarily a function of local populations increasing size via reproduction up to 
local carrying capacity, whereas long-term recovery is due to recolonisation of de-populated 
areas. It follows that larger more connected patches enjoy high initial pgr and recover fast, but 
in disconnected landscapes long-term recovery is slower. The precise response depends on 
both animal dispersal behaviour and landscape structure. 
It is generally considered from a metapopulation perspective, that the global population 
will be less affected by a stressor if the source populations (refuge patches) are located rather 
distantly from the disturbance (Vuilleumier et al. 2007). However, our results from the 
Proximity experiment show that population resilience depends on the proximity of optimal 
habitat to the disturbed areas. Looking at the distribution of the voles we find that their spatial 
abundance was less affected by the disturbance (Table 3). As a consequence, fewer sub-
populations vanished and local densities remained higher, even though a larger proportion of 
the population experienced exposure during pesticide treatment. This is further supported by 
looking at the densities and proportions of voles in the orchards before and after treatment. 
Thus, contrary to predictions, higher overall connectivity can promote population resilience 
even though this connectivity may increase the level of exposure. This indicates that 
population dynamics are likely to be more complex than is suggested by metapopulation 
theory. A holistic modelling approach is necessary to fully understand the mechanisms 
underlying landscape dynamics. 
Increasing the area covered with orchards increased the area exposed and produced 
population depression. However, a threshold was observed above which further addition of 
orchards didn’t affect population depression during pesticide application. Habitat loss 
generally increases inter-patch distances (Turner and Ruscher 1988; Saunders et al. 1993) and 
so reduces landscape connectivity because it is harder to get between patches (Laan and 
Verboom 1990; Vos and Stumpel 1995). Orchards, being sub-optimal habitats with 
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temporally variable population densities, can reduce inter-patch distance. The orchard can 
therefore facilitate immigration via the rescue effect (Brown and Kodricbrown 1977) or 
recolonisation through metapopulation dynamics (Hanski 1999). It is interesting to note here 
that isolation of a single orchard in the model system led to 78% extinction within the orchard 
within 10 years, but as part of the larger landscape orchards promote the rescue effect. This 
increased connectivity counteracts the negative effect of the stressor by aiding the voles’ 
dispersal into the treated areas. It does not however increase the purging time of the 
epigenetic alteration (Appendix II). This and the threshold effect are likely to be due to the 
increased connectivity caused by a saturation of the landscape with orchards. The observed 
result is therefore a function primarily of orchard dynamics rather than being influenced by 
the non-orchard vole populations. It is important to note that these results differ from those 
obtained by considering orchards in isolation. 
In a risk assessment context, the effect of a stressor is seen to be highly dependent upon 
its expected spatial distribution. Using the same vole model (Nabe-Nielsen et al. 2010) 
applied a perturbation of 95% homogeneously across the landscape and obtained recovery 
within a few years. In contrast voles in our simulations experienced much smaller reductions 
as a whole, but because of the spatial distribution of the stressor the long term effects were 
greater. In terms of risk assessment this strongly indicates that spatial attributes of the system 
under consideration should be taken into account. 
In conclusion, the results demonstrate that landscape structure mediates stressor effects 
on population dynamics, and show the importance of incorporating realistic complexity of 
landscape structure, animal behaviour and ecology when assessing impacts. The results 
obtained are generally easy to understand, but in view of the trans-generational transmission 
of effect by pre-natal exposure to the pesticide combined with the complex dynamics of the 
landscape and animal behaviour, they would be hard to predict using other methods. One 
consequence is that one should not over generalize our results. Some of the responses 
observed were in line with generally accepted principles: thus increasing the area of optimal 
vole habitat made the population more resilient and reduced the stressor related impact. Other 
responses, though explicable, were not in line with established principles: thus increasing the 
distance between exposed and optimal areas increased the pesticide related impact. It is 
necessary to acknowledge that systems are complex dynamic entities and that whilst general 
approaches yield acceptable general solutions, the specifics of risk assessments require the 
details of the system to be considered. Without these specifics a risk assessment based only 
on a single orchard would here have predicted much more dramatic responses. A mechanistic 
approach to landscape ecology as called for by Wiens et al. (1993), but implementation in 
silico, may provide the tools necessary to work theoretically at this higher level of complexity 
and make more accurate predictions of risk. 
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Figures 
 
Figure 1: The default landscape used as a reference in the three experimental designs with 1.8% unmanaged 
grassland (red areas) and 5% orchards (purple areas) randomly allocated to mainly the agricultural part of the 
landscape. Fields were turned into orchards or unmanaged grassland or the other way around to construct the 
additional eight landscapes used in this paper. See method section for further explanation of the landscapes. 
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Figure 2: Population numbers of field voles in the course of 120 simulation years. The grey lines represent five 
randomly chosen replicates and the black line represents the mean of the 40 replicates with 95% confidence 
interval bars. 
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Figure 3: Illustration of the logistic model with added power function (equation 3) used to model population 
growth. Open circles represent population size during the recovery phase (data from the mean of 40 replicates of 
the 0% unmanaged grassland simulation). 
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Figure 4: Population depression in relation to simulation year for the area covered with unmanaged grassland 
experiment. Population depression was calculated as the negative of population numbers relative to baseline. Years 
1 – 19 were discarded as a ‘burn-in’ period, see Methods. Years 21- 30 show the initial stable phase. Pesticide was 
applied in years 31-60, after which populations recovered in years 61 – 120. The dashed line in the legend 
represents the default treatment. 
 
Figure 5: Population depression in relation to simulation year for the Proximity experiment. Conventions as in Fig. 
4. 
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Figur 6: Population depression in relation to simulation year for the Orchards experiment. Conventions as in Fig. 
4. 
 
 
Figure 7: Proportion of pesticide affected male voles relative to the total number of male voles in the simulation. 
The values have been represented for the two most extreme cases of the experiment were the area covered by 
unmanaged grassland was altered. The results are presented for the simulation years 30 to 65. Grass = Unmanaged 
grassland. 
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Tables 
 
Habitat type Area (Ha) Density (Voles/Ha) Proportion of voles (%) 
Field Boundary 18 74.2 2.2 
Unmanaged grassland 175 64.0 18.4 
Young forest 146 44.3 10.6 
Roadside verge 88 35.7 5.2 
Hedgerow 28 27.5 1.3 
Permanent pasture 789 22.3 28.8 
Orchard 501 18.3 15.4 
Wetland/bogs/wet meadow 112 7.6 1.4 
Field 4980 1.7 13.9 
Mixed forest 413 0.6 0.4 
Deciduous forest 614 0.3 0.3 
Coniferous forest 860 0.1 0.2 
Other 1276 0.9 1.8 
Table 1: Vole densities in the various habitat types and the total area covered with these habitats in the default 
landscapes on 31 December of year 30, just before the pesticide was applied to the orchards.   
 
 
UG (%) N30 
(1000)s 
Pgr30 Pgr60 Dep60 RKi60 Pgr61 RKi90 RKi120 Pgr120 Dep120 RecTime 
1 2 3 4 5 6 7 8 9 10 11 12 
 
0.0 36.9 -2.25 -0.127 14 0.44 1.69 0.21 0.21 0.019 5 348 
0.9 48.7 -1.72 -0.038 11 0.37 1.56 0.17 0.14 0.024 3 219 
1.8 58.7 -1.31 -0.026 8 0.21 1.43 0.11 0.08 0.017 1 175 
3.5 76.6 -0.89 -0.018 4 0.06 0.89 0.02 0.01 0.004 0 20 
7.0 106.9 -0.80 -0.005 2 0.03 1.02 0.00 0.00 0.001 0 4 
Table 2: Population statistics in the Grassland experiment. Years to which indices apply are given as subscripts. 
The statistics are: N30: population size in year 30 just before the pesticide was applied to the orchards; Pgr30 and 
Pgr60: per capita population growth rate for the initial and final years of pesticide applications; Dep60: percent 
population depression at the end of pesticide application; RKi60, RKi90 and RKi120: indexes for the distribution of 
populations relative to stabilising phase (positive values indicate clustering) at years 30, 90 and 120; Pgr61 and 
Pgr120: population growth rates at the start of the recovery and at the end of the simulation; Dep120: population 
depression for year 120; RecTime: estimated time for full population recovery. If the population did not fully 
recover in the recovery phase (i.e., Dep120 < 1.00) the derivative of the fitted model was used to estimate the time it 
would take the population to reach full recovery. This was done to avoid extrapolation beyond the fitted interval of 
the function. 
 
 
Treatment N30 (1000)s Pgr30 Pgr60 Dep60 RKi60 Pgr61 RKi90 RKi120 Pgr120 Dep120 RecTime 
1 2 3 4 5 6 7 8 9 10 11 12 
 
Away 55.0 -1.51 -0.099 11 0.31 1.27 0.17 0.16 0.016 3 296 
Random 58.7 -1.31 -0.026 8 0.21 1.43 0.11 0.05 0.017 1 175 
Close 62.3 -1.39 -0.016 3 0.09 1.67 0.03 0.03 0.002 0 7 
Table 3: Population statistics in the Proximity experiment. Notation as in Table 2. 
 
Treatment N30 (1000)s Pgr30 Pgr60 Dep60 RKi60 Pgr61 RKi90 RKi120 Pgr120 Dep120 RecTime 
1 2 3 4 5 6 7 8 9 10 11 12 
 
2.5 47.3 -0.69 -0.004 5 0.18 0.24 0.14 0.14 0.005 2 387 
5.0 58.7 -1.31 -0.026 8 0.21 1.43 0.08 0.08 0.017 1 175 
10.0 82.2 -1.79 -0.017 8 0.13 2.39 0.04 0.04 0.010 1 67 
Table 4: Population statistics in the Orchards experiment. Notation as in Table 2. 
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Appendix I 
To investigate effects of the pesticide on the population’s distribution we 
assessed the degree of spatial clustering and segregation by distance by using a 
generalized version of the inhomogeneous K-function for non-stationary point 
patterns, proposed by Baddeley et al (2000) and implemented by the spatial statistic 
package ‘spatstat’ in R, version  2.8.1 (Baddeley and Turner 2005), http://www.r-
project.org) with edge corrections (Ripley 1988). The function, denoted Kinhom, was 
developed from Ripley’s K-function (Baddeley et al. 2000).  
Co-ordinates of all voles were sampled on 31 December of years 30, 60, 90 and 
120 from 15 replicates of each experimental design. Kinhom was evaluated inside radii 
from 200 up to 1500 meters in intervals of 100 meters around each animal’s location 
and the resulting statistic divided by the expected value assuming other voles 
distributed at random according to a heterogeneous Poisson distribution with the 
observed mean density. This process was repeated 20 times and the mean was used in 
all subsequent analyses. 20 were chosen as the point at which adding further replicate 
analyses did not change the relative Kinhom value. The statistics were evaluated for all 
four sampling periods using the 15 replicates for the 3 scenarios. To chart the 
pesticide’s impact in the measured phases we used the Kinhom value measured at year 
30 as a reference point and calculated the relative Kinhom values (rki) for the other 
temporal samples by subtracting them from this.  
30homhom ininm
KKrki
m
    (1) 
where  
min
K hom is the estimate Kinhom value at phase m (year 60, 90 or 120) and 
30homin
K is the estimated Kinhom value at year 30 before pesticide treatment. Figure 1 
shows the measured rki values for the years 60; 90 and 120 at all the evaluated radii 
for the default landscape. To obtain a method for comparing between treatments we 
used the rki value at radius 200 m denoted RKi.  
 
 
Figure 7: rki values as a function of the examined 
radii for the default landscapes. The rki values were 
obtained by evaluating the inhomogeneous k 
function around each animal’s location and the 
resulting statistic divided by the expected value 
assuming an inhomogeneous Poisson point pattern. 
This was performed at simulation year 30; 60; 90 
and 120 and provided us with Kinhom values for each 
period and examined radius. We used the measured 
Kinhom values at year 30 as a reference point and 
calculated rki from the other temporal samples by 
subtracting them from the reference value for all 
radii. Positive values signify segregation relative to 
simulation year 30. 
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Abstract
Background: Microtine species in Fennoscandia display a distinct north-south gradient from regular cycles to stable
populations. The gradient has often been attributed to changes in the interactions between microtines and their predators.
Although the spatial structure of the environment is known to influence predator-prey dynamics of a wide range of species,
it has scarcely been considered in relation to the Fennoscandian gradient. Furthermore, the length of microtine breeding
season also displays a north-south gradient. However, little consideration has been given to its role in shaping or generating
population cycles. Because these factors covary along the gradient it is difficult to distinguish their effects experimentally in
the field. The distinction is here attempted using realistic agent-based modelling.
Methodology/Principal Findings: By using a spatially explicit computer simulation model based on behavioural and
ecological data from the field vole (Microtus agrestis), we generated a number of repeated time series of vole densities
whose mean population size and amplitude were measured. Subsequently, these time series were subjected to statistical
autoregressive modelling, to investigate the effects on vole population dynamics of making predators more specialised, of
altering the breeding season, and increasing the level of habitat fragmentation. We found that fragmentation as well as the
presence of specialist predators are necessary for the occurrence of population cycles. Habitat fragmentation and predator
assembly jointly determined cycle length and amplitude. Length of vole breeding season had little impact on the
oscillations.
Significance: There is good agreement between our results and the experimental work from Fennoscandia, but our results
allow distinction of causation that is hard to unravel in field experiments. We hope our results will help understand the
reasons for cycle gradients observed in other areas. Our results clearly demonstrate the importance of landscape
fragmentation for population cycling and we recommend that the degree of fragmentation be more fully considered in
future analyses of vole dynamics.
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Introduction
Microtine populations in Fennoscandia displays a wide range of
population dynamic patterns, shifting along a north-south gradient
from persistent multi-annual fluctuations of 3–5 years in the north,
to stable populations in the south [1–5]. The predominant length
of the cyclic period and the amplitude of the multiannual fluc-
tuations both increase toward the north [1,6]. Analysis of time
series data of rodents in Fennoscandia have shown that the latitu-
dinal gradient in microtine dynamics is caused by an underlying
cline in the strength of direct density dependence [6–8]. Why some
microtine populations exhibit multiannually cyclic density fluctu-
ations, while others do not, remains one of the classical problems
in ecology (e.g. [2,5,9,10]).
Examination of the multiannual fluctuations has shown that
they are a result of a ‘second order’ process [6], that is, they reflect
the combined effects of direct and delayed density-dependent
processes. The populations are influenced by factors that are a
function of the current population density and by factors that are
a function of population densities in the past. Direct density-
dependent mechanisms tend to stabilise populations, making them
less prone to multiannual fluctuations, whereas delayed density-
dependent mechanisms do the opposite [11,12]. Several biological
mechanisms are able to produce negative direct density-depen-
dence in rodent populations. One such is crowding leading to
competition for space and territories, which has been widely
recorded in small mammals [13,14]. Positive direct density de-
pendence can occur at low population densities, where e.g. mate
search becomes more efficient as population densities increase,
generating a positive correlation between population density and
population growth rate [15–17]. Delayed density dependence
refers to the time-delayed regulatory effect of past population
densities on the reproduction and survival of individuals. It is often
interpreted as a sign of trophic interactions, because lagged
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feedback can readily arise from specialist predator-prey or
consumer-resource interactions [18,19].
A large number of hypotheses have been proposed to explain
population cycles and the geographical gradients in density depen-
dence, cycle length and amplitude (for reviews see e.g. [7,9,20]).
Yet there exists no consensus about what causes these cycles. One
of the hypotheses which has received considerable support is the
‘predation hypothesis’, which suggests that the delayed density-
dependent effect in the northern populations are generated by a
strong numerical response of stationary specialist predators, such
as mustelids, which respond to changes in prey densities with a
delayed reproductive output [1,21]. The fluctuations are damp-
ened towards the south by an increased density and diversity of
generalist predators [1,22,23]. The generalist predators display a
functional or migratory response to changes in prey density, and
can switch between prey species. The response of these predators
to altered prey abundance is nearly instantaneous and does not
produce delayed density dependence [1,3,22,24]. Thus if only
generalist predators are present, the direct density dependent
processes should be sufficient to describe the dynamics [6,7]. How-
ever, the predation hypothesis explicitly incorporates the presence
of specialist predators throughout the region. According to the
predator hypothesis, specialist predators are thought to cause the
fluctuations, whereas generalist predators are considered the cause
of the north-south gradient [1,3,22,24,25]. However recent work
suggests that specialist predation may not be necessary for large-
scale fluctuations and that these may be generated by other factors
depending on their geographical location [26,27].
The gradient in cycle length and amplitude may also be
influenced by landscape heterogeneity. In Fennoscandia, large
tracts of continuous habitat dominate northern areas, whereas the
south is characterised by a heterogeneous agricultural landscape
[28]. Since both predator and prey populations’ intraspecific
interactions are influenced by landscape heterogeneity [29–32],
their interspecific interactions are likely to be altered too. Con-
sequently, both direct and delayed density dependence may be
affected by habitat fragmentation. This has received attention in
some studies [33,34]. A spatially diverse landscape makes it more
difficult for a predator to control its environment and potentially
decreases the degree of synchronisation between patches, by
allowing prey outbreaks to remain undiscovered by predators [35–
37]. Accordingly, it can be expected that increasing fragmentation
stabilises population densities and decrease the impact of predators
on prey populations [34]. However, the degree to which fragmen-
tation alters the dynamics of predators and prey in Fennoscandia is
poorly known.
The duration of the rodent breeding season also varies with
latitude. For the field vole (Microtus agrestis) the length of the
breeding season changes from 3–4 months in the north to .7
months in the southern Fennoscandia [38–40]. Essentially, sea-
sonality implies that the population dynamics switches between
two modes; 1) the summer, or main reproductive period and 2) the
winter where no reproduction occurs. The switching between two
modes is likely to introduce an inherent oscillator which potentially
may be a cause of the multiannual density cycles. Previous studies
show that density dependent regulation is strongest during winter
[41–43] which suggests that the multiannual fluctuations could
be influenced by the length of the breeding season [44,45]. The
breeding season hypothesis has gained some support (e.g. [41,44,
45,46]), but it is still open whether seasonality is the cause or just a
correlate of the cline in population cycling in Fennoscandia.
Investigating the joint effect of predation, fragmentation and
breeding season on a large scale in natural systems is inherently
difficult. Habitat type, resource availability, species density and
species composition of prey and predators covary in Fennoscandia,
impeding the separation of explanatory factors in empirical
studies. Furthermore, type of predator, breeding season and land-
scape may be interdependent, since generalist predators are
facilitated by an increased diversity of alternative prey, in turn
facilitated by a diverse habitat and relative long summer periods
[1,3,38]. Here we attempt to bridge the gap between the difficulty
of obtaining empirical data where predator response, breeding
season and landscape heterogeneity are independent, and the need
to study these factors separately to understand their impact on
prey population dynamics. We investigate and contrast the effects
of predation, habitat and breeding season using a realistic agent-
based simulation model to examine three descriptive endpoints:
mean population size, cycle length and amplitude; and two mecha-
nistic endpoints: direct and delayed density dependence. Agent-
based models are particularly useful for this purpose as they allow
independent investigation of the impact of single factors by
changing one variable at a time [47–50]. Their complexity offers
the opportunity to incorporate, with a high degree of realism,
behavioural plasticity, and individual responses to external pertur-
bations, as well as spatial and temporal landscape change [49,51–
54]. They differ fundamentally from models traditionally used to
investigate vole cycles in that their aim is to simulate system
responses rather than to analytically describe patterns [55]. This
means that the resulting data must be subjected to analyses similar
to those used for field data, with all the associated complexities and
difficulties. However, the advantage is that the experimenter is in
total control of the variables in the experiment.
Materials and Methods
The experiment was designed to investigate the joint effect of
predation, fragmentation and breeding season on vole population
dynamics. To this end 36 scenarios were designed comprising all
possible combinations of three types of predator assembly, four
levels of landscape fragmentation, and three durations of breeding
season. Each scenario was investigated using the simulation system
described below to produce time series for 100 years, with 20
replicates. The sampling was carried out after a ‘burn-in’ period of
100 years.
The ALMaSS system [56] used here is a mature, well tested,
comprehensive, but large simulation system; hence detailed model
descriptions cannot be presented in text. Full documentation is
available in ODdox format [49] from http://www2.dmu.dk/
ALMaSS/ODDox/Field_Vole/V1_02/index.html, providing a
model overview hyper-linked to a fully documented source code.
In addition, ALMaSS is an open source project hosted on the
Collaborative Computing Projects site CCPForge (http://ccpforge.
cse.rl.ac.uk/gf/), where code and further documentation are hosted.
Hence, although an overview is provided below, the reader is
directed to the online materials for further details. The model has
been tested and found to be able to recreate vole cycle patterns
closely similar to those found in a range of real world situations [57].
Appendix S1 provides a description of where to download the
source code, together with a link to a zip file with all input files and
executable programs used for the simulations. This ensures full
replicability of this study.
Simulation system and landscapes
Time series were generated in the general purpose simulation
system ALMaSS [56], a spatially explicit agent-based model (ABM)
which has been used for a range of applied and theoretical
applications (e.g. [47,58,59,60]). ALMaSS is an adaptive system
incorporating species specific information on ecology, as well as
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biotic and abiotic environmental factors. The system models the
ecology and behaviour of the field vole at an individual level,
together with its interactions with conspecifics, predators and the
environment. The time step of the model is one day and has a
spatial resolution of 1 meter [56]. The ABM consists of three main
parts: the landscape and models of field vole and their predators. A
10610 km landscape was used comprised of areas of optimal vole
habitat, interspersed in a matrix of unsuitable vole habitat. The
unsuitable habitat allowed voles to move through freely, but
reproduction and long-term survival were restricted to fragments of
optimal habitat. Landscape heterogeneity was obtained by frag-
menting a one patch homogeneous landscape into 9, 25, and 100
equally sized and spaced patches of optimal habitat (Figure 1). The
total area covered with suitable habitat remained unchanged at
1.5% of the total area. Voles could not deplete food resources in the
landscape, preventing bottom up regulation from food availability.
Density dependence was incorporated through local competition for
territories.
Field voles
The modelled field voles consisted of three life-stages, juveniles
and adult females and males. During its life-cycle a vole could
engage in a number of behaviours based on information obtained
from its local environment and conspecifics. The vole entered the
simulation at the location of its mother’s nest when it was weaned
at day 14 [61,62]. It entered the simulation as either female or
male, assuming an even sex ratio [63] and started off by searching
for a suitable territory.
Each day in the simulation the vole would start by assessing the
local environment or its territory. Other behaviours could
subsequently follow dependent on the information received during
this process. A vole needed to have a territory in order to breed. A
male could mate with a female if his territory overlapped her
position. If this was the case for more than one male, she chose the
one closest. Younger voles that found themselves in an older vole’s
territory of the same gender with an overlap of more than 50%
were forced to move. The criteria for assessing territories quality
varied with the season and for the mature male during breeding
season included assessing for the presence of mature females.
The breeding season started 5th April and ended 1st October
[63–65]. The length of the breeding season was altered by
changing the end date to the 1st September or 1st November to
simulate a short or long breeding season respectively. Mortality
was modelled as being the result of predation, starvation if they
spent too much time in unsuitable habitat, or by reaching their
physiological lifespan limit [63]. Mortality also included infanticide
attempts if the mature male moved beyond the bounds of his
original territory and encountered females with un-weaned young.
His success would depend on the age of the young as specified by
[66].
Generalist and specialist predators
The predators were simulated to represent resident mammalian
specialist and generalists such as mustelids and foxes, parameter
values are given in Table 1. Specialist predators are characterised
by a delayed numerical response to changes in prey density [19]
and were consequently modelled to require a relatively high
number of voles in order to survive and a low number of voles to
reproduce. Predator dispersal would occur within a few days of
unsuccessful hunting. Their home range and dispersal ability was
relatively low in order to represent small mammalian predators.
Generalist predators on the other hand were modelled with a
weakly coupled functional rather than a numerical response and
thus required a relatively small number of prey items to survive
and a higher number to reproduce. Generalists were relatively
unaffected by vole densities and would stay longer in an area with
low vole densities before changing to dispersal behaviour. Their
home range and dispersal distance were simulated to be greater
than specialists to represent the larger generalist mammal predator.
No territory overlap was allowed for predators of the same type.
Hunting occurred within the bounds of the territory and voles
were predated with the killing efficiency specified in Table 1.
Predators reproduced in the spring and mortality were evaluated
at the end of the year based on the number of voles consumed
(Table 1).
Data analysis
After a ‘burn in period’ of 100 years mean population size was
recorded for each 100 year time series, loge transformed, together
with cycle amplitude and length. Amplitude was calculated as
maximum/minimum vole population size. Cycle length was
estimated from the plot of the autocorrelation function acf()
carried out in R 2.12.0 (http://cran.r-project.org/bin/windows/
base/old/2.12.0/) by listing the lag at which acf() reached its
second positive significant (p,0.05) maximum, while producing
stable fluctuations [8,67,68]. 95% confidence interval bands (CI)
were generated using the formula:
CI~+
Z1{aZ
ffiffiffiffi
N
p
where N is the sample size, z the percent point function of the
standard normal distribution and a is the significance level. If acf()
Figure 1. Landscape characteristics of the four 10 km610 km landscapes. Each landscape comprises two types of habitat: optimal field vole
habitat, and unfavourable habitat in which voles cannot feed or breed, but through which they can disperse. Fragmentation was achieved by
breaking up the 1.5% optimal habitat into 9, 25 or 100 equally sized patches.
doi:10.1371/journal.pone.0022834.g001
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was not significantly different from zero or if irregular fluctuations
were present, then we concluded that no stable periodicity existed
for the analysed time series and the cycle length was recorded as
zero. The generated time series were subsequently analysed using
standard second-order autoregressive analyses [67,68] to deter-
mine the coefficients of direct (AR1) and delayed (AR2) density
dependence. These analyses were performed using R 2.12.0,
analyses of variance used Minitab 15.
Results
Model vole population dynamics exhibited a range of patterns
from four year cycles to stable populations (Figure 2 and 3).
Landscape structure, the type of predator and the interaction
between the two had marked effects on all measured parameters in
the analyses of variance, whereas the effects of length of breeding
season and its interactions were minor (Table 2). We therefore
focus here on landscape structure, type of predator and their
interactions.
Analyses of variance showed that mean vole population size
density was mainly affected by landscape structure and predator
assembly with the two factors accounting for similar amounts of
the total explained variance (,30%), whereas the interaction
between the two explained 17% (Table 2). For all predator assem-
blages, increasing habitat fragmentation increased mean vole
population size up to 25 patches after which a reduction in popu-
lation size occurred (Figure 3). Introducing specialist predators,
whether or not generalists were present, more than halved vole
population sizes.
Cycle length and amplitude were largely determined by the
predator assembly, which described between 59–82% of the total
explained variance (Table 2). Populations did not cycle in the 100-
patch landscapes, or if exposed only to generalist predators, but in
all other cases cycles occurred (Figure 3). As the landscape pro-
gressively became more homogeneous, cycle length and amplitude
increased.
Direct density dependence, AR1, was most affected by
landscape structure, followed by the landscape*predator interac-
tion, and lastly the predator assembly (Table 2). With generalist
predators AR1 was weakly positive for all fragmentation levels
(Figure 4). With specialist predators AR1 shifted from positive to
negative as fragmentation increased. The response was similar
with mixed predators except that with 100 patches AR1 became
positive.
Delayed density dependence, AR2, was most affected by
predator assembly (55%), followed by the landscape structure
(22%) and then their interaction (15%) (Table 2). No delayed
density dependence was observed when voles were exposed only to
generalist predators (Figure 4). Introducing specialist predators
made AR2 strongly negative, below 20.7, except in the 100 patch
landscape, where it was weakly negative for specialist and weakly
positive for mixed predators.
Discussion
The existence of population cycles is best judged by their stable
multiannual fluctuations and amplitude, and as expected this was
associated with delayed density dependence. Cycles were absent
if the only predators were generalists, or if the landscape was
fragmented into 100 patches (Figure 3). There is good agreement
between our results and those obtained by workers in Fennoscan-
dia. Thus in the North, where the landscape is relatively homo-
geneous and specialist predators are abundant, there are pronounced
population cycles with associated high delayed density dependence
(i.e., strongly negative AR2), and overall vole mean population size
are relative low. As we move towards the south and fragmentation
level and generalist abundance increases, cycle length and direct
density dependence decreases, while delayed density dependence
remains stable. In the South where landscapes are fragmented and
generalist predators are abundant, there are no cycles and no
delayed density dependence, and mean vole population size are
higher. In Fennoscandia predator type and landscape fragmenta-
tion covary, so their effects are confounded. This ambiguity is here
resolved by modelling, which has allowed us to distinguish the
effects of predator type and landscape fragmentation.
Population cycles only occurred in our simulations in fairly
homogeneous environments containing specialist predators. To an
extent this concurs with previous interpretations, which have
usually considered predation the main factor driving the popu-
lation dynamics of Fennoscandian microtines [1,3,22,24]. In the
past fragmentation has received less attention (but see [33,34,69]).
However our results suggest that low fragmentation levels as well
as the presence of specialist predators are necessary for the
occurrence of population cycles. This is not surprising because
ecological processes influence and are influenced by the landscape
[29–31,51], so predator-prey dynamics are likely to be affected by
landscape structure as well as by the predator assembly.
One perhaps unexpected result was that intermediate fragmen-
tation levels increased the number of voles. Subsequent analysis to
test this pattern showed that a predator in the homogeneous
landscape experienced few days during the year without successful
predation. Therefore it had a relatively constant supply of voles
Table 1. Predator parameters and settings.
Predator parameter Specification Settings
Specialist Generalist
Reproductive threshold Number of predated voles needed to produce one offspring. A low value
ensures a significant numerical response to high prey density
5 90
Survival threshold Number of predated voles needed per year to survive. A high value ensure
a pronounced decrease in predators in response to low vole density
90 10
Territory size The predator hunts within its territory and tolerates no overlap with other predators 2500 m2 6400 m2
Kill efficiency The probability of killing a vole within the territory. A high value ensures significant
pressure on the vole population
9.5% 4%
Failures before dispersal Number of days without successful predation before dispersal 5 days 20 days
Max dispersal distance Maximum distance the predator can disperse 500 m 1000 m
doi:10.1371/journal.pone.0022834.t001
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and could remain stationary for longer and thus kill a large
proportion of voles. As fragmentation levels increased up to 25
patches the predator experienced around 18% extra days without
successful predation and a 23% lower predation rate. Conse-
quently, the predators’ regulatory effect decreased. By contrast,
predators in fragmented landscapes had an increased risk of
driving voles to local extinction as the habitat size became smaller
[29,32,70]. Subsequent analyses showed there to be around 60–
70% unoccupied patches in the most fragmented landscape. This
is why mean vole population size decreased in the most hetero-
geneous landscape.
Predator dispersal in fragmented landscapes also accounts for
the reduction in delayed density dependence that occurred there.
Predators in heterogeneous landscapes were more often forced to
disperse by lack of food, and this diluted their effects on population
dynamics. Similar effects of fragmentation are seen in other sys-
tems [35,71]. The extent to which fragmentation reduces predator
impact depends on whether they are specialist or generalist.
Specialists may retain some impact because they occasionally
occur at high population sizes [1,25]. On the other hand
populations exposed to generalist predators displayed very low
levels of delayed density dependence (Figure 4). This is because
generalists responded near instantaneously to changes in prey
population size without affecting their abundance [72,73].
The overshadowing of predator effects by fragmentation may in
part explain the difficulty of reconciling vole time-series from
Britain [26] with those from Fennoscandia, and the difficulty
experienced by Lima et al. [74] in explaining differences in vole
dynamics along similar latitudinal gradients in Fennoscandia and
Russia. It would be interesting to identify the precise variations in
the predator complex and the degree of fragmentation in these
gradients, to see if they match our predictions.
Negative direct density dependence results from direct compe-
tition for food or territories, and is indicated by negative values of
AR1. We found no negative direct density dependence in the
absence of specialist predators or in homogeneous environments
(Figure 4). This lack of intraspecific competition was a result of
populations being kept below potential carrying capacity [75,76],
which was more effective in homogeneous environments and/or
when predators were generalists, as we have illustrated. Field
studies have shown that density dependent regulation is strongest
during winter [41–43] which suggests that multiannual fluctua-
Figure 2. Examples of time series of vole density (log10 transformed). The graph displays field vole population size in landscapes containing
a specialist predator but differing in degree of fragmentation. Landscape fragmentation increases from the top (1 patch) to the bottom (100 patches).
doi:10.1371/journal.pone.0022834.g002
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tions could be influenced by the length of the breeding season, but
in our analysis the latter had little effect. However, other related
factors such as changes in predation efficiency due to snow cover,
and vole food limitation during winter were not investigated in this
study. Further data addressing these issues would be necessary
before eliminating the length of breeding season as an important
factor in shaping the multiannual fluctuations. Our results clearly
demonstrate that landscape fragmentation can produce the
increased strength in negative direct density dependence observed
in the Fennoscandian gradient as often has been assigned to the
increased abundance of generalist predators and we stress that
landscape structure should receive more consideration when
analysing multiannual fluctuations.
Conclusion
In agreement with the literature, specialist predators generated
delayed density dependence and vole population cycles, whilst
fragmentation and generalist predators dampened these effects.
Interaction effects were surprisingly strong, suggesting that voles in
different landscapes under the same predator assemblage could
have distinctly different population dynamics, depending on the
level of landscape fragmentation. The length of the vole breeding
season had few effects. Naturally, as in the real world, our results
are system-configuration dependent, but they indicate that the
impact of fragmentation should be considered to a greater degree
when analysing vole cycles.
Figure 3. Mean population size, cycle length and amplitude, and mean values for the intermediate vole breeding season. Each
column refers to one of the three types of predators as indicated at the top of the figure. The colour code for each graph refers to the level of
heterogeneity in the landscape as shown in the key at the right. Bars indicate standard errors.
doi:10.1371/journal.pone.0022834.g003
Table 2. Analysis of variance.
Radj
2 (%)
Descriptive
variables
Mechanistic
variables
DF N CL Amp AR1 AR2
Source
Land (L) 3 34 21 7 33 22
PrType (Pr) 2 30 59 82 22 55
BSeason (B) 2 0 0 2 5 0
L*Pr 6 17 14 2 24 15
L*B 6 0 1 2 1 1
Pr*B 4 0 1 1 3 0
L*Pr*B 12 0 2 1 3 1
Percentage of variation accounted for (Radj
2) in an analysis of variance of the
effects of landscape structure (L), predator type (Pr), and Breeding season (B) on
the descriptive variables: population size (N), amplitude (Amp) and cycle length
(CL), and on the mechanistic variables: direct density dependence (AR1), and
delayed density dependence (AR2). The * illustrates the interaction between the
listed parameters. All effects were statistically significant (p,0.05).
doi:10.1371/journal.pone.0022834.t002
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Abstract  
Background 
The simplest model of predator-prey population cycles is that of Lotka and Volterra, 
which involves only four parameters, but there is a big gap between this simple model 
and the complexity of the natural world. Here we investigate whether this complexity 
matters for the Lotka-Volterra account of the causation of population cycles. The gap 
between simplicity and complexity can be bridged with agent-based models, ABMs. 
With contemporary complex and realistic-seeming ABMs it is possible to 
systematically investigate how each model component affects population cycling and 
abundance.  
Results 
We used a well-studied ABM of the field vole subject to predation by nomadic or 
resident predators, making global or local searches respectively. We show that 
landscape fragmentation reduces the length and amplitude of population cycles. Cycle 
amplitude is nearly doubled by making predators resident, and making predators 
territorial increases cycle length. Population size was reduced many fold if predators 
were resident and was reduced further by making them territorial rather than non-
territorial. By contrast, the effects of vole mating, infanticide and senescence were of 
minor importance. All these results were mirrored in effects on direct and delayed 
density dependence. 
Conclusions 
We hope our results add to understanding of which aspects of voles and their 
predators are responsible for population abundance, regulation and cycling. By 
performing a ‘sensitivity analysis’ on model components we have shown how to 
identify which contribute importantly to model performance. 
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Background  
Predator-prey population cycles are among ecology’s most striking natural 
phenomena. Think, for example, of the snowshoe hare and the lynx, or voles and 
lemmings and their predators. First understanding of the causes of predator-prey 
cycles came from the Lotka-Volterra equations which showed how population cycles 
arise from a pair of coupled equations involving only four parameters. However, there 
is a big gap between the simplicity of these equations and the complexity of the 
natural world, in which individuals make autonomous decisions in relation to their 
individual states and local circumstances. The complexity of the natural world raises 
the question of which features matter for the generation of population cycles. 
 
Realism can be added to Lotka-Volterra using agent-based models, ABMs (here we 
use the terms ABM and individual-based model synonymously). In ABMs 
autonomous individuals with defined characteristics can be modelled in specified 
environments. Starting with simple cellular automata moving on lattices [e.g. 1, 2], 
ABMs have now progressed to very complex and realistic-seeming models with 
detailed representations of dynamic landscapes [3], and now incorporate all that is 
known and thought important of species’ behavioural ecology [4-6]. ABMs allow 
investigation of the effects of life-history, mobility and landscape heterogeneity on 
population dynamics. Early ABMs studied the effects of adding mobility to Lotka-
Volterra models. Wilson et al., [2] showed that with low mobility of both predator and 
prey, increased prey fecundity reduced prey density. Wilson et al., [7] then showed 
that low mobility of prey and predators led to predictable periodic population 
dynamics at local scales, and constant populations at larger scales. McCauley et al., 
[1], Nisbet et al., [8], Pascual et al., [9], and Hosseini [10] showed that local dispersal 
4 
 
and local interactions made the predator-prey dynamics more stable. Following up 
this line of research, Murrell, [11] showed that decreased prey mobility or fecundity 
leads to increased prey abundance if the predator is relatively immobile. Spatial 
heterogeneity has been studied in host-parasite systems by [12-15] and in predator-
prey by [1, 2, 16] without much consensus, though Keeling et al., [17] used analytical 
tools together with IBMs to show that the stability of population dynamics depended 
on the extent of spatial aggregation. The importance of individual variation has been 
emphasized by Chivers and Herbert [18], who found it profoundly affected population 
stability. Despite their achievements these ABMs fall short of modelling the 
complexity of the natural world. 
 
Here we take a realistic-seeming ABM and systematically dissect some of its model 
components to evaluate their importance in determining population cycling. The need 
to use a realistic-seeming ABM necessitates modelling a specific situation. We chose 
the field vole subject to predation by nomadic or resident predators because this 
model has been well-studied in the past [3, 6, 19, 20], so model performance is 
already quite well understood. Vole reproduction was investigated in relation to mate 
limitation. Additionally, the effect of vole mortality, other than that caused by 
predation, was investigated. 
 
By taking a systematic approach to investigating the components of the IBM we show 
that the type of predator (nomadic making global searches, or resident making local 
searches) as well as landscape heterogeneity is of large importance in determine 
population cycling and density, whereas, the effects of vole reproduction, infanticide 
and senescence are of minor importance. 
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Results  
The effects of model components on model performance are shown in Figure 2 and 
their importance, judged by % variance explained, in Table 2. Population size and 
cycle characteristics are shown in the top two rows of Figure 2 together with a key to 
model components (middle row, left). Direct and delayed density dependence 
coefficients, AR1 and AR2, are shown in the bottom row. 
 
Landscape structure had major effects on the response variables shown in Figure 2B-
E, i.e., on cycle length and amplitude and on the mechanistic variables AR1 and AR2. 
Effects were generally highest in 1-patch landscapes and lowest in 100-patch 
landscapes. The importance of landscape structure on these variables is quantified in 
Table 2, which shows it explains 40 – 68% of the explained variance, more than any 
other model component. So landscape structure is of major importance for all aspects 
of model performance except population size. 
 
To see the effects of vole and predator characteristics we need to look within each 
type of landscape. Looking at population sizes in 1-Patch landscapes (Figure 2A), 16 
bars are shown, corresponding to the 16 possible combinations of vole and predator 
characteristics shown in the key. Note that the first four bars are very similar. These 
all correspond to non-territorial nomadic predators, but differ in the vole mortality 
regime, M, and vole reproductive behaviour, R. The next four bars are similar to each 
other but correspond to territorial nomadic predators and again differ in vole 
reproduction behaviour and mortality. Population size is approximately halved. So 
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predator territoriality, T is of some importance in determining population size. This is 
confirmed in Table 2, which shows T accounts for 4% of the explained variance in 
population size. The following eight bars in Figure 2A are again fairly similar to each 
other but correspond to resident predators. Population size is further substantially 
reduced. Predator type is thus of major importance in determining population size. 
Table 2 confirms this and shows that P accounts for 81% of the total explained 
variance in population size. 
 
Predator type, P, is also important for cycle amplitude and AR1 (22% and 13% of 
explained variance respectively). Cycle amplitude is nearly doubled and AR1 is 
somewhat higher (i.e., less negative) if predators are resident, in each type of 
landscape (Figure 2D, B). 
 
Predator territoriality, T, has some importance for cycle length, AR1 and AR2 (4%, 
5% and 4% of explained variance respectively). Cycle length is up to a year longer 
when the predator is territorial and voles had territorial mating (Figure 2C), whereas 
the strength of AR1 and AR2 for the nomadic predator are reduced. As landscape 
fragmentation increases, stable multiannual fluctuations disappear in nearly all model 
configurations, with the exception of non-territorial nomadic predator, where cycles 
are still observed in some replicates in the 100-patches landscape (Figure 2C).  
 
Vole mate search, R, and extra mortality, M, was of minor importance in generating 
stable multiannual fluctuations (1-3% and 0% of explained variance respectively) 
(Table 2). 
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Discussion  
In pilot studies (not shown) we replicated the Lotka-Volterra equations within the 
ALMaSS framework by removing all variation between individuals. No differences in 
age, sex, developmental behaviour or food consumption rate were allowed, features 
that seem essential when describing population dynamics. These simple models were 
generally unstable: field vole populations easily went extinct without extensive 
parameter manipulation. By contrast even the simplest of the models described here 
produced relatively stable populations which we could used as a starting point for 
exploring the consequences for population dynamics of increasing detail modelled 
ecology and behaviour.  
 
The existence of population cycles is best judged by their stable multiannual 
fluctuations and amplitude, and as expected this was associated with strongly negative 
delayed density dependence, AR2. Stable cycles were generally absent if the 
landscape was fragmented into 100 patches. There is good agreement between our 
results and those obtained in Fennoscandia. In the North, where the landscape is 
relatively homogeneous and resident specialist predators are abundant, there are 
pronounced population fluctuations with associated strongly negative AR2 values and 
long cycle lengths [21-23]. As one moves towards the South fragmentation level and 
nomadic predator abundance increase, cycle length and AR1 values decrease, while 
AR2 remains negative [24-27]. Our model configurations did not change these overall 
correlations but did affect the scale of the responses.  
 
Stable multiannual population cycles occurred in all scenarios if the landscape was 
relatively homogeneous. A resident predator generally produced more stable 
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fluctuations with high amplitudes and longer cycle length than the nomadic predator. 
This agrees with the literature, where resident mammalian specialist predators such as 
weasels and stouts are considered the main factor driving the stable multiannual 
fluctuations in Fennoscandian microtines [22, 25, 28, 29], whereas, nomadic 
specialists are considered to have a more stabilising effect [26, 27, 30, 31].  
 
Multiannual fluctuations decreased as fragmentation level increased and ceased to 
exist in the 100-patch landscape when the predator was resident. This important result 
echoes the early ABM studies of mobility reviewed in the introduction, because 
mobility is reduced by landscape fragmentation and predator residency. Landscape 
structure has received less attention in the discussion of microtine cycles than the role 
of predators. The effect is, though, not surprising since ecological processes influence 
and are influenced by the landscape [20, 32-35]. In contrast to resident predators, 
nomadic non-territorial predators generated multiannual fluctuations in even the most 
heterogeneous landscape. The synchronising effect of nomadic specialist predators 
has been documented experimentally, by reducing the level of avian predation, by 
Norrdahl and Korpimäki [36].  
 
In the voles’ decline phase intraspecific competition for space between the abundant 
predators can be a contributing factor that reduces their population size [25]. In 
northern Fennoscandia this effect will contribute to the high amplitudes and regular 
cycles observed by reducing AR1 and increasing AR2 [24, 25]. Table 2 illustrates that 
this effect was of nearly no importance when assessing cycle amplitude, but explained 
4-5% of the total explained variance for the rest of the endpoints. Figure 2 shows a 
slight tendency for amplitude, cycle length and AR1 to increase as the strength of 
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AR2 increases. In nature, competition for space among predators is thought to 
increase predator mortality, as the predators are then more likely to be predated by 
birds [30]. This would drive the predator population down more quickly. If this 
feature had been included in the model it would most probably have increased the 
importance of predator competition for space. 
 
Vole mating behaviour was of minor importance compared to the other already 
described model variables (Table 2). However, when inspecting Figure 2 minor trends 
are visible. Changing random mate search to territorial tends to reduce population size 
at all fragmentation levels, while it increases the amplitude of population cycles and 
decreases the strength of AR1 and AR2. Even though the ANOVA analyses showed 
vole mating behaviour to be less important in explaining the variance in the listed 
endpoints, it should not be interpreted as unimportant.  
Conclusions  
By systematically dissecting some of the model components to evaluate their 
importance in determining population fluctuations, we have established that some are 
of major effect, while the effects of others are minor. Of the tested components, our 
results point to predators and landscape structure as the main drivers of predator-prey 
multiannual fluctuations. This is only a first step in what could be achieved using 
coupled dynamics agent-based models in population ecology. Refinements could be 
added to both predator and prey, and effect of increasing landscape realism should 
also be investigated. Further work is needed to clarify the effects of different types of 
prey mobility. In the models presented here prey mobility is affected mainly by 
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landscape fragmentation and mate search, but it would be interesting to see how this 
interacts with variation in vole dispersal behaviour.  
 
We hope our results add to the understanding of which aspects of voles and their 
predators are responsible for population abundance, regulation and cycling. Our 
results show that the roles of individual components of a system are not easy to 
predict in advance. However by performing a ‘sensitivity analysis’ on model 
components we have shown how to identify which contribute importantly to model 
performance.  
Methods 
The ABM was constructed in the ALMaSS simulation system [3] to model field 
voles, Microtus agrestis, and their predators in specified landscapes in daily time 
steps. The model is available online together with full documentation in ODdox 
format [37] from 
http://www2.dmu.dk/ALMaSS/ODDox/Field_Vole/V1_02/index.html and the 
Collaborative Computing Projects site CCPForge (http://ccpforge.cse.rl.ac.uk/gf/) 
which host the source code. Furthermore, additional file 1 contains a link to the 
CCPForge website where a zip file with all input files and executable programs used 
for the simulations are provided. This ensures full replicability of this study. Although 
an overview of the model is provided below, the reader is directed to the online 
material for further detail. The model has been tested and found to be able to recreate 
vole cycle patterns closely similar to those found in a range of real world situations [3, 
6, 19, 20]. 
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The ABM consists of a landscape and models of voles and their predators, described 
in detail below. In our investigation we removed aspects of vole and predator 
behaviour, using the signs + and – to indicate whether or not components were 
included. In addition we varied the degree of heterogeneity in the landscape.  
 
Landscape: A 10x10 km landscape was used comprised of areas of optimal vole 
habitat, interspersed in a matrix of unsuitable vole habitat. The spatial resolution was 
1 metre. Voles were able to move freely through unsuitable habitat, but reproduction 
and long-term survival were restricted to fragments of optimal habitat. Environmental 
heterogeneity was obtained by fragmenting a one patch homogeneous landscape into 
9, 25, and 100 equally sized and spaced patches of optimal habitat (Figure 1). The 
total area covered with suitable habitat remained unchanged at 1.5% of the total area.  
 
Voles: The model simulates the ecology and behaviour of field voles at the individual 
level [3, 6]. The modelled field voles have three life-stages, juvenile and adult males 
and females. Voles enter the simulation at the location of their mothers’ nests when 
weaned at day 14 of age [38, 39] assuming an equal sex-ratio [40]. Breeding requires 
both a mature territorial male and female. In the non-limiting model of reproduction 
the (indicated R- Figure 2) females can choose their mate from the whole pool of 
mature territorial males whereas in the full model of reproduction (indicated by R+ in 
Figure 2) females can only mate with a mature territorial male vole who’s territory 
overlap her position. If more than one mature male overlaps her position, she chooses 
the closest male. The criteria for assessing territory quality varies with the season and 
for the male includes a spatially-restricted search for females during the breeding 
season. Younger voles that find themselves in an older vole’s territory of the same 
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gender with an overlap of more than 50% move to a new location. If a vole is unable 
to establish a territory within 21 days it dies of starvation. This territorial behaviour 
allows density dependent regulatory mechanisms to occur. Density dependent 
mortality and death caused by predation were the only ways a vole could exit the 
model specified as M- (Figure 2). The full vole mortality model (indicated M+ in 
Figure 2) includes also senescent increase in mortality with age, and infanticide 
committed when a mature male relocated its territory beyond the bounds of its old 
area.  
 
Predators: Predators enter the simulation at the same location as their parents. 
Breeding requires ingesting a certain number of voles and annual fecundity depends 
on how often this threshold is reached. Breeding occurs once a year on the 1
st
 May 
and the young acquire adult status the following day. In the full model of territoriality 
(indicated T+ in Figure 2) the predator has to establish a unique territory before it can 
predate voles. If no voles are eaten for five days, the predator searches for a new 
territory. In the restricted model of territoriality (T- in Figure 2) the predator has no 
territorial behaviour and there is no predator density dependence. Two types of 
specialist predators were simulated, nomadic and resident. When modelled as 
nomadic (indicated P- in Figure 2) the predator could hunt from the whole landscape, 
whereas resident predators (P+ in Figure 2) hunted in a restricted search area of 50x50 
m (Table 1). Mortality occurred once a year (31
st
 Dec) if the predator didn’t consume 
above a threshold number of voles (Table 1).  
 
Resulting Models: In summary, we investigated the effects of including or excluding 
(+ or – respectively) additional vole mortality M (infanticide and senescence), vole 
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reproductive limitation R (restricted mate search, +, random mate search, -); predator 
territories T (territorial, +, or non-territorial, -); and predator type P (resident, +, or 
nomadic, -). Thus 2 x 2 x 2 x 2 = 16 models were created. Each was run in four 
landscapes where the number of fragments was altered from one patch of vole 
suitable breeding habitat to 9, 25 and 100 patches. In total we ran 64 model 
combinations each with twenty replicates totalling 1280 simulations.  
 
Data analysis  
Each model combination described above was run for a burn in period of 110 years, to 
make sure populations had stabilised in the landscape, and thereafter data were 
collected to obtain a time series for 100 years. Mean population size was recorded for 
each time series and presented as a mean for the twenty replicates together with the 
amplitude of population fluctuations, calculated as maximum/minimum vole 
population size and loge-transformed. The time series were loge transformed in order 
to perform autocorrelation and autoregressive analysis to determine cycle length and 
the direct and delayed density dependence coefficients AR1 and AR2 respectively, 
using standard second-order autoregressive analyses [41, 42] programmed in R 2.12.0 
(http://cran.r-project.org/bin/windows/base/old/2.12.0/). Cycle length was estimated 
from the plot of the acf() function by listing the lag at which the autocorrelation 
function (ACF) reached its second positive significant (p<0.05) maximum, while 
producing stable fluctuations [41-43]. If ACF was not significantly different from 
zero or if irregular fluctuations were present, then we concluded that no stable 
periodicity existed for the analysed time series and the cycle length was recorded as 
zero. Analyses of variance used Minitab 15. 
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Figures 
Figure 1 - Landscape characteristics of the four 10km x 10km landscapes  
 
Each landscape consists of two types of habitat: optimal field vole habitat, and unfavourable habitat in which 
voles cannot feed or breed, but through which they can disperse. Fragmentation was achieved by breaking up 
the 1.5% optimal habitat into 9, 25 or 100 equally sized patches. 
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Figure 2 - Effects of model components and landscape on population 
dynamics  
 
Fig 2 with 95% confidence intervals 
 
Dynamics are characterised by A) Mean population size; B) direct density dependence (AR1); C) cycle length; D) 
amplitude; and E) delayed density dependence (AR2), for the four levels of landscape fragmentation. Model type 
is indicated by bar colour as indicated in the key. Model components are: vole mortalities M (no extra -, extra +), 
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vole reproductive behaviour R (non restricted reproduction -, restricted reproduction +), predator territorial 
behaviour T (non-territorial -, territorial +) and predator type P (nomadic -, resident +).  
Tables 
Table 1 – Differences in parameter values for predators 
Predator parameter Parameter description Model setting Values 
    
Reproductive 
threshold 
Number of predated voles needed to 
produce one offspring. A low value ensures 
a significant numerical response to high 
prey density. 
Non-territorial, T- 5 
Territorial, T+ 10 
    
Survival threshold Number of predated voles needed per year 
to survive. A high value ensures a 
pronounced decrease in predators in 
response to low vole density. 
Non-territorial, T- 21 
 Territorial, T+ 40 
    
Search area The size of the area where the predator 
hunts 
Resident, P+ 
Nomadic, P- 
100 km2 
4900 m2 
    
Kill efficiency The probability of killing a vole within the 
territory. A high value ensures significant 
pressure on the vole population. 
P- T- 0.510% 
 P- T+ 0.280% 
 P+ T- 5.5% 
 P+ T+ 12.5% 
   
Predators varied according to territoriality (T- or T+) and type (nomadic P- or resident or P+). Other parameters 
were size of territory of territorial predators, set at 49)) m
2
; and maximum distance the predator can disperse, 
set at 500 m. 
Table 2 - The importance of model components for population dynamics 
 N Amp CL AR1 AR2 
L 2 42 40 41 68 
M 0 0 0 0 0 
R 1 3 1 2 2 
T 4 0 4 5 4 
P 81 22 1 13 0 
L*R 0 3 0 6 1 
L*P 4 10 6 1 5 
T*P 7 1 2 1 1 
L*R*T 0 2 1 1 1 
L*T*P 0 1 1 2 1 
Model components are landscape structure L, vole mortalities M, vole reproductive behaviour R, predator 
territorial behaviour T and whether predators are nomadic or resident P. Population dynamics are described by 
mean population size, N; amplitude, Amp; and cycle length, CL. Effects on direct density dependence, AR1 and 
delayed density dependence, AR2 are also shown. Importance is indicated by % total explained variance 
accounted for by each component in an ANOVA. Only interactions accounting for ≥ 2% of the explained variance 
of at least one dependent variable is shown. All cells shown were statistically significant (p < 0.05) except the 
mortality M cells. 
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Additional files 
Additional file 1 – Link to the executable and input files for running the 
simulations  
Input files 
The input files needed for running ALMaSS can be found by following the link folder 
http://ccpforge.cse.rl.ac.uk/gf/project/almass/docman/?subdir=159 and downloading 
the zip file Appendix1.zip. This zip file also contains a readme.txt file describing how 
to run the programs, and how to alter the number of replicates. The executable 
programs we have used for running the simulations are included in this zip file which 
allows those interested to run the programs on 64 bit Windows machines. If 
interested, critics, questions or tributes can be posted in the Forums tap if you join the 
project. This can be acquired by following the link 
http://ccpforge.cse.rl.ac.uk/gf/project/almass/ and press ‘Request to join project on the 
right hand side of the page. Additional help can also be provided if needed after 
joining the project by listing the question under the help tab in Forums. 
 
 
