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En este  trabajo  se propone un modelo de evolucidn de un polo de desarrollo 
contro lado. El estudio se lleva a cabo a lo largo de cinco capftulos y una serie de 
apéndices, cuyo contenido bâsico se describe a continuaciôn.
En el Capftulo 1 se hace una resena de los an tecedentes inm ediatos del modelo, 
se introduce el modelo justificando sus diversos elem entos y finalm ente se sugieren 
algunas posibles generalizaciones o modificaciones.
En el C apitu le II se obtiene, para el caso determ in ista  y un modelo muy general, 
la solucidn optim a. Se d e te rminan asimismo los d istin tos operadores que conform an dicha 
solucidn y finalm ente se estud ia  la controlabilidad, observabilidad y estabilidad del 
modelo; los resultados mas im portan tes del final de este  segundo capitu le son un método 
de sim ulacidn del sistem a para el caso en que se desconozca la situacidn inicial del mismo 
y un resultado, interm edio en tre  la llam ada propiedad de separacidn de los sistem as 
determ in istas y el principio de sepacidn de los sistem as estocâsticos, para aquellos casos 
en los que el estado del sistem a no es d irec tam en te  observable.
En el Capftulo III se particu larizan  los resultados del anterior al modelo concre te  
propuesto en su version determ in ista  y en et caso de que el estado del sistem a sea 
d irec tam en te  observable. Se proponen algunos métodos numéricos y se analizan los 
resultados obtenidos con el ordenador a partir  de los programas expuestos en los 
apéndices.
En el Capftulo IV se estudia un modelo estocâstico  de c a râc te r general. Se 
analizan algunas propiedades de la in tegral estocastica  poissoniana siguiendo el camino 
clâsico  descrito  para la integral de Ito, se estab lece la solucion del modelo para el caso de 
observaciones com plétas y se u tiliza  e s te  resultado para, con ayuda del clâsico principio 
de separaciôn de los sistem as estocâsticos con funcional de coste  cuadrâtico , obtener la 
solucion en el caso de observaciones incom pletas y perturbaciones modeladas por procesos 
que no son solo de tipo Wiener.
F inalm ente, en el Capftulo V, se aplican los resultados del an terio r al caso 
particu lar propuesto, previa descripcidn porm enorizada de los elem entos alea torios del 
modelo. Term ina el capftulo con un anâlisis de los resultados proporcionados por el 
ordenador.
En cuanto  a los apéndices, en el A se proporciona una lista de las notaciones 
u tilizadas m ien tras que los listados de los program as de ordenador que perm itieron el 
tra tam ien to  num érico del modelo y una seleccion de las soluciones obtenidas aparecen en 
los apéndices D,E,F y G.
En el apéndice B se presentan  las dem ostraciones de dos proposiciones de R.F. 
C urtain , relacionadas y u tilizadas en el anâlisis del modelo propuesto, por una vfa d istin ta 
a la original.
El apéndice C m uestra una lista  de teorem as ya conocidos y cuya utilizaciôn en 
el anâlisis del modelo ha jugado un papel fundam ental.
F inalm ente en el apéndice H se indica la bibliograffa, tex tos o artfculos, que, en 
mayor o menor medida, ha sido m anejada. Las llam adas que se hacen a lo largo del trabajo 
seRalan cual ha sido la im portancia de cada re fe re n d a , aunque en la bibliograffa han sido 
resaltadas con un asterisco  aquellas que, de m anera mâs notoria, han tenido influencia en 
el trabajo.
Por lo que respecta  a notaciones, la derivada de una funciôn z respecte del 
tiem po, sea parcial o to ta l, se simboliza por z.
IV
Los capftulos estân  designados por numéros romanos de l a  V, y cada une de ellos 
esta  dividido en secciones gue son identificadas por dos numéros separados por un puiito, 
indicando el prim ero el cap itu le  (1 a 5) al que pertenece y el segundo el orden de la secciôn 
dentro del capftulo.
Las form ulas son identificadas por dos numéros, el prim ero, rom ano, para indicar 
el capftulo (1 a V) y el segundo para estab lecer el orden de posiciôn de la form ula en el 
capftulo en cuestiôn.
Por lo que respec ta  a la bibliograffa, tan to  tex tos como artfculos son 
identificados por un numéro. En el caso de tex tos la re fe re n d a  es de la form a ( |n |)  y en 
el caso de artfculos |n l  .
Por ultim o, y no solo por razones de tradiciôn y co rtesfa  sino por un elem ental 
sentido de justic ia , quiero m ostrar mi gra titud  hacia dos personas que han influfdo de 
m anera notoria en mi vida profesional, mis m aestros D. Francisco Marcos de Lanuza y D. 
Sixto Rfos G arcfa. Asimismo quiero hacerla  présen té  a D. A lberto Dou Mas de Xexâs, cuya 
ayuda fué inapreciable euando la tesis andaba en sus balbuceos, y a mis compaReros de 
trabajo  o prom ociôn, muchos de ellos Profesores de esta  Universidad, que me anim aron 
constan tem ente a em prender e s ta  pequeRa aven tura  y me ayudaron a vencer la inercia que 
para éllo tenem os aquellos que, por una y o tra  razôn, no hicirnos la tes is a mâs tem prana 
edad.
Q uiero tam bién m anifestar mi carifio y g ra titud  a mi esposa que ha visto  como 
mâs de un fin de sem ana e ra  sacrificado  sin que por éllo se produjera ningun dram a 
fam iliar. Por el con trario , récibf estfm ulo.
Un pârrafo  apa rté  para el R ectorado y la Direccion de  las Escuelas de Ingenierfa 
Industrial de la Universidad Pontificia Com illas por la ayuda de todo tipo  recibida de éllos, 
asf como dejar constancia  de la colaboracion prestada  por e l C en tro  de Câlculo de la 
c itada  Universidad al poner a mi disposicion toda la configuracion del mism o, g racias a lo 
cual he podido ob tener resultados num éricos concretos para una serie de casos, 
circunstancia  que en o tro  cen tro  de câlculo  me hubiera resultado imposible por razones de 
tiem po y econôm icas.
No debo ni quiero olvidar tarnpoco a mis compaReros del D epartam ento  de 
Publicaciones de la U .P.C ., D. José Dfaz G arcfa, D# Marfa José G arcfa C errillo , D4 M# 
del C arm en Galân P érez, D. Félix H ernandez Martfn y D. José Antonio Alonso Valera a los 
que corresponde lo mejor de la tesis, su m ecanografiado y composiciôn, labor en la que 
pusieron grandes cantidades de paciencia  y capacidad, solo explicables por la relacion de 
am istad que nos une.
He dejado para el final, y no por olvido, a mi Profesor, D irec to r y sobre todo 
amigo, el Dr. Ildefonso YâRez de Diego, pues sin sus crfticas, o rientaciones y sobre todo 
sus ideas y sugerencias, es ta  tesis esta rfa  tan  en e l Umbo como su au to r.
A todos muchas gracias.
CAPITULO PRIMERO
Un Modelo de Polo de Desarrollo 
y su C ontrol Optimo
Un Modelo de Polo de D esarrollo 
y su C ontrol Optimo
1.1.- A ntecedentes inmediatos del modèle
Desde hace una década uno de los objetivos de los m étodos econom étricos ha sido 
la construcciôn de m odèles valides para rep resen tar fenom enos de crecim ien to  econornico 
de c a râ c te r  regional, ta les  como los polos de desarrollo.
Partiendo de una a rticu le  clâsico  de A. Kuclinski, "Growth Poles and Growth 
C en tres in Regional Planning", publicado en 1972 en el volumen quinto de Regional 
Planning Series, y de unos trabajos de Isard y Liossatos, H ilhorst y O lsder, en el articu le  
de la re fe re n d a  ( l3 j ,  p resentan  un modelo de te rm in ista  de desarro llo  controlado cuya 
dinam ica e s^o b ern ad a  por una ecuacion en derivadas parc ia les de prim er orden no lineal y 
cuya solucion, por aplicacidn del principio de mâximo de Pontryagin, se describe en 
term ines de las curvas c a ra c te r is tic a s  de la ecuacidn.
Por o tro  lado, en el C ontrol Theory C en te r de la universidad inglesa de Warwick, 
en C oventry , a p artir  principalm ente de los trabajos de R .F. C urtain  y de las apor tac  i ones 
de P ritchard , Ichikawa, Jerczyk  y o tros, se ha desarrollado duran te  los ûltirnos aPlos una
muy e legan te  teo ria  del con tro l, tan to  en el caso de te rm in ista  com o en el a lea to rio , que
tiene com o base la teo ria  de los sem igrupos.
A p a rtir  de e s ta s  dos Imeas de investigacidn, se p résen ta  en e s te  trabajo  un 
modelo de polo de desarrollo  controlado que abarca los casos determ in ista  y a lea to rio . El 
contro l va dirigido a m inim izar un funcional de coste  cuad râ tico , con lo que se estab lece  
una d iferencia  esencial con el modelo de H ilhorst y O lsder y una analogfa con el modèle 
del regulador estab lecido  por C urtain  y P ritchard  en l l2 j  . Este tipo de funcional 
pe rm itirâ , en el caso a lea to rio , una generalizacidn  del conocido principio de separacidn a 
pertubaciones modeladas por procesos poissonianos.
1.2.- Descripcidn del modèle
El modelo que se propone p re tende  analizar la evolucidn e influencia dentro  de 
una zona, asim ilable a un interval© unidimensional, de un "polo de desarrollo" localizado 
en un punto in terio r de la mism a. Tal modelo puede responder a situaciones geogrâficas, 
muy concre tas  pero reales, correspondientes a zonas en las que las com unicaciones se 
realizan  basicam ente por una vfa unica, sea c a rrê te ra , rfo, e tc .
Bajo la hipdtesis de que la influencia del polo vendra m edida por la riqueza que el
mismo distribuya por la zona en cuestidn , y que esta  riqueza es funcidn uniform e de la 
inversidn rea lizada, parece idgico tom ar como variable de estado z(t,x), la cantidad 
invertida por todos los conceptos en el in stan te  t en el punto de abcisa x. Supondremos que 
el polo estâ  ubicado en el origen y, sin que éllo implique pérdida de generalidad, que la 
zona de influencia estâ  definida por e l in tervalo  [-c ,c  j.
En el caso determ in ista , la dinam ica de la variable de estado z(t,x) es modelada 
por la ecuacidn en derivadas parciales parabdlica
- à J v L -  .  q  _ A J h L  +  „
siendo el significado de cada term ino el siguiente;
a) El m iem bro izquierdo puede in te rp re ta rse  como el increm ento de la inversidn
en el punto x en tre  los in s tan tes  t  y t + A t, con A t—»-0, esto  es, lo que en térm inos
econdm icos rec ibe  el nom bre de ta sa  de inversidn en el instan te  t ,
b) el prim er sumando de la derecha modela el flujo de la inversidn en tre  los
d istin tos puntos de la zona de influencia, siendo q una constan te  positiva ca rac ten 's tica  de 
la zona que puede in te rp re ta rse  como la velocidad de propagacidn y
c) u (t,x) re fle ja  la inversidn adicional a rea liza r en el punto x en el instante t.
La variable de estado  deberâ sa tisface r ademâs un conjunto de condiciones, unas 
de contorno y o tra s  in iciales, que refle jen  c iertos aspectos de la na tu ra leza  del polo. En el 
modelo escogido estas  condiciones son
a) z (t,c ) = z (t ,-c )  = 0, Vt
b) z (0,x) = f(x), con f(c) = f(-c) = 0
La prim era c a ra c te r iz a  a los puntos de abcisa -c y c como los lim ites de la zona de 
influencia del polo, m ien tras la  se^unda, junto con la condicidn de com patibilidad 
f(c) = f(-c) = 0, re f le ja  la situacion inicial del polo y su zona de influencia. El polo queda 
asi modelado por un proceso de difusidn.
El objetivo de polo es a lcanzar un determ inado nivel de inversidn, y por tan to  de 
riqueza, en un in s tan te  t [ ;  dicho nivel vendra dado por una funcidn h(x) definida en ( -c ,c l  
que sa tls fag a , por razones de com patibilidad, la condicidn h(c) = h(-c) = 0.
La m edida en que dicho objetivo es alcanzado sera evaluada por el cri te r  io de 
m inim izar e l funcional de co ste  cuadrâtico
Wlu ,f,h) = j* |h(x) • z (t  ^,x))2 dx +  J  ’ J  (h(x) - z (t,x))2 dx dt +
+  u^ (t,x) dx dt
en donde el p rim er sumando rep résen ta  el in tento  de m inim izar la d iferencia  final en el 
in stan te  t f  e n tre  el objetivo  propuesto y la situacidn realm en te alcanzada; el segundo 
refle ja  el in ten to  de a lcanzar e l objetivo final de la form a mas "suave" posible, es decir, al 
menor co ste  social y el u ltim o rep résen ta  el in ten to  de m inim izar la inversidn adicional, 
ya que ello perm itiria  su even tual uso en o tros campos; el hecho de considerar u2(t,x) en 
lugar de u(t,x) se debe al hecho de que u(t,x) jugarâ el papel de variable de control y, 
even tua lm en te, podrâ tom ar valores negatives lo que deberâ in te rp re ta rse  en el sentido de 
que una p a rte  de la inversidn e s  re tira d a  de la zona de influencia del polo.
La solucidn al problem a determ in ista  ha sido obtenida tom ando como punto de 
partida  la encontrada para  el caso finito-dim ensional por B arnett, Arbib y o tros clâsicos 
del contro l de te rm in ista , utilizando como instrum ente de trabajo  el desarrollado por
Curtain  y Pritchard en [ l 2 ] , que tiene como base la teorfa de los semigrupos.
Ahora bien, la lim itacidn al caso determ in ista  no parece  proporcionar un modelo 
dernasiado adecuado a lo que es un polo de desarrollo, ya que en la realidad el polo y su 
zona estân  som etidados a perturbaciones a lea to rias . Los prim eros estudios sobre el terna 
del con tro l a lea to rio  y su resultado fundam ental, el principio de separacidn, datan  de una 
quincena de a nos m ereciendo c ita rse  el artfculo  de W.M. Wonham de la r e fe re n d a  [ l ]  y los 
tex tos de Astrôm y Bensoussan de la bibliograffa. En o tros artfculos c itados en la 
bibliograffa se resuelve el problem a del control dptim o bajo perturbaciones derivadas de 
un ruido blanco gaussiano y d ife ren tes  c rite r io s  de optim izacidn.
Para nuestro  modelo hemos supuesto que la dinam ica del sistem a e s tâ  a fec tad a  
por dos tipos de pertu rbaciones. Uno de ellos, modelado por un ruido blanco gaussiano 
derivado de un proceso de Wiener W(t,x) cen trado , refle ja  la ex is tencia  de pequenas, y 
d iffcilm ente contrô lables y m edibles, oscilaciones en la m agnitud de la inversidn.
El o tro  tipo engloba a aquellas pertubaciones que, sin llegar a a lte ra r la dinam ica 
del modelo ni sus param ètres  ca rac te rfs tico s, rep resen tan  m odificaciones im pulsivas y de 
m agnitud considerable de la inversidn, ta ies  como huelgas, d ificu ltades tem porales en la 
adquisicidn de m aterias prim as o energfa, hallazgo de fuen tes de m aterias prim as, 
innovaciones tecnoldgicas, e tc . E stas perturbaciones se introdujeron en el modelo 
m edian te  un ruido blanco poissoniano derivado de un proceso de Poisson P(t,x) cen trado , 
com puesto e independiente del proceso de Wiener an te s  c itado .
De e s ta  form a la dinâm ica del polo queda m odelada por
= q + u (t.x) + dW (t, x) + dP (t, x)
at a x 2
Finalm ente, y para re fle ja r que en la realidad  la observacidn de la variab le  de 
estado en cada punto y en cada in s tan te  es en la p râc tica  im posible, se ha introducido el 
modelo de observaciones k-dim ensional
y(t,x) = f  C z(s,x) ds + v(t)
h
m ediante el que se rep résen ta  el hecho de que las observaciones se concentran  en k 
puntos, u "observatorios", del in tervalo  [  c ,c ]  y que estos canales de inform aciôn se ven 
pertu rbados por a lterac iones m odeladas segûn el proceso de Wiener k-dimensional vft). C 
es un operador valorado sobre Rk que serâ  analizado con m âs de ta lle  en el capftulo V.
Asimismo en los capftulos III y V se hace una descripcion a fondo de todos los 
elem entos del modelo.
1.3.- Generalizaciones del modèle
En e s ta  seccion se analizan algunas generalizaciones y m odificaciones plausibles 
del modelo propuesto cuyo estudio no ha sido abordado en e s te  trabajo .
De form a na tu ra l la prim era generalizacion consiste en considerar que la zona de 
influencia del polo es bidim ensional, con lo que la dinâm ica del mismo podrfa venir dada 
por una ecuacion en derivadas parciales de la forma
Una segunda posible generalizacion serfa considerar que la velocidad q de 
propagacion es funcion de t y de x; por ejemplo, del tipo
q(t,x) = I a ,b > 0
donde la constan te  a  puede considerase como una medida de los adelantos o m ejoras 
tecnologicas y del nivel de comunicaciones de la zona, m ientras b da una m edida de las 
d iferencias locales en cu ltu ra  y tecnologfa que se suponen son mâs acusadas a medida que 
nos alejam os de la localizacion del polo. Existen en Econometrfa métodos adecuados para 
estim ar estas  constantes.
Una te rce ra  generalizacion estab lecerfa  para z(t,x) un conjunto de condiciones 
iniciales y de contorno d ife ren te  al propuesto, como por ejemplo:
a) z(t,c ) = z(t,-c) = 0, Vt
b) z(t,0) = f(t), con lo que se planifica explicitam ente el nivel de inversion en el 
polo en cada instan te . Esto obligarfa a una condicion adicional de com patibilidad para la 
funcion h(x) que define el estado final de la zona de influencia del polo, que es h(0) = fCtj)
c) 9z(t, c) 9z<t,-c) „
3x “  3x
que garan tiza  la idea in tu itiva de que la influencia del polo se difum inarâ a m edida que 
nos alejernos de él.
Podrfa considerarse tam bién la posibilidad de que el objetivo del polo no guedara 
establecido para un tiem po t j ,  sino que quedara determ inado para todo in s tan te , esto es, 
considerar h(t,x). No parece una generalizacion muy rea lista .
Sf en cambio lo serfa la adicion al modelo de un fac to r fo rzan te  que 
rep resen tarfa  una inversion planificada desde el principio e independiente del control 
u(t,x). La dinâm ica del modelo vendrfa gobernada por la ecuacion
^ = ^ ^ + u „ , x ) + , ( , . x )
3x2
En el capftulo IV se estudia ta l posibilidad en el caso general, aunque no fué considerada 
en el modelo ya que no aporta  un especial in terés teorico, complicando por con tra  los 
câlculos de m anera notable.
O tra vfa de generalizacion afec ta rfa  a  la eleccion del crite rio  de optim izacion. 
Hilhorst y Olsder, por ejemplo, en su modelo, maximizan un funcional no cuadrâtico , que 
podrfamos denominar funcional de mâxima prosperidad, definido por una expresion que, 
para nuestro modelo, se form ularfa como
J(s) = J  s(t, x) pit, x) dx dt
donde se supone que la ley de control es de la form a
u(t,x) = (I -  s(t,x)) p(t,x) , 0 < s(t,x ) < I
siendo
p(t,x) - e®*"*’ I’'* z “ (t,x)
La justificacion  de tal c rite rio  dériva de la consideraciôn de un polo au tosu ficien te  en el 
que la inversion es una fracciôn de la producciôn p(t,x), destinândose el res to  de la misma 
al consum e in terno. La producciôn es a su vez funciôn de la inversiôn, siendo la constan te  
que se supone especffica de toda la zona de influencia del polo, ta l que 0 < « < 1, en virtud  
de una ley bien conocida en m icroeconom fa (ver los tex to s  clâsicos de CastaReda y 
Spencer) llam ada de las productividades o rendim ientos m arginales decrec îen tes . Las 
constan tes a  y b ya fueron d escrita s an tes , m ientras que l(t,x) ponderarfa el grado de 
b ienestar que un consum e determ inado proporciona a los hab itan tes de un punto dado en 
un c ie r to  in s tan te , m ien tras r mide la influencia negativa de la inflacciôn o de una tasa  de 
natalidad excesiva. Con és to  el in tegrando de J(s) se puede in te rp re ta r como una 
ponderaciôn del b ienestar que el consumo s(t,x) p(t,x) proporciona en la zona infinitesim al 
dx duran te  el tiem po d t. Con 3(s) se tra ta r fa  de op tim izar la prosperidad to ta l, pero con 
este  modelo no hay objetivo final concre to  definido lo que no parece  e s ta r  muy en 
consonancia con la p râc tic a  usual de e s tab lece r planes de desarro llo  con objetivo concreto  
a  plazo determ inado. Por o tra  p a rte , asi como hay m étodos econom étricos para 
determ iner r no ex isten  para la  determ inacion  de l(t,x), siendo esta  una razôn para 
abandonar dicho modelo.
F inalm ente, en el caso a lea to rio , pmdrfa buscarse una generalizaciôn en el 
sentido de m odelar las perturbaciones por procesos mâs générales y considerar como 
continue en el espacio el proceso de observaciones y, aunque ésto  ultim o no parece muy 
rea lis ta , en el capftulo cuarto  se considéra ta l posibilidad.
CAPITULO SEGUNDO
El Modelo D eterm inista 
Caso G eneral
El Modelo D eterm in ista  
Caso G eneral
2 . 1 F o r m u l a c i o n  de! modelo
Supongamos el sistem a controlado 





z(t) = Ttzo + j  T t-s B(s,u(s))ds, t<  t ;  < oo 
0
- es el sem igrupo generado por A,
- z, ZQ G H, u g , l 2   ^ E  ^ , siendo H y E espacios de H ilbert reales y
- B(t,u(s)) 6 Æ o o { [0 ,ti]  ; L(E,H)) = |  Espacio de funciones definidas en el 
in tervalo  IO ,t[J con valores en el espacio de aplicaciones lineales continuas 
en tre  E y H, que son fuertem en te  m edibles y uniform em ente aco tadas en 
norm a {.
En particu lar B puede ser independiente de t y L 2([0 ,ti] ; E) puede ser 
concebido como el espacio de leyes de contro l adm isibles.
Al dominio de definiciôn de A lo sim bolizarem os por D(A).
A es te  sistem a controlado le asociarem os un funcional de co ste  dado por la
expresiôn
W(u; Zq) = <  h - z{t, ) , Klh - z(t, )) >  +
r*»
11.3 +  \  <  h - z |s) , F(s; (h - z (s))) >  ds +C
I <  u(s) , G(s;u 
^  0
(s)) >  ds
donde < •  » •  > es el produc to escalar definido sobre H o sobre E, siendo la distlnciôn obvia 
en cada caso. Los operadores que aparecen  en la expresiôn de W son ta ie s  que
- G G lO ,tjJ; L(E) y, para todo valor de t en el in tervalo  considerado, es 
au toadjunto , definido positivo y adem âs G sa tisface  la relaciôn
<  U(t) , G(t, n(t)) > >  c2 II u *2
f  para casi todo t,  todo u(t) y algûn c^. El que G sea definida positiva re fle ja  el hecho de 
I  que todo contro l aca rrea  un coste ,
I  - K C L(H) y FCJ)gc(fO,t; ) , L(H)) y ambos son autoadjuntos y definidos
positives. No hay ninguna d ificultad  adicional en suponerlos semidefinidos lo que reflejarfa
la posibilidad de que algunos estados no tuvieran asociado coste alguno. Tanto F como G
pueden ser independientes de t.
■ - h C  H.
5e tra ta  de encontrar la ley de control optim a u* C l 2 ( [ 0 , t j J  , E) que 
m inim ice W(u;zq)*
En lo que sigue,y para fac ilita r la notacion,expresiones ta les como
G(t,u(t))
u o tras  que represen ten  composiciôn de aplicaciones ser an representadas como
G(t) u(t)
salvo que pueda inducirse error.
La solucion al problema de encontrar la ley de control optim a viene dada por 
el siguiente teorem a
2.2. Teorema fundamental
La ley de control que minimiza W(u;zo) es la dada por 
1L4 uO(t) = -  G-1 B* S(t) z(t) -  G-* B* m(t)
es decir, la combinacion de la ley de control por retroalimentacion 
‘ n .5  - G - l  B* S(t) z(t)
con la ley de control de bucle abierto 
11.6 - G - l  B* m(t)
siendo 5(t) un operador continuo en e l intervalo [0 ,t i]  ,perteneciente a L(H) y autoadjunto 
y que es la unica solucion de la ecuacion de Riccati definida sobre [O.tjJ en la siguiente 
formulacion de producto escalar
IL 7 <  - — S{t) y , w >  + <  S(t) y , Aw >  + <  Ay , S(t) w >  + < F y , w >  —
dt
— <  S(t) B G B S(t) y , w >  = 0 , con y, w e  D(A)
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y con la condicion
11.8 5 (t i)  = K
Por su p a rte  m (t) G H sa tis face  la ecuacion d iferencia]
11.9 <  _É_ mit) , w >  -  <  Fh. w >  (A* -  S(t) BG ’ B*(t) m(t) , w >  = 0 
d t
con la condicion 
11.10 m (ti)  = -Kh 
El valor minim o de W (u ;zq ) viene dado por
W(u°;Zo) = < h ,  K h > +  I <  h, F(s) h >  ds + <  Zq , S(0) Zq >  +
IL ll. r;
+ 2 < Z Q ,m ( 0 1 > -  \  <  m(s), BG'^ B 'm is )  >  ds
-^0
El d iagram a de bloques del sistem a correspondien te  al contro l optim o es 
en tonces el rep resen tado  en la figu ra  11.1




F i g .  11.1
11
U tillzarem os el m étodo de Pontryagin y su princip io  de mâximo para la 
dem ostrac ion . Dada la particu la r e s tru c tu ra  de la funcion a m inim izar form am os el 
siguiente ham iltoniano.
11.12 je  = <  h -  2 (t), F (h -  z{t)) >  + <  u(t), G u(t) >  4- <  p(t), Az(t) >  + <  p(t), Bu{t) >
al que asociamos el sistem a de ecuaciones diferenciales con estructura formai de producto 
escalar
d J C<  z(t), w >  = :—  = <  Az(t) +• Bu(t) , w >  5  z(t) = Az(t) + Bu(t)
3p
11.13
<  p(t), w >  = 2 < F ( h -  z(t)), w >  -  <  A* p(t), w >  = — ^  con weH
con las condiciones iniciales
11.14 z(0) = zg ,< p (t^ ) , w >  = — ----
az = -  2 <  K(h -  zit, )), w >
t =  t.
El principio de mâximo de Pontryagin es tab lece  que W(u;zg) sera  minimo si
elegim os u de form a que m axim ice X  , P ara  ello  anulam os la derivada de X  respecto  a u
3X
—  = 2 <  G u(t), w >  + <  B p(t), w >  = 0
y, como lo an te rio r se cum ple para  todo w c  H, se ha de  verifica r
2 G u(t) + B* p(t) = 0 
de donde el contro l optim o es de la form a
11.15 u(t) = - i  G -l B* p(t)
Sustituyendo 11.15 en 11.1 obtenem os
z(t) = A z(t) -  BG ’ B* p(t)
11.16
<  p(t), w >  = 2 <  F(h -  z(t)), w >  -  <  A* p(t), w >
Siguiendo la pau ta  m arcada para  el problem a del regulador en el caso fin ito - 
dim ensional, considerem os una solucion de la form a
11.17 p(t) = 2(5 (t) z(t) + m(t))
donde 5(t) €  L(H) es autoadjunto.
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Substituyendo 11.17 en 11.16 y desarrollando obtenem os
2 <  ( — ) z(t), w >  + 2 <  S(t) z(t), w >  + 2 <  — ' w >  = 2 <  F (h -  z(tl),
\  dt /  dt
-  2 <  A*{S(t) z(t) + mit)), w >  
de donde <  ^ ^ z(t), w >  +  <  SIt) A z(t), w >  — <  S(t) BG " ’B SIt) z(t), w >  -
— <  S(t) BG * 8  m(t), w >  + <  — ' w >  = <  Fh, w >  — <  Fz(t), w >  —
dt
<  A S(t) z(t|, w >  -  <  A mit), w >
Como lo an te rio r ha de cum plirse para todo w e  D (A), se deducen de 
inm ediato  las dos reiaciones
<- ^ y, w >  + <  A y, S(t) w >  + <  S(t) y, Aw >  + < F y ,  w >  —
11.18 dt
-  <  S(t) B G -’ b ’ S(t) z(t), w > » 0  Vy, w e  D(A)
11.19 <  ' w >  -  <  Fh, w >  + <  (A* -  S(t) B G - 'b ’ ) mit), w >  = 0
dt
Por su p a rte  la  condicion inicial 11.14 se traduce  en 
- i  p ( t i)  = S (ti) z ( t i)  4- m (ti)  a -K (li-z(ti)> 
y, com o ésto  ha  de cum plirse para toda  funciôn z, se ha de v e rifica r
S (ti)  = K, m<ti) = -Kh 
y obtenem os com o ley de con tro l optim a
uO(t) a -G -l B* (S(t) z(t) + m it))
con un valor final
11.20 u o (ti)  = -G -l B* (S iti) z ( t i)  + m (ti)) a G -l B* K ih-z(ti)) 
y un valor inicial
11.21 uO(0) a -G -l B* (5(0) Zo f  m(0))
donde 5(0) y m(0) los determ inarem os mas adelan te .
Ahora bien, en [l2 ] C urtain  y P ritchard  prueban que la ecuacion 11.18 tiene 
solucion unica en la c lase  de los operadores autoadjuntos, por lo que el operador 5(t) 
coincide con el operador obtenido por ellos por medio de reiaciones de recu rrencia  
analog as a las u tilizadas mâs adelan te  en esta  misma secciôn. Por consiguiente podemos 
u tiliza r el principal resultado obtenido en [ i l ]  y abordar luego el estudio del térm ino m(t).
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Dicho resuitado estab iece  que S(t) sa tisface  la ecuacion integral
f t ]
+ J U *(s,t) I F(s) + S(s) B(s) G-1 B*(s) 5 (s)|U (s,t) y ds
donde U(s,t) es el operador de evolucion suave correspondiente a la perturbacion de Tt por 
- BG-1 B* 5(s)
A partir  de 11.22 se dem uestra que el operador S(t), ta l como se prueba en la 
siguiente proposicion, sa tis face  algunas im portan tes relaciones.
Proposicion 11.1
El operador 5(t) sa tisface  la relacion
11.23 5(t)y = U * (T i,t) K T t j . t  y + J U *(S,t) F Tg-t y ds
(fonde U(t,s) es la  pertu rbacion  de  T t por -BG-1 B*S(s).
En e fec to  dado que
/ I
S(t)y = U * (ti ,t)  K U (ti,t)  y + I U *(s,t) (F(s) + 5(s) BG"1 B* S(s)) U(s,t) y ds
U(s,t) y = Tg-t y Tg-v BG-I B* S(v) U(v,t) y dv
résu lta , por substitucion, que
p i
S(t)y = U * (ti ,t)  K T ti_ t y - U * (ti ,t)  K ^ t i - s  BG"1 B* S(s) U(s,t) y ds -r
p i
+ J U *(s,t) (F(s) + S(s) BG-1 B* S(s)) Tg_t Y ds -
-  j  U*(s,tXF(s) + S(s)BG-^ B * S (s )^  Tg-v B(v)G"Uv)B*(v)S(v)U(v,t) y d ^ d s  =
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-  U *(ti,t)K  T t j . t  y + j  U »(s,t) F(s) T s - t  y ds
+ 3^ U *(s,t) S(s) BG-1 B* S(s) T g . t  y  ds 
1
- U * ( t i , t ) K  3 T ti- s  BG-1 B* S(s) U(s,t) y d s - 
r * l r * l
- 3 3 U*(v,tKF(v) + S(v)BG-l B*S(v))Tv-s B(s)G-l(s) B*(s)S(s)U(s,t) y dv ds
p i
= U* K T t i - t  y + 3 F(s) Ts_t y ds +
f l !
+ \ U*(s,t)5(s) BG-1 B* S(s) Tg_t y d s -
•It
-  j  U*(s,t) I U *(ti,s) K Ttj-s BG-1 B» S(s) U(s,t) y +
+ j  U*(v,s) (F(v) + S(v) BG-1 B*S(v)) Ty_g BG"1 B* S(s) U(s,t) y d v jd s
p i
= U *(ti,t)  K T ti- t  y + 3 G*(s,t) F(s) Tg_t y ds +
r t l
+ I U *(s,t) S(s) BG-1 B* S(s) Tg.t y d s  
■It
- j  U*(s,t) |u * ( ti ,s )K  U(ti,s)BG-lB»S(s)Tg_t y +
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+ j  U* (v,s) (f (v) + S(v) BG-1 B* S(v))U(v,s) BG-1 b * S(s) Tg.t y dvjds =
p i
= U * (ti ,t)  K T t j - t  y+ j u* (s ,t)  F(s) Tg_t y d s
com o se queria dem ostrar ya que el interior de la Have es precisam ente
S(s) BG-1 B* S(s) Tg_t
Es inm ediato , teniendo en cuenta el c a rac te r autoadjunto de S, K y F, que 
tam blén se satisfacen  las relaciones
p i
11.24 S(t) y = K U (ti,t)  y + j F(s) U(s,t) y ds
11.25 5(t) y = K T tj_ t y +
p i
+ J T*_^ (F(s) -  S(s) BG-1 B* S(s)) Tg.t y ds
Vamos a volver de nuevo a nuestro problem a para in ten ta r estab lecer una ley 
de recu rrencia  para m(t) que perm ita  analizar por un lado las propiedades de la ley de 
control optim a y por o tro  fac ilita r  un posterior tra tam ien to  numérico del problem a.
Determinacion de m(t)
Siguiendo la pau ta  m arcada en [l2 ] para la determ inacion de S(t) considérâm es 
la sucesion de leyes de control admisibles definida por
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n.26 U n ( t )  = L n ( t , z ( t ) ) - G - 1  B *  m p , . [ ( t )  = Lpft) z  (t) -  G ’ l B *  m n _ l  ( t )
y sugerida por la expresion obtenida para la ley de control optim a. Con esta  ley de control 
la salida del sistem a II. I la designarem os por Zn(t) y tendrem os
11*27 Zp,(t) - T( Zq + i T B ( s )  (Lp,(s) z^ls) - G~1 B* mp,_ j (s)) ds
J o
que podemos tam bién expresar como
11.28 Zn(t) = Un(t,0) Zo - I Un(t,s) BG"1 B» m p .j (s) ds
donde Un(t»0) GS el operador de evolucion suave pertu rbado  correspondiente a la 
pertu rbacion  de por B(t) Ln(t), es decir, la solucion unica de la ecuacion in tegral
£11.29 U|-|(t,0)zo = T t Zo + I T t-s B(s) Ln(s) Un(s,0) Z q  ds
La expresion 11.28 es c ie r tam en te  la represen tac ion  de un sistem a libre 
cuya version contro lada es
11.30 Zn(t) = Un(t,0) Zo - Un(t,s) BG-1 B * m n - |( s )d s  +
+ I Un(t,î 
J o
,s) B(s) B(s) Un(s) ds
donde Up i G l2   ^[o,t; j ; E  ^ viene definida por
11.-31 Up,(t) = u(t) - Un(t)
El operador Ln(t) se define, en form a analogs a la expuesta en [ 1 2 J  por la
recurrencia
1-n y(t)) = Ln(t) y(t) = - G"1 (t; B* (t; Sn-l (t,y(t)) )) ,Lo(t) = 0
Fn (t; y(t)) = F (t,y(t)) + (t; G (t; Ln (t; y(t)) ) )
17
Sn (tî y(t)) = Un I K (Up | (t i,t); y ( t ) |)  |  + 
+ j  U n ^ ( s , t ) ;  Fn (s , Up ((s,t); y(s))) ds
donde por Up designamos a! operador adjunto de Up, como es usual. Las an terio res 
form ulas de recu rrencia , con el convenio establecido inicialm ente, adoptan la siguiente 
mas comoda expresion
11.32.1 Lp(t) = - G -l(t) B*(t) Sp_i (t), Lo(t) = 0
11.32.2. Fp(t) = F(t) + L|^ (t) G (t) Lp (t)
11.32.3. Sp(t) y = Un ( t i , t )  K U n ( t i , t ) y  +
■tlr t iJ Up (s,t) Fp (s) Up (s,t) y ds
Teniendo en cuenta las condiciones exigidas a los operadores B, K, F y G, Fp 
y Sp son autoadjuntos.
De 11.32.1 se deduce adem as que
G (t) Lp(t) = -B*(t) Sp_i(t)
L *(t)G (t) = -Sp_i(t) B(t)
Partiendo de sistem as no perturbados por mp(t), es decir, sistem as de la
form a
11.33 Zp(t) = Up(t,0) Zo + \ Up(t,s) B(s) ïïp(s) ds
J o
se prueba en [12] que
11.34 Zp(t), Sp(t) Zp(t) ^ Zp(t[), K Zn(t[) ^ +
+ ^  || < Zp(s), Fp(s) zr (s) > -2 < zp(s), Sp(s) B(s) u(s) > |  ds
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y que para la ley de control Up(t) = Lp(t) Zp(t) y Zq Hjo se cumple
11.35 W O (up;zo)=  <Z o, Sn(0) Zq >
y que Wo(up; zq) d ecrece  m onotonam ente con n.
Estos resultados son probados en el apéndice B por una via d lfe ren te  a la 
u tilizada  en f l2 l  con el resu itado  adicional de la proposicion Bl.
Las siguientes proposiclones ca rac te rizan  las propiedades de m(t)
Proposicion 11.2
La relacion 11.19 sugiere la idea de considerar la ecuacion de evolucion
( m(t) = -  (A* -  S(t) BG-1 B*) m{t) + Fh
11.36 {
( m (t |)  = -  Kh
Como -  (A* -  5(t) BG-1 b *) genera el semigrupo U * (t |,t ) , dual del semigrupo 
U(s,t) generado por (A-BG-1 B* S(t)), tcnem os que
r i
11.37 m(t) = -U * ( t i , t ) K h -  I U * (s,t)F h d s
es la solucion suave de 11.36 . Vamos a probar que 11.37 satisface la relacion 11.19 y 
es ademas la ûnica solucion duerte de 11.36 .
En e fec to , considerando el c a rac te r d iferenciab le  de U(t,s) resp ec te  a su
segunda variable y el teo rem a de 3 de la lis ta , tenem os que
>  = <  -  J -(A *-5(t) BG-1 B*) U * (ti ,t)  Kh +
+ j  -(A * -S (t)  BG-1 B*) U »(s,t) Fh ds - Fh |  ,w > =
= < - (A * -S (t) BG-1 B*) I - U * ( t i , t )  Kh - I  lj* (s ,t)  Fh ds |  + Fh, w > =
= -  < (A* -S(t) BG-1 B») m (t), w > + < Fh, w > 
ta l com o se queria  probar.
La segunda parte  de la proposicion es algo mâs delicada. Por aplicaciôn de la 
relacion 11.34 se tiene  que
11.38
T ^ s  S(s) y = K U (ti,s) y + j  T%_^ FU(v,s) y dv
Supongamos entonces que T* K y T* F aplican H en D (A*), que A* es 
cerrado y que para todo y C H son fin itas las intégrales
p i  p i
|A * T j K y j |d t  y |A * T j F y | |  dt
Bajo las an terio res condiciones se tiene que
S(s) : H —> D(A*)
f t l
TJ_^ 5(s) y = A*  ^ K U (ti,s) y + j  A* F U (v , s) y dv
y ademâs el prim er miembro es integrable sobre [o ,tl]  ya por hipotesis, lo son los
dos sumandos que lo configuran.
Entonces, en virtud del teorem a 4 de la lis ta  de los utilizados de la teorfa 
general de semigrupos, se tiene que el operador (A* -5(t) BG-1 B») genera un operador de 
evolucion cas! fuerte  y, por el teorem a 6 de la lista^ésto es suficiente para que 11.36 tenga 
una ûnica solucion fu erte .
Esta proposicion sugiere, en form a anâloga a la establecida por C urtain y 
P ritchar en [12] ,una ley de recurrencia  cuyo lim ite fuerte  sea precisam ente m(t) ta l como 
se explicita  en la proposicion sigu ien te .
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P r o p o s ic io n  II. i
Consideremos las recurrencias 
11.39.; up(t) = Ln(t) z(t) -  G~1 B*
11.39.2
n(t) = -U *  ( t i , t )  Kh -  j  U *  (s ,t )  I F (s)h + (5n (s)-S n -l(s))B G -l B * m n _ l(s )jd s
mo(t) = 0
donde Lp, 5p y Up son definidos por las recurrencias de las formulas 11.32.
La sucesion mp(t) satisface, para todo h e  D(A), la ecuacion difercncial
< mp(t), y > = -  < mp(t), (A-BG“ 1 B*Sp_|(t)) y > + < F(t)h, y >
11.40 + < (5n(t) -5p .i(t)) BG-1 b * mp_i(t), y >
con mp(ti) = -  Kh, para todo n 
y para n —►OD converge fuertemente a m(t).
En efecto ; por aplicaciôn del teorem a 3 de la lista de teorem as générales a
11.39.2. tenem os que
< mn(t), y > = < (A *-5n_|(t) BG-1 B*(t)) U* (t,,t)K h , y > +
+ j  < (A»-Sn_i(t) BG-1 B»(t))U*(s,t) [F (s)h  +
+ (Sp(s) - Sn-l(s)) BG-1 B* m p_i(s)j, y > ds 
+ < F<t)h + (Sp(t) - Sn-l(t)) BG-1 B* m p_,(t), y > =
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. t l
+ S <U *(s ,t )[F (s)h  +(Sn(s)-Sn-l(s)) BG-1 B* mn_l(s)] , (A-BG-lB*Sn_l(t))y > ds
+ < F(t)h, y >  + < (Sn(s) - Sn-l(s)) BG-1 B* m n-l(t) ,  y > =
= -  < -U *(T i,t)K h -  J  U*(s,t) [F(s)h + (Sn(s)-Sn-l(s)) B G - lB * m n - i ( s ) ] , 
(A-BG-1 B* Sn-l(t))  y > ds +
+ < F(t)h, y > + < (5n(s) -5n_i(s)) BG"1 B* m n-i(t) ,  y > =
= -  < mn(t), (A -  BG-1 B* Sn-l(t)) y > + < F(t)h, y > +
+ < (Sn(t) -  5n-i(t))  BG-1 B* mn_j(t), y >
ta l como se queria dem ostrar. La condicion m n(tl) = -Kh se obtiene por evaluacion 
inm ediata sobre 11.39.2
De las propiedades deducidas por C urtain  y P ritchard para 5p(t) y Un(s,t), 
en tre  las que se encuen tra  las de ser uniform em ente acotados en norma en n, deducimos 
de la definicion de m p(t) que este  es tam bién uniform ente acotado para todo t e  [ 0 , t i ]  . 
Aplicando entonces el teo rem a de convergencia dominada de Lebesgue para n —►oî 
obtenem os la convergencia fuerte  de mp(t) a m(t).
Volvamos de nuevo a la sucesion de sistem as controlados definida por la 
expresion 11.30 para  u tiliza rla  en la dem ostraciôn de ta proposicion siguiente.
Proposicion IL'f
Con Zp(t )  definido por 11.30 se sa tisfacen  las dos relaciones siguientes
/ I
a) < Zp(t), 5p(t) Zp(t) > = < zp (ti), K Zp(ti) > ♦ 3 < ^n(s), Fp(s) Zp(s) > ds
t
f 1
-  2 3 < Zp(s), Spts) B (û(s) -  G-1 B* mn_l(s)) > ds
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b) < Zn(t)» rnp(t) > = -  < Z p(t|), Kh > -  I < B(ü(s>-G-1b » mn_i(s)), mn(s) > ds
J t
p i
- V  < Z n (s), F(s)h + (Sn(s) -  5n_l(s)) BG-1 g* mn_l(s) > ds
La relacion (a) es inm ediata pues es la particu larizaciôn  de 11.34 ai sistem a
11.30.
La relacion (b) la probarem os substituyendo los elem entos del prim er 
miembro por las expresiones 11.30 y 11.39.1. respectivam ente.
R esu ltara  asi
< Zp(t), mn(t) > = < U n(t,0)z^ + f  Up(t,s) B(s) (upCs) -  G"* B* mp.jCs)) ds,
J o
p l
- Up ( t l , t )  Kh - j  U* (r ,t) F(r)h + (Sn(r)-Sn-l(r)) BG"1 B* m p_ i(r)j dr > =
= - < U n(t,0)zo , U * ( t i , t ) K h >
- < Un(t,s) B(s) (ïïn(s)-G-l B* mp_i(s)), U* ( t i ,t )  Kh> ds
-< U p (t ,0 )zo , j  U* (r,t) [p(r)h + (Splr)-Sn-|(r)) BG"1b * mn_l(r)j> dr
J Up(t,s) B(s) (un(s) - G~lB*mp_j(s))ds,
J U*(r,t) [P(r)h  + (5n(r)-5n-i(r)) BG’ l B* m n-i(r)j>  dr
p i





-  < 3  Un(ti ,s)  B(s) (Qn(S)-G-1b * m n-l(s) )d s , -K h  >
p i
- \  < Un(r,0) Zo, F(r)h + (Sp(r) - 5 n - l ( r ) )  BG-1b* mp_i(r) > dr
f  11 _r
" 1 < \  Un(r,s) B(s) (up(s)-G “lB*fTin_i(s)) ds, F(r)h +
■ ' t
+ (Sp-i(r)) BG-1 B* mp_i(r) > dr 
f  11 .  r
+ \  < \  Up(r,s) B(s) (Gp(s)-G-lB*mp_i(s>) ds,
•It t
F{r)h + (Sp(r) -  Sp_i(r)) BG-1 B* mp_i(r) > dr =
-  < Z p (i) , Kh >
^ (  Up(r,0) Zq + ^  Up(r,s) B(s) (up(s)-G -lB* nrip_t(s)) ds,
F(r)h + (Sp(r) -  Sp_i(r)) BG-1b * m p_i(r) > dr
"11
I < B(sXup(s) -G -lB *  mp_i(s)), - U* ( t i ,s )  Kh > ds
n:< B(s) (Gp(s)-G-lB* mp_i(s)),
- U*(r,s) [  F(r)h + (Sp(r) - Sp_i(r)) BG-1 b *  m n - l ( r ) ] > d s  dr =
f l l
< zp (ti), Kh > - j^ <  zp(r), F(r)h + (Sp(r)-Sp-i(r)) BG-1 B*m p_|(r)> dr
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[■U _
I < B(s)(un(s) -G “ 1B* rrip_j(s)), -ü  *(t [ ,s)Kh > ds
p i
-  l  < B(s) (ïïn(s)-G “ l&* m n-l(s)), - l U »(r,s) F(r)h +
+ (Sp(r) -S n-l(r)) BG~1 B* mp_((r) j  dr )  ds - 
f i l
= - < zn (tl) , Kh > - l < zn(r), F(r)h+(5p(r) -5p_l(r)) BG~1b* m n_l(r)> dr
• I t
f l l
-  \ < B(s) (iTn(s)-G “ l B* mn_i(s)), - U* ( t t ,s )  K h -
• 't
f  U *(r,s) • F(r)h + (Sn(r) -Sp-lW ) B G -lB 'm p -lW   ^ dr>  ds=
•^ s
f l l
= -  <  Z p ( t [ ) ,  Kh >  -  \  <  Z n ( r ) ,  F(r)h+(Sn(r)-Sn-l(r)) B G -lB *m p_|(r) >  dr
•'t
f l l
- l  < B(s) (ûn(s)-G “ 1b * mn_i(s)), mn(s) > ds
■It
ta l como se queria dem ostrar. En particu lar y cuando n— oo , como
Up(t)--------^  -  G -1b * (S(t) z(t) + m(t))
si tom am os como en trad a  e s te  valor lim ite , tendrem os îTp(t) = 0 y las expresiones (a) y (b), 
para t = 0, tom an en el lim ite  los valores
f i |
11.41 < Z o ,S (0 )zo >  = < z ( t i ) ,  K z (t|)  >  + l  (  z(s), ( F + S B G - 1 b * 5 ( s ) ) z ( s ) >  ds
•Iq
f l l
+ 2 j  < z(s), S(s) BG-1 B* m(s) > ds
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f l l
11.42 <Zq, m(0) > = -  < z ( t i ) ,  K h >  + l < BG-lB*m(s), m(s) > ds
■Iq
f l l
1 < z(s), F(s)h > ds
J o
Proposicion n.J
El co ste  minim o para la ley de contro l optim a




W (uO;Zo) = < h,Kh > + f  < h,F(s)h > ds + < zo,5(0)zo > + 
"/o
f l l
+ 2 <Zo,m(0) > - J < m(s), BQ-lB* m(s) > ds
En e fec to :
f l l
W (uO;Zq) = < h -z ( ti) , K (h-z{ti)) > + j < h-z(s), F(s)(h-z(s)) > ds
•'o
f l l
+ j  <( G -1B*S(s)z(s) + G -lB *m (s), B*S(s) z(s) + B* m(s) > ds
f l l
= (  h, Kh )  + \  < h, F(s) h > ds +
■Iq
f l l  f l l
+ I <G"1B* m(s), B*m(s) > ds - 2 < h, K z(ti) > -  2 I < h,F(s)z(s)>ds 
J q  o
f l l  f l l
+ 2jf < z(s), 5BG-1b * m (s)>ds + < z ( t i) , K z (ti)> +  J < z(s),F(s)z(s)>ds+
f l l  f l l
+ \  < G"1B*5(s) z ( s ), B * S (s ) z( s ) > ds = < h,Kh > + i < h,F(s)h > ds-
J q  o
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^  < m(s), BG~Ib * m(s) > ds 2 |  <( h ,K z(t;)  !> -
- f  < h,F(s) z(s)> ds + f  <B G -lB *m (s),m (s)>ds I
J o  J o
f H
+ < z ( t |) ,  K z(ti) > f \  <z(s), (F(s)+SBG-lB*S(s))z(s)>ds +
J o
p i
+ 2 I < z(s),5(s)BG“1b * m (s)>  ds
Jo
p i  f l l
= < h , K h > +  I <h,F(s)h ^  ds - I < m(s),BG-l B*m(s) > ds
Jo Jo
+ 2 < Zq, m(0) > + < Zo,5(0) Zo >
como se queria demostrar.
Vamos por ultim o a e s tab lece r en cuan to  se increm enta este  co ste  minimo 
cuando en vez de la ley de contro l op tim a u° alim entam os el sistem a con la en trada
ÏÏ (t) = u°(t) + u(t)
A ta l e fec to  adoptarem os la siguiente notacion
Z ( t )  = U(t,0) Z q
zO(t) = z(t) - ^  U(t,s) BG-1 B* m(s) ds 
z(t) = zO(t) + I U (t|,s )  Bu(s) ds
para las salidas de los sistem as cerrados, ab ierto  con alim entacion  dada por la ley de 
contro l optim a y ab ie rto  con alim entacion  regida por la en trad a  u(t) respectivam ente .
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P r o p o s ic io n  II .6
Se tiene
f l l
11.44 W(uO+u;Zq) -  W(u°;Zg) = j < u(s),Gu(s) > ds
Jo
En efecto ; designemos por D(u;Zq) al primer miembro de 11.44.




p i  f
I U(t I ,s) Bu(s) ds, K I
J o J '
p i
K (h-zO (ti», J U (ti,s)B u(s) ds
+ 1 < f  U(s,r)Bu(r) dr, F f  U(s,r) Bu(r) dr > ds
Jo J o  Jo
p i  f s
-  2 j  < F(h-z°(s)), J  U(s,r) Bu(r) dr > ds
+ I  < G -1b *S(s) U(s,r) Bu(r)dr, B*S(s) j
+ 2 I  < G-le*(S(s)zO(s)+m(s)), B*S(s) U(s,r)Bu(r)dr > ds
11
< -G-lB*(S(s)z(s)+m(s))+u(s),-B*(5(s)z(s)+m(s)) + Gu(s) > ds
o
t l
-  < h-zO (ti),K (h-zo(ti) > - I < h-zo(s), F(h-zo(s)) > d s -
o
t l
< -G -1b * (S(s)zo{s)+m(s)),-B*(5(s)zo(s)+m(s)) > ds
= < U (tI,s)  U (ti,s) Bu(s) ds >
- 2 <
G~1b *S(s) I U(s,r) Bu(r)dr, B*S(s) |  U(s,r)Bu(r)dr > ds
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- 2 I < B*(S(s) z°(s) + m(s)), u(s) > dsi:
[  ' < B*S(s) P  
Jo  J o
-j;
2 I I U(s,r) Bu(r)dr, u(s) > ds
1
< u(s), Gu{s) > ds
Ahora bien, considerem os la sum a de los term ines prim ero, te rce ro  y quinto. 
Dicha sum a es igual a
f t l  p i
j  J  < U (ti,s) Bu(s), K U (t[,r) Bu(r) > dr ds +
+ 1 < [  U(s,r) Bu(r)dr, (F+SBG-1b *S(s)) f  U(s,r)Bu(r)dr > ds=
Jo  J o  J<
I: i:
+ 2 j  j  < U(s,r)Bu(r), j
n :
■ ■ n . "
p i  t l  f t l
+ 2 |  < U(r,s)Bu(s), 1 U*(w,r)(F+S(w)BG-'B*S(w))U(w,r)Bu(r)dw
Jo s Jr
= 2 1 I < U (ti,s) Bu(s), K U (ti,r) Bu(r) > dr ds +
\  (F+SBG"1b *S(s)) U(s,w) Bu(w)dw > dr ds =
= 2 1  1 < U (ti,s)B u(s), K U (t|,r)  Bu(r) > dr ds +
t |  f t l  f t l
< U(w,s)Bu(s), (F+5(w)BG"’B*S(w))U(w,r)Bu(r) > dw dr ds =
< U(r,s)Bu{s), U * (ti,r)  K U (t|,r)  Bu(r) > dr ds
> dr ds =
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• tl  f t l





p i  Ç S
2  I < B» 5(s) 1 U(s,r) Bu(r) dr, u(s) > ds
Jo "lo
S(w) BG-1 B* S(w)) U(w,r) Bu(r) dw > dr ds
• t l  r t i
2  \  I < U(r,s) Bu(s), S(r)Bu(r) > dr ds
■tl f t l
2  \   ^ < B* S(r) U(r,s) Bu(s), u(r) > dr ds
' t l
2  \  \  < B* S(s) U(s,r) Bu(r), u(s) > dr ds
expresion que se anula al sumarla con el noveno sumando de D(u,zo). Asi, la expresion de 
D(u,Zq) queda reducida a
■tl
D(u,Zo) = - 2 < K{h-zO(ti)), I U ( t i ,s )  Bu(s) ds >
'od:
- 2 ^  < F(h-z°(s)), U(s,r) Bu(r) dr > ds
p i
- 2  I < B* (S(s) zO(s) + m(s)), u(s) > ds
Jo
p i  f s
+ 2 I < B* (S(s) z°(s) + m(s)), G-1 B* S{s) |  U(s,r) Bu(r) dr > ds
Jo *1 o
•s:•tl <u(s), Gu(s) > ds =
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f t l  f t l
= 2 1 < B* (-U * (ti,s ) Kh - I  U ’^ (r,s) Fh dr), u(s) > ds
J o  ^s
f t l  . t l
+ 21  < B*(UMti,s)KzO(ti>+ I U*(r,s)(F+S(r)BG-l B*5(r))z°(r)dr),u(s)> ds 
Jo Js
f t l  f t l
-  2 I < B*m(s), u(s) > ds - 2 i < B*S(s) zO(s), u(s) > ds
J o  J q
£' 
£'
f t l  / f t l
- 2 1  < B* j  U *(ti,s)K  I U (ti,r)  BG-^B* m(r) dr +
J o  "^O
+ j  U*(r,s) (F+S(r)BG” lB*S(r)) ^ J U(r,w)BG~lB*m(w)dw j  dr |  ,u(s) > ds 
£'
f t l  fS
+ 2 1  < B*5(s) I U(s,r) BG-1 B* m(r)dr, u(s) > ds
Jo Jo
£'<£
■tl . t l
+ 2 \  < I B* U *(r,s) S(r) BG-1 B* m(r) dr, u(s) > ds 
'o  -Is
■tl
+ \ < u(s), Gu(s) > ds
■tl
= 2 I < B* m(s), u(s) > ds
t l
2 I < B* m(s), u(s) > ds
• tl  f t l
+ 2 I  < I B*U*(r,s) S(r) BG-IB* m(r)dr, u(s) > ds
f t l




= -4 f  < B* I U *{ti,s) K U(ti,s) f  U(s,r) BG"! B* m(r)dr +
• Iq  • ' o
+ j  U»(r,s)(F+S(r)BG"lB*S(r)) U(r,w)BG-lB*m(w)dw ^ dr | , u(s)> ds
+ 2 f  < B*S(s) U(s,r) BG-1 B*m(r) dr, u(s) > ds 
J  o  J o
p i  r* i
+ 2 j  < B* J  U*(r,s) S(r) BG-IB* m(r) dr, u(s) ]> ds
f ^ l
+ j  < u(s), Gu(s) > ds =
= -  2 (  < B*S(s) f  U(s,r) BG-lB*m(r) dr, u(s) > ds
•Iq J o
f t l  .5
+ 2 1 < B* l 5(s) U(s,r) BG"1B* m(r) d r, u(s) > ds
-Iq -lo
f t l
+ J < u(s), Gu(s) > ds
f^ l
\  < u(s), Gu(s) > ds
J o
como se queria dem ostrar.
Con la dem ostraciôn de esta  proposiciôn queda com pfetada la del teo rem a- 
base de este  cap itu le , pasando a continuaciôn a analizar un método para determ inar S(t) y 
m(t) en un caso particu lar pero intim anente conectado con el problema propuesto.
32
2.3 .- D eterm inacion de S(t) y m(t) en el caso de que el generador A sea autoadjunto
con au tovalores de espectro  sim ple.
Vamos a basarnos en e l teo rem a 7 de la lista para determ inar S(t) a p a rtir  de 
la ecuacion 11.18 en el supuesto de que los autovalores de A son simples. Designaremos 
por gn a la autofunciôn asociada a
Tendrem os entonces que
V = X I  <  V, 9n> 9n = X t  • con = <  y, >
n = 1 n=  1
y por o tro  lado
9„ = X  <  S(t) g„, 9m >  9m = £  *nm 9,
m = 1 m = 1
por lo que, supuestos posibles todos los désarro i los, se tiene
11.45 S ( t ) y =  % ]  V n S ( t ) g „ =  % ]  X  VnSnml U9r
n = l  n = 1 m = 1
11.46
Como Agn = X^ g n  Y A es au toadjunto , la ecuacion 11.18 puede expresarse
<  - — S(t) y, w >  + <  A SIt) y, w >  + <  S(t) Ay, w >  + <  Fy, w >
= < S ( t)  BG ’ B* S(t) y, w >
S (t,) = K
Pero dado que se cum plen las relaciones
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11.47.1. A S(t) y = Ÿ ,  £  Yn K  9m
n = 1 m = 1
11.47.2. S(t) Ay = £  Vn ^nm (t) \  9r
n = 1 m = 1
11.47.3 Fy = F 2  Vn 9n = S  '"Sn = X  2 2  9m >  9r
n = 1 n = 1 n = 1 m  = 1
11.47.4 S(t) BG-1 B* S ( t )y  = S(t) ^  %  y„ s„;(t) BG'  ^ B* g, =
n = 1 i = 1
Ë  . £  ' b ' s, .
n = 1 i = 1
Ë Ë yn»nil '>S(t) £  < B G  '  B ' g , , 9 k > 9 k  
n = 1 i = 1 k = 1
Ë Ë ' ' - .•nifti Ë < 8 0  '  B 'g ,  9 , > S ( t l 9 .  
n = 1 i = 1 k = 1
£ i  . i  . £  < B G - 1  B * 9 i , g ^ >
n = 1  1 =  1 k = 1
( m S ,
= „Ç, i ,  ' ' " ( Î ,  g ,  V . ) ^ m m < 8 0  ' B - g , g , > )
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11.47.5. SU ,, y .  E  y . : n m " l ) 9 m =  K y
n = 1 m 1
K y = L  Yn K g „ =  E  X  y n < K g „ < 9 m > 9 r
n -  1 n =  1 m ~ 1
y teniendo en  cuen ta  la unicidad de los désarro i los en serie  de Fourier, ta ecuacion 11.46 
puede substitu irse  por el siguiente conjunto de ecuaciones d iferenciales
11.48
Snm (t) + «nm + <  Fg„ . g„, >  -  (t) = 0
Snm(t,) = <  K g„. g^ >
donde n,m = 1,2,3.......  y
»nm(U= X  X  S n i l t ) S f e m < t ) < B G l B * g j , g ^ >  
1 = 1  k = 1
De form a sim ilar para determ inar m(t) com enzarem os por expresar la 
re lacion 11.36 en la form a
11.36.1. rX(t) = -  (A -  SU) BG ■ 1 B*) m(t) + F h 
m(t^ ) = — Kh
basândonos en el c a rac te r autoadjunto de A. Supuesto que m(t) es desarro llable en serie de 
Fourier
m(t) = 2 ^  <  mit). g„ >  g„ = 2 ^ m,, (t) g,,
n = 1 n = 1
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y dado que se tîenen  las relaciones
^  '  f -IU 9 .1 . A m(t) = A m „(t)g„=  2 ^  m„(t) g„,
n = 1 n = 1
11.49.2. S(t) BG ’ b * m(t) = ^  <  S(t) BG’ ’ B* m{t), g„ >  g„ =
n = 1
2 2  <  mit), BG 1 B* SU) g,, >  g„
n = 1
w  ^ /  OO^ \
= 2 >  <nnU ). BG ’ b ’  I 2 ,  S n k <U9 n ) >9 n  =
n = 1 \ k  = 1 /
X  X  BG ’ B*s„^{t) m^U)g„
n = 1 k = 1
11.49.3. F h =  £  <  Fh, 9n >  9n = £  <  h, Fg„ >  g„
n = 1 n = 1
podemos, en v irtud  de la unicidad del desarrollo de Fourier en term ines del sistem a 
ortonorm al |gn} , estab lecer un sistem a de ecuaciones d iferenciales para los coeficientes 
de Fourier del desarrollo de m(t), en las que la condicion para t = t ;  se obtiene de la 
relacion
11.49,4 m( t ^ ) =  y ]  m „U ,) 9n = -  Kh = -  V  <  Kh, g„ >  g„ =
n = 1 n = 1
= -  £  <  h. Kg„ >  g„
n = 1
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y el sistem a de ecuaciones an tes citado es
o>
H.50 mn(t) = _ x^m ^(t) + ^  BQ-I B%^,^(t)mk(t) + <  h,Fgn >
k=l
mn( t l )  = - < h ,  K gn>
2.4. Controiabilidad y observabiüdad del sistema
R ésulta  im portan te  tam bién estud iar la posibilidad de poder dirigir el sistem a 
hacia cuaiquier situacion final que se proponga com o objetivo, ésto  es, analizar la 
contro iabilidad del sistem a.
Esto es im portan te  desde el punto de v ista de no proponer com o objetivo una 
situacion inalcanzable lo que, si bien es una p rac tica  hab ituai de los politicos, no parece 
adm isible desde el punto de v is ta  de nuestro  modelo.
En la teo ria  del contro l finito-dim ensional, ca rac te rizad o  por la u tilizacion de 
operadores acotados, los conceptos de contro iabilidad, observabiüdad y estabilidad son 
desarro liados por m étodos propios del A lgebra, con los cuales se obten ian  unos resultados 
tan  sencillos e  intuitivos com o espectacu lares.
Para sistem as distribuidos, ésto  es, regidos por ecuaciones d iferenciales 
surgen sérias com plicaciones debidas a la aparicion de operadores no aco tados. En el caso 
co n cre te  de la contro iabilidad del sistem a, ésto  significa que el sistem a no puede ser 
dirigido hacia todo h C H en el sentido e s tr ic to  im plicado por el concepto de 
controiabilidad definido para sistem as finito-dim ensionales; éllo ha obligado a la 
introducciôn de diverses conceptos de contro iabilidad, de los cuales nos in teresan  los 
conocidos como contro iabilidad exac ta , que coincide en esencia con el concepto de 
contro iabilidad finito-dim ensional, y e l de controiabilidad aproxim ada (ver (9))
Asf, direm os que e l sistem a forzado 
11,51 z = Az + Bu , z (0) = Zq
donde los operadores y sus correspondientes dominios son los definidos al com ienzo de esta  
p a rte , es ex ac tam en te  con trô lab le  sobre [ 0 , t | ] s i ,  para cualesquiera Zq, z i  C H, existe 
u CL2  ( [ o , t j ] ,  E) ta l que
11.52
f U
Zf = z ( t i)  = T t | Zo + J  T tj_ sB u (s)d s
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Observem os entonces en 11.52 que T^jZo es un elem ento de H, por lo que 
para que exista controiabilidad exacta  es necesario que
1:T t i _ s B ( Od s l  D H
ya que ésto  équivale a decir que todo estado de H es alcanzable utilizando como entrada 
un contro l adecuado. Esta condicion perm ite estab lecer la siguiente proposicion
Proposicion IL 7
El sistem a 1L51 es exactam ente contrôlable si y solo si existe una constante 
a 0 tal que, para todo h C H,
" •«  a |B .T .h . |  H'





R 0 = I Tt i _sB( - )ds
es un operador de L2 ( [ 0 , t i ]  , E) en H que es inyectivo. Por tan to  R"1 es un operador 
definido en tre
rango (R ) --------* L2 ( [0 ,t i ] ,  E)
Como ademas R es cerrado, R~1 tam bién lo es y, por tan to , es acotado ( [4 ] ).
Esto significa que el adjunto de R-1 tam bién lo es y, en consecuencia, existe 
una constante a > 0 ta l que
11.54 l ( R - l ) * x . |  Ilx 'll .V x.C ( l 2 ( [ 0 , , i] , E » -
donde
(L2( [0 ,ti] ,E ))*  = L 2 ([0 ,ti] ,E * )
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Sean entonces h* C H* y x *  = R *h* .  Para todo k C H s e  cumplira
< (R -I)*x* ,k  > = < (R -l)* R * h * , k >
< R h ,R > L 2 ( [ o , t J ,R * ) ,  L 2 ( [ 0 , t | |  ,E)
y por tan to  H.34 se transform a en
, H'"» H . " =
Por o tro  lado, {( [ l 5 ]  ) y ( ( l 6 l  )), sabem os que T* es un semigrupo 
fuertem en te  continue definido sobre H» por lo que, para todo u C E,
T , , . ,B u ( s ,d s
p i
= \  < B * T t.-sh * ,u (s )  > d s=  < R *h*,u  >
Jo  E*,E E*,E
es decir, R*h* = B*T*^ ^ h * y  11.55 se conv ierte  en
que e ra  la condicion buscada. El c a râ c te r  suficlen te  de la condicion se prueba volviendo 
paso a paso hacia a trâ s  sobre la dem ostracion an terio r.
Por o tro  lado se dice que el sistem a H.51 es aproxim adam ente contrô lab le  
sobre [o , t ;  j si, para todo z |  C  H y cualquier t  > 0, ex is te  un contro l u C L^( [o ,t ; |  ,E) 
ta l que
z ( t | ) - z i | |  ^  4  G
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es decir, es posible "acercarnos" a z j tanto  como queramos aunque no lieguemos a 
"alcanzaria". Esto significa que
rango R = H
Ahora bien, en virtud del teorem a 8 de la lista ésto  significa que 
Ker (R«) = 0
y en funcion de la proposicion an terio r podemos estab lecer corno condicion necesaria y 
suficiente para la controlabilidad aproxim ada el que sobre
B * T * h * = 0  h* = 0
Por lo que respec ta  a la observabilidad tam bién se introducen nuevos 
conceptos en form a anâioga a como se hace para la controlabilidad para que, utilizando la 
dualidad en tre  controlabilidad y observabilidad, pueda estab lecerse  una en funcion de la 
o tra . Supongamos a ta l e fec to  que nuestro sistem a no es d irec tam en te  obsevable sino a 
trav és de un espacio Y de salida, que supondremos es tam bién un espacio de H ilbert, por 
medio de un operador C C  L(H,Y). Es decir, la dinam ica del sistem a viene dada por
z = Az + Bu , z(0) = Zq
11.56
y = Cz
y ai sistem a lo respresentarem os por (A,B,C). Se llam a sistem a dual del an terio r al 
definido por la dinam ica
X = A* X + C* V , x(0) = X g
w = B * x
y lo represen tarem os por (A *,B*,C*). Triggiani, en (9), considéra cuatro  conceptos de 
observabilidad y ha probado que
- (A,B,C) es inicialm ente observable si y solo si (A *,C*,B*) es 
aproxim adam ente contrô lable. Utilizando la proposicion 11.8 esto  équivale a estab lecer que
Ker (C Tt) = 0
- (A,B,C) es inicialm ente observable con continuidad si y solo si (A*,C*,B*) 
e s  exac tam en te  contrôlable; es decir, si existe a > 0 ta l que
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2.5. Simulaciôn del sistem a
Como ya se indicé en el apartado an te rio r, en rnuchas ocasiones, el estado del 
sistem a solo se conoce a través de un espadio de salida Y, de form a que el sistem a es 
gobernado por
* = Az + Bu , z (0) = Zg 
y = Cz
Si (A,B,C) es observable y Zg es conocido podemos, a p artir  de la salida 
observada, dé te rm inâ t con ayuda de un operador de reconstruccion continuo el estado z{t) 
del sistem a, pero si Zg no es conocido, es imposibie sem ejan te  a ite rn a tiv a . No obstan te  
podemos sim ular el funcionam iento del sistem a dado analizando o tro  sistem a, gobernado 
por la misma dinam ica, pero del que conozcam os su situacion inicial, es decir,
?  = Az + Bu
Y = Cz
con z(0) conocido. Si u tilizam os z(t) para  estim ar z(t) com eterem os un error
e(t) = z(t) - z(t)
que sa tisface  la ecuacion
ê(t) = A e(t)
o lo que es igual
e(t) = Tt e(0)
por lo que la m agnitud del erro r aum entara o no en funcion de la na tu ra leza  del semigrupo 
Tt sobre el que no podemos e jercer ningûn contro l. Si el sem igrupo es ta l que todos sus 
autovalores tienen  p arte  rea l negativa, el e rror decrecera  exponencialm ente y el modèle 
sera cada vez mejor. Si no es asf, podriamos in ten tâ t aprovechar la salida y para 
com pararla  con la salida y, de la cual disponemos, utilizando la d iferencia  (y-y) como 
térm ino c o rrec to r en una re troalim en tacion  por medio de un operador N adecuado, tal 
como se re fle ja  en el d iagram a de bloques, de la figura 11.2, que corresponde a  un sistem a 
en bucle cerrado  definido por
z = Az + N(y-y) + Bu
11.57
y = Cz
donde el erro r vendra gobernado por
e (A -  NC) e
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N ( y - y )
dependiendo su evoluciôn de la n a tu ra leza  del operador (A-NC). Si podemos encontrar un 
operador N ta l que el semigrupo asociado a (A-NC) tenga sus autovalores con parte  real 
negativa tendrem os un estim ador cada vez mas preciso y ello sucedera si et sistem a
X = Ax + Cu
es exponencialm ente estabilizab le  y el operador C adm ite inverso. Supuesto ésto , tenem os 
el d iagram a de un estim ador asin to tico  de estados u observador descrito  en la figura II.3.
O b s e r v a d o r
U— =0»
A - N C
42
Si el sistem a (A,B,C) es observable, a partir de la salida y de! simuiador, y 
dado que conocem os su estado inicial, podemos determ inar su estado z(t) y obser/ar z(t) 
con precision crec ien te  con el tiem po.
En el caso de nuestro  modelo tenem os, para el contro l ôptim o,





z(t) = (A -BG-iB*5(t)) z(t) - BG-lB*m (t) 
y(t) = Cz(t)
El sistem a simuiador sera  entonces
z(t) = (A-BG-iB*S(t)) z(t) -  BG-lB*m (t) + N (y(t)-y(t))
y(t) = Cz(t)
con z(0) = Zq conocido, y el funcionam iento del observador vendra gobernado por la 
dinam ica rep resen tada en el d iagram a de bloques de la figura 11.4.
En la p râc tica , para  llevar a cabo la simulaciôn expuesta precisarem os la 
utilizaciôn de un ordenador analôgico, pues la utilizaciôn de un d ig ita l, al no poder 
trabajar de form a continua, darfa resultados menos fiables.
- B G B
S i s t e m a
r - B G B
Fig. 11.4
0 ( - F
O b s e r v a d o r
A - B G  B S - N G o - J
2.6.
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Caso de sistem as astab les y estabilizables
Aunque desde el punto de vlsta conceptual el analisis de la estabilidad del 
sistem a es idéntico en les casos finito  e infinito-dim ensional, vamos a ver una prim era 
generalizaciôn de c ie r ta s  propiedades bien conocidas de los sistem as finito-dim ensionales. 
A ta l e fec to , considerem os una vez mas el sistem a
z = Az + Bu 
y = Cz
Supongamos que, por in ten tar obtener un operador mas manejable que el 
inicial A o por estabilizar el sistem a, caso que éllo sea posible, pretendem os substituir el 
generador A por o tro  de mas simples propiedades. Si estam os en condiciones de accéder al 
estado z del sistem a, existe entonces un operador K con el que re troalim en tar el sistem a 
para conseguir el resultado apetecido que es el clasico de la teorfa de la estabilizaciôn 
(figura 11.5)
La generalizaciôn no aparece tan  c la ra  en el caso de que el estado z del 
sistem a no sea conocido o accesib le, aunque se puede obtener una aproximaciôn en el caso 
de que los operadores A y B sean autoadjuntos y positives y C sea autoadjunto y adm ita 
operador inverso. Consiste en diseUar un estim ador del tipo visto en el apartado an terio r, 
ta l y com o se représen ta  en e l diagram a de bloques de la figura 11.6.
Tenemos asf un sistem a cuya dinam ica viene gobernada por
11.60
z = Az + BKz + Bv 
I = NCz + (A-NC+BK) z + Bv
y = Cz
variable
Para anallzar las propiedades de e s te  sistem a considérâm es el cambio de






donde e rep résen ta  el e rror de estim acion . Tenemos asi un sistem a regido por 
z = (A+BK)z - BKe + Bv 
11.61 ê = (A-NC)e
y = C z
cuyo d iagram a de bloques viene rep resen tado  en la figura 11-7 en ifnea gruesa.
El sistem a 11.61 lo podemos expresar tam bién como 
X = Fx + Gv 
w = Lx
donde
X = (z,e) e  H X H , w = (y,0) g  H x H 
Fx = ((A+BK)z -  BKe, (A-NC)e)
Gv = (Bv,0)
Lx = (Cz,0)
Si consideram os que (A+BK), BK y (A-NC) son autoadjuntos y positives y  en 










tenem os que, para todo x - (z,e) e  H x H,
donde c es una constan te  positiva, por lo que F, que es tam bién autoadjunto , genera un 
sem igrupo fuertem en te  continuo.
Supongamos ahora que Zq es una autofuncion del operador (A + BK), es decir, 
ex iste  una co n stan te  Aq fal que
(A + BK) Zq = Xq Zq
C onsiderem os en tonces la funcion Xq = (zQ,0) E H x H. Tenemos que
FXq = ((A + B K )z q , 0 ) = ( X o Zo»0) = X o  XQ
es decir, Xq es un autovalor del operador F. Por o tro  lado si Cq es una autofuncion del
operador (A-NC) ex is te  una co n stan te  P q ta l que
(A-NC) eo = Po zo
y si consideram os la funcion
Wq = ((A+BK- P c  0-1 BKcq, eo) C H x H
donde Pq Oo es autovalor de (A+BK), lo que siem pre puede darse puesto que los operadores 
K y N de re troa lim en tac ion  pueden siem pre eleg irse  de form a que satisfagan  esa 
condicion, tenem os que
F wq = F (u q , e o )  = P o  (u o ,e o )
(donde Uo = (A + BK - P o  O"* BKeo), es decir Pq p e rten ece  tam bién  al espectro  de F.
R ecfprocam ente si Ôq es un au tovalor de F pertenece  o bien al esp ec tro  de 
(A+BK) o al de (A-NC).
Se ob tiene asf un resu ltado  in term edio  en tre  la llam ada propiedad de 
separacion de los sistem as d e te rm in is tas , que estab lece  que las dinam icas del observador y 
contro lador son independientes, y el conocido principio de separacion de los sistem as 
estocâsticos.
CAPITULO TERCERO
El Modelo D eterm in ista  Propuesto 
Estudio del Modelo y T ra tam ien to  Numerico
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El Modelo D eterm in ista  Propuesto 
Estudio del Modelo y T ratam iento  Numérico
3.1.- P lan tenam ien to  del problem a en term ines de la  teorfa  de sem igrupos.
Nos habfarnos propuesto el estudio del sistem a modelado por la ecuacion en 
derivadas parciales.
 ^ x )^  q x) ^  u(t,x) . q >  0
3t 3x2
satisfaciendo  la condicion inicial 
ni.2 z(0,x) = Zq = f(x)
la de contorno
ni.3. z(t,c) = z{t,-c) = 0 (c> 0 )
y la  condicion de com patibilidad
II1.4. f(c) = f(-c) = 0
y se tra ta b a  de determ inar la ley de contro l optim o u°(t,x) que gobernara la dinam ica del 
sistem a de fo rm a que se m inim izara e l funcional de coste  definido por
III. 3 W(u ,f,h) = ^  (h(x)-z(t[,x))2 dx + ^  (h(x)-z(t,x)2 dx d t +
x) dx dt
donde h ,f,z ,u  C  l2  [ - c , c J  y C L 2  [ -c ,c1
En e s te  caso, y equiparando con el modelo general, tenem os que
III.6-a Az = q , con D(A) = l 2 [ -c ,c  ] , q > 0
III.6-b B = K =F = 1 (I operador identidad)
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IH.6-C uO(t,x) = -5{t) z(t,x) -m (t,x)
y
111.6-d W(u°,f,h) = J  h2(x)dx + J  ^  h2(x)dx dt + J  f(x).S(0)f(x)dx +
+ 2 I f(x) m(0,x)dx -  I f  m2{t,x)dx dt 
J - C  J o  J  -c
donde se ha considerado como expresion del producto escalar de dos funciones la c lasica 
< g(x), h(x) > = J  g(x) h(x) dx
y los espacios de H ilbert son los de las funciones de variable rea l fuertem en te  medibles y 
de cuadrado integrable.
Vamos a t r a ta r  de determ inar S(t), m(t,x), z(t,x) y u°{t,x) utilizando los 
resultados obtenidos at final de la segunda p a rte . Para ello , y con la siguiente proposicion, 
dem ostrarem os en prim er lugar que el operador A con el que trabajam os cum ple las 
condiciones exigidas por el teorem a 7 de la lista.
Proposicion IlLI
El operador A tiene autovalores simples, es autoadjunto y tiene resolvente
com pacto .
Comencemos calculando los autovalores y autofunciones asociados ai 
operador A, ésto  es, las constan tes para las que ex iste  alguna funcion d is tin ta  de 0, 
w(t,x) C D(A), ta l que
9^ w111.7 Aw = q - — — = Aw
9 x2
C onsiderando por el mom ento a w como funcion de la sola variable x  , la 
ecuacion carac te rfs tica  de la ecuacion d iferenclal de segundo orden definida por 111.7 es
qr2 -  X = 0  E r2 _ q  = 0
y las trè s  situaciones posibles son
a) a  > 0
La solucion w(x) es entonces de la form a 
w = C e ^  '' + D e ^
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e irnponiendo las condiciones de contorno résu lta  
C e ' ^ ' ^ * D e - ' = ' ^ = 0
de donde obtenem os C = D = 0 y al ser w - 0 résu lta  que no ex is te  ningûn autovalor real 
positivo
b) a  = 0
La solucion w(x) es de la form a 
w (x)= ax + b
y, al igual que en el caso an te rio r, las condiciones de contorno conducen a la anulacion de 
a y b
c) a < 0
La solucion w(x) es de la form a
w(x) = C c o sx /o ” X + D s e n v ^  x
conduciéndonos las condiciones de contorno al sistem a homogéneo
C COS (cV^cT ) + D sen (c V ^ )  = 0
C COS (c ) -  D sen ( c V ^  ) = 0 f
para el que la ex is tencia  de una solucion no triv ia l exige la anulacion del dé te rm inan te  
asociado, ésto  es,
2 COS (c\Xa ) sen ( c v ^  ) = sen ( 2 c v ^ )  = 0
lo que im plica que
2 c v ^ =  nTT , n = 1,2,.........
y, designando por al autovalor asociado a n, obtenem os como expresién p a ra  los 
autovalores
n^ TT^
111.8 Xp = - q ------------ , n = 1,2,........
4 c2
siendo la expresion general de las autofunciones asociadas a él
ntr n TT
I1I.9 W|-)(x) - Cp COS —— X + Dp sen — ' %
2c 2c
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Las condiciones de contorno obligan a que de form a sim ultanea se cumplan las condiciones
nTT n TT
Cp cos   + Dp-se n -------= 0
2 2
nTT nn
Cp cos  — Dp s e n ----- = 0
2 2
de donde obtenem os
es decir
nTT nTT
Cp — k sen ——  , Dp ~ k c o s -----
2 2
nTT nTT nTT nTT
Wp(x) = k sen  cos ------ x + k c o s ------  sen ----  x
2 2c 2 2c
/  nTT nrr \
= k sen (   + — — X )
V 2 2c /
Vamos a determ inar un sistem a ortonorm al de autofunciones para lo que 
com enzarem os por determ inar k de form a que la norma de todas las autofunciones sea 1, 
es decir, f
(c /  nTT nTT \sen2 I   +  X I dx = I-c  y  2 2c y
1
de donde résu lta  k = La ortogonalidad de las autofunciones asociadas a autovalores
distintos es de sobra conocida en este  caso. Memos obtenido el sistem a ortonorm al de 
autofunciones
i I nil I I I I  I
HLIO ^gn(x) = s e n i   +  x I , n = 1,2,.... |
El ca rac te r autoadjunto del operador A es inm ediato. Supongamos a ta l 
e fec to  z i ,  Z2 €  D(A). 5e tiene
52
< Az i ,z2 > =
-C J -ci
^  9z i(t, x) 9z2(t, x) ,
q — :— — - — --------  dx
9x 9x
(el prim er sumando se anula por las condiciones de contorno im puestas a los elem entos de 
D(A))
= -q z |( t,x )
9z2(t, x)
9x I -
, 9^ Z2(t, x)Z l(t,x) . q — —  dx =
(el prim ero de los sumandos se anula por la razon an tes expuesta)
= < z i ,  Az2 >
y e s ta  es la condicion para que A sea  autoadjunto .
Para estab lecer la segunda condicion exigida en el teo rem a 7 de la  lista 
recordem os que el espectro  de A es
p(A )=  X
^ n2 i t2  
Xp = —q  ^ , n “ 1,2,....
4c2
y considerem os un numéro rea l no p e rten ec ien te  al espectro . La eleccion  natural re c a e  en 
el valor X = 0. En e s te  caso
es decir
R (0) = A-1
R(0)v = A-1V = f  f  v du dy
Jy  J p
con las condiciones adicionales, que particu larizan  la solucion,




R(0)v = A-(y = I l  V du dy
Je •’B
y la condicion adicionai
(A-*v) (-c) = 0,
y el c a râ c te r  com pacte de este  operador es inm ediato pues responde a la bien conocida 
propiedad de la integral de que dada una sucesiôn de funciones {vp} ta l que
jv n }  * ^ v  , vn, V C L2 t - c , c ]
n—► CD
excepto , quizâs, en un conjunto de medida nuia, se tiene que la sucesion
f X  y
A-^Vp = j j  Vp du dy, con (A-^Vp) (-c) = 0
J e  P
converge a la integral
f X  y
(A-(vXx) = l r  \ v  du dy, con (A-1 v) (-c) = 0
J e  P
Asf pues, las condiciones del teorem a citado  son satisfechas y estam os en 
situacion de determ inar S(t) y m(t,x)
3.2 .- Determinaciôn del operador S(t) y de m(t)
El sistem a de ecuaciones d iferenciales definido en 11.48 queda, en nuestro 
caso, convertido en
111.11
Snm (f) -A -  " (n2+ m 2) Sppp(t) + 5 p m  -  ^  ] Spi(t)sipp(t) = 0 
4c 2 i^= 1
^nm(f 1) = S nm
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Para n  ^ m (n y m fijos), la funcion
^nm(f ) = 0
es una solucion de la ecuacion III.II y es adem âs la ûnica. Por tan to , y para n -  m, el 
sistem a II I .ll  se transform a en el conjunto de infin itas ecuaciones d iferenciales de 
prim er orden y prim er grado definido por
^nin(f)-q
n2
111.12 n - 1,2,
Snn(f|) -  (
,2 „ 2n^ n"
En adelan te  designarem os a q ---------  por k p  y a S p p ( t )  por S p ( t ) .  Las sucesivas
transfo rm aciones 2c2
W p ( t )  r  S p ( t )  +  
1
V p ( t )
W p ( t )




V p  -  ^ * < 2  +  4 V p ( t )  + 1 = 0
Vp(t) = , -y + Cp e
' ' ^  1-4
V( kp+ 4)t
de donde ré su lta  como solucion general de 111.12
________ 1_________________    kn + kp2 ^ '4
JL + C„ e
(Vk„2 + 4)t 2
55
e irnponiendo la condicion sn(t{) = 1 obtenem os como solucion buscada
III. 14 s„(t) =
bn kn "h bp
î — d- e-bpltl • tl 2
donde 
III. 15.1. kn = q
n2 tt2  
2 c 2
III. 15.2. )n = V k n  +
III.15.3 3n = 2 + kp + bp
111.15.4. dn =
2  + k p  -  b p
Como |sp(t)| esta  uniform em ente acotado tan to  en n como en t queda 
garan tizado  que
111.16 S(t) y = Y .  V, gj(x)> 9n<'*)= Z  s„(t) y„(t) 9n(*:)
n = 1 n = 1
es ta  bien definido.
Por lo que respecta  a los coefic ien tes del désarroi lo de Fourier de m(t,x) el 
sistem a de ecuaciones 11.50 se reduce a resolver el conjunto de infinitas ecuaciones 
d iferencia les lineales de prim er orden dado por
n2 n 2
111.17
 ^ /   \
m p ( t )  = ( q   —  + S p p ( t )  1 m p ( t )  + < h ( x ) ,  g p ( x )  >
m n(tl) = - < h(x), gp(x) >
o, con las notaciones adoptadas,
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111.18
m plt) = ^------ + Sn(t)^ mn(t) + hp
, m n(tl) = - hp
que, con la solucion obtenida en III. 15 , se conv ierte  en
III. 19
m„(t) =
b„e^n(ti  ■ t) bn
bp -  (2 +kp)
\  +(2 + k ,)
m„(t) + h.
m p(ti) = - h p
La solucion de e s ta s  ecuaciones viene dada por
111.20
_  ^  | t i  - t)
m„(t) = 2
In (kp -  kp2) e ^ _  3^(1 + dp ** )
, . „ - d  .
Con estos resultados podemos abordar la determ inaciôn  de z(t) y, como 
consecuencia, la del con tro l dptim o u°(t).
N dtese que ni Sp(t) ni m p(t) dependen de z(0).
3 .3 .- C alcule de los coefic ien te s  de Fourier de z(t,x) re sp ec te  del s istem a { gp(x) {
Supuesto, una vez m as, que todos los desarrollos de Fourier u tilizados son 
validos, la ecuacion que gobierna la d inam ica de nuestro  sistem a
9t 92x
z (0 ,x) = f(x) 
puede ser expresada, si escribim os
z(t,x) = 2 ^  < z(t,x), gp(x) > gp(x) = N  Zp(t) gp(x) 
n =  1 n = t
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en la form a
Z Zp(t) g},'') = q Z -  Z (Sp(t) Zp(t) + mp(t))gp<>‘>
n =  1 k = 1 dx2 n = 1
“  < “  d2gk(x)= q Z < ~  — ,9n (x)>9p(x) I -
k = 1 ( n =  1
- Z Zp(t) + mp(t))gpX =
n = 1
= q
y por o tro  lado
00
z(0,
^  d2gk(x) \
„ Ç ,  ( , Ç ,
Z ( S p ( t )  Z p ( t )  +  m p ( t ) ) 9 p ( x ;
n = 1
x) = < z(0,x), gn(x) > gn(x) = Zp(0) gp(x) =
n = 1
00 00
= ^ 2  ^ f(x),gn(x) > gn(x) = ^  fn gn(x)
n =  1 n = 1
de donde, por la unicidad del desarrollo y ser o rtonorm al el sistem a jgn(x)}, obtenem os el 
sistem a lineal de ecuaciones
dx2
111.21 / k = 1
*n(t) = q zkCtX^-^ **-  . gp(x) > _  (sn(t)zn(t)+mn(t))
Zn(0) = fp
Ahora bien
d2 gp(x) 1 p2
sen
dx2 V c  4c2 \  2 2c /  2q
( ntr , n? \  kp
 2 c  /  
x|
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por lo que el sistem a an te rio r se reduce al conjunto de in fin itas ecuaciones d iferencia les 
de prim er orden dado por
111.22
/ k n  \




b p eb n (ti - t )  bn
bn<M t) . 2e -  dn
III.23
bn
h n  (2 k n  — k p 2 )  e — ap +  d p )
_  2 —  --------------------------------------------------------------------
an ■ “ - d n )
ZpIO) = fp
III. 24
La solucion de e s ta s  ecuaciones d iferencia les viene dada por 
b r t
2 /  b n ( t i- t )
Zp(f) -  Cn ® “dp
hn / 2 k p - k p 2  -  — l t i - t )
-  2 e 2 -  2
bp2
con la constan te  Cp defin ida por
111.25
fp "h 2 b
Cp=
hp /2kp  kp2 \
abp t l  __
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A efectos del tra tam ien to  con ordenador Zn(t) puede ser expresada en la
form a
fn + 2 ^ e - J U  - 2 )
111.24-bis Zn(t)  ----------      e 2 * (1 — dn e^n («1 • d ) —
1 -  dr, e ' bn ti
_ 2  ÎÎ1 / I "  'I \  b„2 V an /
Finalm ente los coefic ien tes del desarrollo de u°(t), la ley de control optim a, 
vendran dados por
111.26 u° (t) = - S p ( t )  Z p ( t )  -  m n  ( t )
3.4.- El funcional de coste bajo control dptimo
Cuando la ley de control u tilizada es la de control dptimo u°(t) la expresion 
del funcional de coste  se reduce a
• j:• 1W(u°;f,h) = < h(x), h(x) > + I < h(x), h(x) > dt +
00
< f(x), ^  sn(0) < f(x), gn(x) > gp(x) > 
n = J
00
2 < f(x), ^  mn(0) gp(x) > -
n =  1
t l
< m(t,x), m(t,x) > dt 
;o■ t
00
= ( l+ tj)  < h(x), h(x) > + ^ 2  Sn(0) ( < f(x), gn(x) > )2 +
n =  1
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^  e t  I œ  w
+2 "y^mn(O) < f(x), gn(x) > - j < mn(t)gn(x), m|<(t)g|^(x) > dt=
n -  1 n =  1 k =1
CD
= < h(x),h(x) > + ^  % n(0) +
n =  1
'OO f t  1 / 0 °  .
IIL27 + 2 ^ m n ( 0 ) f n -  J ^ ^ m , ^ ( t ) j  dt
y p a rtic u la r izando e s ta  expresion para  nuestro  problem a tenem os com o valor del funcional 
de coste
«x» / h  gbn tl k„ + b \
W(uO,f,h) = ( U t i )  < h(x), h(x) > + %] I —   -  - " )fp :
n = 1 \  e^n t l  — dp 2 f
~  hn fp ( 2 k n - k n 2 ) e  -  3p le n^ t, + )
111.27-bis + 4 Y .  —T—  ----------------------------------------------------------
n = 1 “ n an (ebn tl  — dn)
n ,  dt
n =  1
Dadas f(x) y h(x), y considerado el funcional de co s te  com o funcion de 11 que 
es con tinua y derivable, vamos a e s tab lece r el valor de t ]  para  el que el coste  se hace 
minim o. Asf, trabajando con la expresion 111.27 obtenem os
HW x p s  ^ dsn (0) ®  dmn(O)
Æ  = G = < h(x), h(x) > + > f 2 ---------- + 2 >  f-n -----------
dt 1 dt I  ^ dt 1
n =  î n =  1
n y d t
n =  1
_ d s n  ( 0 )  d m n ( O )  ^
< h w , h w > . ^ , 2 _ ^
p =  n =  1 n — 1
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Ahora bien, com o m 2(t[) = h^, los sum andos prim ero y cuarto  de e s ta  u ltim a 
expresion se anulan y queda
/  dsn(O) dmn(O) \
V " d t i  ~  '■ ^ ^ "“ d tl  )
n = 1 '
que, desarro llada , da com o valor de t i  que m inim isa e! co ste  el que sa tisface  la  re laciôn
b n  h n  fr
«  (fp2 bp2 - 8 f n  hn) dn e  ^ + 2  |2kn ~  kp^  ) (1 + d„ e***"’ ! )
E  ---------------------- r -------------------------------------------------------------------------------- = 0
" -  tl (1 - d n  e -bn t l , 2
E sta expresion se m ostro , a  la hora de su tra tam ien to  num érico, muy poco 
p rac tic e , dado que cae  en num erosas com pensaciones de e rro res, por lo que hubo que 
u tilize r procedim ientos de ca lcu le  num érico que ac tu a ran  d irec tam en te  sobre la  expresion 
de W.
3 .5 .- Un caso particular
El in te rés del caso  particu la r que vam os a  an a liza r, y ap a rté  del re su ltado  un 
poco curioso al que llega, rad ica  en que su calculo  m anual es muy simple y sirvio com o 
elem ento  de co n tra s te  con el program a de ordenador que, desarro llado en el apéndice D , 
per mi te  el tra tam ien to  num érico  del problem a.
Supongamos pues que
c = ~ ,  f(x) = g i(x) COS X y h(x) = 2gi(x) = 2 ^ ^ cos x
con lo que los co efic ien tes  fq  y hp son 
fn = y hn = 2
Las expresiones de kp, bp, ap y dp adoptan ahora la form a
kn = 2n2q
bp = 2 ^ n ^  q2 + 1
a p  = 2 ( l + n 2 q +  y j q 2  p 4  + i )
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(l+ n 2 q - ^ q 2  + I)
dp = " ir~
(i+n2q + -y q2 n't + 1)
y las de S p ( t ) ,  m p f t )  y Z p ( t )  son respectivam ente
ni.28 S n ( t )  =
k n  +  b r
I-d
- b n ( t i - t )
n  e
' ^ ( t  t)
m .29 , m , m . ±  - „ , 1  + d , . b „ „  " ,
bi
In  =  0 , n  >  1 , V t
@1 (1 — di e 'b l ( t i  -t))
111.30
- 4 . 1 -  —  ( 2 -
2 k t ~  k i 2
e
ai )
1 - d i  e bi ti
ai
2 k , - k i 2
e  2
Zp(t) = 0 , n > 1
por lo que 
IIL31 z ( x , t )  -------  c o s  X . Z l ( t )





W(uO) = 4{i + ti ) + ------------------------------ ----
1 - d i  e ^
^ 8 ( 2 k i - K i 2 ) e  2 - a i d  + di *1)
ai(l — di e'^l ) 
_ ± L
- -  fb ,2  }
tl (2k 1 — ki2) e 2 — ai (1 + di e‘ 1^ )
     dt =
= 4(1 + t i )  +
0 a i d - d i  e-bi<‘ i- t))
bi ki + bi
II - d i e ' b l t l  2
- - ^ t i
^  8 (2ki —ki2)e —ai d  + dt e '^i  ^1)
’’ ’ a i ( 1 - d ,  e -b , t i ,
 H _ r
31 2 b)3 L
^ t 1
ai bi ti ^ 1  4 hi ai e  ^ — 4 ai2 di — hi2
2 2 (e^l M _ d ^ ;
(4 hi ai —4 ai2 di —hi2 "1
2 (1 - - d i )
(donde hi = 2ki — ki2)-Æ-
^ 6 4 ( q - 1 )  1 ( (q +1) b i2  ai2e^’ 1
a i2 b i3  e^l d  _ di I  16
— 2q(q2 — 1) a te  2  ^ + 4q(q2 —2q — 1)
(1 - q )  jb i (q3 f2q  +2)+2(q4 +3q2 +5q +1) j 
(q - 1 )  I bi (q2 +2q +3) +2(q3 +q2 +3q +3) + 4(bi +2)j
Si particu larizam os aun mas haciendo q = 1 encontrarem os, para una duracion 
t l  del contro l, las expresiones
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,i(t) = -VF
-  (3- 2V 2)
- 2 y f z  ( t i - t )
z i( t)  = 1 
z(x,t) - ^ ^ c o s  X
W(uO) = 1 + 2 t l
es dec ir , el sistem a no evoluciona, perm aneciendo en su situacion inicial, y por tan to  el 
increm ento  del co ste  a to largo del tiem po y su c a râc te r lineal son p e rfec tam en te  logicos.
3.6.- Consideracion de una inversion inicial concentrada en una zona reducida
Dado que la idea in tu itiva de un polo de desarro llo  responde a una inversion 
inicial muy concentrada, parece  natu ral considerar la posibilidad de m odelar e s te  caso. En 
principio se puede in ten ta r rep resen ta r dicha inversion por medio de una distribucion de 
D irac pero ello supone dos inconvenientes; uno es una fa lta  de adaptacion a la realidad de 
un polo de desarrollo  ya que por muy concentrada que esté  la inversion inicial, no tiene el 
sentido ffsico de un impulso, y el o tro  es que, desde el punto de vista de la teorfa 
desarrollada en este  trabajo , no tiene sentido hablar del desarrollo  en serie  de una 
d istribucion 6  de D irac.
Por consiguiente, y tan to  para responder a la idea de concentraciôn como en 
consideracion al operador co ncre te  que se m aneja en el trabajo , parece adecuado modeler 
la inversion inicial m ediante una funcion de la form a
(x-Xo)2
k
in. 33 R(x,Xo,v) = — ■ e ( v > 0 , - o o < x < c o ,k > 0 )
2 ^ ttv
pues, como es conocido, cuando v —»-0, R ( x ,Xq »v ) tiende prec isam en te  a la distribucion 
k . ô ( x - X q ) ,  siendo xq el punto donde se concen tra  la inversion inicial.
Una generalizacion del problem a ya analizado de buscar el valor de t j  para el 
que W se m inim iza, consistirfa en, dadas unas situaciones inicial y final, determ inar el 
tiem po t l ,  la ubicacion xq del punto donde debe concentrarse  la inversion inicial y el valor 
V del grado de concentracion  para los cuales el valor de W, considerada com o funcion de 
ti ,x o  y V, es mfnimo. No obstan te  se p résen ta  el problem a de una enorm e com plicacion de 
los calculos relacionados con el sistem a de ecuaciones a tra ta r  y que, încluso con 
ordenador, rep résen ta  una ingente can tidad  de tiem po.
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Un tan to  mas asequible parece el problema en el caso de que solo 
pretendam os establecer los valores de t l  y Xq que optirnizan W considerando v fljo. 
Designando por Rplxo) al n-simo coeficien te  de Fourier de R(x,xp) respecto  a nuestro 
sistem a ortonorm al y siendo f(x) la funciôn que rep résen ta  la situacion inicial, la expresiôn 
del funcional de coste viene a ser
(uO;f,h;Xo,ti) = (1+ ti) < h(x), h(x)> + Sn(Q) [ fn  + Rn(xo)]
r» = 1
2 ^ ^ m n ( 0 )  (fn + Rn(xo)) - j  (t)j dt
n = 1 n = 1
y las ecuaciones que nos dan los valores de Xq y t i  para los que W se hace mfnimo son
|- - 1 2  dsn (0) r  1  dmn(O)
\  | f n + R n ( x o )  I   + 2 y  | f n + R n ( x o ) | - - - - - - = 0
d ti  d ti
111.35
;iw/ r  1 ^ Rn(*o)  = y   ^ I Sn(0) ( f n + R n ( x o ) )  + m n ( 0 )  I   = 0
àxo  7 T i  àxo
donde Rn(xo)» para k = l ,  viene definido por
ç (x -  Xp)2
Rn (zq) =  f  — î—  e _1_ %n /  J23 + _!21 x \d x  =
c 2's/irv -s/ c \  2 2c /
[ le -  xo)2 __ (c + xq)2 l - i r + ’ e’ +e
J
4c2 d2 R,, (xq)
n2 rr2 dx„2
ta l com o se prueba por calculos e lem entales.
Las ecuaciones 111.35 , donde Rn(xo) satisface  la ecuacion diferencial
d 2 R „ (x „ i r
4c L111.36 d x„2 4c2 y ^ c v  5




cuyos valores pueden ser obtenidos por el program a con la subrutina COEFICIENTE5-DE- 
FOURIER, perm iten  obtener los valores de xq y t i  pedidos.
3 .7.- Analisis de los resu ltados obtenidos con el program a
El program a con sus modules se présen ta  en el apéndice D en sus dos 
versiones: in teractivo  y batch . El bloque de resultados se p résenta aparté  y corresponden 
al analisis de dos casos; en ambos, la situacion final viene definida por la funcion.
h{x) = 4 - x2 , - 2 < x < 2
m ientras la inicial venia dada por
f(x) = 0 ,V x
en el prim er caso, y por
f(x) = 0.25 (4- x 2) , -2  < X < 2
en el segundo. En los dos casos se consideraba un impulso inicial definido por una funcion 
del tifK) estab lecido  en 111.33 en la  que los param etros se definieron como
Xq = 0, k = 1, v = 0.01
Se obtuvieron resu ltados para diverses valores del param étré  q, velocidad de 
propagacion. Se trabajô  en precision  sim ple y aprovechando todas las posibilidades del 
sistem a in form âtico  descri to al com ienzo del apendice D. Aun con todo se invirtiô en la 
ejecucion del program a una can tidad  muy considerable de tiem po de U .C.P (Unidad de 
C ontrol de Procesos)
Para diverses valores de q, el tiem po optim o de contro l del program a y el 
coste  mfnimo asociado se resum en en las tablas 1 y 11 para cada uno de los casos 
estudiados. Llama la atenclon la escasa sensibilidad del sistem a a las variaciones de q por 
lo que resp ec ta  al correspondiente tiem po optim o y mas aûn en lo re la tiv e  al coste  
mfnimo.
Por lo dem âs los resultados son coheren tes con lo que in tu itivam ente se 
esperaba y m uestran una acep tab le  coincidencia con leyes y principios econôrnicos y 
econom étricos. Las conclusiones mâs im portan tes que se deducen del analisis de los 
resultados son las siguienfss:
a) El cen tre  del polo, es to es, el punto donde se cen tra  el impulso in icial, se 
convierte  en un principio en un em isor de rigueza para ir "recuperândose" a medida que 
transcurre  e l tiem po, aunque e s ta  recuperacion  suele producirse después de transcurrido  el 
tiem po optim o y por tan to  a  un co ste  superior.
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b) La dinâm ica del polo hace que resu ite  mâs in teresan te  em itir al mundo 
exterior p arte  de la riqueza generada (realiinentacion negativa) y adm itir una mayor 
inversion ex te rna .
c) Como e ra  de esperar, a medida que aum enta la velocidad de transmision 
disminuye tan to  el tiempo que tarda el sistem a en aproxim arse a la situacion final 
alcanzando una situacion determ inada como el coste.
d) Para  una velocidad de transm ision dada, a  m edida que transcurre  el tiempo 
la situacion del polo va aproximândose a  la situacion final p rev ista , aunque naturalm ente a 
un coste superior al correspondiente al tiem po optim o.
e) Para una situacion final y velocidad de transm ision dadas, y d iferen tes 
situaciones iniciales, los resultados son coheren tes en el sentido de que se alcanza una 
situacion mas "prôxima" a la final en menos tiem po y a  menor coste  cuando se parte de la 
situacion inicial mas "favorable". Asf, en nuestro  modelo los costes y tiempos son








.5 .09455 27.3004 TABLA 1
.75 .07013 27.2649
1.0 .05670 27.2442 h(x) = 4 - x2
1.25 .04696 27.2304
1.5 .04078 27.2206 f(x) = 0
Velocidad de Tiempo Coste
propagacion optimo mfnimo
0.1 .25266 14.6691
0.2 .14559 14.6072 TABLA 11
0.25 .11991 14.5923
0.3 .10301 14.5817 h(x) = 4 - x2
0.35 .08986 14.5738







3.8.- Una varian te  del an te rio r método num érico
Una variante del m étodo num érico desarrollado an terio rm en te  para calcular 
el valor de z(t,x) esta  basado en los teorem as 2,4 y 6 de la lista de teo rem as bâsicos 
u tilizados y en una varian te  de la recu rrencia  definida por 11.29
Como hemos hechos has ta  ahora designare mos por T ^  al semigrupo 
fuertem en te  continue generado por el operador
A = q
3x2
N osostros tra tam os de encon trar la solucion de
3z (t,x ) 32z(t,x) . . .  . .
111.37 — ----------= q   - S(t)z(t,x) - m(t,x)
3x2
Por el teorem a 2 sabemos que el operador
i i - s c )
àx2
genera un sem igrupo fuertem en te  continue definido por
111.38 Ut Zo = Tt Zq - I T t-s S(s) Us Zo ds
al que e s ta  asociado un operador de evolucion suave definido por
111.39 U(t,s) Zq = T t-s Zo - I T t-o  S(u) U{u,s) Z q  du
Por el teorem a 4 llegamos a que U(t,s) es un operador de evolucion fuerte  
(salvo quizâs en un conjunto de m edida nula) y finalm ente el teorem a 6 garan tizarâ  que
111.40 z(t,x) = U(t,0) Zq - I U(t,s) m(s) ds
es la ûnica solucion de 111.37 .
lÔ
Suponiendo p>or ahora que se sa tis iacen  las condiciones exigidas en los citados 
teorem as vamos a dar un procedim iento de obtencion del sem igrupo Ut definido por 111.38 




^ t ,n ^ o  = - Zodu
y la consideracion del operador definido por
m .* 2  U , Z o .  ^  u ,  „ Zo
n = 0
Vamos a probar en prim er lugar que, bajo las condiciones exigidas a Tt y S{t) 
en los c itados teorem as de la lis ta , el operador de 111.40 esta  bien definido y es la ûnica 
solucion de la ecuacion integra! 111.38 . Com enzarem os probando dos proposiciones 
re la tives a las norm as de los operadores Tt y S(t) que garan tizarân  el cumplim iento de las 
c itadas condiciones.
Proposiclon 111.2
La norm a del operador Tt viene dada por
- l ü L -  ,
4c2
111.43 l|T t 11= e < 1




Tt Zo = /  < Zofgn(x) > gn(x)
y, partiendo de la definicion de norm a dada por
résu lta
||T t 11 = sup ||T t ZoH
IjZo II = 1
fi2
T t | |=  S U D  | |T t  Zoll = sup l ^ e  4 c 2  n  g n  (x)






'oil = S  Zo,n
Ahora bien
n2 7t2 ^  ?n2 ^2 x 1 /2
su p  II X  ® Z o , n  9 n  ( x ) |  =  sup f  £  e Z o . n  /
IZnl = 1  " " ’ Bzol = 1 " = ’
q
ya que el suprem o se ob tiene para
1 n = 1
^o,n =
■ 0 n > l
Proposicion H1.3
111.44 i|S(t)|| < - 2 | i
TT^ q
En e fe c to ; ta l com o obtuvim os en la expresiôn 111.16 
S(t) Zq = ^  sn(t) < Zo,gn(x) > gn(x)
n = 1
con sn(t) defin ido  por HI. 14 . Entonces





( Ê  <  ,up {  z [ ^ r
( Zol = 1  ^ ’
( £ _  ( g





En lo que sigue designarem os por R a la co ta  obtenida para la norm a de 5(t). 
Vamos a ver que el operador de 111.42 esta  bien definido. Para éllo tenem os que
qffZ
U t , o î  = I Tt I = e
U t , l |  < J  I T t-u 5(u) Uu,o| du < ]■ e 4c2 p @ 4c2 ^u
O 0
qjr2
= R t e 4c2 *
y por induccion, supuesto que
obtenem os
,n - l
Ut,n-1 II < R " - ' —  «
v n - I / î
t  t  E f l , 1 qa'2
U t,n lj< ( I T t-u S(u) U u,n-i | |d u  < f  e^'^^ R.Rn-1 — ----  e





l u ,  1 = Il 2  Ut," I ï  Ë l | U , . n  I <





y en consecuencia ^  '  U t,n GS absofutam ente convergente en la topologfa uniform e de 
L(H) para t flnito y estab lece  un operador perfec tam en te  definido.
Este operador es solucion de la ecuacion in tegral 111.38 ya que
00 00 00
UtZg = ^  '  Uf,nZo = TtZo+ ^   ^ Ut,nZo=TtZQ- ^  I Tt_g S(u) Ug^n_i Zq du
n = o  n = 1  n - T
f t  ^
- Tt Zq - I T t-u S(u) ( y   ^Uu,n Zq) duI:
l;= T tZ o -  J  T t-u  S(u) Uu Zo du
tal com o se queria probar.
Es adem âs la ûnica solucion. Si Vt fuera o tra  solucion tendrfam os
(Ut-Vt) Zq = ^  T t-u S(u) (Vu~Uu) Zq du 
f*
| (Ut  - V t )  Zo |  <  \  e R j ( U g  -  Vu)Zoj| du -
•^o
■% f '
R i e ' ” ' I (Uu -  Vu) Zo I) du
y por tan to
o lo que es igual, para todo Zq se cum ple la desigualdad
qn^ r qff2
e * il(Ut-Vt)zo|| < R I e ||(Uu-Vu)zo || du
y, por el lem a de Gronwall, esto  se cum plirâ si, para todo Zq,
ll(Ut-Vt) Zoll = 0 Ut = Vt
como querfam os probar. La aplicacion c ire c ta  de los teorem as 4 y 6 de la lista garan tiza  
que el operador U(t,s) definido por
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U(t,s)zQ - U t-s^o - Tt-gZo - ^  Tt_u S(u) U(u,s) Zq du
es un operador de evolucion fuerte  ta l que
z(t,x) = U(t,0)zo -  (  U(t,u) m(u) du
7o
es la ûnica solucion de
3z(t,x ) a^z(t.x)
-----------  =-q ------------- _ S(t)z(t,x) - m(t,x)
3x2
Estos resultados sugieren un procedim iento numérico para resolver esta  
ûltim a ecuacion, Como veremos a continuacion, este  método no présenta dem asiadas 
ventajas respecto  al utilizado en la prim era parte  de esta  seccion en relaciôn con el 
problema particu lar que nos ocupa, pero tiene in terés por lo que rep résen ta  de 
generalizacion para o tros problem as al ser un procedim iento standard.
En nuestro problema Zq = f* El valor de z(t,x) vendra dado por
t
III.45 z{t,x) = U(t,0) f -  J  U(t,s) m(s,x) ds =
o
00 , CO
^  ^ U|<(t,0) f - j  ^  ^ Uk(t,s) m(s,x) ds = 
k = o °  k = o
00 ^
(Uk(t,0) f -  j  Uk(t,s) m(s,x) ds) =
k = o
/  ^5, \  t  /  00 .
/  ,  (Uk(t>0) ( 7 1  f n g n ( x ) j -  I  m n ( s )g n ( x ) j  ds) =
k = o n = 1  n = 1
00 , 00Z(Z('
n -  1 \  = o
Uk(t,0)  fn -  j  U|< ( t ,s )  mn(s) ds^ ^  gn(x)
es decir, el coefic ien te  de Fourier Zn(t) de z(t,x) viene dado por
00 ^
Zn(t) =^ ^ (uk(t»0) fn - J Uk(t,s) mn(s) ds ^ 
k = o
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Vamos entonces a analizar cada uno de los sumandos que aparecen  en  la 
expresiôn 111-45 . Com encem os por los e lem entos de la forma U|<(t,0) f; tenem os
Jo (t,0) f = Tt f = 2 ^  e gn(x)
n -  1
f .  f. 1
U i(t,0 ) f = - J Tt_u S(u) Uo (u,0) f du = - J T t-u S(u) 2 _ ^ e  4cZ gn(x) J du =
00 n2 ff2
L 4c2 "qSn(u) e f n  g n ( x ) )  d u  =
n  =  1
CD n2 7t2
1 T t - u  W u )  e  f n g n ( x ) ) d u  =
n =  1 J o
= -  2 L j  l  j  ® Sn(u) e fn gnfx) d J  =
t?' ' F r ' b  /  f' \
= - ^  ( I du) fn gn (x)
y ,  suponiendo que
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00 n2 rrZ
Uk-t ( t , 0) f  ^  e 4c2 ^ { j  sn(ui) Sn(u2) | Wu3) .
( j  ^ S n ( u k - l ) d u k _ i )  d u k -2  • • | d u 2 | d u i )  fn  gn (x )
obtenem os por induccion
00 n2 jt2— — tq r  f r*-*ie 4c2 ( I  sn(ul) I Snfug).
n =1
j  ^ sn(uk)duk duk-1  du2 dui) fn gn (x)
y com o ademâs
bn - kn 2c^ 




| u „ . , o u | <  2 ,  ( ^ )  S N ; ^
k
i r
'  V T  ' " W n - 1  n2k
402'" (Max
V F  k!
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tq  /  \  22 k  • 1 ,r2k
^Max |fn l^
(2k)
donde es el k-simo numéro de B ernouilü, numéros que, com o es sabido, se definen por 
una cualqu iera  de las dos siguientes series
x
e x -i 2
x  X
—  cot ----
2 2
x2 x4 x6
1 ----  - 62 ----  +B ) ----
2! 4! 6!
x2 x'* x6
---- + &2 -----  + Ba •--- +
2! 4! é!
| x | <  2TT
y cuyos valores pueden encon tra rse  en los m anuales de form ulas y tablas m atem âticas .i;Por lo que re sp ec ta  a los sumandos de la fo rm a |  Uk(t,s) m(s,x) ds, ob tenem os en form a anâloga a la rec ién  expuesta
U ( j ( t , s )  m ( s , x )  = y e  m ^ f s )  g n ( x )
n -  1
00 n2 ff2
W (t s ) q /  r t  f t i l
Uk(t,s)m(s,x) = (-l)k ^ ^  j  S n(u |) J  Sn(u2)
ftJk-1 \
j  Sn(uk) duk duk-1 ...du2 du H mn(s) gn(x)
y com o co ta
| U k W m , W | < ^
/ 2 c 2  ( t-s ) \  
1 \  >r2q /
«  /  n2 n-2 \
<  _  -4 ^  Z  ( « '  402 "  I
\  n 2 k  /V F  k !  n = I
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ya q u e , en  e f e c t o .
I mn(t) I = 2
"n
1 +
bn (tl t)kn (kn-2) e 2 + 23n dn









kn2 + 4 -  2 bn
2bn
l ' - i
la siguiente
En virtud  de  los resultados an te rio res  obtenem os como expresiôn para  z(t,x)
III.46
®  / a  r  f t  f u ,
z(t,x) = 2 3  2 3  ® f n  I S n ( u i )  1 S n ( u 2 ) .
k = o \  n = 1 L J o  J o
ru k -1  , ^
I Sn(uk) duk du2 du i +
J  o
j*t n2 i t 2  ^   ^ .
j  e  mn(s) ^  Sn(u2) j  Sn(uk) duk.—dui ds gn(x) )
Los procedim ientos hab ituales de calcu le  num érico exigirfan una gran 
can tidad  de m em oria para resolver e stas  in tég ra les a pesar del c a râc te r ite ra tiv e  de los 
mism os. No cb s tan te  com o la se rie  definida en III.45 o 111.46 es a lte rn ad a  y de 
térm inos d ec rec ien te s  el e rro r com etido , en valor abso lu te , es inferior al valor absolu te 
del p rim er té  mino despreciado. Si é s te  es el k-sim o , el erro r absolute e  es
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i;Uk (t,0) f - I Uk (t,s) m(s,x) ds
U k(t,0) f l;Uk (t,s) m(s,x) ds <
<





22k - 1 ff2k Bk
(FÔ!
/ 4 c 2  \  k +  , \  2 4 k + 1  , 4 k  + 2  B 2 k + 1
U 2 q j  (  /  ( 4 k + 2 ) I
y a que
1 ( 2 ^ 2  Y  1 |h „ | f<
-  „ 5 ,  LV T  \ i r2 q /  kl
1 / 2 c2 \  k J _
V c" \f f2 q / k!
rt jt2 
- —~ r  (t - s)q 
(t - s)k e ds =
r,2 ,t2
|bn | 4c2 k + 1 r  4^2 
n2k ri2 7t2 q J uk e - " du <
< J_ fi£LV Z_Î£lV*’ f- l>’"l
V c" \ x 2 q /  \ x 2 q /  "4X +
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3.9.- C ontrolabilidad, observabilidad y estabilidad del modelo
Un problem a im portante en relaciôn con el modelo es el de su controlabilidad, 
esto  es, la posibilidad de a lcanzar cualquier situacion final h(x), del espacio f - c ,c ]  , a 
partir  de una situaciôn inicial f(x) del mismo espacio.
Tomando como punto de partida la proposiciôn 11.4, tenem os que en nuestro  
sistem a, con H = H*, B = I y A autoadjunto con semigrupo asociado definido por
00 n2ff2q— — t . c 1 ntr nrr 1 nir nn
T^z = 7  e H  z(x)— sen ( ------ + -----x)dx I — sen(-------- + ------ x) dx,
y -c y r  2 2c y r  2 2c
la controlabilidad exac ta  en un tiem po t i  hacia una funciôn h(x) C [ c ,c  ] vendra 
determ inada por la ex istencia de una constan te  a positiva ta l que
1 r t l  _2q-^^^-^t f C  ntr nn ) ,
y .  ( j  e 4c2 d tX  I h (x ) sen (----+ ------- x ) d x ) 2 |*  >
n = 1 °  ^ 2 2c
111.47
o bien
/ ^  1 c  c  nrr n n   ^ ,
{ 2 ^ ----- ( I h(x) sen (------+  x)dx)2>^





Pero no existe una constan te  a positiva que cum pia esta  condicion, por lo que 
el modelo no es exac tam en te  contrô lable sobre | - c , c l . No obstan te , el lado derecho de 
la desigualdad sugiere la posibilidad de que el modelo sea exac tam en te  contrôlable a algiln 
subespacio de [ - c ,c ]  sobre el que podamos définir una norm a de la form a
I ^  _ f  c nn nn  \ ,
II z il = { 2 .^  (bn2 I h(x) sen (-----  +  x )d x ) 2 p
n = 1 •'-c 2 2c
donde b es una constan te , ya que en dicho caso el segundo rniembro de la desigualdad 11.53 
tom arfa la forma
h*
y la condicion 111.48 perm itirfa  la obtencion de a .  Como ta l subespacio tom arem os el
conjunto Cq I - c,c ] , de funciones con derivadas prim eras continuas definidas e n ( - c ,c ]  y 
soporte  com pac te , ta l como ocurrfa con las dos funciones finales que se ban u tilizado en el 
tra ta m ie n to  con ordenador. A ta l subespacio de ( - c ,c ]  le dotam os de la norm a (ver (
l i s D )
II h II = { j* (b (x)2 + h'(x)2 dx I   ^ = |  < h(x), h(x) > + < h'(x), h'(x) > |
Ahora bien, el sistem a trigonom etrico
Î 1 nn n n:Cos(  +  x)
y c  2 2c
es ortonormal y com plete ( 11 1 ), y por tanto '
®  r  f  c I nn nn n 1 nn nn
h'(x) = /  I h ' ( x ) - ^ c o s ( ----+  x) dx —rCOs( — + —  x)
L J -c y r  2 2c j y r  2 zc
SI
de donde
«  n2 rr 2 j /n  3 nw \  \
< h'(x), h'(x) > = ^  -----------  | \  h(x) — Tsen I —  + ----  x) dx)
n = i  4 c 2  \ J - c  ^  \ 2  2c /  /
A nalogam ente, y considerando el sistem a trigonom etrico constituido por las 
autofunciones del sistem a, que es tam bién ortonorm al y com plete, tendrfam os
“  {  C  c  i /n7r n 3T \  \
h(x), h(x) > = 7 . I I h(x) sen (*— + —  x) dx)
n = i \ J - c  V c  '2  2 c  /  J
Asf pues
Con esto , la condicion III.4S es reem plazada por
111.49
, 2 . 2
y   ^ —    (  ( h(x)sen/^-!H > + J2£- x ) d x '\
7 ^ ^  " /  n Z ^ z A J - c  \  2 2 c  I  )
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El lado izquierdo de III.49 es mayor que
2c
dx
y el derecho menor que
4c
n = 1 n2 it2
r  c  n n  n n
I h(x) sen (--- + -------x) dx)2
J - r  2 2c





l - e ' ^
y el modelo es asf exactam en te  contrô lab le  en el tiem po t l  a cualquier funciôn de 
c i  l - c , c l .
En particu la r, y como h(x) = 0 Ç c i  [ -c ,c  ] , el modelo es exac tam en te  
contrô lable al estado nulo.
Por o tro  lado, y aunque no se puede garan tizar la controlabilidad a toda 
funciôn de l 2 f - c , c j ,  como
Tt h(x) = 0 h(x) = 0, V t  G I 0 , t i  I
el modelo es aproxim adam ente con trô lab le .
F inalm ente, el h echo de que todos los autovalores sean negatives g a ran tiza  la 
estabilidad del modelo, por lo que el uso de un control tipo re troalim entaciôn  com o el 






El Modelo E stocâstico
Caso G eneral
4 .1 .- Form ulaciôn del modelo
En este  capftulo se analiza  un sistem a cuya dinâm ica es sim ilar a la del 
estudiado en el capftulo 11, pero contem plândose la posibilidad tan to  de perturbaciones que 
a fec ten  a la dinâm ica del sistem a como la de que baya tam bién d ificu ltades en la 
observacion de la variable de estado z(t,x), tan to  por lo que se re f ie re  a la observacion 
d ire c ta  de la misma como por una posible perturbacion del proceso de observacion.
5e considéra pues, en prim er lugar, el anâlisis del modelo general que tiene 
com o "proceso de seRales" a
z(t) = A z(t) + B u(t) + V w(t) + N P(t) + g(t)
IV. 1
Zq = z(0)
com o "proceso de observaciones"
i;IV.2 y(t) = 1 Cz(s) ds + Lv(t)
y com o c ri te r io  m inim izar el funcional de coste  definido por
W(u,Zo,h) = E I  < h - z ( t ;) ,  K (h-z(t[)) > 
(:<
f* i .+ J < u(s), Gu(s) > ds I
IV.3 + I < h - z(s), F(h-z(s)) > ds +
.*o
para un funcionam iento del sistem a duran te  el in tervalo  | 0 , t i | .
En todo lo an te rio r la e s tru c tu ra  de los espacios sobre los que estân  definidos 
y valorados los d ife ren tes operadores y funciones es la m ism a que fué descrita  al 
comienr.o de! capftulo II, asf como los convenios utilizados.
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Por lo que respecta  a las nuevas entidades que aparecen en el modelo, y sin 
que esta  presentacion d escarte  un analisis posterior mas detallado de las mismas, su 
naturaleza es la siguiente:
-  dw(t) es un ruido bianco gaussiano, de cuya integracion résulta un proceso 
de Wiener W(t) definido sobre H y centrado.
- dP(t) es un ruido bianco poissoniano, cuya integracion conduce a un proceso 
de Poissson com puesto, definido sobre H, con increm entos independientes e independiente 
del an terio r y centrado.
-  V, N €  3 Q j ( [ 0 , t , l  ; L (k ,H ));
- g C L2 ( r o , t i l  ; H) es un térm ino forzan te ,
-  Zq C  l2  ((Q  , T ,  P); H) es una variable a lea toria  que supondremos norm al e 
independiente de los diverses procesos estocâsticos del modelo, m ientras que P) es el 
espacio probabilfstico sobre el que estân  definidas las com ponentes alea torias del modelo.
-  v(t) es un proceso de Wiener definido sobre Rk e independiente de los
anteriores.
- C  G 0 , t i ] ;  L (H,Rk))
Supondremos tam bién la existencia de L“ f, que Wq, vq y Cq son los operadores 
de covarianza increm ental de W,v y zo respectivam ente, siendo
Vo, vgl, L, L-1 G LQQ(tO,t|l; L (Rk)).
El que el espacio de observaciones sea finito-dim ensional es un requisite
necesario  para la existencia de v~l (ver [?J ). Esta restriccion no a fec ta  al modelo que nos
proponemos analizar pero no siem pre es la situaciôn real.
Se tra ta  de m inim izar IV.3 sobre un subconjunto E^ del conjunto de leyes de
control l 2( t O , t i l  ; Eq), donde Eo = L2 [ ( 0 , F  , P); E | . Ea constitu irâ  el conjunto de
contrôles admisibles.
Supondremos, siguiendo la pauta m arcada en [? ]  y [12] para procesos de 
Wiener centrados y definidos sobre H por
00
W (t)= 2 3  Wn(t)gn 
n = 1
donde Wn(t) son procesos de Wiener m utuam ente independientes y centrados con
œ
6 I w^(t)2 } = t o 2  y 2 3 < 0 0  , en tanto q ue |gn |  es una base ortonormada para
n = 1
H, que el proceso poissoniano cen trado  de nuestro modelo puede represen tarse  como
00
P(t) = % 3  Pn(t) gn
n = î
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donde Pg(t) son procesos poissonianos centrados y m utuam ente independientes con
œ
EjPnft)} = ^n  t y / i  X n < 00 . Supondremos que Cov (P(t), P(s)) = X Min(s,t). 
n= 1
En ( [ i z j  ) se prueba que, para un proceso de Wiener centrado y valorado sobre 
H, la integra! esto câstica
° fo
1V.4 I(t) = I f(s) dW(s)
es un proceso esto câstico  cen trado , valorado sobre H, con las propiedades
a) E I  J  Ij f(s) dw(s) I 2 j  <  traza(Wq) j  |  f ( s ) | 2 ds
b) { I(t), I , donde F t es la sigm a algebra generada por |w (s) | (o< s< t), es 
una m artingala.
c) l(t) tiene una version separable con tray ec to ria s  continuas
d) Cov I I(t) - I(s) I = j" f(s) wq f * (s) ds.
En el siguiente apartado  analizarem os las propiedades de la integral
estocâstica
i;IV.5 X (t)=  I f(s)dP(s)
siguiendo la via clâsica de la in teg ra l de Ito. Supondremos en prim er lugar que P(s) es un 
proceso de Poisson no cen trado  y particularizarernos luego los resultados al caso de 
procesos centrados.
4.2.- Propiedades de la integra! estocâstica poissoniana
Sea P(t) un proceso de Poisson valorado sobre un espacio de H ilbert H, del que 
|g n | es una base ortonorm ada, de la form a
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0 0
IV.6 P(t) = Pn(t) gn
n = 1
donde { P n (t)} es una fam ilia  de procesos poissonianos rea ies.g  del mismo tipo e 
independientes y de p a ram étra  Xp, con Z ^ n « X ^ < o o  y
Se tiene  entonces que
E I P(t) [ = r(t) = ( ^ n  gn) t  =
E I I  P(t) -  P(s)|l 2 I = (t-s) ( E  ( An+1)^ ( t - s X X *  + X \)
y e l prcceso
P»(t) = P(t) - r(t)
es un proceso cen trado  cuyo operador de covarianza es
E j  (P*(t) -  P*(s)) o (P*(t) -  P*(s)) J = M(t-s)
siendo Wgn = Xn gn*
Definimos entonces la in tegral de f(t) G b 2 ( [O jtjJ  , L(H)) respecto  a ta l 
proceso de Poisson como
oo
1V.7 X (t)=  Ç  f(s) dP(s) = lim % ] f (s i) (P ( s i+ i) -  P(si))
6 —*0 i =  o k
donde 5|< rep résen ta  la norm a de una partic ion  del in tervalo  [o,t ] y donde el lim ite debe 
entenderse en m edia cu ad ra tica . Si e l proceso es rep resen tab le  en la form a 1V.6 , la
integral IV.7 puede expresarse como
1V.8 XO(t)= f(s)d P (s)=  r  f ( s ) d P n ( s )
°  n = 1
Analicemos la consistencia de la definicion IV.7 y las propiedades de X(t). 
Com enzarem os suponiendo que f(t) es una funcion simple ta l que
f(s) = Cp , s G [sn ,sn + l]
8 8
0 = So < SI <   < s k  = t
Para e s ta s  funciortes la in tegral poissoniana se define de form a natu ral como
f(s) dP(s) = ^  ^X(t) = I y ^  Cn (P(sn+l) -  P(sn))
n =  o
y  tiene  las siguientes propiedades: 
k - I
a) E I X(t) I = Cn E (P(sn+i) -  P(sn)) = A ^ ^ C n  (sn-1 - Sp) = X I f(s) ds
n  =  o  n  =  o
donde X* es el param ètre  ca rac te ris tico  del proceso P(s)
b)E||jx(t)jl 2 j  = E j *  f(s)dP(s), p  f(s)dP(s) >
(ya que P(t) tiene increm entos ortogonales)
= C n,cn  > E { |P ( s n + l) -P (S n ) || ^ )  =
n  -  O 
k - 1
= ^  ( Xj[+ Xg ) (sn+l-Sn) < Cn, Cn > =
' i -  l ; < f{s), f(s) > ds
reducen a
En el case de que P(s) sea un proceso cen trado  les resultados de a) y b) se
j x ( t ) |  = 0 , E | | |x ( t ) | |  2 } = X ^l* < f(s), f(s) > ds
Entonces
c) Sean ahora f |  (s) y f2 (t) dos funciones simples y supongamos t i  < t2*
f t l  f t 2
E j < I fi(s)dP (s), J f 2(s)dP(s) >
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r  k l  1 k g - l  -j
= E < 2  c i,n (P (sn + l) -P (sn )) , C2,i (P (s '.^ i ) -  P(s'.)) > 
* - n  =  o  n = o  -*
(tom ando una particion  constitu ida  por las dos partic iones de cada integral)
ri ' t  T2 ■ 1
1 =  0  1 =  0
(por la ortogonalidad de los increm entos de P(t))
r i 1 r i 1[ r |  - I r i - 1 1
1 = 0 i = o
ri -1
= Z  < C li.C 2i > e { |  P ( t ' ,^ ,) -P ( t 'j ) | 2 }  =
j = o
^ ^ 1 p i
= ( Aj+ Xg) 2  ^ ' ' j+ i - t ' j )< c i , j ,c 2 , j>  = (  X*+ X g J  < fi(s),f2(s) >
d) Por un razonam ien to  analogo a e s te  ultim o, tenem os que si g i, g2 c  H, 
f l(s) y f2(s) son dos funciones sim ples y t i  <  t2
E j ^ < |  f i(s ) dP(s), g i > < J  f2(s) dP(s), g2 > j  =
*
= ( X i+  X j) I < fl(s) , g i > < f 2, g2 > ds 
J  o
Para procesos cen trados los resultados de c) y d) se convierten  en
E
r  H i  p 2  1 ^ /•M in ( t i , t2)
1 ^ ) 0  f 2<s)dP(s) > 1 =  fi(s), f 2(s) > ds
9 0
< j  f l(s) dP(s), g i > < J  f2(s) dP(s), g2 > j  ^
Sea ahora una funcion f(s) G B 2 (  [o,t% j , L(H)), es decir, una funcion
ftl
fuertem en te  medible ta l que I |j f |j 2 ds < OO . Como las funciones sim ples son 
densas en B2 ( [ o , t i ]  , L(H)), ex is tira  una sucesion j fn } de funciones convergente a f, tales
que
f t l
Urn I I f - f n |2  ds =  0 
n - ,0 0  o
Entonces los procesos
X(t) = I f(s) dP(s) 
’oc
Xn(t) = (  fn(s)dP(s) (n=I,2,........... )
son m edibles respecto  a la o -a lg eb ra  J t  generada por |P(s); o < s < 11
E X(t)-Xn(t)|2j = E  j^l J* (f(s)-f n(s) dP(s)| 2 j  =
= E I  < I  (f(s)-fn(s) dP(s), J  (f(s) -  fn(s) dP(s) > j- =
♦ f t
^ - fn(s), f(s)-fn(s) > ds =
* fX^J 8 f(s) -  fn (s) | 2 ds —♦ 0, cuando n —► oo
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Por tan to
X(t) = I f(s) dP(s) = lim I fn(s) dP{s)
J o  n—*ooJo
donde el lim ite  debe en tenderse  en m edia cuad ra tica .
El proceso X(t) tiene las m ism as propiedades que las obtenidas para las 
funciones paso.
d ) \ / tG [o ,t%  j  y o <  s < t ,  se tiene  que
E rX (t) / f s l  = X(s) + f(t) d t
L J  / q
donde es la o -a lg eb ra  generada por P(s) y X(t) es la in teg ra l poissoniana de f(t). 
En e fec to , en e l caso de  que f(t) sea una funcion simple se tiene que
X(t) = X (s)+ J S ( s ) d P ( s )  = X(s) + Cr (P(sr+i)-P(sr))
de donde
k - 1
E [x (t)Z  X(s) + ^  CrE (P(sr+l)-P(sr)/ T s )  =
s<sr<t
k • 1 ^
= X(s) + c r E(P(sr+i) -  P(sr>) = X(s) + A J  f(x) dx
$<Sr<t
por la independencia de los increm entos de P(t), y por la misma razon expuesta en la 
propiedad c), lo an te rio r es tam bién c ie r to  para toda  funcion f G b 2 ( [ 0 , t | ]  , L(H)).
En el caso particu la r de que P(s) sea cen trado  el resultado an terio r se
conv ierte  en
E [ x ( t ) / 3 " s ]  = X(s)
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es decir, in tegral X(t) es una m artingala respecto a J"t valorada sobre H, para  todo
t e  [ o , t i j .
e) X(t) tiene una version separable con tray ec to ria s  continuas a la derecha . 
En e fec to :
p [ |  X (t+ 5)-X (t) Il >  k ] = p [  8 X(t+ 5 )-X (t)| 2 > k2 j  <
— — e |  J X(t+ 5  ) -  X(t) Il 2 j  
k2  ^ *








I k 1 I
/  f(sr) (P(sr+l)-P(sr))|| 2 I = (por propiedad c))
5
f  o ( s M ( s ) > d s = ^ - ^  f ' | f f ( s ) | |
k2 J t  k2 J t
( x ; .  A p
2 ds
k2
6 Max ||f ( t) ||2  0, cuando 6 —♦0.
Por tan to , X(t) es continua en probabilidad. Por o tro  lado como el conjunto
3  =
m ti
, m = 0,1, 2"; n = 0,1,2.
es denso en [ o , t i |  , ex iste  una version separable (ver ( [ u j  )) X(t) de X(t), que tiene  a J 
como separador.
El que no tenga tray ec to rias  continuas es debido precisam ente a la n a tu ra leza  
de los fenom enos ffsicos que m odela el proceso de Poisson: fenôm enos en los que ex iste  la 
posibilidad de perturbaciones impulsivas. Ahora bien, como la probabilidad de uno o mas 
impulses en un intervalo t,t+6  tiende a 0 cuando lo haceô , tenem os que, con probabilidad 
1, X(t) tiene  trayec to rias  continuas a la derec.ia  que poseen, como maximo, un num éro 
finito  de sa ltos en todo subintervalo de f O ,t i ) .
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Para el proceso poissoniano P(t) definldo en IV.6 vamos a estudiar las 
propiedades de la integral IV.8 para funciones pertenecien tes a &2 ( [o ,t i] ;  L(H)), aunque 
de hecho bastarâ probar que el proceso
P(t) = ^  gn Pn (t)
n =  1
esta  bien definldo. En e fec to
l u e f{s)dP(s) 2 U  E I < I  f(s) dP(s), j  f(s) dP(s) > I
= S 2 j ^ [ < S n  f  f(s) dPn(s), g|< f  f(s)
n = t k = l l  J o  j o
dPk(s) >
E < gn j* t(s) dPn(s), gn J  f(s) dPn(s) > j  = (por propiedad c))
( A n+ X n) [  < f(s) gn, f(s) gn > ds =
W f t
y i  ( A n+ A n) t ||f(s)gi
n = 1  J o
5 3 (  An+ Ap) I l|f(s)|| 
n =  1 Jo
2 ds <
2 llgn II 2 ds <
( 5 2  ( A n+ A 2)^ r  II f(s) Il 2 ds
n =  1 * ^ o
lo que dem uestra  que XO(t) G l2  ( [ o , t i  J  x (Q , ZF, P); H).
El ca râc te r lineal del operador esperanza m atem âtica  garan tiza , supuesto el 
c a râ c te r  regular del proceso que acabam os de dem ostrar, que XO(t) tiene todas las 
propiedades an tes analizadas para la in tegral e s tccas tica  de tipo poissoniano.




Sea A un operador lineal y cerrado  de H en H. Si Vn» V(s)gn, N(s) gn G 0(A) y
p i  oo r t i
5 3  ®n J AV(s)gn % d s< o o  , A n J AN(s)gn 2 d s < o o
n = 1 n = 1
entonces:
f t l  f t i
a) 1 V(s) dW(s), I N(s) dP(s) G D(A) con probabilidad I y tienen 
J o  J o
esperanzas finitas.
r t i  r t i
b) A I V(s)dW(s)= I 
J o  J o
l f l
s) s) AV(s) dW(s) con probabilidad I y tiene
trayectorias continuas.
f t l  f t l
c) A I N(s) dP(s) = I AN(s) dP(s) con probabilidad 1 y tiene
, trayectorias continuas, a la derecha.
C om enzarem os probando que 
• tl f t l
A (  V(s) gn dwp(s) = f  AV(s) gn dwn(s). 
•^ o -^ o
Es to es c ie rto  en el caso de que V(s) sea una funcion simple por la definiciôn 
de in tegral es to castica  y el ca râc te r lineal de A, cumpliéndose adernâs que
f*'j  v(s) g n  d w n l s )  G D(A)
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y, por ser A cerrado,
p i
J ]  V(s) gn dw„(s) C  D(A)
On = 1
Si V(s) no es una funcion simple, dado que las funciones simples son densas en 
l2 ( [O jt i j  , D(A)) y que A es cerrado, ex iste  una sucesion de funciones simples { fn ,k | 
convergentes a V(s)gp ta ies que
j  II V(s)gn - fn ,k |j ^ d s —♦O, J  || AV(s)gn - A fn ,k | ^ d s —►O
cuando k -—► oo . Si
p i
Xn,k = 1 fn,k dwn(s)
J o
se tien e  que
p i
X n ,k    Xn = 1 V(s)gn dwp(s), cuando k -* oo
Jeo
ya que, considerando la norm a en el espacio l 2 ((Q ,JjP ); H) y en virtud de las propiedades 
de la in tegral es tocastica  para procesos de Wiener (en ([1 1 ] )
Il f i^ r i^
E J V(s)gn dwn(s) -  I fn,k dwn(s) 
o o
(  il (V(s)gn-fn,l- 
Jo
( \  il ( (s) -fn,k) Il 2 d s) _  o, cuando k - ,  oo
por la condicion 1V.8 . Entonces, por ser A cerrado  y lineal y las hipôtesis de partida,
p i C^ I
A J fn,k dwn(s) = l Afn,k dwp(s) —► 
o J o
f t l  f t l
A i V(s)gn dwn(s) = 1 AV(s) gn dwn(s)
J q -lo
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de donde, por el ca râc te r lineal de AV(s),
r'i ^  <1 ^  ‘ 1
A J V(s) dw(s) = A y  j  V(s)gn dwp(s) = y  A j  V(s) gn dwpls)
n T l ^ r r î  O
P i œ  t ,  oo t ,
= j  5 ,  AV(s)gndwn(s) = j  AV(s) ( V ’  gn dWn(s)) = J AV(s) dw(s)
°  n = 1  °  1 7 ^ 1  ^
En ( [ 12] ) se prueba el c a râc te r de Ç AV(s) dw(s) como m artingala con 
trayec to rias  continuas. o
Una dem ostracion anâloga, ya que solo hemos utilizado la propiedad del 
proceso de Wiener de tener increm entos independientes, sirve para la parte  
correspondiente al proceso P(t) en el caso de que sea cen trado  exceptuando el que la 
m artingala in tegral tiene trayec to rias  solo continuas a la derecha. Para procesos 
poissonianos no cen trados e s ta  ultim a propiedad se pierde.
Se define la soluciôn suave de IV.l como
IV.9 z(t) = Tt Zo + f  T t-s Bu(s)ds + f  T t-s Vdw(s) + f  Tt-s NdP(s) +
Jo Jo Jo
+ f  Tt_sg(s)ds
Jo ......................................................................................................................
donde Tt es el sem igrupo generado por A.
E n ( ( 3 | ) y ( [ l 2 j ) s e  dem uestra que IV.9 es un proceso estocâstico  bien 
definido valorado sobre H y, Vh C  H, < h,z(t) > es continue en probabilidad sobre |0 , t |  | , 
e  incluse, si solo hubiera perturbaciones gaussianas, continue en media cuad râ tica .
La ecuaciôn IV.l tiene una soluciôn fuerte  z(t) si
z(t) C C ( ï  0 ,t ] ; L2 ( (Q , j ,  P);H ) ); z(t) C D(A) 
y z(t) sa tisface  IV.l sobre fo,tl | x P) con probabilidad 1, La soluciôn se considéra
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unica si lualqu ier o tra  soluciôn fuerte  z j( t)  es ta l que
p | sup |j z ( t ) - Z l ( t ) | | : ^  0 ] = 0 
'lO .t i l  '
La siguiente proposiciôn da condiciones para la existencia de una unica 
soluciôn fuerte  de IV.l
4.4. E xistencia de una unica soluciôn fu e rte  para la dinam ica del modelo.
Proposidon IV.2
Sea A un operador cerrado  y lineal de H en H y T t el sem igrupo fue rtem en te  
continue generado por el. Supongamos que, Vn y con probabilidad 1, se cum pie
a) Tt_s V(s)gn, Tt-sN(s)gn, T t-sEu(s), TtZo G D(A), s ,t  G 0 , t i ]
b) ||ATt_s Bu(s)|(ds < oo
c) ||A Tt-sV (s)gn || 2 d s +  Y ]  ^  ' M t - s  N(s)gn - 2 ds < oo
n  -  1 Jo n  =  I J O
Entonces IV.9 es la unica soluciôn fu e r te  de IV.l
En e fec to , las hipôtesis b) y c) g a ran tizan  la aplicaciôn de la proposiciôn IV .l, 
en v irtu l de la cual las dos in tég rales e s to câs ticas  de IV.9 son continuas en probabilidad 
por lo que tam bién lo sera  z(t) definida por IV.9.
La hipôtesis a) y la proposiciôn IV.l perm iten  estab lecer que, con probabilidad 1,
f '  f 'J  T ,.s  V(s) dW(s), J  T t-s N(s) dP(s) G D(A)
m ientra; que la misma hipôtesis a) y el ser A cerrado  estab lecen  que, con probabilidad 1,
i;T t-s Bu(s) ds G D(A)
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y, en consecuencia y con probabilidad l, z(t) C D(A).
F lnalm ente, por la proposiciôn IV.l y una generalizaciôn, de! teorerna
de Fubini a in tégrales e s to câsticas , tenem os que
f  Tt-s V(s) dW(s) = f  
J o J o
IV. 10 A J  I ATt-s V(s) dW(s)
y, con probabilidad 1,
I  ( I  ATs_r V(r) dW(r)) ds = j  ( j  A Tt-r V(r)ds) dW(r) =
I  (T t-r V(r) - V(r)) dW(r) = |  T t-r V(r) dW(r) - |  V(r) dW(r)
y por la misma razôn
1 ( f  A Ts_rN (r)dP(r))ds = j T t-r N(r) dP(r) - f  N(r) dP(r) 
Jo J o  J o  J o
m ientras que, por el teo rem a de Fubini ordinario.
f ( I ATs-r Bu(r)dr)ds = f  Tt_r Bu(r) dr - j Bu(r) dr
o J o  J o  Jo
J  ( J  ATs_r g(r)dr)ds = J  T t_ rg ( r )d r -  J  g(r) dr
Con IV. 10 y estos resultados hemos establecido que
I A I I Ts-r Bu(r)dr + f  Ts-rV(r) dW(r) + f  Tg-r N(r) dP(r)
Jo I Jo J o J o
f t  I f t+ \ T t-s g(r) dr I = l (T t-r Bu(r)dr + Tt_r V(r) dW(r) + T t-r N(r) dP(r)
Jo I Jo
+ T t-r g(r) dr - Bu(r) dr - V(r) dW(r) -  N(r) dP(r) - g(r) dr)
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Pero el prim er m iem bro de la an terio r igualdad es
[  A (z(s) - TsZq) ds = f  Az(s) ds - Tt Zq + %o 
Jo  J o
m ientras que el segundo es
z.(t) - Tt zo - f  Bu(s) ds - f  V(s) dW(s) - f  N(s) dP(s) -  f  g(s) 
J  o Jo  J o  J o
ds
de donde'z(t), definida por IV.9 , es expresable como
z(t) Z g + f  Az(s)ds + f  Bu(s)ds + f  V(s)dW(s) + f  N(s)dP(s) + f  g(s)ds
Jo  Jo Jo  J  o Jo
que sa tis face  IV.l y es, por tan to , una soluciôn fu e rte  con trayec to rias  continuas a  la
derecha.
La unicidad e s ta  geran tizada porque la soluciôn de 
z (t) = Az (t), z(0) = Zp
es ônica y por la linealidad de A.
Este tipo de dem ostraciôn es el u tilizado por R .F. C urtain en [7 ]  para 
dem ostrar ei teorem a fundam ental sobre el problem a de la estim aciôn bajo contro l cero , y 
sobre el cual descansarâ la aplicaciôn del teorem a de separaciôn, que es el num éro 9 de la 
lista .
C urtain  e Ichikawa en f  14 |  abordan e l problem a del control ôptim o bajo 
perturbaciones ocasionadas por procesos de Wiener. N osotros analizarem os el caso del 
contro l ôptim o bajo perturbaciones ocasionadas por procesos de Poisson.
4.5. Control ôptimo para observaciones complétas
Se tr a ta  de dete rm inar el control ôptim o para  el proceso de seriales definido
por
. t  t  t
IV .Il z(t) = T^zp + j  T^-g Bu(s)ds + f  T^.g N(s) dP(s) + f  T^-g g(s) ds
o o o
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que m inim ice el funcional de coste  definido por
. t l
IV.12 W(u,Zo,h) = E I < z(ti)-h ,K (z(ti)-h ) > + J  < z(s)-h,F(z(s)-h) > dsn
4- ^  <u(s), Gu(s) > ds I
Llam aremos U = l 2 ( O ,p;E) y JC = (Q ,p;H). JC es un espacio de H ilbert
con el producto escalar
< y i ,  Y2 = E j  (  yi(w), y2(w) > ^  j
m ien tras que U j = L2 ( [  0 ,t i ] ; U) y JE |  = l 2 ( j Q,t j ] ; X  ) son espacios de H ilbert con 
productos esca la res definidos respec tivam en te  por
/ I
< u f , U 2 >  = 3 E(  < u i(t,w ), U2(t,w) > p) dt
U i o
/ I
< Vf, V2 > = 3 ^  ^ < VI (t,w), V2 ( t ,w )> ^ )  dtX j  o
donde la esperanza es la condicionada por ZFg, la a  -a lgebra engendrada por P(s),
(0< <t). Con estas  notaciones IV. 12 se expresa como
IV.13 W(u,Zp,h) = < z (ti)-h , K (z(ti)-h) > + < z(t)-h,F(z(t)-h) > +
JE X j
+ <u(t), Gu(t) >
U |
y, siguiendo una técn ica  desarollada por Balakrishnan en |5  | , définîm es
s(t) = Tt Zp + f  Tt_s N(s) dP(s) + f  T t_ s g ( s )d s -h  
Jo  J oCJfu = l T t-s Bu(s) ds
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donde Ot c  L (U ) ,  X i )  y L (n i .  H); con é llo  IV.13 se reescribe como
IV.14 W(u,Zp,h) T < s ( t i )  + J t i ' i ,  K (s( t | )  + J t ,u )  > + < s(t) + Jtu, F(s(t) + Jtu) > +
‘ ‘ X  X^
+ < u(t), Gu(t) >
Ul
Balakrishnan prueba que e s te  tipo de funcionales son convexes e 
inferiormentc semirontinuos, existiendo un ûnico control funcion medible respecto  a 
■Fg, que lo minimiza. En nuestro c a so ,  el mfnimo de la forma cuadrâtica IV.14 viene  
dado por
IV.15 Guo , K (s(ti) + J t ,  + J ?  F(s(t) + J t  u°) = 0
El problem a es pues el câlcu lo  de J y  J*. Para J*  tenem os que, V xeX,,
f t l  f t
< J* x,u° > = < x, J t  > = I E ( < x(t), I Tt_sBu°(s) ds> ^)d t -
J o Jo
f t l  f t
I E ( I < x(t), T t-s Buo(s) > ds) d t =
Jo Jo
f t l  f t l
I E ( I < x(t), Tt-sBuO(s) > d t) ds =
Jo J s
f t l  f t l
= j  E ( I < B *  T * ^  x(t), uO(s) > g d t) ds =
f t l  f t l  f t ,
- j  E ( < J  B *T *^  x(t) d t, uO(s) > ^) ds = I E < i(s), uO(s)>^ds
Ahora bien
E < i(s), uO(s) > ^ .  e |  E ( < i(s), uO(s) > /  J^g) j  = E |  < E(i(s)/ ^g ), uO(s)>| 
dado que u^fs) es m edible respecto  a J ’g- Por tan to
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f t l f t l
E < E ( J B*
'o ^  t
^ x(s)ds/ (Ft), uO(s) >
y asi
. t l
.* T* ,.ofc\ \  ^
f t l
IV.16 J j  X = E ( J  B» T*  ^ x(s)ds/ J^t)
Anâlogamente
< J*! x,u° < X, J t ,  <jO = E( < X, J t ,  u °  > p,) =
f t l  f t ,
E ( < x ,  J  T t , _ t  BuO(t) d t  > ) = J  E < B» x, u° ( t )  > ^  d t
<  B *  T * , _ t  X ,  U >  y
de donde
IV.  17 J t i - t X  = B * T Î , _ t x
Supuesta entonces la ex is tencia  de G“ l ,  résu lta
t l
IV.18 uO(t) = -G -lB *
= -G-1 B<
j^TÎj.t K (s(ti) + J t ,  uo) + E ( j  F(s(r) + JruO)dr/jr^)j
j^T?,_t K(s(ti) + Jt, uo)) + I  F E (s(r) + JrUO(r)/.Tt) d r j
Como para r > t ,  E ( s(r)+Jf uO(r)/ (Ft ) = z°(r)-h, ya que debido a la
ortogonalidad de los increm entos de P(t) lo an te rio r équivale a hacer intervenir la 
dinâm ica del sistem a a p a rtir  de zO(t), valor de la variable de estado  bajo el control u°, 
como valor original, podemos poner
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IV.19 uMt) T - G - 'B "  j K(z"(t ,)_h)+ j  Tg_t F(s) (z«(s)-h) ds |  =
. -G-'B» I T î,_ t  K zO(t|)r j  T ^ t  F(s) z°(s) d s -
-(T?,_tKh+ j  T^_t f(s)hds) j = -G-lB» (q{t)-k(t))
Por otro lado, para s > t y bajo ei control u°(t)
IV.20 zO(s) .  Tg_t z° ( t )  - j  Tg-x BG-1 B» q(x) ds + J  Tg.x BG-lB* K(x) dx +
+ j  Tg.x N(x) dP(x) + j  Tg_x g(x) dx
por lo que
IV.2I q ( t ) - j  T^_t F(s) j l g . t  zO (t)- j" Tg_x BG-lB»q(x)dx +
^  Tg_x BG"lB*k(x) dx + J  Tg_x N(x)dP(x) + J  Tg_xg(x)dx |  ds +
+ T t |_ t  K j  T t,_ t z°(t)- j  Tt ,_x BG~*B*q(x)dx+ J  t | -x B G '' B»k(x)dx 
+ j  T t,_x  N(x) dP(x) + j  T t ,_ x g ( x ) d x |
Abora bien, recordando que
I  j" Tg_x N(x) dP(x) j  -  X j  Tg_x N(x) dx
104
tenem os que
1V.22 E { zO(s) I = zO(s) T Ts_t z<>(t) - |  Tg-x B G -‘ B*q(x) +l:
:+ I Tc_x BG”lB*k(x) dx + j" Ts-x N(x)dx + j* Ts-x g(x)dx
donde z°(t) = z'^(t) y q(s) = E _  {q(s) [ con q(t) = q(t). De aqui résu lta
f t l
q(t) = ( I Tj_t F (s )Ts . tds  + TÎ ,_ tKTt ,_t )zO( t) -
'  '  r ^ “
f t l  s
J ^ T * _ tF ( s ) (  3
Tg-x B G " * B *  (^x)-k(x))dx 
-X BG~1B* (q(x)-Mx)) dx +
Tg_x ( X N(x)+g(x)) dx) ds +
+ T t j - t  K J T t,_x  ( A N(x)+g(x)) ds
f t l





j  Tg_x BG-l B* (^x)-k(x) ds dx
f t
r î , - t K
f t l  f t
\  n t t  F(s) l  
J t  J%
f t l
f t i - t K  3 T t,_
T t,_x  BG-1 B* (^x)-k(x)) dx +
Tg_x ( X N(x)+g(x)) ds) dx +
X ( X N(x)+g(x)) dx
y, teniendo en cuen ta  el resu ltado  11.35 , podemos poner
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de donde
q(t) - K Tt,_t  + j  T | _ t |  F(s)-5(s)RG-lB*S(s)j Tg-t ds 4-
r J T*_t 5(s)nG-lRGS(s)Tg.tds) zO(t)- j  T^_t |  Tt,_x KTt ,-x +
+ j  T|_x F(5)-S(s)BG-IR'^5(s) I Tg.xds +
f t l
4- I Tg_x 5(s) BG"lR*5(s)Tg_x ds BG-lB*(q(x)-l<(x) dx +
J X
+ j TÎ_t [ Tî,_x KTt,_t  ^ ( T*_^|F(s)-S(s)BG-lB»5(s) ]Ts_xds  +
 ^ Jx
+ j  T^_x S(s)BG-lB»S(s) Tg.x ds j ( X N(x)+g(x)) dx
f t l
q(t) = (5(t) + j  T |- t  S(s)BG-lB*S(s) Tg.t ds) zO(t)-
- j  T ;_ t[s (x )+  j  T*_xS(s)BG-lB*S(s)Tg_x ds ] BG-lB* (q(x)-k(x))dx
+ j T^-t |  s(x) + j T*_x 5(s)BG-lB*5(s)Tg_x d s | (  XN(x)+g(x))dx =
f t l
= 5(t) zO(t) + J T|_t 5(s) BG-*B* (5(s) Tg_t z°(t)-(^s)-k(s))) ds -
- j TÎ_t j j T^_x 5(s)BG-lB*5(s) Tg.xBG-*B* (^x)-k(x)dx
+ j T j .t  j I  T*_x 5 ( s ) B G - I B * 5 ( s )  Tg_x ( X N(x)+g(x))dx
ds
ds +
S(s) ( X N(s) 4- g(s» ds = 
t
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= S(t)zO(t)+ j  T*_t S(s)BG-lB* [ 5(s) (Tg.t z^(t) - 
j" Ts_xBG~lB*(q(x)-k(x))dx - (q(s)-k(s)) j  d s +
f t l  . s
+ J  T^_tS(s)BG-lB»5(s)( j  Ts-x( A N(x)+g(x))dx)ds+
f t l
J T t - t  S(s) ( X N(s)+g(s)) ds
Pero
T s-tzO (t)- f  Tg_x BG~IB* (^x)-k(x))dx + f  Tg.x ( X N(x)+g(x)) dx 
’' t
es, para s >  t ,  | zO(s) [ = z°(s), por lo que
1V.23 q(t)-k(t)-S(t)zO(t) = - J  T ^ _ t  s ( s ) B G - 1 B *  |  ^s)-k(s)-S(s)z«(s)} ds
t l- Kh + J T t t  F(s)h ds) +
.................................................tl
+ 3 Tg_t 5(s) ( X N(s) + g(s)) ds
que, considerando el resultado 11.33 e introduciendo la perturbacion U(t,s) de Tt por 
-BG -lB* S(s), podemos expresar como
. t l
IV.24 q(t)-k(t)-S(t)zO(t) = j  U * (s ,t ) [ s ( s ) (  ,\N(s)+g(s)) -F ( s )h jd s -U * ( t i , t )K h




= m(t) + I * t) S(s)( X N(s)+g(s)) ds
donde m(t) viene definido por 11.38 .
Subtituyendo IV.24 en IV. 18 obtenem os como expresion del contro l
ôptim o
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IV.25 ijo(t) = -C ,-1 B* I S(t)zO(t) + m(t) + J  U * (s,t)S (s)( X N(s)+g(s)) ds |
m ien tras que el valor correspondiente de la variable de estado  viene dado por 
IV.26 70( t ) r T t 7.p -  f  T t-s BG-lB*S(s)zO(s)ds - f  Tt-g BG-lB*m(s) ds
Jo Jq
j  Tt-g B G 'Ib » ^  U *(x,s)5(x)( X N(x)+g(x)) dx ^
I  T t-s N(s) dP(s) + j
ds
+ j   T t-sg (s)ds 
o, introduciendo de nuevo la perturbacion  U(t,s),
I V . 27 zO(t) -  U(t,0) Zp- ^  U(t,s)DG“ lB* ^m(s)+ ^  U*(x,s)5(x) (XN(x)+g(x))d:^ds +
S Tt_s N(s)dP(s) + I Tt-sg(s) ds o Jo
En general, para  procesos cen trados con increm entos ortogonales y no 
forzados (g=0), tenem os
IV.28 uo(t) = -G -lB *  (S(t)zO(t) + m(t))
que es, form aIrnente, el mismo resu ltado  que e l obtenido para el caso d e te rm in is ta , 
m ien tras que
IV.29 zO(t) .  U(t,0)zp - I U (t,s)B G -‘B*m(s)ds 4- [  ^ T t - s  N(s)dP(s) =
Jo Jo
=  Ttzp -  1 T t-s BG"*B» (S(s)zO(s)4-m(s)) ds + i Tt-sN(s)dP(s)
Jo J o
Los resultados obtenidos en e s ta  seccion constituyen  un com ponente basico de
la sigu ien tc
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4.6 .- C ontrol ôptim o para observaciones incom pletas. Aplicaciôn del principio de
separaciôn
El principio de separaciôn es el principal resultado de la teorTa de contro l 
para sistem as lineales estocâsticos con funcional de coste  cuadrâtico  cuando el proceso 
que define la variable de estado no es conocido si no en funciôn de un proceso de 
observaciones. Die ho principio estab lece  que el problem a puede separarse  en un problem a 
de filtro  que perm ite estim ar el estado ac tua l del sistem a en term ines de las 
observaciones, y después en un problema de contro l de te rm in ista  con funcional de coste 
cuadrâ tico , siendo ei contro l ôptim o una re troa lim en tac iôn  de tipo determ in ista  de la 
estim aciôn del estado.
Considerando entonces el proceso de seriales definido por IV. 11 que
expresarem os como




z i( t)  = \  T t-s B(s)u(s) ds 
Jo
con un proceso de observaciones definido por
= Ttzo + f  T t-s N(s)dP(s) + f  T t-s g(s) ds 
Jq Jo
4 :
IV.32 y(t) = \  Cz(s)ds + Lv(t) = x{t) + y i( t)
donde
x(t) = \  Ck{s) ds + Lv(t)
IV.33
yi(t) = (  Czi ( t )ds  
J q
(es decir, x(t) es el proceso de observaciones bajo con tro l cero), y se t r a ta  de m inim izar el 
funcional de co ste  definido en IV. 12 . La n a tu ra leza  de las d is tin tas entidades fué d escrita  
en la secciôn 4.1.
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Ci que las leyes  de control sean de tipo retroalimentadas e s  un hecho que 
viene irnpuesto por consideraciones prâcticas de tipo f isico, y nos obliga a restringir la 
clase  de contrôles  a un subconjunto de contrôles  admisibles, Ugd, de U | .
Para cararterizar a este  subconjunto y preparar el camino a la aplicaciôn del 
principio de separaciôn estab lecerem os las siguientes notaciones:
I) yt e s  la restricciôn de y(-,w) sobre r 0 , t j  y es  una variable a leatoria con 
valores on IO,t | conjunto de funciones continuas por la derecha.
II) -  { u(w) C U I u(w) = p (xt(w)), donde p ;R*< — ► E |
y e leg irem os Uad de forma que para todo t C  ( o , t , ] , salvo quizâs un conjunto de medida 
nula dejOjtjJque en nuestro caso serran los instantes en que producen las perturbaciones  
impulsivas, sea
Uad =
con lo cual, y como verem os a continuaciôn, se propicia la aplicaciôn del principio de 
separaciôn, utilizando el teorema fundamental de (7 J  primero y los resultados de la 
secciôn anterior después.
Para é llo  definimos por una parte
IV.34 z(t) = E .y ,  I z(t) { = k(t) + z f (t )
donde
t
IV.35 i(t) = x(t) - 3 Ck(s)ds, k(t) .  E^,^j |  k(t) } = E^^, |  k(t) |
e s  el proceso innovaciones para el par j k(t), x(t) } , y por otro lado el proceso de error
IV.36 e(t) = z(t) -  z(t)
y, antes de aplicar el principio de separaciôn, consideremos que
E j <  z(t)-h, F(z(t)-h) > j  = E | <  z(t)+e(t)-h, F(z(t)+e(t)-h) > |  =
- E j  < z(t)-h, F(z(t)-h) > I + E I  < e(t), Fe(t) > j
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pues, como se prueba en (?] , error y estim aciôn son incorrelados.
Por tan to  el problem a de m inim izar IV. 12 es équivalente al de m inim izar
• t <
• i :
IV.37 Wi(u,Zo,h) = E < z (ti)-h , K (z(ti)-h) > + |  < z(s)-h,F(z(s)-h)> ds +
1
< u(s), Gu(s) > ds
donde los productos escalares estân  definidos sobre los mismos espacios que en la secciôn 
an terio r.
Los resultados obtenidos en [7] , con la introducciôn del térm ino fo rzan te
como elem ento excepcional, dan, como estim aciôn de z(t)
IV.38 z(t)=k(t)+zi(t)= I  T t-sP(s)C*(LvoL*)-l di(s)+ |  Tt_sg(s)ds +
+ T t-s N(s) r(s) d s + ^  Tt_s Bu(s) ds
donde P(t), supuesto se cumplen las condiciones expuestas en el teorem a 9 de la lista , es la 
soluciôn ônica de la ecuacion de R iccati
—  < P(t)f,h > -  < P(t)f,Ah > - < P(t)h,Af > + < P(t)C *CP(t)f,h > = 
dt
IV.39 = < B(t)MB*(t)f,h >
P(0) = co
En la misma referencia  se prueba que el proceso de innovaciones es un 
proceso centrado con increm entos ortogonales y m atriz  de covarianza Lv^L*. Por tan to  
podemos aplicar al modelo definido por IV.38 y IV.37 lo visto en la secciôn an terio r 
para observaciones com plétas, y de esa form a garan tiza r la existencia de un contro l 
ôptim o u°(t) definido por
IV.40 uO(t) = -G-lB*^S(t)z(t)+m(t) + I  U»(s,t)5(s) (N(s)r(s)+g(s)) ds^
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con el ro rrespond ien te  valor de z(t) dado por
1V.4I = f  Tt_s P (s )C *(LvoL *)"I  di(s) + f  T t.g  (g(s)-t N(s)r(s)) ds
o
- 3 Tt_g BCi" IB » ^ ( s)z(s) + rn(s) 4- J  U *(x,s)s(x) (g(x)+N(x)r(x)) d ^  ds
o bien
IV .42 z'^(i) - - 3 U(t,s)BG“ lB*^n(s)+ 3 U*(x,s)S(x) (g(x)+N(x)r(x)) d)^ ds +
r 3 U(t,s)P(s)C*(LvoL*)"I di(s) + 3 U(t,s) (g(s)+N(s)r(s)) ds
Ahora bien
3 U (t,s)P(s)C*(LvoL*)-Idi(s) =
= 3 U(t,s)P(s)C»(LvoL»)-Id(xO(s)- \  Ck(s)ds)
o o
3 u (t,s) P(s)C»(LvoL*)"I (dyO(s) - CzO(s) ds) 
o
resu ltado  que, substituido en IV.41 , proporciona
t _  t
IV.43 z<^(t) = f  U |(t,s)P (s)C *(L voL *)-I dyO(s) + f  U i(t,s) (g(s) + N(s)r(s)) ds
o o
3 U |(t,s)B G -lB * ^n(s) + 3 U , (x,s)S(x) (g(x)+N(x)r(x)d:^ ds
donde yO(s) es el procesq_de observaciones bajo contro l ôptim o y U l(t,s) la peftôrbaciôn 
de Tt por - B G - ‘ B » 5 ( t )  -  P ( t ) C * ( L v o L  » ) - I C .  L ' f  /
En el caso de procesos cen trados y ausencia  de te rm ine  forzant^O T^^PI^ids 
e resu ltado  ' ^ h e S ' '
112
IV.44 uO(t) = -G -lB * (S(t)zo(t) + m(t))
. t  t
IV.45 zO(t) = J  Ui{t,s)P{s)C*(LvoL#)“I dyo(s)- J  U i(t,s)8G -Im (s)ds
o o
que tiene la e s tru c tu ra  de un filtro  del tipo Kalman-Bucy.
Este resultado es valido para cualesquiera procesos ortogonales siempre que 
sean cen trados.
El contro l queda pues to ta lm en t’ definido por S(t) y P(t) y, ta l como 
estab lece  la form ulacion general del principio Je  separaciôn, es introducido estim ando 
prim ero el estado  del sistem a por 1V.45 y obteniendo luego la ley de con tro l definida 
por VI.44 .
Para procesos centrados y ausencia de térm ino  fo rzan te , el valor del 
funcional de co ste  viene dado por
1V.46 W(uO,Zo,h)= W i(u°,Zo,h) + E [<  e ( t i) , K e(ti) > ]  + E ^  J  < e(s), Fe(s^dsj=
t l  _  —
= Wi(uO,zo,h) + tra za  |K P ( t i ) p  + J  tra z a  |F P (s) |  ds
o
ya que, como se prueba en [?] , P(t) = Cov | e(t) [ y E j < Dx,x > = tra z a  (D.Cov |  x [)
m ien tras que *- J
1 (u°,Zo,h) = E |<  z(tl)-h ,K (z(ti)-h ) > |  + I  ^  z(s)-h,F(z(s)-h) >|ds+
+ ^  E |<  S(s)z(s)+m(s),BG-lB*(S(s)z(s)+m(s)) > |  ds =
f t l  f t l
= < h,Kh > + j  < h, F(s)h > ds + j  < m(s),BG~lB*m(s) > d s +
1V.47 W|
+ 2 e | ^  < z(s), S(s)BG-lB*m(s)-F(s)h > ds - < h, K z(tl) >
4- E |<  S (ti), K z(ti) > } + E j < 2(s), (F(s)4-5(s)BG-lB»5(s))z(s)>ds |
Ahora bien la ley de contro l obtenida es re troalim entada y de la forma
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Li(t) T c(t) + y K(t,s) dy(s)
con K (t,0  C L(Rk^n)j u c(t) de te rm in ista , y, en general no hay garan tfa  de que
para une ley de la form a u(t) = i|»(T,y(t)), IV.30 y IV.32 tengan so lue ion unica. La
siguiente proposicion da condiciones sobre la funcion para g aran tlzar ésto  ultim o, 
condiciones que satis face el control hallado.
Proposicion IV.3
Supongamos la ley de con tro l para  IV,30 y IV.32 definida por 
u(t) = tp (t,y(t)) 
donde 'l* sa tis face  la condlcion de L ipschitz
Il 'l ' (t,h) -  4* ( t , f ) | < c  sup II h(s)-f(s)||
para  cualesqu iera  h ,f C C ( (0 ,t i  J î R* )^. Entonces IV.30 y IV.32 tiene  solucion unica.
En e fe c to , podemos expresar y(t) en la form a
y(t) = x(t) + Ç C C Ts-r B 4'(r,y(r)) dr ds 
o o
y considerar la sucesion
Yo(t) = x(t)
Yn(t) = x(t) + ^ C J  Ts-rB 4* (r,Yn-l(r)) dr ds
o o
Enfonces
1 ''^n(0-Y n-|(t)j| . < J  C J  Ts_rB 1 4 '(r ,Y n -l(r))-
^  o o
- 4’(r,Yn_2(r» Il dr ds < Cl J  sup jj Y n-l(r)-Y n-2(r)|| dr
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y aplicando la condiciôn un numéro n su ficien tem ente elevado de veces obtenem os
IV.48 sup II Ynnn(s)-Y(p_i)nr)(s) Il < C2 sup || Y (n-l)m (s)-Y (n-2)m ts) I l
donde C2, ai engloblar la norm a de los operadores C y B que son acotados y la de T t que es 
inferior a la unidad y por tan to  tiende  a 0 al e levarlo  a una potencia su fic ien tem en te  a lta , 
es un numéro comprendido en tre  0 y 1. La aplicacion definida en IV.48 es pues 
con trac tiva  y asf ex is tira  un 1 uni te  Y(t), al que converge la sucesion Yp(t), ta l que
-t s
IV.49 Y(t) = x (t)+  j e )  Ts_rB 4 '(r,Y (r))dr ds
o o
que es el proceso de observaciones p recisam ente. El contro l asf obtenido depende adem as 
de x(t), proceso de observaciones bajo contro l ce ro , por lo que es un contro l adm isible.
La unicidad de la solucion para IV.30 y IV.32 se deduce ya inm ediatam ente 
aplicando la proposicion IV.2.
4.7. Calcuio numérico del operador P(t)
Para resolver ta ecuacion IV.39 <jue sa tisface  el operador P(t) expresarem os 
los d istin tos elem entos de la m ism a en term ines del sistem a ortonorm al de las 
autofunciones del generador A en e l caso de que e s te  sea autoadjunto. En e fec to , podemos 
expresar
f ^  ^ (*6n > gn = ^  ] fn gn
n = 1 n = 1
00
Af = ^  ^ Xn fn gn
n = 1
00 00
P(f)gn = ^  j  (  P(f)gn,gm > gm = ^  ^ Pn,m^^^ 8m
m = 1 m = 1
00 ®
P(t)f = ^  fn (P(t)gn) = /   ^ fn  Pn,m^*^ gm 
n = 1 n,m = 1
con pn,m^*^ = Pm,n^^^*
Por o tro  lado el c a ra c te r  au toad jun to  de A perm ite expresar la ecuacion
IV.39 en la  form a
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cl _  _  _
IV.50 ,  < - P(t)f, h > - < AP(t)f,h > - < P(t)A f,h > +
d t
+ < P(t)C »(LvoL*)-l CP(t)f,h > = < h >




AP(t) f = ^  ^  fn Pn,m(f) gm 
n , m -  I
oo
P(t)Af = ^n  fn Pn,m(f) gm
n , m = 1
P(t)C *(L voL *)-icP(t)f = P(t)C *(LvoL*)-fC ( fp Pn,i(t) gi) =
n,i  = 1
OO
= Pn,i(f) P(t) C *(LvoL*)-l Cgj =
n,i -  1
" S  2 2  < C *(L voL »)-lC gi,G j > gj =
n.i  = 1 i -  1
-  P),m(t) < C*{LvoL*)-f Cgi,gi > ) gm
n , m = 1  i.i -  1 
CD
f = ^  f n  < B M B »  g n ,  g m  > g m  
n , m -  1
g p ^  OO
P ( 0 ) f  = ^   ^ fn Pn,m(0) gm = Pc f = ^   ^ f*^  ^ 8n» gm 5 gm
por lo que IV.50 "ëT équivalente al sistem a de"ecuaciones d iferenciales de prim er orden 
no lineales definido por
OO
, P n , t n f f ) - (  X r n ^  X n ) p n , m ( f )  + ^  ^ P n , i ( f )  Pm, î^*^  ^  C * ( L v o L * ) " ^ C g i , g j  > = 
< B M B * g n ,  g m >  ’
Pn,m(0) = < Po gn, g ^  >
P n , t n ( 0  = p m , n ( ^ )
que resolverem os en particu lar para el modelo co n c re te  propuesto  en el siguiente capi'tulo.
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El Modelo E stocastico  Propuesto 
Estudio del Modelo y T ra tam ien to  Numérico
5.1. D escripcion del modelo
Vatnos a suponer que el modelo descrito  en el capftulo te rce ro  e s ta  su jeto  a 
dos tipos de pertu ihaciones de c a ra c te r  aditivo  y alea to rio : por un lado una perturbacion  
estac ionaria  y de densidad esp ec tra l constan te  que p erm ita  m odelar el am plio conjunto de 
pequenas, y tecn icam en te  diffciles de co n tro la r, causas de azar; por o tro  lado 
perturbaciones de tipo impulsivo y "raro". Las prim eras las m odelarem os m edian te  un 
ruido bianco gaussiano, derivado de un proceso de Wiener que describ irem os a 
continuacion; las segundas lo seran por un ruido bianco poissoniano, derivado de un proceso 
de Poisson cuya na tu ra leza  tam bién estud iarem os.
Por o tra  p a rte , se considéra que la variab le  de estado no es observable 
d irec tam en te  sino a través de un modelo de observaciones que supondremos solo pueden 
rea liza rse  en una serie  de puntos determ inados del polo. C onsiderarem os tam bién que este  
modelo de observaciones se ve perturbado  por un ruido blanco gaussiano.
Asf pues, el modelo que asociarem os al polo de sarro llo  vendra gobernado por
la ecuacion
, à^z(t,x) • •
V .l. z(t,x) = q   + u(t,x) + w(t,x) + P(t,x), q > 0
Ax2
satisfaciendo  la condiciôn inicial, que supondremos constan te ,
V.2 z(0,x) = Zq = f(x)
y las de contorno y com patibilidad estab lec idas en 111.3 y 111.4
El modelo de observaciones sera
t
V.3 y(t,x) -  J  Cz(s,x) ds + v(t)
donde v(t) es un proceso de Wiener k-dim ensional con m a triz  de covarianza unidad y 




(Cz(s,x))|Yi  -----  I z{s,x)dx,
2^ J Xm-E
para  £ >  0,
donde x i ,  x2, ••• xk son los puntos del polo donde puede observarse la evolucion del mismo.
Los d iferen tes procesos del modelo se suponen independientes.
El objetivo es estab lecer la ley de con tro l optim o u°(t,x) que gobierne la 









li:W(u,Zo»h) = E { I (h(x)-z(ti,x))2 dx + j" j* (h(x)-z{t,x))2 dx dt
j ’ ^ u 2 ( t .x )d x d t  I
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donde h ,I - Zq» z, u C f -c ,c  1 , al igual que
3x2
En las siguientes secciones estud iarem os con d e ta lle  los d istin tos elem entos 
del sistem a, cuyo diagram a de bloques bajo contro l optim o se rep résen ta  en la figura V .l, 
habiéndose tenido en cuen ta  que en e s te  caso las form ulas IV.44 y IV.45 se conv ierten  
en
uo (t) -  - (S(t) zO(t) + m (tj ) 
zO(t) = (A -P(t)C *C ) zft) 4- P(t)C» y(t)
5.2.- El proceso de Wiener de pertu rbaciones
Supondremos que W(t,x) puede expresarse  como
V. 6  W ( t , x )  = ^  Wn( t )  gn ( x )
n = 1
donde j gp(x) [ son las autofunciones del operador A definidas en 111.10 y los w ^lt) son
procesos de Wiener m utuam ente independientes, con covarianza increm ental o2 ^
gaussianos (lo que im plica que tienen  una version separable con tray ec to ria s  continuas) y 
cen trados.
Dada la independiencia de los w^(t) y que cada uno de ellos tiene  increm entos 
independientes resu ltan  las siguientes propiedades para  W(t,x):
a) E { W ( t , x )  I = 0
b) Para t > s
Cov ( W (t,x)-W (s,x)} = Cov (wn(t)-Wn(s))gn(x) j  =
= E (wn(t)-wn(s))gn(x)| 2^  ^^  ^ g2(x) E |  (wn(t)-Wn(s))2 |
n - 1
por lo que se ra  p réc ise  ex ig ir  que ^  ^
n - 1
120
c) W(t,x) tiene increm entos independientes.
d) W(t,x), como combinaciôn lineal de procesos gaussianos, es tim bién un 
proceso gaussiano.
5.3.- El proceso de Poisson de perturbaciones
Supongamos que el num éro de impulses en el in tervalo  espacial [x ,x  + d x ]e s  
una variable poissiana con param étré  \(x ) y que el numéro de impulses en intarvalos no 
solapados son variables independientes. La in ten 'idad  Y(x) de un impulse en el xunto x es 
una variable N(0, a(x)) y las magnitudes de los distintos impulses son variables 
independientes en tre  su  Tenemos asf el proceso de perturbaciones
n( t , x)
V.7 P(t,x )=  ^  Yk(x)
k =  1
donde n(t,x) sigue una distribucion de Poisson con m edia m(t,x) = X(x)t.
Ahora bien
n( t , x )  oo
P(t,x) = ^  ( J  Yk(x) gn(x) dx) gn(x)
k -1 
oo fOlt.x)« M  V,A. I
= J  Y k(x)gn(x)dx
= Pn(t) gn(x)
n = 1
donde los |  Pn(t) } , con
c
V.8 P n ( t ) =  J  Y k ( x ) | g n ( x )
^ k = 1
gn(x)
constituyen una sucesion de procesos de Poisson compuestos e independientes, que, 
basandonos en ( [2J ), ( [31 ) y ( (101) tienen las siguientes propiedades;
{ P n ( t ) | = Tn(t) = E I J  ^  ^   ^ Yk(x)^gn(x) d x j =
k =  1
J  E I ^  ]  Yk(x) jgn dx = J  E { n(t,x) f . E { Yk(x) I gn(x) <x = 0
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V.9
b)  X* ( t )  Va r  { P n ( t )  I =
E I V a r |  >  j" Y(<{x) g n ( x ) d x
E
T E
J  j n (t,x^ j + Var |^E{Y ]n (t,x )) j =
J (V ar^^ '" ^ Yi<(x)gn(x)^ )dx j  + Var J n(t,x) E (Y(x)) gn(x) dx J
J n(t,x)Var (Y(x)) g2(x) d x^  + Var J n(t,x)E (Y(x)) gn(x) dx| =
= J e (n(t,x)) . Var (Y(x)) gn(x)dx +
-c
+ j  Var (n(t,x)) E (Y(x)) 2 gp(x) dx =
- t  J  X(x) Var (Y(x)) gn<x) dx + j  X (x) E (Y(x)) 2 gp(x) dx j  =
- t  J  X(x)E (y 2(x)) gn (x) dx = t J  X(x) o2 (x )g n (x )d x
V. 10
c) Para s < t, es nûcleo de covarianza de Pn(t) es
K n ( s , t )  = Cov j P n ( t ) ,  P n ( s )  } =
= E jo 2 jioS:
a c \  "*( ^  ]  Yj<(x))gndxj
Yh(x)) gn(x) dx
k(x)) |2 j  ^ Var (Pn(s))
s I  X (x) o  2 (x) gn (x) dx
d) El c a rac te r independiente de los increm entos queda garan tizado  por 
tenerlos ortogonales los procesos n(t,x) y ser las Yk(x) independientes e indenticam ente 
distribuidas. Para anaîizar el c a ra c te r  estac ionario  de los increm entos tenem os que, para 
t > s.
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4>(ü) = E [ e ' " ( P " ( t ) - P n ( s ) ) k
Pn(t)-Pn(s)
V .ll
= E I  E I n(t,x)-n(s,x)=kj.P(n(t,x)-n(s,x)=k)| =
^ E | Ê K ( u . } k . - X W W
X I |( =  0  k .  )
1 ^ - X(xKt-s) ç X(x)(t-s) +|n( "I j  _= E l e
X
f f  .  X (x )(t-s)0 - 4*ln(u)) 




iu 5 Y(x) gn(x) dx
<t>in(u) = E I e*  ^ I = E je |
In = f Y{x) gn(x) dx
la in tegral de un proceso estocastico  normal Y*(x) = Y(x) gn(x), ,quç tiene  a x como 
param ètre . El proceso Y* no tiene  increm entos estacionarios e incluso, segûn la 
na tu ra leza  de a2(x), pueden no ser siquiera independientes.
De V. 11 se deduce que
l.-  La funcion ca rac te rfs tica  de Pn(t) viene dada por 
,  - X ( x ) t ( i -  ♦ ,„ ( « )
2.- Pn(t) tiene increm entos estacionarios.
e) Si designamos por J"n ,t a la G -algebra generada por |  Pn(s), 0 < s < t | , 
el ca rac te r independiente de los increm entos de Pp(t) y el hecho de ser cen trado  el 
proceso garan tizan  que, para  s < t ,  Pn(t)-Pn(s) es independiente de f  n,s Y* Por tan to ,
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E I P n ( t )  -  P r , ( s )  I , T n , s  } = E  { P p ( t )  -  P n ( s )  } = 0
de donde:
E I Pn(t) I .Tn,s { = Pn(s)
ésto  es, Pp(f) es una m artingala  resp ec te  a 5^n,t sobre (0 ,t{ | .
De estas  propiedades de los procesos Pn(t) se deducen las siguientes para el 
proceso P(l,x):
a) E I P(t,x) [ = 0, es dec ir , P(t,x) es cen trado
b) Var I P(t,x) } = X = X* gn (x)
n = 1
y para que X < oo tendra que cum plirse que X(x) a  2(x) C L2 | - c , c  ] y que
Xn < GO .
n “  1
c) Para s < t su nûcleo de covarianza  es 
K(s,t) = Cov (P(s,x), P(t,x)) =
= % ] gn (x) Cov(Pn(s), Pn(t)) =
n -  1
= s (  ^  gn(x) I  X(x) a  2(x) gn(x) dx)
n -  1 - C
d) 5u funcion c a rac te rfs tic a  es
e) Por ser una cornbinacion lineal de procesos independientes, cada uno de 
ellos con increm entos independientes y estac ionarios, P(t,x) tiene tam bién increm entos 
independientes y estac ionarios.
f) P(t,x) es una m artingala  respec to  a x» la a -a !g eb ra  generada por
|p (s ,x ), 0 < s < t{ ,  sobre |0 , t i  | .
5.4 .- Existencia y unicidad de solucion para la ecuacion del modelo
Em plearernos la proposicion IV.2 para  aprovechar la condicion allf
estab lecida.
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Ya vimos en el capftulo segundo que
92A = q ------
0x2
era cerrado  y lineal y que generaba un sem igrupo fu ertem en te  continue Tt
T t - s z =  £  e 4c2 j” I  z W g n W  dx j  gn(x)
Entonces, si u(t,x) C D(A), es c laro  que la pa rte  a) de la c itad a  proposicion se
cum ple.
Por o tro  lado y com o B = V = N = I y A y T  son perm utab les tenem os que
ATt-s u(t,x) = Tt-s Au(t,x) C D(A), y si u{t,x) es de cuadrado integrable y por el resultado
obtenido en la proposicion 111.2 para la norma de tenem os que
q ff2 ^
I ATt-su(s»x)| < e Au(s,x) < || Au(s,x) ||
siendo pues necesario  para que se cum pla la segunda condicion que Au(s,x) sea de cuadrado 
in tegrab le .
Por ultim o y para la te rc e ra  condicion, que en nuestro  problem a se traducira
n =  1
tenem os que
(On + ) f  !| A Tt - s 9n II  ^ ds <  «  ,»   J  n
A _ n2 ff2
r2 7t2 o2 ff2
j o | A T , . 3 g „ | 2 d 3 = ^  [ l - e  ' " ]
n2 if2
n2 ir2
q L 8c3 q
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y seré  por ta nto  n e c e s a r io  im poner una con d ic io n  ad ic iona l  a  las va r ia n za s  de  los  p r o c e s o s  
Wn(t) y Pp(t),  la de  que
n = 1
para q u e  haya una l'inica so lu c ion  de V.l .
5.5.- El proceso de observaciones
El modelo de observaciones
y(t,x) = J Cz(s,x)ds + v(t)
es un proceso k-dim ensional, surna de dos procesos k-dim ensionales, que re fle ja  el hecho 
de que las observaciones se concentran  en  k puntos del in tervalo  [ c ,c  1 y que e stas  
observaciones sufren pertu rbaciones modeladas segûn el proceso de Wiener k-dim ensional 
v(t), que supondremos tiene  por m atriz  de covarianza increm ental la m atriz  unidad.
El nûmero k de puntos de observacion u "observatorios" lo considerarem os 
im par, con uno de ellos situado en el c en tre  del polo y los dem as sim étricos y 
equ id istan tes, de m anera que la d istancia en tre  éllos sea 2 c , siendo e el radio de 
observacion de cada observatorio . En los ex trem es del polo no se colocarân observatorios. 
Con esto , toda la am plitud del polo podra ser observada o, en todo caso quedaran fuera de 
observacion los in tervalos f - c ,-c + C |  y [ c- E ,c I . Para conseguir ésto  el nûm ero k de 
observatorios a estab lecer viene dado por
c -  E
k = 21 U  1
donde |x |  es la funcion "p a rte  en te ra  de x". C onsidérâm es como observatorio  nûm ero 1 el 
situado mas proximo al ex trem e x = -c del polo, el nûmero 2 el situado a la derecha del 
an te rio r y asf sucesivam ente; asf pues la ubicacion del observatorio  i-sim o sera el punto 
xj - (2 i-k -t), con i = l,2 ,...k .
El operador C es ta l que la i-sima com ponenete de Ch(x) viene definida por
1 f x j  + E
(Ch(x))i = ----- I h(x) dx
2C J x i - c
Esta definicion es, obviam ente, coheren te  con las c a rac te ris tic a s  ya c itadas 
para el proceso de observaciones.
126
5.6.- Solucion num érica del modelo
a) Câlculo del operador P(t)
El sistem a IV.51 se convierte en nuestro  caso particu lar en
2 oo




Pn,m(0) -  0» Pn,m(t) = Pm,n(f)
M = Cov((W(t)+P(t),(W(t)+(P(t)) = Cov(W(t),W(t)) + Cov(P(t),P(t)) = o j  + x*(t)
con X ^(t) definida por V.9
Por o tro  lado
Cij = < Cgi, Cgj > = 2 ]  (Cgi)h (Cgj)h = ^  ai,h aj,h
h = 1 h = 1
donde
, xh+t 1 5Ch+c i nn niT
V.13 (C g n )h = a n ,h = —  gn<x)dx ~  c c 2 " I T
2c xh-E 2e xh-E c
2 v ^  nn n n x h  n n t  2c nn£
'  ™ “ " i r
resultando
4c2 i n c  j n E
V.14 Ci; = - - ■ sen ( ) sen ( — — ) 5 gi(xh) gj(xh)
E^n'^ij ^h = 1
Con todo ésto  el sistem a V.12 adopta la form a definitive
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V.15
P n , m ( t ) +  q —— + \  Pn,i(f) Pj,m (f) Cjj = Ô n,m ( ® n  ^^ n
4c 2 4 —<
(t))
ci -  1
Pn,rn(0) -  Oj Pn,m(t) - Pm,n(f)
La d ificu ltad  que présen ta  la resoluciôn de e s te  sistem a es que, a d iferencia  
de los que ocurria con el câlculo  de 5(t) en el capftu lo  III, para i = j, pi i(t) = 0 no es 
solucion de la ecnarion  d iferencial correspond ien te , por lo que para resolverlo  se hace 
necesario  recu rrir a un procodim iento de truncam ien to , basado en la idea in tu itiva, que 
lue go justificarem os, de que al ser los P i , j ( t )  co efic ien tes  de Fourier su "influencia" en el 
sistem a decrece al c rece r i y j. La validez del m étodo, que es necesario  probar para su 
tra tam ien to  con ordenador, se m uestra  en la secciôn siguiente.
Observam os que para valores muy pequeflos de E , ésto  es, para un numéro 
elevado de observatorios, tenem os que
c i ,j  =  ô i , j /2 e
con lo que V.l 5 se conv ie te  en
2 J — ^
Pn,m(t)+q -—- (u2+m 2)p^^^(t)+_  ^  ] pn ,r(t)pr,m (t) = 5  n,m( <^n+ ^ n (t))
r = 1
P n , r n ( 9 )  = 0 ;  p n , m ( ^ )  -  P m , n ( ^ )
que adm ite , para n = m, la solucion Pn,m(t) = 0 y el sistem a quda reducido, llamando 
Pn,n(t)-pn((); al de ecuaciones independientes
V.IF
r2n2 Pn(t)
----------- Pn(t)+——— - Op + X n
2c2 2c
Pn(G) = 0
b) D eterm inacion del f iltro  optim o z(t)
Para d e te rm inar el filtro  optim o z(t), que sera estab le  ya que el sem igrupo Tt 
generado por el operador q — lo es, u tilizarem os el teorem a 9 de la lista  segûn el cual
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z(t) = b(t) + X(t)
donde b(t), en nuestro caso, es la solucion unica de la ecuacion determ in ista  
b(t) = (A -P (t)C »  C )b (t)
V.17
b(0) = 0
m ientras X(t) es la solucion unica de la ecuacion de evolucion es to cas tica  
dX(t) = (A-P(t)C* C) X(t)dt + P(t) C* dy(t)
V.18
X(0) = 0
Vamos a expresar estas ecuaciones en term ines de sus coefic ien tes de Fourier. 
Para éllo considerem os que
P(t)C «Cf = y ^ f n P ( t )  C * C g n  = ^ f n M t )  C*Cgn,gm > gm =
o o n = 1  o o n = 1  m = 1
= fn Cn,mP(t)gm = fn Cn,m Pm ,r(t) gr
n , m  =  1 n , m , r  =  1
o o  q  r  o o  -1
P(t)C*dy(t) = P(t) ^  < C»dy(t), g n  g n j  = P(t) g  < dy(t), C g n  gn|=
^ E  (  Z I  dys(t).(Cgn)^ Pn,r(t) gr 
n , r  =  1 ^  s =  1
= ^  ^  ®ns dys(t)j Pn,r(t) gr
n , r =  1 '  s =  1 '
Ahora bien
1 Xs+E




= — I ( 2 3  zm(t)gm)dx + (dv(t»s =
2e J xs- e 1
 { 2 3  (bm(t)+Xm(t)) I gm dx j + (dv(t))s =
2E \m =1 J  Xj-e /
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por lo quo
P(t)C* dy(t)  -  2  ' (bm(t)  + Xnn(t))(  ^  ^ns ^ms) Pn,r(t)  gr ^
m.n.r=1 °o k
4 2  Pu,r(f) ( 2  ''j ^ns (dv(t)g))
n,r ^ 1 s -  1
y los s i s t e m a s  V. 17 y V . I 8 son é q u iv a le n te s  r e s p e c t iv a m e n t e  a




" -q — bn(t) - y  bs(t) Cg,r Pr,n(t) 
4c 2 Z—s,r = 1
bn (0) = 0
que adm ite  la solucion bn(t) - 0, y
^  o o  o o
Xp(t) = XnXn(0 - y  '  X s(t)cs,r Pr,n(*) + ^  '  Pn,r(t) ( /  ^ ^r,j Yj(f))
V.20
n2
-q — Xn(t) + y  '  Pn,r(f) Cs,r b$(t) + ^  " Pn,r(t) ( )   ^ 3r,j v)(f)) 
s,f = 1 f -  1 j = 1
s , r  =  1 r  -  1 i -  t
Xn - 9
En el caso general de procesos poissonianos no cen trados el sistem a V.19 se 
convertirfa  en
, 2  „ 2
bn(t) = - q  — bn(t) y  bg(t) Cs,r Pr,n(t) + Cn(t)
4c 2 ^ '
r,s -  1
bn (0) = 0 
con rp(t) definido en la seccion 5.3.
reducidos a
V.19 bis
Por lo que resp ec ta  a los sistem as V. 19 y V.20 y para e —► 0, quedan
" n2 ffZ ^  \
bn(t)  ^ - q  — bn(t) - pn(t) >  bg(t) Cs,n + rn(t)
t ? Y
bn (9) - 0
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5.20-bis
• r)2 1 r L ,
Xn(t) = -q Xn(t) +-----Pn(t) ( y  3n,i vj(t))
4c 2 2£
I = 1
Xp (0) = 0
respectivam ente, supuesto no cen trados los procesos piossonianos.
5.7.- Calcuio de los coefic ien tes Pn,m(t) por truncamiento
Dado que el sistem a V.15 tien e  solucion unica, por ser una simple
reform ulacion de la ecuacion IV.39 y tender a 0 los coefic ien tes de Fourier, parece 
natural el in ten to  de encontrar dicha solucion por una tecn ica  de truncam iento  calculando, 
no la solucion de V.15 d irec tam en te , sino la del sistem a de nûm ero fin ite  de ecuaciones 
d iferenciales definido por
+ q — (n2+m2)p*^^(t,M ) +
M
V'21 j + ^  Pn,i = 5 n ,m ( O n+ ^n(t))
i,i =
Pn,m(^»^^ — Pm,n(f»^H Pn,m(9,X^) = 0} n,m = 1,2, ......M
tom ando como valor de Pn,m(t) el del correspondiente Pn,m(t,M )' A continuacion 
probam os que la substitucion an te rio r es c o rre c ta  en el sentido de que para M —► oo el 
e rro r com etido tiende a 0.
En e fec to , restando V.21 a V.15 tenem os
Pn,m(t) - pn,m  (t,M) + q (n2+m2Xpn,m(t) - p^,m (t,M )) +
M
+ ^  (Pn,i(t) Pm,j(t) -  Pn,i(t,M) Pm,j(t,M))ci,j + ^  Pn,i(t) Pm,j(t)ci,j = 0
o bien
2
Pn,m(t) - Pn,m(t,M) + q  (n2+m2)(pp m(t)-pn,m(t*^l)) +
M 4 c 2
V.22 + Pn,j(t) (Pm,j(t)-Pm,j(t,M))cij + ^  '  Pm,j(t,M)(pn,i(t)-pn,j(t,M))ci,j +
i.j=oi i.j=1
Pn,i(*^ Pm,j(*) ^i,j = 9




n . | <
Gi,i<
e 2 n 2
4c2|<
TT^  (iVU 1)^
para  i,j — Al
para i,j < Al
^   ^ Pn,i(t) pni,j(t) ^  3  I j ~ |jp (t) |j.
i . j --  M M  i . ) =  1
puesto que P(t) es acotado. Por tan to , si designam os por
d(t,M) = Max
n ,m -I...M
| | p n , m ( t )  -  P n , m ( t > M )
al mayor de los e rro res absolûtes, se deduce de V.22 que
-2k 4c2k
V.23 d(t,M) 4 ( q -----.M2+8MI<. - r ----- ) d(t,M)+ --------------------
2c2 ^2 ,2  e 2 ,2  (M+l)2'
|P ( t ) ! |2 > 0





- ( q  M2+gMk) -------  )
2 c 2  - 1
siendo k | -  Max | pn,m(^M- Este resu ltado  nos dice que d(t,M ) -* 0 cuando M  - *  o o  y 
n , r n  '
que, por el con tra rio , el e rro r c rece  para M fijo cuando aum en ta  t.
5.8.- Anâlisis de los resu ltados obtenidos por el ordenador
A d iferencia  del program a ûnico u tilizado  en el caso determ in ista , en el 
a lea to rio  se ha em pleado una te'cnica de program as y licheros de datos encadenados.
Las situaciones inicial y final consideradas han sido
f(x) = 0 y h(x) = 4- x2
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respectivam en te , la zona de influencia del polo es el intervalo [-2 ,2 ]  como en el caso 
determ in ista  y se tom d 0.01 como alcance de los observatorios, lo que implicaba la 
consideracion de 199 de éstos. Este pequeno alcance perm itio  la consideraciôn de las 
ecuaciones d iferenciales sim plificadas definidas por las ecuaciones V.16, V.19-bis y V.20- 
bis, cuya solucion se determ ine por los métodos de R unge-K utta y Milne.
Se considère que las pertu rbaciones impulsivas de la variable de estado
estaban carac te rizad as por procesos poissonianos con tasa X (x) = -------  siendo la
l+x2 ,
magnitud del impulse en el punto de abcisa x una variable a lea to ria  N(0, (l+x2)~î). Los
procesos Wp que definian el proceso de Wiener de perturbaciones e ran  ta ies que o^= — -  » 
para g aran tlzar las condiciones que aseguran la ex is tencia  y unicidad de soluciones.
Por lo que resp ec ta  al proceso de observaciones la perturbacion en el punto
de abcisa x se consider© N(0, 0.1(l+x2)"^). La sim ulaciôn de e stas  perturbaciones se hizo
aplicando el teorem a cen tra l del lim ite , en virtud de cual si el ordenador genera n 




puede considerarse como una desviacion N(0,1).
Los program as para ca lcu ler los coefic ien tes de Fourier de S(t) y m(t) son los 
mismos que en el caso determ in ista , u tilizando para el câlculo de in tégrales la form ula de 
Simpson cerrada  con un paso su fic ien tem en te  pequeFSo para g aran tizar la precision.
En la salida de resultados se observa una perdida de sim etrfa  en los cuadros 
correspondientes a  la estim acidn de la variab le  de estado y a  la ley de control que es 
debida a las perturbaciones, no asf en el caso del cuadro correspondiente a  la financiaciôn 
ex terna  que es de c a ra c te r  de te rm in ista . La ley de contro l y la financiaciôn ex terna 
increm entan  sus valores lo que es idgico dado que el objetivo de las mismas es lisar la 
influencia de las perturbaciones.
E sta influencia se manif iesta  en los com ienzos del proceso por la aparicidn de 
algunos valores negatives de la variable de estado , debidos al hecho de habèr considerado 
nula la situacidn inicial y a que las pertu rbaciones pueden ser negativas. Por lo dem âs, y 
en los trè s  casos analizados, la d inâm ica del polo es expansiva como en el caso 
determ in ista  y los costes son m enores para una mayor velocidad de propagaciôn.





Las notaciones u tilizadas en e s te  trabajo  han sido tom adas de los tex to s de 
Yosida y Taylor c itados en la bibliografia.
B2 ( [ 0 , t ] ;  H) Z Funciones de [0 , t ] e n  H, fuertem en te  m edibles sobre [o,t]y 
ta ies  que
I 11 h(s)|| 2 ds < œ  
J o
Bgg ( [ 0 , t ] ;  H) Z Funciones definidas en el in tervalo  [ o , t ]  valoradas sobre 
H, fuertem en te  m edibles y uniform em ente aco tadas en 
norm a.
C(X,Y) Z Funciones continuas de X en Y.
Ck(B) Z Funciones real o com plejo-valoradas definidas en el
subconjunto ab ierto  B de Rn que tienen derivadas 
parciales continuas h asta  de orden k inclusive.
C k  ( B )  E Subconjunto de C * < ( B )  form ado por aquellas funciones
cuyos soportes son subconjuntos com pactos de B.
L (H) Z Funciones lineales de H en H.
C(H) Z Funciones lineales continuas de H en H.
L (K,H) Z Funciones lineales de K en H.
C (K,H) E Funciones lineales continuas de K en H.
L1 (A,m; X) E C lases de funciones équivalen tes de A en X y de norm a 
in tegrab le  respecto  a la medida m.
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L2 (A,m; X )  z. Clases de funciones équivalentes de A en X y de norme de 
cuadrado integrable respecto  a la medida m .
L E (5 3 ,m ), ( ]  < p  < oo) E Espacio vectoria l  de funciones real o complejo  
valoradas,^-medibles respecto  a la medida m, definidas  
sobre S (excepto  quizâs para un conjunto de medida nula 
respecto  a m) y taies que | h(s) I  P es m-integrable  sobre 5
L^(5),( l < p < o d ) z  Es el caso an terio r cuando m es la medida de Lebesgue .
L ^ (  |0 , t  I,  H) z. Espacio de funciones medibles respecto a la medida de  
Lebesgue que son esenc ia lm ente  acotadas .
A P E N D I C E  B 
TRES PROPOSICIONES RELATIVAS A LAS RECURRENCIAS IL32
En e s te  apéndice se dem uestran , en las proposiciones B.2 y B.3, los resultados 
11.34 y 11.35 ,obtenidos en la r e fe re n d a  [ l 2 l  , por un procedim iento d ife ren te  al u tilizado 




El operador de evolucion suave perturbado  correspondiente a la perturbacion 
de lJ ,i_ i(t,s) por B (t)(L n(t)-L n-i(t»  coincide con Un(t*s) el operador de evolucion suave 
pertu rbado  correspondien te  a la pertu rbacion  de Tj por B(t)Lq(t).
En e fec to ;  designetnos por C n -l( t , s )  al operador de evolucion suave  
perturbado correspondiente a la perturbacion de Un_i(t ,s)  por B(t)(Lp(t)-Ln-!(t)).  Se tendra  
entonces que
C n - i( t ,s )  y = Un-1 (t,s) y + j  U n-l(t ,r )  B(r)(Ln(r)-Ln-l(r)) Cn-i(r ,s )  y dr -




t-s  + J t
+ I  Tt_r B(r) (Ln(r)-Ln-l(r)) Cn-l(r ,s )  y dr + 
t
_ v B ( v ) L n - l ( v ) U n _ l ( v , r ) j B ( r ) ( L n ( r ) - L n - l ( r ) ) C n - l ( r , s ) y [ d v  d r  =
-  Tt-s + Tt_r B(r)(Ln(r)-Ln_i(r)) C n-l(r ,s )  y dr +
+ j  I  Tt-rB(r)Ln_l(r)Un-l(r,v) B(vKLn(v)-Ln-l(v))Cn-l(v,s)y dv dr =
-  Tf-s y + I  Tt-r B(r)(Ln(r)-Ln-i(r)X:n-l(r,s) y dr +
+ Tt_rB(r)Ln-l(r)| l. ln-l(r,s)y+J U p . |(r,v)B(vXLn(v)-Ln_l(v)X:n-l(v,s)y d\^
" Tt-'s y  ^ Tt-r B(rXLp(r)-Lp_i(r)X3n-l(r,s) y dr +
+ (  Tt_r 0(r) Lp_((r) Cp_i(r,s) y dr =
J s
y r J  Tt-r B(r) Ep(r) Cp_i(r,s) y dr = Up (r,s) y= T t-s
*5
com o s e  qiierfa demostrar.
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Es to signiflca que la salida del (n-1) sistem a contro iado (supuesto m ^lt) = 0 
para todo n) de la recurrencia  definlda por 11.30 cuando la ley de con tro l es
(Ln(t)-Ln-l(t))zn(t) y la correspondiente al sistem a n-simo cuando la en trada  es nula 
coinciden. Este resultado jugarâ un papel im portante en la dem ostracion  de la proposiciôn 
B.3.
Proposiciôn B.2
2n<t), Sn(t)zn(t) = < Z n (ti),K zn (ti) > +
+ j  |<  Zn(s),Fn(s)zn(s) > -2  < Zn(s), Sn(s)B(s)ü(s)>|ds
Para probar la proposiciôn desarro llarem os el lado izquierdo de la igualdad
< Zn(t), Sn(t)zn(t)> =< Un(t,0)zo + J  Un(t,s)B(s)ïï(s) ds,
U *(t 1 ,t)K Un(t 1 ,t) |U r,(t,0)zo  + J  Un(t,s)B(s)ïï(s)ds |  +
+ I  U*(s,t)Fn(s) Un(s,t) |U n(s,t)zo  + j  Un(t,r)B(r)ïï(r)dr |  ds > =
= <  U n ( t , 0 ) z o ,  U * ( t i , t )  K  U n ( t , i , t )  U n ( t , 0 )  Z q  >  +
+ < Un(t,0)zo, U * ( ti ,t)  K U n (ti,t)  Un(t,s)B(s) ïï(s) d s >  +
+ < J  Un(t,s) B(s)ïï(s) ds, U * (ti ,t)  K U n (ti,t)  Un(t,0)zo > +
+ < j* Un(t,s) B(s)ïï(s)ds, U * (ti,t)  K U n (ti,t)  J  Un(t,s)B(s)ü(s)ds > +
( n
+ < Un(t,0)zo, J U *(s,t) Fn(s) Un(s,t) Un(t,0)zo ds > +
+ < Un(t,0)zo, j  U *(s,t)Fn(s)U n(s,t)|^^ U n(t,r)B (r)ü(r)drjds > +
+ < 1  Un(t,s)B(s)ïï(s)ds, f  U*(s,t)Fn(s)Un(s,t)Un(t,0)zo ds > +
J o  J  t
+ < Un(t,s)B(s)ïï(s)ds, |  U*(s,t)Fn(s)Un(s,t) Un(t,r)B(r)ïï(r)dr jd s  > =
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= < Un(t,Oho, K U p (t i , t )  Un(t,0)zo > +
+ < Un(ti,t)Un(t,0)zo , K U n (t[ ,t )  f  Un(t,s)B(s)ü(s)ds > +
<-< U p (t | , t )  I  Up(t,s)B(s)û(s)ds, K U p (t i , t )  Up(t,0)zo > +
+ < Up(tI,t)  Up(t,s)B(s)ij(s)ds, K U p (t i , t )  j" Up(t,s)B(s)û(s)ds >
f t !
 ^ I < lJn(s,t) Up(t,0)zo, Fp(s)Up(s,t) Up(t,0)zo > ds + 
f t i r t
+ I  j  <  Up(s,t) Up(t,0) Z o ,  Fn(s)Un(s,t) Up(t,r)B(r)ij(r) >  dr ds
( t l . t
+ 1 j  < Up(s,t)Up(t,0)zo, Fp(s)Un(s,t)Un(t,r)B(r)ü(r) > dr ds +
ft !  /  /
r I % \  < Un(s,t)Un(t,w)B(w)u(w),Fn(s)Un(s,t)Un(t,r)B(r)u(r)
J t o o
= <  U p ( t | , 0 )  Z o ,  K  U p ( t i , 0 )  Z o  >  +
+ 2 < Up(t i ,0)  7.0, K U p (t i ,s )  B(s)u(s) > ds +
o
+ ( I < Hp(tl,r) B(r) ii(r), K Up(t i ,s )  B(s) ü(s) > dr ds +
J o  Jo
f t l
+ I  < Up(s,0) Z o ,  Fp(s) Up(s,0) Z o  >  ds +
-tt
+ 2 f  f  < Up(s,0)zo, Fp(s)Up(s,r)B(r) u(r) > dr ds +
t •'o
\   ^ Up(s,w)B(w)ü(w), Fp(s) Up(s,r) B(r) ü{r) > dr dw ds
 ^ < U p ( t i ,r l  7-0, K U p (t i ,0 )  Z o  > +
> dr dw ds:
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f t l
+ 2 I < U n(ti,0)zo, K Un(tl,s)B(s)ïï(s) > ds -
("tl
- 2 I < U n(ti,0)zo, K U n(ti,s) B(s) u(s) > ds +
• 't
f t l  / I
+ 1 5 < Un(tl,r)B(r)u(r), K Un(ti,s)B(s)u(s) > dr d s -
*^ o o
f t l  s
- 2 1  y < U n(ti,r)B(r)u(r), K U n(ti,s) B(s) u(s) > dr ds + 
•^t o
f t l
+ \  < Un(s,0)zo, Fn(s) Un(s,0)zo > ds + 
t l
+ 2 1  5 < Un(s,0)zo, Fn(s) Un(s,r) B(r) û(r) > dr ds +
f  ‘ ^\ J 
t  o 
f  t l  S sJ ( *• ' t o o  
/•tl s
I J < Un(s,
•'t o
f t l  s  s
-  }  S !
• ' t o oc -,
< Un(s,w)B(w)ïï(w), Fn(s)Un(s,r)B(r)'ûïr) > dr dw ds -
I o
- 2 j  5  ( ,0)zo, Fn(s)Un(s,r)B(r)ïï(r) > dr ds - 
t
< Un(s,w)B(w)u(w), Fn(s)Un(s,r)B(r)u(r) > dr dw ds +
• t l  t
+ 2 \ ( < Un(s,0)zo, Fn(s)Un(s,r)B(r)U'(r) > dr ds +
o
f t l  s s
I 5 5 ^ Un(s,w)B(w)üïw), Fn(s)Un(s,r)B(r)ïï(r) > dw dr ds
• t^ o o
41r  1 s r
- 2 1  5 5 ^  Un(s,w)B(w)üi(w), Fn(s)Un(s,r)B(r)iT(r) > dw dr ds =
•^  t  t o
= < U n(tl,0)zo, K U n(tl,0)zo > +
. t l
+ < U p(ti,0)zo , K I Un(t 1 ,s) B(s) u(s) ds > + 
•'o
f t l
+  <  V U n(ti,s) B(s) ïï(s)ds, K U n(ti,0)zo > + 
•'o
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t l  t ,
+ < J U n ( t i  ,s)B(s)üTs)ds, K  J Un(t i ,s)B(s)u(s)  ds > -
o o
, t l  s
'  2 5 < ( ln(tl,0)zo  + J Up(t i,r)B(r)ïïi(r)dr, K Un(tl,s)B(s) u(s) > ds +
t o
t |
+ t (  U p (s ,0 )zo ,  F n(s)Up(s ,0)zo  )  ds +
t
11 s
+ 5 < U n (s ,0 )zo ,  Fp(s)  5 Un(s,r)B(r)u(r)dr > ds +
t o
11 s
+ 5 < f  Lln(s,r)B(r)ü(r)dr, Fp(s) U n (s ,0 )zo  > ds +
t o
1 1 s s
+ 5 < 5 Un(s,'v)B(w)u(w)dw, Fn(s) 5 Un(s,r)B(r)ïï(r)dr > ds -
t o  o
t l  s
-  2 Î  5 < U n (s ,0 )zo ,  Fn(s)Un(s,r)B(r)u(r) > dr ds -
t t
11 s r
- 2 j  5 J < Un(s,w)B(w)ïï(w), Fn(s)Un(s,r)B(r)ü(r) > dw dr ds =
t t o
= < U n ( t l , 0 ) z o  + S U n(tb s )B (s )ü (s )d s ,  K | u n ( t i , 0 ) z o +  J U n(t l ,s )B (s )ü (s)dsJ>  
t l  5
'  2 5 < U n (s ,0 )zo  + 5 Up(s,r)B(r)u(r) dr, U *  ( t i , s )  K U n (t i ,s )B (s )  ü(s) > ds +
t l  s ,  s \
+ 5 < U n (s ,0 )z o  + 5 ün(s,r)B(r)ü(r)dr, Fn(s)  < U n (s ,0 )zo  + 5 Un(s,r)B(r)G(r) dr > >
t o  t o  '
t |  t l
- 2 i  < U n (r ,0 )zo ,  5 Fp(s) Un(r,s)B(s)U(s)dr > ds -
t s
t |  s t |
- 2 5 < 5  Un(r,w)B(w)u(w)dw, J Fp(r)Un(r,s)B(s)u(s)dr > ds =
t o  s
t!
= < Zp(t), K Zri(t) > + 5 < Zn(s), Fn(s)zp(s)  > ds -  
t
t |
' 2 5 < Zn(s), U * ( t | , s )  K U n ( t l , s ) B ( s ) ïï(s) > ds -
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t l  s t l
- 2 5 < Un(s,0)zo + j  Un(s,w)B(w)” (w)dw, J U*(r,s)Fn(r)Un(r,s)B(s)ü(s)>ds=
t o  s
t l
= < Zn(t), K zn(t) > + ) < ZpW, Fn(s)zn(s) > ds - 
t
t l  t l
- 2 S < Zn(s), U *(ti,s)K  Un(ti,s)B(s)ü(s) + j  U*(r,s)Fn(r)Un(r,s)B(s)G(s) > ds =
t l
= < zn(t), K zn(t) > + ) < Zn(s), Fn(s) zn(s) > ds - 
t
t l
■ 2 J < Zn(s), Sn(s) B(s) G(s) > ds 
t
ta l como se querfa dem ostrar.
Si désignâm es ahora por WO(up,zo) al funcional de cos te correspondiente a la 
ley de contro l dada por la  recurrencia
<Jn(t) = Ln(t) Zp(t)
es decir, para mn(t) = 0, se sa tisface  la siguiente proposiciôn
Proposiciôn B.3
Para la ley de control dada por la recurrencia
t*n^ t) = l-n(t) Zp(t)
y para Z q  fijo, se cumple
W °(up; Zo) = < Zo» Sn(0) Zo > 
y ademas WO(up;zo) decrece monotonamente con n.
En efec to ;
t l
W°(un;zo) = < Zp(ti), K Zp(ti) > + 5 < Zn(s), F(s) Zn(s) > ds +
o
t l




-<  7.n(t|), K Zn(ti) > + 5 < Zp(s), F(s) Zp(s) > ds +
t l
+ j  < Ln(s) Zp(s), G(s) Lp(s) Zp(s) > ds -
o
t |
< Z p ( t ] ) ,  K Z n ( t | )  > + 5 < Z p ( s ) ,  F(s) Zp(s) > ds +
o
tl
+ 5 < Zn(s), L*(s) G(s) Lp(s) Zp(s) >  ds = 
o
= <  Z n ( t ] ) ,  K  Z n ( t ] )  >  +
t l
+ y < Zp(s), F(s) + L*(s) G(s) L n (s )  Z p ( s )  > ds =
o
t l
-  < Z n ( t i ) ,  K Z p ( t | )  > + y  < Z n ( s ) ,  Fp(s) zn(s) > ds =
(por la aplicacion de la proposiciôn 0.2 y tom ando u(s) = 0)
= (  Z -o , 5 n ( 0 )  Z q  y
tal com o estab lece  la prim era p a rte  de la proposiciôn y donde al tom ar u(s) = 0 estam os 
considerando la ley de control
u{s) = Un(s) = Ln(s) z(s)
Vamos entonces a probar que, para Zq C H fijo , Wo ( up;zo) decrece 
rnonotam ente y adem as, y como consecuencia,
 ^ ^o, 5n(0)zo  ^ ^  (  Zo, So(0)zq y 
Tenemos que probar que, para  todo n,
W O ( u n _ i ;  Z q )  >  W O ( u „ ;  Z q )  
o lo que es igual, en virtud de la p rim era p a rte  de la proposiciôn, que 
< Zq, Sn-l(O) )  ^  (  Z q ,  5ri(0) Z q  y
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La d iferencia  en tre  el prim ero y segundo m iem bro de la desigualdad an terio r
D O  = W O ( u p _ i ; Z o )  -  W O (U p ; Z q )  =
t l  t l
= 5 < Zn-l(s), Fn-l(s) Zn_l(s) > ds -  ^ < Zp(s), Fp(s) Zn(s) > ds - 
O o
t l  t l
-  2 5 < Zn-l(s), Sn-l(s) B(s) U p-lW  > ds + 2 }  < Zp(s), Sn(s)B(s)un(s) > ds
o o
Apliquemos ahora al sistem a n la  en trada  Up(t) = 0 y al sistem a n-1 la en trada  
U n-l(t) = (Ln(t)-Ln-l(t)) z p _ i( t) .
Con ésto , la d iferencia  an te rio r se convier te , en funclôn de la proposiciôn 
B .l. y dado que ambos sistem as tienen  una mistna salida a la que designarem os por zO(t), 
en
t l  t l
DO= 5 < zO(s),F(s)zO(s) > ds + y < zO(s), L*_j(s)G(s)Ln-l(s)zO(s) > d s -
o o
t l  t l
-  y < zO(s),F(s)zO(s) > ds -  y < z°(s), L*(s)G(s)zO(s) > ds -
o o
t l
- 2  y < zO(s), Sn-l(s)B(s)(Ln(s)-Ln-i(s))zO(s) >ds = 
o
= y < zO(s),L*_j(s)G(s)Ln-l(s)zO(s) > ds- j  < zO(s), L»(s)G(s)Ln(s)zO(s)> d s - 
o o
t l  t l
-2 y < zO(s),Sn-l(s)B(s)Ln(s)zo(s) >ds+2 §  < zO(s),Sn-i(s)B(s)Ln-l(s)zO(s) > ds= 
o o
(al ser Sp_i(t) B(t) = -  L*(t) G(t))
t l  t l
= y < zO(s),L*_j(s)G(s)Ln_i(s)zO(s) > ds - S  < zO(s), L*(s)G(s)Ln(s)z°(s)> ds + 
o o
t l  t l
+2 y < zO(s),L*(s)G(s)Ln(s)zO(s) > ds - 2 y < zO(s), L*(s)G(s)Ln-l(s)zO(s)> ds= 
o o
t l  t l
= y < Ln-i(s)zO(s),G(s)Ln(5)zo(s) > d s+  y < Ln(s)z°(s),G(s)Ln(s)zO(s) > d s - 
o o
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2 3 < Ln(s)zo(s), G(s) Lp-l^s) zO(s) > ds = 
o
/ I  . t l
J < Ln-l(s)zO(s), G(s)LnzO(s) > ds + j  < Ln(s)zO(s), G(s)Ln(s)zO(s)> ds- 
o o
tl  tl
j  < L„(s)z0(s),G(s)Lp_|(s)z0(s)> ds - j  < Ln_i(s)zO(s),G(s)Ln(s)zO(s) > ds=
o o
t l
j  < (Ln(s)-Ln-l(s))zO(s), G(s) (Lp{s)-Ln-l(s))zO(s) > ds =
o
. t |
j  < Un(s),G(s) un(s) > ds > 0, con Un(t)=(Ln(t)-Ln-l(t))z°(t)
o
ya que G es definido positive y ta l como se querfa dem ostra r. 
En p articu la r tenem os que
(  Z,(5 ,  Sp(0)Zo )  < (  Zq, 5 q ( 0 )  Zq 5
donde
/ >
So<0)y = T -J K T , |  y .  J  T ;  F(s) Ts y ds





Teorem a I (de C urtain  y P ritchard  en (12)).
La sucesiôn Sp(t) definida en 11.28.3 converge fuertem en te , cuando n —» oo , 
a un operndor autoadjunto 5(t) C L(H), para todo t C [0,t(] , que sa tisface  la ecuacion
integral
a) S(t) y T U * (t|,t)K  U (t;,t)  y +
f t |
+ J U»(s,tKF(s)+S(s)B(s)G-!(s)B»(s)S(s)) ü (s ,t)  y ds
(donde U(s,t) es la perturbacion  de T t por - BG-lB*S(t)), y es fuertem en te  continue en t 
para t C [0 ,tjJ . Ademas, y dentro  de la c lase de operadores autadjuntos fuertem en te  
continues en L(H), S(t) es la unica solucion de a) y de la ecuacion de R iccati en produc to 
escalar, con < S(t) y, w > diferenciab le  para y, w C  D(A), definida por
 < 5(t) y, w > + < 5(t) y, Aw > + < Ay, S(t) w > + < Fy,w > =
dt
= < S(t)BG-»B*S(t)y, w > , t C [o ,ti]
con 5 ( t |)  = K.
Por o tro  lado las sucesiones 11.28.1 y 11.28.2 convergen fu ertem en te , 
cuando n —*■ 00 , a los operadores
L(t) = - G -I(t) B*(t) 5(t)
Fo(t) T F(t) + 5(t) B(t) G -I(t) B*(t) S(t)
respectivam en te , m ien tras que la sucesiôn U|<(s,t) de operadores perturbados lo hace a 
U(s,t).
Los teorem as 2,3,4,5 y 6 aparecen  en el tex to  ( [15] ) de Kato.
T eorem a 2  Sea z(t) = Az(t) y T^ el sem igrjpo  fuertem en te  continue generado por A. 
C onsiderem os el sistem a
z(t) T Az(t) + B(t) z(t)
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donde B(t) C  L(H). Entonces A + B(t) genera un sem igrupo fu e rtem en te  continue St 
definido por
f t
St Zo = T t Zo + J T t-s B(s) Zo ds 
al que e s ta  asociado un operador de evolucion suave definido por
i sU(t,s) Zo = T t-s Zo + I  Tt-u B(u) U(u,s) Zq du
Teorem a 3
Si T t es un sem igrupo fuertem en te  con tinue sobre H y B(t) C 3 o o ([0 ,ti]  ; L(H)), 
el operador de evolucion suave résu ltan te  de la perturbacion  de T t por B(t) sa tis face , para 
todo Z q  c  D(A), la relaciôn
(t U(t,r) (A+B(r)) Zq dr = U(t,s) Zq -  z©s
y adem as, salvo quizas en un conjunto de medida nula del in tervalo  [0 ,tiJ  , las relaciones
^  U(t,s)Zo = -  U(t,s) (A+B(s)) Z q  
os
U »(t,s)zo = -  (A*-B*(s)) U *(t,s)zo
os
donde A es el generador de T t.
T eorem a 4
Sea Tt un sem igrupo fuertem en te  continue definido sobre H y generado por A 
y supongamos que B(t) C ( [0 ,t i]  ; L(H)) sa tis face  las condiciones
T t-s B(s):H —► D(A), para casi todo t > s  C  [ 0 , t i ]
A Tt_(.) B(') C  Æ ,( [0 ,ti]  ;L(H))
es decir, A Tt_sB(s)zo es fue rtem en te  m edible en s para todo z© € H
, ' t iy  1 II A T t-s B(S) Il d s  <  0 °  •
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Entonces el operador de evolucion suave U(t,s) generado por A + B(t) es un 
operador de evolucion fuerte  ,salvo quizas sobre un conjunto de m edida nula.
Teorem a 5
Si U (t,s) es un operador de evolucion fuerte  y U(t,s) f(s) C D(A) para casi todo 
t > s c [ 0 , t l ]  y A U (t, ) {(•) es in tegrable en el sentido de Bochner, entonces
,0) Zq + j u (t , sb) z(t) = U(t, \  )  f(s) ds
es la unica solucion de
c) z(t) = (A + B(t)) z + f(t), z(0) = Zq C D(A)
T eorem a 6.
Si Tt y B(t) sa tisfacen  las condiciones del teo rem a 4, Tt zo, T t-s f(s) C D(A) 
para  casi todo t > s C [ 0 , t j ]  y A T t-s Ks) es in tegrable en el sentido de Bochner sobre 
10,t), b) es la unica solucion de c)
T eorem a 7. (de A. Taylor en ( 4 ).
Supongamos que el generador A es autoadjunto  y que para algun valor X*Cp(A) 
el resolvente R( X*) es com pacte . Entonces se cum ple que
a) R( X ) es com pacte  para todo X C p(A),
b) ex is te  una sucesiôn in fin ita  |Xn} de autovalores de A taies que Xp —+ ®
y cuyas autofunciones asociadas tienen la m ism a dimension que la m ultiplicidad del 
autovalor correspondiente. Si ademas
su p  R e |X n |  <  co
A genera un sem igrupo fue rtem en te  continue,
c) es posible determ inar un conjunto ortonorm al com pleto  de autofunciones 
asociadas a A,
d) el esp ec tro  de A se reduce al espec tro  puntual.
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e) si la m ultiplicidad del autovalor \q  es sn y son {gnjp,} ( jn = 1, .....Sn) las 
autofunciones asociadas al au tovalor X© » tenem os para z G D(A) que
o o  Sn
z = E  E  <  z, 9njn >  9njn
n =  1 i n =  1
Az = E  E < Z, 9njn > 9njn
n = 1 in = 1
y f) el semigrupo generado por A viene dado por
oo Sn
z(t) = T tzo = E E < Zo, gnin >  9njn , ZqC H , t  >  o
n = 1 In = 1
y es analftico , supuesto en la an te rio r expresiôn que la condiciôn inicial z© adm ite 
desarrollo  en serie  de Fourier respecto  al sistem a ortonorm al jgnjqj •
Teorem a 8 (de A. Taylor en ( 4 )).
Sea F G L(V,Z), G G L(X,Z), donde V,X,Z son espacios de Banach. Las dos 
condiciones siguientes son équivalentes
Ker (G*) C Ker (F*)
Rango (G) 3  Rango (F)
Teorem a 9 (de R .F. C urtain  en (7))
Sean los procesos de seflales y observaciones definidos por 
z(t) = T( Zq + T t-s B(s) dq(s)
y(t) = 1 C(s) z(s) ds + 1 F(s) dw(s)
donde T t-s un operador de evolucion fuerte  generado por A(t) definido sobre un espacio 
H de H ilbert, B G j y  [ 0 , t i ] ,  L (K,H)), C G Æ „ ( [ 0 , t i ]  ,L(H,r!<)), F,F-1 G L „ ( [ o , t  J , l (R»<)),
1 5 1
Z q  es una variable a lea to ria  con media 0 y operador de covarianza P©, w es un proceso de 
Wiener k-dirnensional con m atriz  de covarianza increm ental W y q(t) es un proceso con 
increm entos ortogonales valor ado sobre K con
r(t) = E | q(t) ) = Mi^i p(t)
donde p(t) es una funcion real no decrecien te , | ej | es una base ortonorm ada para H y ]^ |i j< 0 0 -  
El proceso
m(t) -  q(t) - r(t)
tiene la funcion de covarianza Mf(t), con Me; = X ; e j, f(t) es funcion rea l no decrecien te , 
yEXj<0O-5e supone que q(t), w(t) y z© son m utaum ente independientes y que q(t) es de la 
forma
q(t) = ^  qn (t) e©
n = 1
donde {qp(f) j es una farnilia de procesos independientes, del mismo tipo, con increm entos 
ortogonales, y ta ies que
E I qn(t) } = P n P ( 0
E |(q i( t)  - qi(s))o (q,(t) - qi(s)) |  = X j (f(t) - f(s))
donde qp(t) % qp(t) P n  p(f)
Supongamos entonces que
I) T t-s B(t)gn G D( A(t)) para t > s y
«> t
^  X 2 II A(t)Tt-sB(s)gn || 2 ds < OO 
n -1  °
II) Tt_sB(s)gn G D(A(s)) para casi todo t > s  G [0 ,t i] y para todo n, y 
^  Pn II A(t)Tt.sB(s)gn|| ^ dp(s) < OO
n - 1  °
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III) Tt Po gnG  D (A(t)) para t >  0 y
I I  A(t) Tt Po gnjl ^ < CX>
n = 1
Bajo estas condiciones el m ejor filtro  insesgado del estado z(t) bajo las 
observaciones y(t), de la form a
/•to
z(t) = I X (t,s ) dy(s) + c(t)
J o
donde X ( t , . ) e  B2 ( 0 ,t ; (Rk,H)) para todo te T  , y ta l que E(< h ,z (t)>^(sea m inim a para 
todo hcH , viene dado por
z (t)=x(t) + b(t)
donde b(t) es la solucion unica de la ecuacion determ in ista
db(t) = (A(t) -  P(t)C *(t) (F(t)W F*(t)hI C(t))b(t)dt + B(t)dr(t) 
b(0) = 0
m ientras que x(t) es la solucion unica de la ecuacion de evolucion e s to castica
dx(t) = (A(t) -  P(t)C *(t)(F(t)W F*(t))-lC (t))x(t)dt + P(t)C*(tKF{t)W F»(t))-»dy(t) 
x(0) = 0
m ien tras que P(t) es la solucion unica de la ecuacion de R iccati
4 -  < P(t)f,h > -  < P(t)f,Ah > -  < P(t)h, Af > + < P(t) C *C P(t)f,h  > =
= < B(t)MB*(t)f,h >
P(0) = Po
y f,h  G  D(/.). El operador P(t) es autoadjunto y definido positivo.
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Lema I.-  Lema de Gronwall
Sea f G L l(t ) , t 2), f(t) > 0 y h absolutarnente continua sobre [ 11, t2  j
face
-f:
51 g G L ^ ( t  I , t 2> sa tisf
(2




f(u)du( ^ f(s)ds r
'tf p  Js
g(t) < b(t}) e + 1  b(s) e ds
I
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CONTROL OPTIMO DE UN POLO DE DESARROLLO
Este programa se diseXô para el tratamiento numerice 
del mo del o des-ir r ol lado por Angel Sarobia Viejo en su 
tesis. Eue eJecutado en un or denador del Centr o de Cal­
cule de la Univers idad Pontifie ia 'Comilias' con lac 
siguientes caracteristicas.
SISTEMA ECLIPSE MV/3000 de DATA GENERAL.
32 BITs. Memoria virtual.
HARDWARE
Memor ia 1 MB. Ampliable a 4 MB.
1 Disco 277 MB. (Controlador para 4 discos
Admite 4 contr olador es ).
Cinta magnética 800 / 1600 BRI.
Diskette doble cara doble densidad: 1.28 MB.
Puede soportar 129 terminales.
Actuolmente: 11 pantallas
2 impresoras seriales 
1 plotter CALCOMP 81
SOFTWARE
Sistema Opérâtivo: AOS/VS
CLI lenguaje de ôrdenes 
SED y SPEED editor es de texto 
FORTRAN, COBOL y BASIC 
SWAT dépurador de programas 
SORT / MERGE
A2-TEXT procesador de palabras 
DBMS gestion de Base de Datos
El programa fue escr-ito en el lenguaje FORTRAN 77 ( F77 ) 
standard uti1izando ademas extensiones propias de la Data 
General.
( '
A P E N D I C E  D
PROGRAMAS DE ORDENADOR PARA EL C A 50  DETERMINISTA
1 5 6
PROGRAM CONTROL_OPTIMO
C El programa calcula para una serie de instantes en el
C intervalo de tiempo (0,tl) y en puntos equldistantes del 
C intervalo espacial (-c,c) en el que esta definido el sis-
C tema a controlar el valor de la variable de estado z(x,t),
C el control optimo u(x,t) y la financiacion externa m(x,t).
C Da ademas para el instante final tl, el coste correspon-
C diente al control optimo.
C Se ban utilizado, para verificar la validez del pro-
C grama, los cases particulares analizados en el tratamiento
C teorico de este capitulo.
C El programa esta preparado para proceso interactive y
C trabaja en precision simple.
C Definimos el numéro 'pi*
PARAMETER (PI=3.14159265)
C Las siguientes sentencias definen dos tablas que con-
C terxlran respectivamente los valores de z(x,t),u(x,t) y






C Son datos definidos en subprogramas FUNCTION.
C Las matrices COEFSITINICIAL y COEFSITFINAL con-
C tendran los eoeficientes de Fourier de las situaciones
C inicial y final respectivamente.
DIMENSION COEF SIT_INICIAL(150),COEF SIT FINAL(150) 
COMMON/AfWR/COEFSIT INICIAL 
COMMON/ROMA/COEF_SIT~FINAL
C M centendra valores en el tiempo y en el espacio de
C los eoeficientes de Fourier de m(t,x).
COHMON/BLOQUE/M(150,0:1000)
REAL M
C S contendra los valores que a lo largo del tiempo
C tomen los eoeficientes asociados al operador S(t).
COMMON/SOTA/S(150,0:100)
C C es la semiamplitud del intervalo de definicion.
C Cl es la distancia entre dos puntos sucesivos del in-
C tervalo especial para los que van a ser calculadas las
C caracteristicas del sistema, Tl es el tiempo durante el
C que el sistema va a ser controiado y Tl/lOO el interva-
C lo entre dos instantes ccHisecutivos del tiempo.
G Empezamos dando el valor de C por el terminal.
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PRINT *,"C, SEMIAMPLITUD DEL INTERVALO ESPACIAL; " 
READ *,C
Cl-C/lOOO.
C eoeficientes de Fourier de las situaciones inicial
C y final definidas en los subprogramas FUNCTION del 
C mismo nombre.








C Ahora se da la "velocidad de propagacion" q.
29 PRINT *,"VALOR DE Q, VELOCIDAD DE PROPAGACION:
READ *,Q
C Las cuatro matrices siguientes contienen los valo-










L0R0=0 fContrôla la impresion del tiempo optimo. 
CHARACTER*2 LITERAL
PRINT","SI VA A INTRODUCIR LA DURACION DEL CONTROL" 
PRINT","ESCRIBA 'SI' Y SI QUIERE QUE EL ORDENADOR " 




PRINT","VALOR DE Tl,DURACION DEL CONTROL:
READ ",T1 
GO TO 66 
63 CONTINUE
C Calculo del tiempo optimo de ejecucion del modelo
C utilizando el metodo de Fibonacci.
C AS y A9 son los extremos del intervalo de tiempo don-
C de esta localizado el minimo; la longitud de este inter-
C valo debe ser no mayor que 10 con lo que se puede tener
C una precision del orden de la milesima como minimo. Esta
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C precision esta contenida en la variable PRECISION.






C Valores en el tiempo de los eoeficientes de Fou-
C rier de la componente financiacion externa.
DO 14 N=l,150
DO 4 J=0,1000 ! J=h équivale al instante h*t2




c eoeficientes asociados al operador S(t).Sus valo-
C res en el tiempo estaran contenidos en la matriz S. 
DO 15 N=1,150 








C ZETA contendra los valores que en el tiempo toma-
C ran los eoeficientes de Fourier de la variable de es-
C tado del sistema z(t,x).
C La constante CONS es la que aparece en la expre-
C sion III.25 de z(x,t), EXPRl es la funcion de t que
C la multlplicaba y EXPR2 es el sumando positivo.
DIMENSION ZETA(150,0:100)
DO 6 N=1,100 I Calculo de los valores de ZETA
DO 6 J=0,100 1 J=h es el instante h*tl/100
CONS=CONSTANTE (J,Tl,COEF SIT INICIAL(N),






C Valores de la variable de estado z(x,t), del
C control u(x,t) y de la inversion extema m(x, t).
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Cl=C/50.
DO 8 I=-49,49 ! I^ k équivale al punto k*cl
Yl=-C+(I+50)'C1
















Calculo del funcional de coate.
COSTE=0.0
CALL COSTO(COSTE,Tl)
Comienza la salida de inforitiacion.
PRINT","LA IMPRESORA VA A IMPRIMIR LOS VALORES DE 
PRINT*,"LA VARIABLE DE ESTADO,LA INVERSION EXTER- 
PRINT*,"NA Y LALEY DE CONTROL OPTIMA EN ALGUNOS 
PRINT*,"PUNTOS Y VALORES DEL TIEMPO. SI QUIERE EL 
PRINT*,"VALOR DE ESTAS CARACTERISTICAS EN ALGUN 
PRINT*,"PUNTO E INSTANTE CONCRETOS TECLEE 'SI' Y 
PRINT*,"DESPUES, SEPARADOS POR BLANCOS, LOS VALO- 
PRINT","RES DEL ESPACIO Y DEL TIEMPO COMO CONS- 
PRINT*,"TANTES REALES. SI ESTOS VALORES NO COIN­
PRINT* , "CIDEN CON UN PUNTO DEL RETICULADO SE TEN- 
PRINT*, "ORA COMO RESPUE5TA UN VALOR PROMEDIO. SI 
PRINT*,"SE CONFORMA CON LA INFORMACION STANDARD 
PRINT*,"ESCRIBA 'NO' . "
PRINT","QUIERE INFORMACION NO STANDARD? "
CHARACTER*2 COPA 
READ *,COPA
IF(C0PA.NE."SI") GO TO 10
PRINT *,"ABCISA DEL PUNTO E INSTANTE DEL TIEMPO. 
READ *,X,T
Situacion del valor de X en el reticulo. 
IF(X.LT.O.) THEN
I=INT(X*50./C)-1 





C Ahora situâmes el valor de T en el reticulo,
J=INT(T*100./T1)












S2= S2+U*V*INVERSION EXTERNA(I+l,J+1) 
S3={1.-U)*(1.-V)*C0NTR0L(I,J)+Ü*(1.-V)*C0NTR0L(I+1,J)
S3= S3+(1.-U)*V*CONTROL(I,J+1)+U*V*CONTROL(I+l,J+1) 
PRINT*,"LOS VALORES DE LA VARIABLE DE ESTADO,INVERSION’ 
PRINT*,"EXTERNA Y LEY DE CONTROL PEDIDOS SON:"
PRINT *,S1," ",S2," ",S3
PRINT*," "
PRINT*,"LOS QUIERE EN OTRO PUNTO E INSTANTE? "
GO TO 9
C Comienza la salida por impresora. De loa 10201 puntos
C de que consta el reticulo solo apareceran los valores de
C 189 distanciados 10 "unidades" en el espacio y 5 en el
C tiempo de z(x,t), u(x,t) y m(t,x).
10 OPEN(3,FILE=' LPT’,CARRIAGECONTROL-•FORTRAN•)
WRITE(3,100) "













DO 12 J=0,100,5 
F=J*T1/100.




51 FORMATdX, ' ',/,/ )
WRITE(3,101)
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loi FORMAT(?8X,"VALORES DE LA LEY DE CONTROL",/)
WRITEf3,200)
WRtTE(3,50)







DO 13 .1=0,100,5 
F=J"T1/100.

















400 FORMATdX,/,/,/,18X.'El coste es; *,F9.4)
WRITE(3,401) Q
401 FORMATdX,/,/,18X,'La velocidad de propagacion es:*,F3.1)
IF (LORO.EQ.O) GOTO 75
WRITE(3,426) Tl 
426 FORMATdX,/,/, 18X,'El tiempo optimo es: ' .F12.4)
75 CL0SE{3)
PRINT *,"QUIERE ANALIZAR EL PROCESO EN OTRO INSTANTE?
READ *,LITERAL 
IF(LITERAL.EQ.'NO') GO TO 70




70 PRINT "."QUIERE ANALIZAR EL PROCESO PARA OTRA VELOCIDAD? 
READ *,LITERAL






C Calcula el tiempo optimo de ejecucion del modelo
C para unas situaciones inicial y final dadas, deter-
C minando el minimo de la expresion 111.27-bis por el







C MATFIBO contendra los valores de la sucesion de
C Fibonacci. G es una matriz auxiliar.
DIMENSION G(2),MATFIB0(O:20)
C PIVOTE es el "paso" del metodo de Fibonacci.
C El valor de PIVOTE se calcula previamente divi-
C diendo la iongitud del intervalo donde esta locali-
C zado el minimo por el primer elemento de la sucesion
C de Fibonacci para el que el cociente es inferior a
C la precision requerida. Se supone que la longitud
C del intervalo donde esta localizado el optimo no es
C superior a 10.
C Calculo de eoeficientes de Fibonacci y de PIVOTE.
DO 3 1=0,20





IF (PIVOTE.LE.PRECISION) GO TO 13
3 CONTINUE
13 J1=I
C Aplicacion del metodo de Fibonacci.
14=1
15=2
4 DO 6 L=I4,I5
T1*A8+MATFIB0(Jl-L)«PIVOTE 
DO 20 N=l,150 
DO 10 J*0,1000














6 CONTINUE ! Localization del minime.
IF (G(2).EQ.GL)) THEN







GO TO 4 
ELSE F(G(1).LT.G(2)) THEN























C Este subprograms calcula el valor de la constante
C de la expresion III.24-bis de z(t,x).










C Calcula la funcion de t que multiplies al termine






FmCTION EXPRES2 ( J. T1, COEF SIT FINAL, Al, A2, A3, A4 ) 










Calcule del funeional de ceste definide en 111.27.
SUMAlaO.O .'Calcule del primer sumatorie.
CALL PRIM_SUM(SUMA1,T1)
SUMA2=0.0 ! Calcule del segunde sumatorie.
CALL SEG_SUM(SUMA2)
SUMA3=0.0 (Calcule del tercer sumatorie.
CALL TERC_SUM(SUMA3)






FUNCTION FINANC EXTERNA(J,Tl,A2,A3,A4,A5,A6) 
T=J*Tl/IOOO.









C Este subprograms define la situacion final. La






C Este subprograms define la situacion Inicial. La




































SUBROUTINE COEF DE FOURIER( CF, N, FUNC DATO. C, Cl)
C C al c u l a  e l  n-s imo c o e f i c i e n t e  de Four ier  de una
C f un ci on  r e s p e c t o  de l  s i s t e ma  ortonormal  de autofun-
C c l o n e s  a s o c i a d o  a l  generador A de l  semigrupo de l
C s i s t e m a .  CF d e v o l ve ra  a l  programa p r i n c i p a l  e l  v a -
C l o r  de l  c o e f i c i e n t e  de Four ie r .  Para e l  c a l c u l o  de
C f i c i e n t e s  s e  de s ea  c a l c u l e r . P a r a  e l  c a l c u l o  de l a s
C i n t é g r a l e s  u t i l i z a  l a  formula cerrada de Simpson.
PARAMETER ( PI=3.14159265)




1 IF ( Y l . G T . ( C - C l ) ) GO TO 2
ANGUL0=N*PI/2.+(N«PI*Yl) / (2.*C)  


















1 CUADRADO(J)=CUADRADO(J)+M(N.J)* *2 
IF((J.EQ.0).OR.{J.EQ.10O0)) THEN











A P E N D I C E  E
5ELECCION DE RESULT ADOS 
OBTENIDOS PARA EL CASO DETLIRMINISTA
PARTE 19
R esiiltados correspondientes a la situacion inicial 
f(x) = 0
y velocidades de propagacidn
q T 0 .25 , 0 .5 , 0 .75 , I, 1.25, 1.50
Los resultados de las tablas correspondientes a la ley de control y a la financiacidn  
externa aparecen m ultiplicados per e l c o e f ic ie n te  VT.
Para las velocidades q = 0.25 y q = 0.5 se proporciona, junto con las tablas 
correspondientes al tiem po dptim o, la asociada a la duracion del control t l  = 1
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VALOREr DE LA VARIABLE DE ESTADO
X= -1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 -.00 .00 .00 .05 2.82 .05 .00 .00 .00
T=.0154 .02 .04 .05 .18 2.44 .18 .05 .04 .02
T=-0308 .04 .08 .10 .25 2.31 .25 .10 .08 .04
T=.0462 .06 .11 .14 .44 2.12 .44 .14 .11 .06
T=.0616 .08 .15 .19 .56 1.94 .56 .19 .15 .08
T=.077G .10 .18 .24 . 66 1.87 .66 .24 .18 .10
T=.0924 .12 .22 .29 .74 1.81 .74 .29 .22 .12
T=.1078 .14 .25 .34 .82 1.77 .82 .34 .25 .14
T=.1232 .16 .29 .39 .89 1.74 .89 .39 .29 .16
T=.1386 .18 .32 .45 .96 1.71 .96 .45 .32 .18
T=.1540 .20 .35 .50 1.02 1.70 1.02 .50 .35 .20
VALORES DE LA LEY DE CONTROL
X= .1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 1.95 3.52 4.48 4.51 4.09 4.51 4.48 3.52 1.95
T=.0154 1.94 3.48 4.43 4.45 4.02 4.45 4.43 3.48 1.94
T=.0308 1.91 3.44 4.39 4.38 3.95 4.38 4.39 3.44 1.91
T=.D462 1.89 3.40 4.34 4.32 3.88 4.32 4.34 3.40 1.89
T=.0616 1.87 3.36 4.30 4.27 3.80 4.27 4.30 3.36 1.87
T=.0770 1.85 3.32 4.25 4.21 3.72 4.21 4.25 3.32 1.85
T=.0924 1.83 3.28 4.21 4.16 3.64 4.16 4.21 3.28 1.83
T=.1078 1.81 3.24 4.17 4.11 3.55 4.11 4.17 3.24 1.81
T=.1232 1.79 3.20 4.13 4.07 3.46 4.07 4.13 3.20 1.79
T=.1386 1.78 3.16 4.09 4.03 3.36 4.03 4.09 3.16 1.78
T=.1504 1.76 3.12 4.05 4.00 3.26 4.00 4.05 3.12 1.76




.40 .80 1.20 1.60
T=.0000 1.95 3.53 4.67 5.34 5.57 5.34 4.67 3.53 1.95
T=.0154 1.96 3.54 4.67 5.35 5.58 5.35 4.67 3.54 1.96
T=.0308 1.97 3.55 4.68 5.35 5.58 5.35 4.60 3.55 1.97
T=.0462 1.97 3.56 4.69 5.37 5.59 5.37 4.69 3.56 1.97
T=.0616 1.98 3.56 4.69 5.37 5.60 5.37 4.69 3.56 1.98
T=.0770 1.99 3.57 4.70 5.38 5.61 5.38 4.70 3.57 1.99
T=.0924 2.00 3.58 4.71 5.39 5.62 5.39 4.71 3.58 2.00
T=.1078 2.01 3.59 4.72 5.40 5.63 5.40 4.72 3.59 2.01
T=.1232 2.02 3.60 4.73 5.41 5.64 5.41 4.73 3.60 2.02
T=.1386 2.03 3.61 4.74 5.42 5.65 5.42 4.74 3.61 2.03
T=.1504 2.04 3.62 4.75 5.43 5.66 5.43 4.75 3.62 2.04
El COS te es: 27,.3794
La velocidad de propagacion es;
El tiempo optimo es: .15404
.25
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VALORES DE LA VARIABLE DE ESTADO
X= -1 . 60 - 1 . 2 0 - . 8 0 - . 4 0 .00 . 4 0 .80 1 . 2 0 1 . 60
T= .0 . 00 . 00 . 00 .05 2 . 8 2 . 0 5 .00 .00 . 00
T= .1 . 12 .22 . 30 .79 1 . 8 2 . 7 9 .30 .22 .12
T= .2 .23 .42 .61 1. 18 1 . 7 5 1 . 1 8 .61 .42 .23
T= .3 .32 .60 .91 1 . 44 1 . 82 1 . 4 4 .91 .60 .32
T= .4 .44 77 1 . 1 6 1 . 66 1 . 9 4 1 . 6 6 1. 16 .77 .44
T= .5 .49 .93 1. 38 1 . 84 2 . 0 7 1 . 8 4 1 . 38 .93 . 49
T= .6 .56 1 . 08 1 . 56 2 . 0 0 2 . 2 0 2 . 0 0 1 . 56 1 . 08 .56
T= .7 .63 1.21 1 . 7 2 2 . 1 5 2 . 3 3 2 . 1 5 1. 72 1.21 .63
T= .8 .69 1 . 32 1 . 8 6 2 . 2 8 2 . 4 4 2 . 2 8 1 . 86 1 . 3 2 .69
T= .9 .75 1. 42 1 . 9 9 2 . 3 2 2 . 5 5 2 . 3 2 1-99 1 . 42 .75
T=I.O .80 1. 51 2 . 0 9 2 . 4 9 2 . 6 4 2 . 4 9 2 . 0 9 1. 51 .80
VALORES DE LA LEY DE CONTROL
X= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 00 . 4 0 . 80 1 . 2 0 1 . 6 0
T= . 0 1 . 8 0 3 . 2 6 4 . 2 2 4 . 5 9 4 . 5 0 4 . 5 9 4 . 2 2  • 3 . 2 6 1 . 80
T= .1 1 . 66 2 . 9 9 3 . 8 5 4 . 1 8 4 . 1 9 4 . 1 8 3 . 8 5 2 . 9 9 1 . 66
T= . 2 1 .53 2 . 7 5 3 . 5 2 3 . 8 3 3 . 8 7 3 . 8 3 3 . 5 2 2 . 7 5 1 . 5 3
T= .3 1.41 2 . 5 3 3 . 2 2 3 . 51 3 . 5 7 3 . 5 1 3 . 22 2 .5 3 1 . 41
T= . 4 1 . 31 2 . 3 3 2 . 9 6 3 . 2 3 3 . 2 8 3 . 2 2 2 . 9 6 2 . 3 3 1 .31
T= . 5 1 .22 2 . 1 5 2 . 7 1 2 . 9 6 3 . 0 2 2 . 9 6 2 . 71 2 . 1 5 1 . 22
T= .6 1 . 1 3 1 . 9 9 2 . 5 0 2 . 7 2 2 . 7 7 2 . 7 2 2 . 5 0 1 . 9 9 1 . 13
T= .7 1 . 06 1. 84 2 . 3 0 2 . 4 9 2 . 5 4 2 . 4 9 2 . 3 0 1 . 84 1 . 06
T= . 8 1 .00 1.71 2 . 1 1 2 . 2 8 2 . 3 2 2 . 2 8 2 . 1 1 1. 71 1 .0 0
T= . 9 .95 1 .5 9 1 . 9 5 2 . 0 9 2 . 1 2 2 . 0 9 1 . 9 5 1 . 5 9 .95
T=1 . 0 .90 1 . 4 8 1 . 7 9 1 . 90 1 . 9 2 1 . 9 0 1 . 7 9 1 . 48 .90
FINANCIACION EXTERNA
X= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 00 . 4 0 . 80 1 . 20 1 . 6 0
** *
T= . 0 1.86 3 . 43 4 . 5 7 5 . 2 6 5 . 4 9 5 . 2 6 4 . 5 7 3 . 43 1. 86
T= . 1 1 .86 3 . 4 3 4 . 5 7 5 . 2 6 5 . 4 9 5 . 2 6 4 . 5 7 3 . 43 1 . 86
T= . 2 1 .86 3 . 4 3 4 . 5 7 5 . 2 5 5 . 4 8 5 . 2 5 4 . 5 7 3 . 4 3 1 . 86
T= . 3 1.06 3 . 4 3 4 . 5 7 5 . 2 5 5 . 4 8 5 . 2 5 4 . 5 7 3 . 4 3 1 . 86
T= . 4 1.87 3 . 43 4 . 5 7 5 . 2 6 5 . 4 8 5 . 2 6 4 . 5 7 3 . 4 3 1 . 87
T= . 5 1 .88 3 . 4 4 4 . 5 8 5 . 2 6 5 . 4 9 5 . 2 6 4 . 5 8 3 . 44 1 . 88
T= . 6 1 . 89 3 . 4 6 4 . 5 9 5 . 2 7 5 . 5 0 5 . 2 7 4 . 5 9 3 . 4 6 1 . 8 9
T= . 7 1.91 3 . 4 8 4 . 6 2 5 . 2 9 5 . 5 2 5 . 2 9 4 . 6 2 3 . 4 8 1.91
T= . 8 1 .93 3 . 5 2 4 . 6 5 5 . 3 3 5 . 5 5 5 . 3 3 4 . 6 5 3 . 5 2 1 . 9 3
T= . 9 1 .98 3.  56 4 . 6 9 5 . 3 7 5 . 6 0 5 . 3 7 4 . 6 9 3 . 5 6 1 . 98
T=1 . 0 2. 04 3 . 6 2 4 . 7 5 5 . 4 3 5 . 6 6 5 . 4 3 4 . 7 5 3 . 6 2 2 . 04
El c o s t e e s  ; 29 .184
La v e l o c i d a d  de pr opagac i on e s : . 25
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VALORES DE LA VARIABLE DE ESTADO
X= -1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 .00 .00 .00 .05 2.82 .05 .00 .00 .00
T=.0095 .01 .02 .03 .18 2.35 .18 .03 .02 .01
T=.0189 .03 .05 .06 .32 2.08 .32 .06 .05 .03
T=.0284 .04 .07 .09 .44 1.90 .44 .09 .07 .04
T=.0378 .05 .09 .12 .53 1.77 .53 .12 .09 .05
T=.0473 .06 .11 .16 .61 1.68 .61 .16 .11 .06
T=.0567 .07 .14 .19 .68 1.61 .68 .19 .14 .07
T=.0662 .09 .16 .23 .74 1.55 .74 .23 .16 .09
T=.0756 .10 .18 .27 .79 1.51 .79 .27 .18 .10
T=.0851 .11 .20 .31 .83 1.48 .83 .31 .20 .11
T=.0946 .12 .22 .35 .87 1.45 .87 .35 .22 .12
VALORES DE LA LEY DE CONTROL
X= -1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 1.93 3.47 4.39 4.48 4.23 4.48 , 4.39 3.47 1.93
T=.0095 1.92 3.46 4.37 4.44 4.18 4.44 4.37 3.46 1.92
T=.0189 1.91 3.44 4.36 4.41 4.14 4.41 4.36 3,44 1.91
T=.0284 1.90 3.42 4.34 4.37 4.08 4.37 4.34 3.42 1.90
T=.0378 1.90 3.41 4.32 4.34 4.03 4.34 4.32 3.41 1.90
T=.0473 1.89 3.39 4.31 4.31 3.97 4.31 4.31 3.39 1.89
T*.0567 1.88 3.37 4.30 4.28 3.91 4.28 4.30 3.37 1.88
T=.0662 1.88 3.36 4.29 4.26 3.84 4.26 4.29 3.36 1.88
T=.0756 1.87 3.34 4.27 4.23 3.77 4.23 4.27 3.34 1.87
T=.085l 1.87 3.32 4.26 4.21 3.69 4.21 4.26 3.32 1.87
T=.0946 1.86 3.31 4.25 4.20 3.61 4.20 4.25 3.31 1.86
FINANCIACION EXTERNA
x= •1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 1.93 3.50 4.64 5.31 5.54 5.31 4.64 3.50 1.93
T=.0095 1.94 3.51 4.65 5.32 5.55 5.32 4.65 3.51 1.94
T=.0189 1.94 3.52 4.66 5.34 5.56 5.34 4.66 3.52 1.94
T=.0284 1.95 3.54 4.67 5.35 5.57 5.35 4.67 3.54 1.95
T=.0378 1.96 3,55 4.68 5.36 5.58 5.36 4.68 3.55 1.96
T=.0473 1.98 3.56 4.69 5.37 5.59 5.37 4.69 3.56 1.98
T=.0567 1.99 3.57 4.70 5.38 5.61 5.38 4.70 3.57 1.99
T=.0662 2.00 3.58 4.71 5.39 5.62 5.39 4.71 3.58 2.00
T=.0756 2.01 3.59 4.73 5.40 5.63 5.40 4.73 3.59 2.01
T=.0851 2.02 3.61 4.74 5.42 5.64 5.42 4.74 3.61 2.02
T=.0946 2.04 3.62 4.75 5.43 5.66 5.43 4.75 3.62 2.04
El coste es : 27,,3004
La velocidad de propagacion es:
El tiempo optimo es: .09455
.5
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VALORES DE LA VARIABLE DE ESTADO
x= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 .00 . 40 .80 1 . 2 0 1 . 60
*•*
T= .0 . 00 .00 .00 .05 2 . 8 2 . 05 .00 . 0 0 .00
T= .1 .11 .20 . 35 .89 1 .4 6 . 89 . 3 5 . 20 .11
T= . 2 .21 .41 .70 1 . 1 7 1 . 4 5 1 . 1 7 . 70 .41 .21
T= .3 . 30 .61 . 98 1 . 37 1 . 5 6 1 . 3 7 . 98 .61 .30
T= .4 . 39 79 1 . 19 1 . 55 1.70 1 . 55 1 . 19 . 79 .39
T= . 5 -48 .94 1 . 3 8 1. 71 1 . 8 5 1. 71 1 . 3 8 .94 .48
T= .6 . 55 1 . 07 1 . 5 3 1. 86 1 . 99 1 . 86 1 . 53 1 . 07 . 55
T= . 7 .61 1 . 18 1 .6 6 2 . 0 0 2 . 1 2 2 . 0 0 1 . 66 1 . 1 8 .61
T= . 8 .67 1.28 1.-78 2 . 11 2 . 2 3 2 . 1 1 1 . 78 1 . 2 8 .67
T= -9 . 72 1 . 36 1 . 8 8 2 . 2 2 2 . 3 3 2 . 2 2 1 . 88 1 . 3 6 .72
T=1.0 .76 1 . 44 1 . 9 7 2 . 31 2 . 4 2 2 . 3 1 1 . 9 7 1 . 4 4 .76
VALORES DE LA LEY DE CONTROL
X= - l  .60 -1 .20 - . 8 0 - . 4 0 .00 .40 .80 1 . 2 0 1 . 6 0
T= .O 1 . 6 3 3 . 02 4 . 0 0 4 . 5 1 4 . 5 7 4 . 51 4 . 0 0 3 . 0 2 1 . 6 3
T= .1 1 . 5 1 2 . 7 9 3 . 7 0 4 . 1 7 4 . 3 0 4 . 1 7 3 . 7 0 2 . 7 9 1. 51
T= . 2 1 . 41 2 . 4 9 3 . 4 2 3 . 8 8 4 . 0 2 3 . 8 8 3 . 4 2 2 . 4 9 1. 41
T= . 3 1 . 31 2 . 41 3 . 1 8 3. 61 3 . 7 5 3 . 6 1 3 . 1 8 2 . 4 1 1. 31
T= . 4 1 . 2 3 2 . 2 5 2 . 9 6 3 . 3 7 3 . 4 9 3 . 3 7 2 . 9 6 2 . 2 5 1 . 2 3
T= , 5 1 . 1 5 2 . 1 0 2 . 7 6 3 . 1 4 3 . 2 5 3 . 1 4 2 . 7 6 2 . 1 0 1 . 1 5
T= . 6 1 . 0 9 1 . 97 2 . 5 8 2 . 9 2 3 . 0 3 2 . 9 2 2 . 5 8 1 . 9 7 1 . 0 9
T= . 7 1 . 0 3 1 . 86 2 . 4 2 2 . 7 2 2 . 8 2 2 . 7 2 2 . 4 2 1 . 8 6 1 . 0 3
T= . 8 .99 1 . 76 2 . 2 6 2 . 5 3 2 . 61 2 . 5 3 2 . 2 6 1 . 7 6 .99
T= . 9 . 96 1 .6 7 2 . 1 1 2 . 3 5 2 . 4 2 2 . 3 5 2 . 1 1 1 . 6 7 .96
T=1.0 .96 1 . 59 1 . 9 7 2 . 1 7 2 . 2 3 2 . 1 7 1 . 9 7 1 . 5 9 .96
FINANCIACION EXTERNA
X= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 00 .40 . 80 1 . 2 0 1 . 60
T= .O 1 . 7 3 3 . 2 3 4 . 3 7 5 . 0 7 5 . 3 0 5 . 0 7 4 . 3 7 3 . 2 3 1 . 73
T= . 1 1 . 7 3 3 . 2 3 4.  36 5 . 0 6 5 . 29 5 . 0 6 4 . 3 6 3 . 2 3 1 . 7 3
T= . 2 1 . 73 3 . 2 3 4 . 3 6 5 . 0 6 5 . 29 5 . 0 6 4 . 3 6 3 . 2 3 1 . 73
T= . 3 1.74 3 . 2 4 4 . 3 7 5 . 0 6 5 . 29 5 . 0 6 4 . 3 7 3 . 2 4 1 . 74
T -  . 4 1 . 75 3 . 2 5 4 . 3 8 5 . 0 7 5 . 3 0 5 . 0 7 4 . 3 8 3 . 2 5 1 . 75
T= . 5 1 . 76 3 . 2 7 4 . 4 0 5 . 0 9 5 . 32 5 . 0 9 4 . 4 0 3 . 2 7 1 . 68
T= - 6 1. 78 3 . 30 4 . 4 3 5 . 1 2 5 . 3 4 5 . 1 2 4 . 4 3 3 . 3 0 1 . 7 8
T= . 7 1.81 3 . 3 5 4 . 4 8 5 . 16 5 . 3 9 5 . 1 6 4 . 4 8 3 . 3 5 1.81
T= . 8 1 . 8 5 3 . 41 4 , 5 4 5 . 2 2 5 . 4 5 5 . 2 2 4 . 5 4 3 . 4 1 1 . 8 5
T= . 9 1 .92 3 . 5 0 4 . 6 3 5 . 31 5 . 54 5 . 31 4 . 6 3 3 . 5 0 1 . 92
T=l . O 2. 04 3 . 6 2 4 . 7 5 5 . 4 3 5 . 66 5 . 4 3 4 . 7 5 3 . 6 2 2 . 04
El c o s t e e s  : 31 3554
La velocidad de propagacion es: .5
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VALORES DE LA VARIABLE DE ESTADO
X= -1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 .00 .00 .00 .05 2.82 .05 .00 .00 .00
T=.0070 .01 .02 .02 .19 2.30 .19 .02 .02 .01
T=.0140 .02 .03 .04 .32 2.01 .32 .04 .03 .02
T=.0210 .03 .05 .07 .44 1.82 .44 .07 .05 .03
T=.0281 .04 .07 .09 .53 1.69 .53 .09 .07 .04
T=.0351 .05 .08 .12 .60 1.59 .60 .12 .08 .05
T=.0421 .06 .10 .16 .66 1.51 . 66 .16 .10 .06
T=.0491 .06 .12 .19 .71 1.45 .71 .19 .12 .06
T=.0561 .07 .13 .22 .75 1.40 .75 .22 .13 .07
T=.0631 .08 .15 .26 .78 1.36 .78 .26 .15 .08
T=.0701 .09 .17 .30 .81 1.33 .81 .30 .17 .09
VALORES DE LA LEY DE CONTROL
X= ■1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 1.91 3.44 4.34 4.47 4.29 4.47 4.34 3.44 1.91
T=.0070 1.91 3.44 4.34 4.44 4.26 4.44 4.34 3.44 1.91
T=.0140 1.91 3.43 4.33 4.42 4.22 4.42 4.33 3.43 1.91
T=.0210 1.91 3.43 4.33 4.40 4.18 4.40 4.33 3.43 1.91
T=.0281 1.91 3.42 4.33 4.38 4.13 4.38 4.33 3.42 1.91
T=.0351 1.90 3.42 4.32 4.36 3.08 4.36 4.32 3.42 1.90
T=.0421 1.90 3.41 4.32 4.34 3.03 4.34 4.32 3.41 1.90
T=.0491 1.91 3.40 4.33 4.32 3.97 4.32 4.33 3.40 1.91
T=.0561 1.91 3.40 4.33 4.31 3.91 4.31 4.33 3.40 1.91
T=.0631 1.91 3.39 4.33 4.29 3.85 4.29 4.33 3.39 1.91
T=.0701 1.91 3.38 4.33 4,29 3.77 4.29 4.33 3.38 1.91
FINANCIACION EXTERNA
X= •1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 1.91 3.49 4.62 5.30 5.52 5.30 4.62 3.49 1.91
T=.0070 1.92 3.50 4.63 5.31 5.54 5.31 4.63 3.50 1.92
T=.0140 1.93 3.51 4.64 5.32 5.55 5.32 4.64 3.51 1.93
T=.0210 1.94 3.52 4.66 5.33 5.56 5.33 4.66 3.52 1.94
T=.0281 1.96 3.54 4.67 5.35 5.57 5.35 4.67 3.54 1.96
T=.0351 1.97 3.55 4.68 5.36 5.59 5.36 4.68 3.55 1.97
T=.0421 1.98 3.56 4.69 5.37 5.60 5.37 4.69 3.56 1.98
T=.0491 1.99 3.58 4.71 5.39 5.61 5.39 4.71 3.58 1.99
T=.0561 2.01 3.59 4.72 5.40 5.63 5.40 4.73 3.59 2.01
T=.0631 2.02 3.61 4.74 5.42 5.64 5.42 4.74 3.61 2.02
T=.0701 2.04 3.62 4.75 5.43 5.66 5.43 4.75 3.62 2.04
El coste es: 27.,2649
La velocidad de propagacion es:
El tiempo optimo es: .0^ 01
.75
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VALORES DE LA VARIABLE DE ESTADO
X= — I . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 00 . 40 . 80 1 . 2 0 1 . 6 0
T=.0(X)0 . 00 .00 . 00 .05 2 . 8 2 . 05 . 00 . 00 . 00
T=.0057 . 01 .01 .02 .19 2 . 2 7 .19 .02 .01 .01
T = . 0 1 l 3 . 02 .03 .04 .33 1 . 9 7 .33 .04 . 03 .02
T=.0170 .02 .04 .06 .44 1 . 7 7 .44 .06 .04 .02
T=.0227 . 03 .05 . 08 .53 1 . 6 3 . 53 . 08 . 05 . 03
T=.0?83 .04 .07 .11 .60 1 . 53 .60 . 11 .07 .04
T=.03a0 .04 .08 . 14 .65 1 . 4 5 .65 . 14 . 08 .04
T=.0397 . 05 .09 . 17 .69 1 . 38 .69 . 17 . 09 . 05
T=.0454 . 06 . 11 . 20 .72 1 .3 3 .72 . 2 0 . 11 .06
T=.0510 . 07 .12 .23 .75 1 . 29 .75 . 23 . 12 .07
T=.0587 . 07 .14 .27 .77 1 . 2 6 .77 . 27 . 14 .07
VALORES DE LA LEY DE CONTROL
X= 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 .40 . 8 0 1 . 2 0 1 . 6 0
T=.0000 1 . 9 0 3 . 4 2 4 . 31 4 . 4 6 4 . 3 3 4 . 4 6 4 . 3 1 3 . 4 2 1 . 9 0
T=.0057 1 . 9 0 3 . 42 4 . 31 4 . 4 5 4 . 3 0 4 . 4 5 4 . 3 1 3 . 4 2 1 . 9 0
T = . 0 l l 3 1 . 9 0 3 . 4 2 4. 31 4 . 4 3 4 . 2 7 4 . 4 3 4 . 3 1 3 . 4 2 1 . 9 0
T=.0170 ] . 90 3 . 4 2 4. 31 4 . 4 1 4 . 2 3 4 . 4 1 4 . 3 1 3 . 4 2 1 . 9 0
T=.0227 1. 91 3 . 4 3 4 . 3 2 4 . 4 0 4 . 1 9 4 . 4 0 4 , 3 2 3 . 4 3 1 . 9 1
T=.02B3 1 .91 3 . 4 3 4 . 3 3 4 . 3 8 4 . 1 5 4 . 3 8 4 . 3 3 3 . 4 3 1 . 9 1
T=.0340 1. 91 3 . 4 3 4 . 3 3 4 . 3 7 4 . 1 1 4 . 3 7 4 . 3 3 3 . 4 3 1 . 9 1
T=.0397 1 . 9 2 3 . 4 3 4 . 3 4 4 . 3 6 4 . 0 6 4 . 3 6 4 . 3 4 3 . 4 3 1 . 9 2
T=.0454 1 . 9 2 3 . 4 3 4 . 3 5 4 . 3 5 4 . 0 0 4 . 3 5 4 . 3 5 3 . 4 3 1 . 9 2
T=.0510 1 . 9 3 3 . 43 4 . 3 6 4 . 3 4 3 . 9 4 4 . 3 4 4 . 3 6 3 . 4 3 1 . 9 3
T=.0567 1-93 3 . 4 3 4 . 3 7 4 . 3 4 3 . 8 7 4 . 3 4 4 . 3 7 3 . 4 3 1 . 9 3
FINANCIACION EXTERNA
X= 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 00 .40 . 80 1 . 2 0 1 . 6 0
T=.0000 1 . 90 3 . 4 7 4 . 6 0 5 . 2 8 5 . 5 1 5 . 2 8 4 . 6 0 3 . 4 7 1 . 9 0
T=.0057 1 .91 3 . 4 9 4 . 6 2 5 . 3 0 5 . 5 2 5 . 3 0 4 . 6 2 3 . 4 9 1 . 91
T=.on 3 1 .92 3 . 5 0 4 . 6 3 5 . 3 1 5 . 5 4 5 . 31 4 . 6 3 3 . 5 0 1 . 9 2
T=.0170 1.94 3.51 4 . 6 5 5 . 3 2 5 . 5 5 5 . 3 2 4 . 6 5 3 . 51 1 . 94
T=.0227 1 .95 3 . 53 4 . 6 6 5 . 3 4 5 . 5 7 5 . 34 4 . 6 6 3 . 5 3 1 . 9 5
T=.0283 1. 96 3 . 54 4 . 6 8 5 . 3 5 5 . 5 8 5 . 3 5 4 . 6 8 3 . 5 4 1 . 9 6
T=.0340 1 . 98 3 . 56 4 . 6 9 5 . 3 7 5 . 5 9 5 . 3 7 4 . 6 9 3 . 5 6 1 . 9 8
T=.0397 1 . 99 3 . 5 7 4 . 7 0 5 . 3 8 5 . 6 0 5 . 3 8 4.  70 3 . 5 7 1 . 9 9
T=.0454 2 . 0 1 3 . 59 4 . 7 2 5 . 4 0 5 . 6 3 5 . 4 0 4 . 7 3 3 . 5 9 2 . 0 1
T = . 0 5 l 0 2 . 0 2 3 . 60 4 . 7 4 5 . 41 5 . 6 4 5 . 4 2 4.  74 3 . 6 0 2 . 0 2
T=.0567 2 . 0 4 3 . 6 2 4 . 7 5 5 . 4 3 5 . 6 6 5 . 4 3 4 . 7 5 3 . 6 2 2 . 0 4
El c o s t e e s :  27 .2442
La v e l o c i d a d  de propagac i on e s : 1 . 0
El tiempo optimo e s  : 0567
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VALORES DE LA VARIABLE DE ESTADO
X= -1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 .00 .00 .00 .05 2.82 .05 .00 .00 .00
T=.0047 .01 .01 .01 .12 2.49 .12 .01 .01 .01
T=.0094 .01 .02 .03 .33 1.94 .33 .03 .02 .01
T=.0141 .02 .03 .05 .44 1.74 .44 .05 .03 .02
T=.0188 .02 .04 .07 .53 1.60 .53 .07 .04 .02
T=.0235 .03 .06 .09 .59 1.49 .59 .09 .06 .03
T=.0282 .04 .07 .12 .64 1.41 .64 .12 .07 .04
T=.0329 .04 .08 .15 .67 1.35 .67 .15 .08 .04
T=.0376 .05 .09 .18 .70 1.30 .70 .18 .09 .05
T=.0423 .06 .10 .21 .73 1.25 .73 .21 .10 .06
T=.0470 .06 .12 .24 .75 1.22 .75 .24 .12 .06
VALORES DE LA LEY DE CONTROL
X= •1.60 -1.20 -.80 -.40 .00 .40 .80 1.29 1.60
T=.0000 1.89 3.40 4.29 4.46 4.35 4.46 4.29 3.40 1.89
T=.0047 1.89 3.41 4.30 4.45 4.32 4.45 4.30 3.41 1.89
T=.0094 1.90 3.42 4.30 4.43 4.29 4.43 4.30 3.42 1.90
T=.0141 1.90 3.42 4.31 4.42 4.26 4.42 4.31 3.42 1.90
T=.0188 1.91 3.43 4.32 4.41 4.23 4.41 4.32 3.43 1.91
T=.0235 1.92 3.44 4.33 4.40 4.19 4.40 4.33 3.44 1.92
T=.0282 1.92 3.44 4.34 4.39 4.15 4.39 4.34 3.44 1.92
T=.0329 1.93 3.45 4.36 4.39 4.10 4.39 4.36 3.45 1.93
T=.0376 1.94 3.45 4.37 4.38 4.08 4.38 4.37 3.45 1.94
T=.0423 1.94 3.45 4.39 4.38 4.00 4.38 4.39 3.45 1.94
T=.0470 1.95 3.46 4.41 4.38 3.94 4.38 4.41 3.46 1.95
FINANCIACION EXTERNA
X= •1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 1.90 3.47 4.60 5.28 5.51 5.28 4,60 3.47 . 1.90
T=.0047 1.91 3.48 4.61 5.29 5.52 5.29 4.61 3.48 1.91
T=.0094 1.92 3.50 4.63 5.31 5.53 5.31 4,63 3.50 1.92
T=.0141 1.93 3.51 4.64 5.32 5.55 5.32 4,64 3.51 1.93
T=.0188 1.94 3.53 4.66 5.34 5.56 5.34 4.66 3.53 1.94
T=.0235 1.96 3.54 4.67 5.35 5.58 5.35 4.67 3.54 1.96
T=.0282 1.97 3.56 4.69 5.37 5.59 5.37 4.69 3.56 1.97
T=.0329 1.99 3.57 4.70 5.38 5.61 5.38 4.70 3.57 1.99
T=.0376 2.00 3.59 4.72 5.40 5.62 5.40 4.73 3.59 2.00
T=.0423 2.02 3.60 4.74 5.41 5.64 5.42 4.74 3.60 2.02
T=.0470 2.04 3.62 4.75 5.43 5.66 5.43 4.75 3.62 2.04
El coste es: 27..2304
La velocidad de propagacion es: 1.25
El tiempo optimo es: .04696
177













-1 .60 - 1 . 2 0 - . 8 0 - . 4 0 .00 .40 .80 1 . 2 0 1 . 6 0
. 00 . 00 . 00 . 05 2 . 8 2 . 05 . 00 . 00 .00
.01 .01 .01 .20 2 . 2 3 .20 .01 .01 .01
.01 . 02 . 0 3 . 34 1. 92 .34 .03 .02 .01
.02 .03 .04 .45 1.71 .45 . 04 .03 .02
. 02 .04 . 06 .53 1 .5 7 .53 .06 .04 .02
.03 .05 . 09 .59 1 .4 6 .59 .09 . 05 .03
.03 .06 . 12 .63 1. 38 .63 .12 .06 . 03
.04 .07 .14 . 66 1.31 . 66 .14 .07 .04
. 04 .08 . 17 . 69 1 . 26 .69 . 17 .08 . 04
.05 .09 . 20 .71 1 .2 2 .71 .20 . 09 .05
.05 .10 . 23 . 73 1 . 18 .73 .23 . 10 . 05
VALORES DE LA LEY DE CONTROL
X= ■1.60 - 1 . 2 0 - . 8 0 - . 4 0 .00 . 4 0 . 80 1 . 2 0 1 . 6 0
T=. 0000 1 . 8 8 3 . 3 9 4 . 2 7 4 . 4 6 4 . 3 7 4 . 4 6 4 . 2 7 3 . 3 9 1 .8 8
T=.0041 1 . 8 9 3 . 4 0 4 . 2 8 4 . 4 5 4 . 3 4 4 . 4 5 4 . 2 8 3 . 4 0 1 . 8 9
T=.0082 1 . 9 0 3 . 4 1 4 . 2 9 4 . 4 4 4 . 3 2 4 . 4 4 4 . 2 9 3 . 4 1 1 .9 0
T=.0122 1 . 9 0 3 . 4 2 4 . 3 0 4 . 4 3 4 . 2 9 4 . 4 3 4 . 3 0 3 . 4 2 1 . 9 0
T=.0163 1. 91 3 . 4 3 4 . 3 2 4 . 4 2 4 . 2 6 4 . 4 2 4 . 3 2 3 . 4 3 1 . 91
T=.0204 1 . 92 3 . 4 4 4 . 3 3 4 . 4 1 4 . 2 2 4 . 4 1 4 . 3 3 3 . 4 4 1 . 9 2
T=.0245 1 . 9 3 3 . 4 5 4 . 3 5 4 . 4 1 4 . 1 9 4 . 4 1 4 . 3 5 3 . 4 5 1 . 9 3
T=.0285 1 . 9 3 3 . 4 5 4 . 3 6 4 . 4 0 4 . 1 5 4 . 4 0 4 . 3 6 3 . 4 5 1 . 9 3
T=.0326 1. 94 3 . 4 6 4 . 3 8 4 . 4 0 4 . 1 0 4 . 4 0 4 . 3 8 3 . 4 6 1 . 9 4
T=.0367 1 . 9 5 3 . 4 7 4 . 4 0 4 . 4 0 4 . 0 5 4 . 4 0 4 . 4 0 3 . 4 7 1 . 9 5
T=.0408 1 .9 6 3 . 4 8 4 . 4 2 4 . 4 0 3 . 9 9 4 . 3 4 0 4 . 4 2 3 . 4 8 1 .9 6
FINANCIACION EXTERNA
X= — 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 00 . 40 . 80 1 . 2 0 1 .6 0
T=.0000 1 . 8 9 3 . 4 6 4 . 5 9 5 . 2 7 5 . 4 9 5 . 2 7 4 . 5 9 3 . 4 6 1 . 89
T=.0C)41 1 . 9 0 3 . 4 7 4 . 6 0 5 . 2 8 5 . 51 5 . 2 8 4 . 6 0 3 . 4 7 1 .9 0
T=.0O82 1.91 3 . 4 9 4 . 6 2 5 . 3 0 5 . 5 3 5 . 3 0 4 , 6 2 3 . 4 9 1. 91
T=.0122 1. 93 3 . 5 0 4 . 6 4 5 .3 1 5 . 5 4 5. 31 4 . 6 4 3 . 5 0 1 . 9 3
T=.0163 1. 94 3 . 5 2 4 . 6 5 5 . 3 3 5 . 5 6 5 . 3 3 4 . 6 5 3 , 5 2 1. 94
T=. 0.204 1. 96 3 .5 4 4 . 6 7 5 . 3 5 5 . 5 7 5 . 3 5 4 . 6 7 3 . 5 4 1. 96
T=.0245 1. 97 3 . 5 5 4 . 6 8 5 . 3 6 5 . 5 9 5 . 3 6 4 . 6 8 3 . 5 5 1 . 9 7
T=.0285 1 .9 9 3 . 5 7 4 . 7 0 5 . 3 6 5 . 6 1 5 . 3 8 4 . 7 0 3 . 5 7 1 .9 9
T=.0 326 2 . 0 0 3 . 5 9 4 . 7 2 5 . 4 0 5 . 6 2 5 . 4 0 4 . 7 3 3 . 5 9 2 . 0 0
T=.0 367 2 .0 2 3 . 6 0 4 . 7 3 5 . 41 5 .6 4 5 . 4 2 4 . 7 3 3 . 6 0 2 . 0 2
T=.0408 2 . 0 4 3 . 6 2 4 . 7 5 5 . 4 3 5 . 6 6 5 . 4 3 4 . 7 5 3 . 6 2 2 . 0 4
El c o s t e e s  ; 27 .2206
La v e l o c i d a d  de propagac i on e s : 1 . 5
El t iempo optimo es: .04078
PARTE 2«
R esultados correspondientes a la situacion inicial
f(x) = 0.25(4 -  x2)
y velocidades de propagacidn
q = 0.1, 0.2, 0.25, 0.30, 0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65
Los resultados de las tab las correspondientes a la ley de contro l y a la 
financiacidn ex terna aparecen m ultiplicados por el coefic ien te  ^ f z .
Solo se ban incluido las tab las correspondientes al tiem po dptim o.
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VALORES DE LA VARIABLE DE ESTADO
X= -1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 .36 .64 .84 1.01 3.82 1.01 .84 .64 .36
T=.0253 .39 .69 .90 1.06 3.68 1.06 .90 .69 .39
T=,0505 .41 .73 .96 1.23 3.38 1.23 .96 .73 .41
T=.0758 .43 .78 1.02 1.34 3.25 1.34 1,02 .78 .43
T-.lOll .46 .82 1.07 1.45 3.15 1.45 1.07 .82 .46
T=.1263 .48 .86 1.13 1.55 3.08 1.55 1.13 .86 .48
T=.1516 .50 .90 1.18 1.64 3.02 1.64 1.18 .90 .50
T=.1769 .52 .94 1.23 1.72 2.97 1.72 1.23 .94 .52
T=.2021 .54 .98 1.28 1.80 2.93 1.80 1.28 .98 .54
T=.2274 .56 1.02 1.34 1.67 2.90 1.87 1.34 1.02 .56
T=.2527 .58 1.05 1.39 1.94 2.88 1.94 1.39 1.05 .58
VALORES DE LA LEY DE CONTROL
X= 1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
T=.0000 1.50 2.69 3.46 3.28 2.38 3.28 3.46 2.69 1.50
T=.0253 1.47 2.63 3.39 3.20 2.32 3.20 3.39 2.63 1.47
T=.0505 1.44 2.57 3.32 3.12 2.25 3.12 3.32 2.57 1.44
T-.0758 1.41 2.51 3.25 3.05 2.18 3.05 3.25 2.51 1.41
T=.1011 1.38 2.45 3.18 2.99 2.11 2.99 3.18 2.45 1.38
T=.1263 1.35 2.40 3.11 2.92 2.03 2.92 3.11 2.40 1.35
T=.1516 1.32 2.34 3.04 2.87 1.95 2.87 3.04 2.34 1.32
T=.1769 1.29 2.29 2.98 2.81 1.86 2.81 2.98 2.29 1.29
T=.2021 1.26 2.24 2.91 2.76 1.78 2.76 2.91 2.24 1.26
T=.2274 1.24 2.18 2.85 2.72 1.68 2.72 2.85 2.18 1.24
T=.2527 1.21 2.13 2.79 2.68 1.58 2.68 2.79 2.13 1.21
FINANCIACION EXTERNA
X= -1.60 -1.20 -.80 —. 40 .00 .40 .80 1.20 1.60
T=.0000 1.99 3.57 4.70 5.38 5.61 5.38 4.70 3.57 1.99
T=.0253 1.99 3.57 4.71 5.38 5.61 5.38 4.71 3.57 1.99
T=.0505 1.99 3.58 4.71 5.39 5.61 5.39 4.71 3.58 1.99
T=.0758 2.00 3.58 4.71 5.39 5.62 5.39 4.71 3.58 2.00
T=.1011 2.00 3.59 4.72 5.40 5.62 5.40 4.72 3.59 2.00
T=.1263 201 3.59 4.72 5.40 5.63 5.40 4.72 3.59 2.01
T=.15l6 2.01 3.60 4.73 5.41 5.63 5.41 4.73 3.60 2.01
T=.1769 2.02 3.60 4.73 5.41 5.64 5.41 4.73 3.60 2.02
T=.2021 2.02 3.61 4,74 5.42 5.64 5.42 4.74 3.61 2.02
T=.2274 2.03 3.61 4.74 5.42 5.65 5.42 4.74 3.61 2.03
T=.2527 2 .04 3.62 4.75 5.43 5.66 5.43 4.75 3.62 2.04
El coste es : 14..6691
La velocidad de propagacion es:
El tiempo optimo es: .25266
.10
1 8 0
VALORES DE LA VARIABLE DE ESTADO
x= •1.60 - 1 .2 0 - .8 0 - . 4 0 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
T = .0000 .3 6 .6 4 .8 4 1 .0 1 3 .8 2 1 .0 1 .8 4 .6 4 .3 6
T * .0146 .37 .6 7 .8 7 1 .0 6 3 .6 5 1 .0 6 .6 7 .6 7 .3 7
T =.0291 .3 9 .6 9 .9 1 1 .2 0 3 .2 9 1 .2 0 .91 .6 9 .3 9
T = .0437 .4 0 .7 2 .9 4 1 .3 0 3 .1 3 1 .3 0 .9 4 .7 2 .4 0
T . .0 5 8 2 .41 .7 4 .9 7 1 .3 8 3 .0 2 1 .3 8 .9 7 .7 4 .41
T = .0728 .4 3 .7 7 1 .0 0 1 .4 7 2 .9 2 1 .4 7 1 .0 0 .7 7 .4 3
T = .0874 .4 4 .7 9 1 .0 4 1 .5 4 2 .8 5 1 .5 4 1 .0 4 .7 9 .4 4
T = .1019 .4 5 .8 1 1 .0 7 1 .6 0 2 .7 9 1 .6 0 1 .0 7 .81 .4 5
T = .1165 .4 6 .8 4 1 .1 1 1 .6 6 2 .7 4 1 .6 6 1 .1 1 .8 4 .4 6
T = .1310 .4 8 .8 6 1 .1 4 1 .7 2 2 .7 0 X.72 1 .1 4 .8 6 .4 8
T = .1456 .4 9 .8 8 1 .1 8 1 .7 7 2 .6 6 1 .7 7 1 .1 8 .8 8 .4 9
VALORES DE LA LEY DE CONTROL
x» -1 .6 0 - 1 .2 0 - . 8 0 - . 4 0 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
T . . 0000 1 .4 9 2 .6 8 3 .4 1 3 .2 2 2 .5 6 3 .2 2 3 .4 1 2 .6 8 1 .4 9
T = .0146 1 .4 8 2 .6 5 3 .3 8 3 .1 8 2 .5 1 3 .1 8 3 .3 8 2 .6 5 1 .4 8
T = .0291 1 .4 6 2 .6 2 3 .3 5 3 .1 4 2 .4 6 3 .1 4 3 .3 5 2 .6 2 1 .4 6
T . . 0437 1 .4 5 2 .5 9 3 .3 1 3 .1 0 2 .4 0 3 .1 0 3 .3 1 2 .5 9 1 .4 5
T = .0582 1 .4 3 2 .5 5 3 .2 8 3 .0 7 2 .3 4 3 .0 7 3 .2 8 2 .5 5 1 .4 3
T = .0728 1 .4 2 2 .5 2 3 .2 5 3 .0 4 2 .2 8 3 .0 4 3 .2 5 2 .5 2 1 .4 2
T = .0874 1 .4 0 2 .4 9 3 .2 2 3 .0 1 2 .2 1 3 .0 1 3 .2 2 2 .4 9 1 .4 0
T = .1019 1 .3 9 2 .4 6 3 .1 8 2 .9 8 2 .1 4 2 .9 8 3 .1 8 2 .4 6 1 .3 9
T . .1 165 1 .3 7 2 .4 3 3 .1 5 2 .9 6 2 .0 6 2 .9 6 3 .1 5 2 .4 3 1 .3 7
T » .1310 1 .3 6 2 .4 0 3 .1 2 2 .9 5 1 .9 8 2 .9 5 3 .1 2 2 .4 0 1 .3 6
T = .1456 1 .3 5 2 .3 7 3 .0 9 2 .9 3 1 .8 9 2 .9 3 3 .0 9 2 .3 7 1 .3 5
FINANCIACION EXTERNA
X= 1 .6 0 - 1 .2 0 — .8 0 - .4 0 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
*** «
T a .0000 1 .9 7 3 .5 5 4 .6 9 5 .3 6 5 .5 9 5 .3 6 4 .6 9 3 .5 5 1 .9 7
T a .0146 1 .9 8 3 .5 6 4 .6 9 5 .3 7 5 .6 0 5 .3 7 4 .6 9 3 .5 6 1 .9 8
T a .0291 1 .9 8 3 .5 7 4 .7 0 5 .3 8 5 .6 0 5 .3 8 4 .7 0 3 .5 7 1 .9 8
T = .0437 1 .9 9 3 .5 7 4 .7 0 5 ,3 8 5 .6 1 5 .3 8 4 .7 0 3 .5 7 1 .9 9
T a .0582 1 .9 9 3 .5 8 4 .7 1 5 .3 9 5 .6 1 5 .3 9 4 .7 1 3 .5 8 1 .9 9
T a .0728 2 .0 0 3 .5 8 4 .7 1 5 .3 9 5 .6 2 5 .3 9 4 .7 1 3 .5 8 2 .0 0
T a .0874 2 .0 1 3 .5 9 4 .7 2 5 .4 0 5 .6 3 5 .4 0 4 .7 2 3 .5 9 2 .0 1
T . .1 019 2 .0 1 3 .6 0 4 .7 3 5 .4 1 5 .6 3 5 .4 1 4 .7 3 3 .6 0 2 .0 1
T a .1165 2 .0 2 3 .6 0 4 .7 4 5 .4 1 5 .6 4 5 .4 1 4 .7 4 3 .6 0 2 .0 2
T a .1310 2 .0 3 3 .6 1 4 .7 4 5 .4 2 5 .6 5 5 .4 2 4 .7 4 3 .6 1 2 .0 3
T a .1456 2 .0 4 3 .6 2 4 .7 5 5 .4 3 5 .6 6 5 .4 3 4 .7 5 3 .6 2 2 .0 4
El coste es: 14,,6072
La velocidad de propagacion es;
El tiempo optimo es: .14559
. 2
181
VALORES LE LA VARIABLE DE ESTADO
X= - l , . 60 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T = . 0 0 0 0 . 36 . 6 4 . 8 4 1 . 0 1 3 . 8 2 1 . 0 1 . 8 4 . 6 4 . 3 6
T = . 0 1 2 0 . 37 . 6 6 . 8 7 1 . 1 0 3 . 4 9 1 . 1 0 . 8 7 . 66 . 3 7
T = . 0 2 4 0 , 38 . 6 8 . 8 9 1 . 1 9 3 . 2 7 1 . 1 9 . 8 9 . 6 8 . 3 8
T = . 0 3 6 0 . 39 . 7 0 . 9 2 1 . 2 8 3 . 1 1 1 . 2 8 . 9 2 . 7 0 . 3 9
T = . 0 4 8 0 . 4 0 . 72 . 9 5 1 . 3 7 2 . 9 8 1 . 3 7 . 9 5 . 7 2 . 4 0
T= . 06 0 0 . 41 . 7 4 . 9 8 1 . 4 4 2 . 8 9 1 . 4 4 . 9 8 . 7 4 . 41
T = . 0 7 l 9 . 4 2 . 7 6 1 . 0 0 1 . 5 1 2 . 8 1 1 . 5 1 1 . 0 0 . 7 6 . 4 2
T = . 0 8 3 9 . 4 3 . 7 8 1 . 0 3 1 . 5 7 2 . 7 4 1 . 5 7 1 . 0 3 . 7 8 . 4 3
T = . 0 9 59 . 4 4 . 89 1 . 0 6 1 . 6 3 2 . 6 9 1 . 6 3 1 . 0 6 . 8 9 . 4 4
T = . 1 0 7 9 . 4 5 . 8 2 1 , 0 9 1 . 6 8 2 . 6 4 1 . 6 8 1 . 0 9 . 8 2 . 4 5
T = . 1 1 9 9 . 4 6 . 8 4 1 . 1 2 1 . 7 2 2 . 6 1 1 . 7 2 1 . 1 2 . 8 4 . 4 6
VALORES DE LA LEY DE CONTROL
X= ■1.60 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T = . 0 0 0 0 1 . 4 9 2 . 6 8 3 . 4 0 3 . 2 1 2 . 5 9 3 . 2 1 3 . 4 0 2 . 6 8 1 . 4 9
T = . 0 1 2 0 1 . 4 8 2 . 6 5 3 . 3 8 3 . 1 8 2 . 5 5 3 . 1 8 3 . 3 8 2 . 6 5 1 . 4 8
T = . 0 2 4 0 1 . 4 7 2 . 6 3 3 . 3 5 3 . 1 5 2 . 5 0 3 . 1 5 3 . 3 5 2 . 6 3 1 . 4 7
T = . 0 3 6 0 1 . 4 6 2 . 6 0 3 . 3 3 3 . 1 2 2 . 4 5 3 . 1 2 3 . 3 3 2 . 6 0 1 . 4 6
T = . 0 4 8 0 1 . 4 4 2 . 5 8 3 . 3 0 3 . 0 9 2 . 4 0 3 . 0 9 3 . 3 0 2 . 5 8 1 . 4 4
T a . 0 6 00 1 . 4 3 2 . 5 5 3 . 2 8 3 . 0 7 2 . 3 4 3 . 0 7 3 . 2 8 2 . 5 5 1 . 4 3
T = . 0 7 1 9 1 . 4 2 2 . 5 3 3 . 2 6 3 . 0 5 2 . 2 7 3 . 0 5 3 . 2 6 2 . 5 3 1 . 4 2
T = . 0 8 3 9 1 . 4 1 2 . 5 1 3 . 2 4 3 . 0 3 2 . 2 4 3 . 0 3 3 . 2 4 2 . 5 1 1 . 4 1
T a . 0 9 5 9 1 . 4 0 2 . 4 8 3 . 2 1 3 . 0 1 2 . 1 3 3 . 0 1 3 . 2 1 2 . 4 8 1 . 4 0
T a . 1 07 9 1 . 3 9 2 . 4 6 3 . 1 9 3 . 0 0 2 . 0 6 3 . 0 0 3 . 1 9 2 . 4 6 1 . 3 9
T a . 1199 1 . 3 8 2 . 4 3 3 , 1 7 3 . 0 0 1 . 9 7 3 . 0 0 3 . 1 7 2 . 4 3 1 . 3 8
FINANCIACION EXTERNA
X= ■1.60 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T a .GOGO 1 . 9 7 3 . 5 5 4 . 6 8 5 . 3 6 5 . 5 9 5 . 3 6 4 . 6 8 3 . 5 5 1 . 9 7
T a . 0 1 2 0 1 . 9 7 3 . 5 6 4 . 6 9 5 . 3 7 5 . 5 9 5 . 3 7 4 . 6 9 3 . 5 6 1 . 9 7
T a . 0 2 4 0 1 . 9 8 3 . 5 6 4 . 6 9 5 . 3 7 5 . 6 0 5 . 3 7 4 . 6 9 3 . 5 6 1 . 9 8
T a . 0 3 6 0 1 . 9 8 3 . 5 7 4 . 7 0 5 . 3 8 5 . 6 1 5 . 3 8 4 . 7 0 3 . 5 7 1 . 9 8
T a . 0 4 8 0 1 . 9 9 3 . 5 7 4 . 7 1 5 . 3 8 5 . 6 1 5 . 3 8 4 . 7 1 3 . 5 7 1 . 9 9
T a . 0 6 0 0 2 . 0 0 3 . 5 8 4 . 7 1 5 . 3 9 5 . 6 2 5 . 3 9 4 . 7 1 3 . 5 8 2 . 0 0
T a . 0 7 1 9 2 . 0 1 3 . 5 9 4 . 7 2 5 . 4 0 5 . 6 3 5 . 4 0 4 . 7 2 3 . 5 9 2 . 0 1
T a . 0 8 3 9 2 . 0 1 3 . 6 0 4 . 7 3 5 . 4 1 5 . 6 3 5 . 4 1 4 . 7 3 3 . 6 0 2 . 0 1
T a . 0 9 5 9 2 . 0 2 3 . 6 0 4 . 7 4 5 . 4 1 5 . 6 4 5 . 4 1 4 . 7 4 3 . 6 0 2 . 0 2
T a . 1 0 7 9 2 . 0 3 3 . 6 1 4 . 7 4 5 . 4 2 5 . 6 5 5 . 4 2 4 . 7 4 3 . 6 1 2 . 0 3
T a . 1 19 9 2 . 0 4 3 . 6 2 4 . 7 5 5 . 4 3 5 . 6 6 5 - 4 3 4 . 7 5 3 . 6 2 2 . 0 4
El coste es: 14. .5923
La velocidad de propagacion es :
El tiempo optimo es: .11991
.25
182
VALORES DE LA VARIABLE DE ESTADO
X* 1 .6 0 - 1 .2 0 —. 80 - .4 0 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
Ta.OOOO .3 6 .6 4 .84 1 .0 1 3 .8 2 1 .0 1 .84 .64 .36
T a .0090 .3 7 .6 6 .86 1 .1 0 3 .4 8 1 .1 0 .86 .66 .3 7
T a .0180 .3 8 .6 7 .8 8 1 .1 9 3 .2 4 1 .1 9 .8 8 .6 7 .3 8
T a .0270 .3 8 .69 .9 0 1 .2 7 3 .0 7 1 .2 7 .9 0 .69 .3 8
T a .0359 .3 9 .7 0 .9 2 1 .3 5 2 .9 4 1 .3 5 .92 .7 0 .3 9
T a .0449 .4 0 .7 2 .9 4 1 .4 2 2 .8 3 1 .4 2 .94 .72 .4 0
T a .0539 .41 .7 3 .9 6 1 .4 8 2 .7 5 1 .4 8 .9 6 .7 3 .41
T a .0629 .4 1 .74 .99 1 .5 4 2 .6 8 1 .5 4 .99 .7 4 .41
T a .0719 .4 2 .7 6 1 .0 1 1 .5 9 2 .6 2 1 .5 9 1 .0 1 .7 6 .4 2
T a .0809 .4 3 .7 7 1 .0 3 1 .6 3 2 .5 7 1 .6 3 1 .0 3 .7 7 .4 3
T a .0899 .4 4 .7 9 1 .0 6 1 .6 7 2 .5 3 1 .6 7 1 .0 6 .7 9 .4 4
VALORES DE LA LEY DE CONTROL
Xa ■1.60 - 1 .2 0 — .8 0 - . 4 0 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
T a .0000 1 .4 9 2 .6 7 3 .3 8 3 .2 0 2 .6 5 3 .2 0 3 .3 8 2 .6 7 1 .4 9
T a .0090 1 .4 8 2 .6 5 3 .3 7 3 .1 8 2 .6 1 3 .1 8 3 .3 7 2 .6 5 1 .4 8
T a .0180 1 .4 7 2 .6 4 3 .3 5 3 .1 6 2 .5 7 3 .1 6 3 .3 5 2 .6 4 1 .4 7
T a .0270 1 .4 7 2 .6 2 3 .3 4 3 .1 4 2 .5 2 3 .1 4 3 .3 4 2 .6 2 1 .4 7
T a .0359 1 .4 6 2 .6 1 3 .3 3 3 .1 2 2 .4 7 3 .1 2 3 .3 3 2 .6 1 1 .4 6
T a .0449 1 .4 5 2 .5 8 3 .3 2 3 .1 0 2 .3 9 3 .1 0 3 .3 2 2 .5 8 1 .4 5
T a .0539 1 -4 5 2 .5 7 3 .3 1 3 .0 9 2 .3 6 3 .0 9 3 .3 1 2 .5 7 1 .4 5
T a .0629 1 .4 4 2 .5 6 3 .2 9 3 .0 8 2 .3 0 3 .0 8 3 .2 9 2 .5 6 1 .4 4
T a .0719 1 .4 3 2 .5 4 3 .2 8 3 .0 7 2 .2 3 3 .0 7 3 .2 8 2 .5 4 1 .4 3
T a .0809 1 .4 3 2 .5 2 3 .2 7 3 .0 7 2 .1 6 3 .0 7 3 .2 7 2 .5 2 1 .4 3
T a .0899 1 .4 2 2 .5 1 3 .2 5 3 .0 7 2 .0 8 3 .0 7 3 .2 5 2 .5 1 1 .4 2
FINANCIACION EXTERNA
Xa - 1 .6 0 - 1 .2 0 - . 8 0 —.4 0 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
T a .0000 1 .9 7 3 .5 4 4 .6 7 5 .3 5 5 .5 8 5 .3 5 4 .6 7 3 .5 4 1 .9 7
T a .0090 1 .9 7 3 .5 5 4 .6 8 5 .3 6 5 .5 9 5 .3 6 4 .6 8 3 .5 5 1 .9 7
T a .0180 1 .9 7 3 .5 6 4 .6 9 5 .3 7 5 .5 9 5 .3 7 4 .6 9 3 .5 6 1 .9 7
T a .0270 1 .9 8 3 .5 6 4 .7 0 5 .3 7 5 .6 0 5 .3 7 4 .7 0 3 .5 6 1 .9 8
T a .0359 1 .9 9 3 .5 7 4 .7 0 5 .3 8 5 .6 1 5 .3 8 4 .7 0 3 .5 7 1 .9 9
T a .0449 2 .0 0 3 .5 8 4 .7 1 5 .3 9 5 .6 2 5 .3 9 4 .7 1 3 .5 8 2 .0 0
T a .0539 2 .0 0  . 3 .5 9 4 ,7 2 5 .4 0 5 .6 2 5 .4 0 4 .7 2 3 .5 9 2 .0 0
T a .0629 2 .0 1 3 .6 0 4 .7 3 5 .4 1 5 .6 3 5 .4 1 4 .7 3 3 .6 0 2 .0 1
T a .0719 2 .0 2 3 .6 0 4 .7 3 5 .4 1 5 .6 4 5 .4 1 4 .7 3 3 .6 0 2 .0 2
T a .0809 2 .0 3 3 .6 1 4 .7 4 5 .4 2 5 .6 5 5 .4 2 4 .7 4 3 .6 1 2 .0 3
T a .0899 2 .0 4 3 .6 2 4 .7 5 5 .4 3 5 .6 6 5 .4 3 4 .7 5 3 .6 2 2 .0 4
El coste es: 1 4 . 5738
La velocidad de propagacion es:
El tiempo optimo es: .08986
.35
163
VALORES DE LA VARIABLE DE ESTADO
Xa -1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T a . 0 0 0 0 . 3 6 . 6 4 . 84 1 . 0 1 3 . 8 2 1 . 0 1 . 8 4 . 6 4 . 3 6
T a . 0103 . 3 7 . 6 6 . 86 1 . 1 0 3 . 4 8 1 . 1 0 . 8 6 . 66 . 3 7
T a . 0206 . 3 8 . 6 8 . 8 9 1 . 1 9 3 . 2 5 1 . 1 9 . 8 9 . 6 8 . 3 8
T =. 03 0 9 . 3 9 . 6 9 . 9 1 1 . 2 8 3 . 0 8 1 . 2 8 . 91 . 6 9 . 3 9
T a . 0412 . 4 0 . 71 . 9 3 1 . 3 6 2 . 9 6 1 . 3 6 . 9 3 . 71 . 4 0
T a . 0 51 5 . 4 1 . 7 3 . 9 6 1 . 4 3 2 . 8 5 1 . 4 3 . 9 6 . 7 3 . 41
T a . 0 618 . 4 1 . 7 4 . 9 8 1 . 5 0 2 . 7 7 1 . 5 0 . 98 . 7 4 . 41
T a . 0721 . 4 2 . 7 6 1 . 0 1 1 . 5 5 2 . 7 1 1 . 5 5 1 . 0 1 . 7 6 . 4 2
T a . 0824 . 4 3 . 7 8 1 . 0 3 1 . 6 0 2 . 6 5 1 . 6 0 1 . 0 3 . 7 8 . 4 3
T a . 0927 . 4 4 . 7 9 1 . 0 6 1 . 6 5 2 . 6 0 1 . 6 5 1 . 0 6 . 7 9 . 4 4




































VALORES DE LA LEY DE CONTROL 















































































X= -1.60 -1.20 -.80 -.40 .00 .40 .80 1.20 1.60
Ta.0000
T = . 0 1 0 3  
T a . 0 206  
T a . 0 30 9  
T a . 0 41 2  
T a . 0 5 1 5  
T a . 0 61 8  
T a . 0721  
T a . 0 824  
T a . 0927  








2 . 0 1
2 . 0 2
2 . 0 3
2 . 0 4
3 . 5 5
3 . 5 6
3 . 5 6
3 . 5 7
3 . 5 7
3 . 5 8
3 . 5 9
3 . 6 0
3 . 6 0
3 . 6 1








































































2 . 0 0  
2 . 0 0  
2 . 0 1  
2 . 0 2
2.03
2.04
El coste es: 14;5817
La velocidad de propagacion es: 
El tiempo optimo es: .10301
.30
1 84
VALORES DE LA VARIABLE DE ESTADO
X= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
Ta.OOOO . 3 6 . 6 4 . 8 4 1 . 0 1 3 . 8 2 1 . 0 1 . 8 4 . 6 4 . 3 6
T a . 0081 . 3 7 . 6 5 . 8 6 1 . 1 0 3 . 4 7 1 . 1 0 . 8 6 . 6 5 . 3 7
T = . 0 1 6 2 . 3 7 . 6 7 . 8 8 1 . 1 9 3 . 2 3 1 . 1 9 . 8 8 . 6 7 , 3 7
T a . 0 2 4 2 . 3 8 . 6 8 . 8 9 1 . 2 7 3 . 0 5 1 . 2 7 . 89 . 6 6 . 3 8
T a . 0 3 2 3 . 3 9 . 6 9 . 9 1 1 . 3 5 2 . 9 2 1 . 3 5 . 9 1 . 6 9 . 3 9
T a . 0 4 0 4 . 3 9 . 7 1 . 9 3 1 . 4 2 2 . 8 1 1 . 4 2 . 9 3 . 7 1 . 3 9
T a . 0 4 8 5 . 4 0 . 7 2 . 9 5 1 . 4 8 2 . 7 3 1 . 4 8 . 9 5 . 7 2 . 4 0
T a . 0 5 6 5 . 4 1 . 7 3 . 9 7 1 . 5 3 2 . 6 6 1 . 5 3 . 9 7 . 7 3 . 4 1
T a . 0 6 4 6 . 4 1 . 7 5 . 9 9 1 . 5 8 2 . 6 0 1 . 5 8 . 9 9 . 7 5 . 41
T a . 0 7 2 7 . 4 2 . 7 6 1 . 0 2 1 . 6 2 2 . 5 5 1 . 6 2 1 . 0 2 . 7 6 . 4 2
T a . 0 8 0 8 . 4 3 . 7 7 1 . 0 4 1 . 6 5 2 . 5 0 1 . 6 5 1 . 0 4 . 7 7 . 4 3
VALORES DE LA LEY DE CONTROL
Xa - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T a . 0 0 0 0 1 . 4 9 2 . 6 7 3 . 3 7 3 . 1 9 2 . 6 7 3 . 1 9 3 . 3 7 2 . 6 7 1 . 4 9
T a . 0 0 81 1 . 4 8 2 . 6 5 3 . 3 6 3 . 1 7 2 . 6 3 3 . 1 7 3 . 3 6 2 . 6 5 1 . 4 8
T a . 0 1 6 2 1 . 4 7 2 . 6 4 3 . 3 5 3 . 1 6 2 . 5 9 3 . 1 6 3 . 3 5 2 . 6 4 1 . 4 7
T a . 0 2 4 2 1 . 4 7 2 . 6 3 3 . 3 4 3 . 1 4 2 . 5 5 3 . 1 4 3 . 3 4 2 . 6 3 1 . 4 7
T a . 0 3 2 3 1 . 4 6 2 . 6 1 3 . 3 3 3 . 1 2 2 . 5 0 3 . 1 2 3 . 3 3 2 . 6 1 1 . 4 6
T a . 0 4 0 4 1 . 4 6 2 . 6 0 3 . 3 3 3 . 1 1 2 . 4 5 3 . 1 1 3 . 3 3 2 . 6 0 1 . 4 6
T a . 0 4 8 5 1 . 4 5 2 . 5 9 3 . 3 2 3 . 1 0 2 . 3 9 3 . 1 0 3 . 3 2 2 . 5 9 1 . 4 5
T a . 0 5 6 5 1 . 4 5 2 . 5 7 3 . 3 1 3 . 0 9 2 . 3 3 3 . 0 9 3 . 3 1 2 . 5 7 1 . 4 5
T a . 0 6 4 6 1 . 4 4 2 . 5 6 3 . 3 0 3 . 0 9 2 . 2 7 3 . 0 9 3 . 3 0 2 . 5 6 1 . 4 4
T a . 0 7 2 7 1 . 4 4 2 . 5 5 3 . 2 9 3 . 0 9 2 . 2 0 3 . 0 9 3 . 2 9 2 . 5 5 1 . 4 4
T a . 0 8 0 8 1 . 4 3 2 . 5 3 3 . 2 8 3 . 0 9 2 . 1 2 3 . 0 9 3 . 2 8 2 . 5 3 1 . 4 3
FINANCIACION EXTERNA
Xa 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T a . 0 0 0 0 1 . 9 6 3 . 5 4 4 . 6 7 5 . 3 5 5 . 5 8 5 . 3 5 4 . 6 7 3 . 5 4 1 . 9 6
T a . 008 1 1 . 9 6 3 . 5 5 4 . 6 8 5 . 3 6 5 . 5 8 5 . 3 6 4 . 6 8 3 . 5 5 1 . 9 6
T a . 0 16 2 1 . 9 7 3 . 5 5 4 . 6 9 5 . 3 6 5 . 5 9 5 . 3 6 4 . 6 9 3 . 5 5 1 . 9 7
T a . 0 2 4 2 1 . 9 8 3 . 5 6 4 . 6 9 5 . 3 7 5 . 6 0 5 . 3 7 4 . 6 9 3 . 5 6 1 . 9 8
T a . 0 3 2 3 1 . 9 9 3 . 5 7 4 . 7 0 5 . 3 8 5 . 6 1 5 . 3 8 4 . 7 0 3 . 5 7 1 . 9 9
T a . 0 4 0 4 1 . 9 9 3 . 5 8 4 . 7 1 5 . 3 9 5 . 6 2 5 . 3 9 4 . 7 1 3 . 5 8 1 . 9 9
T a . 0 4 8 5 2 . 0 0 3 . 5 9 4 . 7 2 5 . 4 0 5 . 6 2 5 . 4 0 4 . 7 2 3 . 5 9 2 . 0 0
T a . 0 5 6 5 2 . 0 1 3 . 5 9 4 . 7 3 5 . 4 1 5 . 6 3 5 . 4 1 4 . 7 3 3 . 5 9 2 . 0 1
T a . 0 6 4 6 2 . 0 2 3 . 6 0 4 . 7 3 5 , 4 1 5 . 6 4 5 . 4 1 4 . 7 3 3 . 6 0 2 . 0 2
T a . 0 7 27 2 . 0 3 3 . 6 1 4 . 7 4 5 . 4 2 5 . 6 5 5 . 4 2 4 . 7 4 3 . 6 1 2 . 0 3
T a . 0 8 0 8 2 . 0 4 3 . 6 2 4 . 7 5 5 . 4 3 5 . 6 6 5 . 4 3 4 . 7 5 3 . 6 2 2 . 0 4
El coste es: 14. . 5676
La velocidad de propagacion es:
El tiempo optimo es: .08078
.40
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VALORES DE LA VARIABLE DE ESTADO
X= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
Ta.OOOO . 3 6 . 6 4 . 84 1 . 0 1 3 . 8 2 1 . 0 1 . 8 4 . 64 . 36
T a . 0072 . 3 7 . 6 5 . 8 6 1 . 0 9 3 . 4 6 1 . 0 9 . 86 . 6 5 . 3 7
T a . 0 1 4 5 . 3 7 . 66 . 87 1 . 1 8 3 . 2 2 1 . 1 8 . 8 7 . 66 . 3 7
T a . 0 2 1 7 . 3 8 . 6 8 . 89 1 . 2 7 3 . 0 4 1 . 2 7 . 8 9 . 6 8 . 3 8
T a . 0 2 89 . 3 8 . 6 9 . 90 1 . 3 4 2 . 9 1 1 . 3 4 . 9 0 . 6 9 . 3 8
T a . 0 362 . 3 9 . 7 0 . 9 2 1 . 4 1 2 . 8 0 1 . 4 1 . 9 2 . 7 0 . 3 9
T a . 0434 . 3 9 .71 . 94 1 . 4 7 2 . 7 1 1 . 4 7 . 94 .71 . 3 9
T a . 0 50 6 . 4 0 . 7 2 . 9 6 1 . 5 2 2 . 6 4 1 . 5 2 . 9 6 . 7 2 . 4 0
T a . 0 57 9 - 41 . 7 3 . 98 1 . 5 6 2 . 5 8 1 . 5 6 . 9 8 . 7 3 . 41
T a . 0651 . 4 1 . 7 4 1 . 0 0 1 . 6 0 2 . 5 3 1 . 6 0 1 . 0 0 . 7 4 . 41
T a . 0 723 . 4 2 . 76 1 . 0 2 1 . 6 4 2 . 4 8 1 . 6 4 1 . 0 2 . 7 6 . 4 2
VALORES DE LA LEY DE CONTROL
X= - 1 . 6 0  - 1 . 2 0  - . 8 0  - . 4 0 .00 . 4 0 . 8 0 1 . 2 0  1 . 6 0
T a . 0 0 0 0 1 . 4 9 2 . 6 7 3 . 3 7 3 . 1 9 2 . 6 8 3 . 1 9 3 . 3 7 2 . 6 7 1 . 4 9
T a . 0072 1 . 4 8 2 . 6 6 3 . 3 6 3 . 1 7 2 . 6 5 3 . 1 7 3 . 3 6 2 . 6 6 1 . 4 8
T a . 0 1 4 5 1 . 4 8 2 . 6 4 3 . 3 5 3 . 1 6 2 . 6 1 3 . 1 6 3 . 3 5 2 . 6 4 1 . 4 8
T a . 0 2 1 7 1 . 4 7 2 . 6 3 3 . 3 5 3 . 1 5 2 . 5 6 3 . 1 5 3 . 3 5 2 . 6 3 1 . 4 7
T a . 0 2 8 9 1 . 4 7 2 . 6 2 3 . 3 4 3 . 1 3 2 . 5 2 3 . 1 3 3 . 3 4 2 . 6 2 1 . 4 7
T a . 0 3 62 1 . 4 6 2 . 6 1 3 . 3 4 3 . 1 2 2 . 4 7 3 . 1 2 3 . 3 4 2 . 6 1 1 . 4 6
T a . 0 43 4 1 . 4 6 2 . 6 0 3 . 3 3 3 . 1 2 2 . 4 1 3 . 1 2 3 . 3 3 2 . 6 0 1 . 4 6
T a . 0 5 0 6 1 . 4 6 2 . 5 9 3 . 3 3 3 . 1 1 2 . 3 5 3 . 1 1 3 . 3 3 2 . 5 9 1 . 4 6
T a . 0 5 7 9 1 . 4 5 2 . 5 8 3 . 3 2 3 . 1 1 2 . 2 9 3 . 1 1 3 . 3 2 2 . 5 8 1 . 4 5
T a . 0651 1 . 4 5 2 . 5 6 3 . 3 1 3 . 1 1 2 . 2 2 3 . 1 1 3 . 3 1 2 . 5 6 1 . 4 5
T a . 0 72 3 1 . 4 5 2 . 5 5 3 . 3 1 3 . 1 1 2 . 1 4 3 . 1 1 3 . 3 1 2 . 5 5 1 . 4 5
FINANCIACION EXTERNA
Xa • 1 .6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
Ta.OOOO 1 . 9 6 3 . 5 4 4 . 6 7 5 . 3 5 5 . 5 7 5 . 3 5 4 . 6 7 3 . 5 4 1 . 9 6
T a . 0 07 2 1 . 9 6 3 . 5 5 4 . 6 8 5 . 3 6 5 . 5 8 5 . 3 6 4 . 6 8 3 . 5 5 1 . 9 6
T a . 0 1 4 5 1 . 97 3 . 5 5 4 . 6 8 5 . 3 6 5 . 5 9 5 . 3 6 4 . 6 8 3 . 5 5 1 . 9 7
T a . 0 2 1 7 1 . 9 8 3 . 5 6 4 . 6 9 5 . 3 7 5 . 6 0 5 . 3 7 4 . 6 9 3 . 5 6 1 . 9 8
T a . 0 2 89 1 . 99 3 . 5 7 4 . 7 0 5 . 3 8 5 . 6 1 5 . 3 8 4 . 7 0 3 . 5 7 1 . 9 9
T a . 0 36 2 1 . 9 9 3 . 5 8 4 . 7 1 5 . 3 9 5 . 6 1 5 . 3 9 4 . 7 1 3 . 5 8 1 . 9 9
Ta . 0 4 3 4 2 . 0 0 3 . 5 9 4 . 7 1 5 . 4 0 5 . 6 2 5 . 4 0 4 . 7 1 3 . 5 9 2 . 0 0
T a . 0 5 0 6 2 . 0 1 3 . 5 9 4 . 7 3 5 . 4 0 5 . 6 3 5 . 4 0 4 . 7 3 3 . 5 9 2 . 0 1
T a . 0 5 7 9 2 . 0 2 3 . 6 0 4 . 7 3 5 . 4 1 5 . 6 4 5 . 4 1 4 . 7 3 3 . 6 0 2 . 0 2
T a . 0 6 51 2 . 0 3 3 . 6 1 4 . 7 4 5 . 4 2 5 . 6 5 5 . 4 2 4 . 7 4 3 . 6 1 2 . 0 3
T a . 0 7 2 3 2 . 0 4 3 . 6 2 4 . 7 5 5 . 4 3 5 . 6 6 5 . 4 3 4 . 7 5 3 . 6 2 2 . 0 4
El COS t e e s :  14 . 5 6 2 7
La velocidad de propagacion es:
El tiempo optimo es; .07232
.45
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VALORES LE LA VARIABLE DE ESTADO
x= 1 .6 0 -1 .2 0 —. 80 - .4 0 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
Ta.OOOO .3 6 .6 4 .84 1 .01 3 .8 2 1 .0 1 .8 4 .6 4 .36
T = .0066 .3 7 .6 5 .85 1 .0 9 3 .4 6 1 .0 9 .8 5 .6 5 .3 7
T =.0131 .3 7 .6 6 .8 7 1 .1 8 3 .2 1 1 .1 8 .87 .6 6 .3 7
T a .0197 .38 .6 7 .88 1 .2 7 3 .0 3 1 .2 7 .8 8 .6 7 .3 8
T a .0263 .3 8 .6 8 .9 0 1 .3 4 2 .9 0 1 .3 4 .90 .6 8 .3 8
T a .0329 .39 .6 9 .91 1 .4 1 2 .7 9 1 .4 1 .91 .6 9 .39
T a .0394 .39 .7 0 .9 3 1 .4 6 2 .7 0 1 .4 6 .9 3 .7 0 .3 9
T a .0460 .4 0 .71 .95 1 .5 1 2 .6 3 1 .5 1 .9 5 .71 .4 0
T a .0526 .40 .7 2 .9 7 1 .5 5 2 .5 7 1 .5 5 .9 7 .7 2 .40
T a .0592 .41 .7 3 .99 1 .5 9 2 .5 1 1 .5 9 .9 9 .7 3 .41
T a .0657 .4 1 .7 4 1 .0 1 1 .6 2 2 .4 7 1 .6 2 1 .0 1 .7 4 .41
VALORES DE LA LEY DE CONTROL
Xa - 1 .6 0 - 1 .2 0 - . 8 0 —. 40 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
Ta.OOOO 1 .4 8 2 .6 6 3 .3 6 3 .1 9 2 .6 9 3 .1 9 3 .3 6 2 .6 6 1 .4 8
T a .0066 1 .4 8 2 .6 6 3 .3 6 3 .1 7 2 .6 6 3 .1 7 3 .3 6 2 .6 6 1 .4 8
T a .0131 1 .4 8 2 .6 5 3 .3 6 3 .1 6 2 .6 2 3 .1 6 3 .3 6 2 .6 5 1 .4 8
T a .0197 1 .4 7 2 .6 4 3 .3 5 3 .1 5 2 .5 8 3 .1 5 3 .3 5 2 .6 4 1 .4 7
T a .0263 1 .4 7 2 .6 3 3 .3 5 3 .1 4 2 .5 3 3 .1 4 3 .3 5 2 .6 3 1 .4 7
T a .0329 1 .4 7 2 .6 2 3 .3 4 3 .1 3 2 .4 8 3 .1 3 3 .3 4 2 .6 2 1 .4 7
T a .0394 1 .4 7 2 .6 1 3 .3 4 3 .1 3 2 .4 3 3 .1 3 3 .3 4 2 .6 1 1 .4 7
T a .0460 1 .4 6 2 .6 0 3 .3 4 3 ,1 2 2 .3 7 3 .1 2 3 .3 4 2 .6 0 1 .4 6
T a .0526 1 .4 6 2 .5 9 3 .3 4 3 .1 2 2 .3 1 3 .1 2 3 .3 4 2 .5 9 1 .4 6
T a .0592 1 .4 6 2 .5 8 3 .3 3 3 .1 3 2 .2 4 T.13 3 .3 3 2 .5 8 1 .4 6
T a .0657 1 .4 6 2 .5 7 3 .3 3 3 .1 4 2 .1 7 3 .1 4 3 .3 3 2 .5 7 1 .4 6
FINANCIACION EXTERNA
Xa ■1.60 - 1 .2 0 - .8 0 - .4 0 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
Ta.OOOO 1 .9 5 3 .5 4 4 .6 7 5 .3 5 5 .5 7 5 .3 5 4 .6 7 3 .5 4 1 .9 5
Ta.0066 1 .9 6 3 .5 4 4 .6 8 5 .3 5 5 .5 8 5 .3 5 4 .6 8 3 .5 4 1 .9 6
T a .0131 1 .9 7 3 .5 5 4 .6 8 5 .3 6 5 .5 9 5 .3 6 4 .6 8 3 .5 5 1 .9 7
T a .0197 1 .9 8 3 .5 6 4 .6 9 5 .3 7 5 .6 0 5 .3 7 4 .6 9 3 .5 6 1 .9 8
T a .0263 1 .9 8 3 .5 7 4 .7 0 5 .3 8 5 .6 1 5 .3 8 4 .7 0 3 .5 7 1 .9 8
T a .0329 1 .9 9 3 .5 8 4 .7 1 5 .3 9 5 .6 1 5 .3 9 4 .7 1 3 .5 8 1 .9 9
T a .0394 2 .0 0 3 .5 8 4 .7 2 5 .3 9 5 .6 2 5 .3 9 4 .7 2 3 .5 8 2 .0 0
T a .0460 2 ,0 1 3 .5 9 4 .7 2 5 .4 0 5 .6 3 5 .4 0 4 .7 2 3 .5 9 2 .0 1
T a .0526 2 .0 2 3 .6 0 4 .7 3 5 .4 1 5 .6 4 5 .4 1 4 .7 3 3 .6 0 2 .0 2
T a .0592 2 .0 3 3 .6 1 4 .7 4 5 .4 2 5 .6 5 5 .4 2 4 .7 4 3 .6 1 2 .0 3
T a .0657 2 .0 4 3 .6 2 4 .7 5 5 .4 3 5 .6 6 5 .4 3 4 .7 5 3 .6 2 2 .0 4
El coste e s  : 14,.5587
La velocidad de propagacion es:
El tiempo optimo es; .06575
.50
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VALORES DE LA VARIABLE DE ESTADO
X= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T= . 00 0 0 . 3 6 . 6 4 . 8 4 1 . 0 1 3 . 8 2 1 . 0 1 . 84 . 6 4 . 3 6
T a . 0061 . 3 6 . 6 5 . 8 5 1 . 0 9 3 . 4 5 1 . 0 9 . 8 5 . 6 5 . 3 6
T= . 01 21 . 3 7 . 6 6 . 8 7 1 . 1 8 3 . 2 0 1 . 1 8 . 87 . 6 6 . 3 7
T a . 0182 . 3 7 . 6 7 . 8 8 1 . 2 7 3 . 0 2 1 . 2 7 . 8 8 . 6 7 . 3 7
T a . 0243 . 3 8 . 6 8 . 8 9 1 . 3 4 2 . 8 9 1 . 3 4 . 8 9 . 6 8 . 3 8
T a . 0 304 . 3 8 . 6 9 . 9 1 1 . 4 0 2 . 7 8 1 . 4 0 . 91 . 6 9 . 3 8
T a . 0364 . 3 9 . 7 0 . 9 2 1 . 4 6 2 . 6 9 1 . 4 6 . 92 . 7 0 . 3 9
T a . 0425 . 3 9 . 71 . 9 5 1 . 5 3 2 . 5 8 1 . 5 3 . 9 5 .71 . 3 9
T a . 0486 . 4 0 . 7 2 . 9 6 1 . 5 5 2 . 5 5 1 . 5 5 . 9 6 . 7 2 . 4 0
T a . 0 547 . 4 0 . 7 3 . 9 8 1 . 5 8 2 . 5 0 1 . 5 8 . 98 . 7 3 . 4 0
T a . 0 607 .41 . 7 3 1 . 0 0 1 . 6 2 2 . 4 5 1 . 6 2 1 . 0 0 . 7 3 . 41
VALORES DE LA LEY DE CONTROL
X a • 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T a . 0 0 0 0 1 . 4 8 2 . 6 6 3 . 3 6 3 . 1 9 2 . 7 1 3 . 1 9 3 . 3 6 2 . 6 6 1 . 4 8
T a . 0061 1 . 4 8 2 . 6 6 3 . 3 5 3 . 1 7 2 . 6 7 3 . 1 7 3 . 3 5 2 . 6 6 1 . 4 8
T a . 0121 1 . 4 8 2 . 6 5 3 . 3 5 3 . 1 6 2 . 6 4 3 . 1 6 3 . 3 5 2 . 6 5 1 . 4 8
T a . 0182 1 . 4 8 2 . 6 4 3 . 3 5 3 . 1 5 2 . 6 0 3 . 1 5 3 . 3 5 2 . 6 4 1 . 4 8
T a . 0243 1 . 4 7 2 . 6 3 3 . 3 5 3 . 1 4 2 . 5 5 3 . 1 4 3 . 3 5 2 . 6 3 1 . 4 7
T a . 0304 1 . 4 7 2 . 6 2 3 . 3 5 3 . 1 4 2 . 5 0 3 . 1 4 3 . 3 5 2 . 6 2 1 . 4 7
T a . 0364 1 . 4 7 2 . 6 2 3 . 3 5 3 . 1 3 2 . 4 5 3 . 1 3 3 . 3 5 2 . 6 2 1 . 4 7
T a . 0425 1 . 4 7 2 . 6 1 3 . 3 5 3 . 1 3 2 . 3 9 3 . 1 3 3 . 3 5 2 . 6 1 1 . 4 7
T a . 0486 1 . 4 7 2 . 6 0 3 . 3 5 3 . 1 3 2 . 3 3 3 , 1 3 3 . 3 5 2 . 6 0 1 . 4 7
T a . 0 5 4 7 1 . 4 6 2 . 5 9 3 . 3 4 3 . 1 4 2 . 2 7 3 . 1 4 3 . 3 4 2 . 5 9 1 . 4 6
T a . 0 607 1 . 4 6 2 . 5 8 3 . 3 4 3 . 1 5 2 . 1 9 3 . 1 5 3 . 3 4 2 . 5 8 1 . 4 6
FINANCIACION EXTERNA
X a 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T a . 0 0 0 0 1 . 9 5 3 . 5 3 4 . 6 7 5 . 3 4 5 . 5 7 5 . 3 4 4 . 6 7 3 . 5 3 1 . 9 5
T a . 0061 1 . 9 6 3 . 5 4 4 . 6 7 5 . 3 5 5 . 5 8 5 . 3 5 4 . 6 7 3 . 5 4 1 . 9 6
T a . 0121 1 . 9 7 3 . 5 5 4 . 6 8 5 . 3 6 5 . 5 9 5 . 3 6 4 . 6 8 3 . 5 5 1 . 9 7
T a . 0182 1 . 9 8 3 . 5 6 4 . 6 9 5 . 3 7 5 . 5 9 5 . 3 7 4 . 6 9 3 . 5 6 1 . 9 8
T a . 0243 1 . 9 8 3 . 5 7 4 . 7 0 5 . 3 8 5 . 6 0 5 . 3 8 4 . 7 0 3 . 5 7 1 . 9 8
T a . 0304 1 . 9 9 3 . 5 8 4 . 7 1 5 . 3 9 5 . 6 1 5 . 3 9 4 . 7 1 3 . 5 8 1 . 9 9
T a . 0364 2 . 0 0 3 . 5 8 4 . 7 2 5 . 3 9 5 . 6 2 5 . 3 9 4 . 7 2 3 . 5 8 2 . 0 0
T a . 0 42 5 2 . 0 1 3 . 5 9 4 . 7 2 5 . 4 0 5 . 6 3 5 . 4 0 4 . 7 2 3 . 5 9 2 . 0 1
T a . 0486 2 . 0 2 3 . 6 0 4 . 7 3 5 . 4 1 5 . 6 4 5 . 4 1 4 . 7 3 3 . 6 0 2 . 0 2
T a . 0 54 7 2 0 3 3 . 6 1 4 . 7 4 5 . 4 2 5 . 6 5 5 . 4 2 4 . 7 4 3 . 6 1 2 . 0 3
T a . 0 60 7 2 . 0 4 3 . 6 2 4 . 7 5 5 . 4 3 5 . 6 6 5 . 4 3 4 . 7 5 3 . 6 2 2 . 0 4
El c o s t e e s :  14. .5553
La velocidad de propagacion es;
Al tiempo optimo es: .06074
.55
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VALORES DE LA V/.RIABLE DE ESTADO
X= -1 .6 0 - 1 .2 0 - .8 0 - .4 0 .00 .4 0 .8 0 1 .2 0 1 .6 0
T=.0000 .3 6 .6 4 .8 4 1 .0 1 3 .8 2 1 .0 1 .8 4 .6 4 .3 6
T=.0051 .3 6 .6 5 .8 5 1 .0 9 3 .4 5 1 .0 9 .8 5 .6 5 .3 6
T =.0103 .3 7 .6 6 .8 6 1 .1 8 3 .2 0 1 .1 8 .8 6 .66 .3 7
T =.0154 .3 7 .6 6 .8 7 1 .2 6 3 .0 2 1 .2 6 .8 7 .6 6 .3 7
T=.0205 .3 7 .6 7 .8 8 1 .3 3 2 .8 8 1 .3 3 .8 8 .6 8 .3 7
T ».0257 .3 8 .6 8 .90 1 .3 9 2 .7 7 1 .3 9 .9 0 .6 8 .3 8
T =.0308 .3 8 .6 9 .91 1 .4 5 2 .6 8 1 .4 5 .9 1 .6 9 .3 8
T=,0359 .3 9 .6 9 .92 1 .4 9 2 .6 0 _ .4 9 .9 2 .6 9 .3 9
T=.0411 .3 9 .7 0 .94 1 .5 3 2 .5 4 1 .5 3 .9 4 .7 0 .3 9
T=.0462 .3 9 .7 1 .9 6 1 .5 7 2 .4 8 1 .5 7 .9 6 .71 .3 9
T =.0513 .4 0 .7 2 .9 8 1 .5 9 2 .4 3 1 .5 9 .9 8 .7 2 .4 0
VALORES DE LA LEY DE CONTROL
X= -1 .6 0 - 1 .2 0 — .8 0 - .4 0 .00 .4 0 .8 0 1 .2 0 1 .6 0
T =.0000 1 .4 8 2 .6 6 3 .3 5 3 .1 8 2 .7 1 3 .1 8 3 .3 5 2 .6 6 1 .4 8
T».0051 1 .4 8 2 .6 6 3 .3 5 3 .1 7 2 .6 8 3 .1 7 3 .3 5 2 .6 6 1 .4 8
T =.0103 1 .4 8 2 .6 5 3 .3 6 3 .1 7 2 .6 5 3 .1 7 3 .3 6 2 .6 5 1 .4 8
T -.0 1 5 4 1 .4 8 2 .6 5 3 .3 6 3 .1 6 2 .6 1 3 .1 6 3 .3 6 2 .6 5 1 .4 8
T -.0 2 0 5 1 .4 8 2 .6 4 3 .3 6 3 .1 5 2 .5 6 3 .1 5 3 .3 6 2 .6 4 1 .4 8
T . . 0257 1 .4 8 2 .6 4 3 .3 6 3 .1 5 2 .5 2 3 .1 5 3 .3 6 2 .6 4 1 .4 8
T -.0 3 0 8 1 .4 8 2 .6 3 3 .3 6 3 .1 5 2 .4 7 3 .1 5 3 .3 6 2 .6 3 1 .4 8
T . . 0359 1 .4 8 2 .6 2 3 .3 7 3 .1 5 2 .4 1 3 .1 5 3 .3 7 2 .6 2 1 .4 8
T -.0 4 1 1 1 .4 8 2 .6 2 3 .3 7 3 .1 5 2 .3 5 3 .1 5 3 .3 7 2 .6 2 1 .4 8
T=.0462 1 .4 8 2 .6 1 3 .3 7 3 .1 6 2 .2 9 3 .1 6 3 .3 7 2 .6 1 1 .4 8
T ».0513 1 .4 8 2 .6 1 3 .3 7 3 .1 8 2 .2 2 3 .1 8 3 .3 7 2 .6 1 1 .4 8
FINANCIACION EXTERNA
X= 1 .6 0 - 1 .2 0 - .8 0 — .4 0 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
T =.0000 1 .9 5 3 .5 3 4 .6 6 5 .3 4 5 .5 7 5 .3 4 4 .6 6 3 .5 3 1 .9 5
T =.0051 1 .9 6 3 .5 4 4 .6 7 5 .3 5 5 .5 8 5 .3 5 4 .6 7 3 .5 4 1 .9 6
T =.0103 1 .9 7 3 .5 5 4 .6 8 5 .3 6 5 .5 9 5 .3 6 4 .6 8 3 .5 5 1 .9 7
T=.0154 1 .9 7 3 .5 6 4 .6 9 5 .3 7 5 .5 9 5 .3 7 4 .6 9 3 .5 6 1 .9 7
T *.0205 1 .9 8 3 .5 7 4 .7 0 5 .3 8 5 .6 0 5 .3 8 4 .7 0 3 .5 7 1 .9 8
T ».0257 1 .9 9 3 .5 8 4 .7 1 5 .3 9 5 .6 1 5 .3 9 4 .7 1 3 .5 8 1 .9 9
T «.0308 2 .0 0 3 .5 8 4 .7 2 5 .3 9 5 .6 2 5 .3 9 4 .7 2 3 .5 8 2 .0 0
T a .0359 2 .0 1 3 .5 9 4 .7 2 5 .4 0 5 .6 3 5 .4 0 4 .7 2 3 .5 9 2 .0 1
T a .0411 2 .0 2 3 .6 0 4 .7 3 5 .4 1 5 .6 4 5 .4 1 4 .7 3 3 .6 0 2 .0 2
T a .0462 2 .0 3 3 .6 1 4 .7 4 5 .4 2 5 .6 5 5 .4 2 4 .7 4 3 .6 1 2 .0 3
T a .0513 2 .0 4 3 .6 2 4 .7 5 5 .4 3 5 .6 6 5 .4 3 4 .7 5 3 .6 2 2 .0 4
E l coste es: 14..5500
La velocldad de propagaclon es:
Al tiempo optimo es: .05135
.65
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VALORES DE LA VARIABLE DE EoTADO
X= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 , 8 0 1 . 2 0 1 . 6 0
T= . 00 0 0 . 3 6 . 6 4 . 8 4 1 . 0 1 3 . 8 2 1 . 0 1 . 8 4 . 6 4 . 3 6
T = . 0 0 5 6 . 3 6 . 6 5 . 8 5 1 . 0 9 3 . 4 5 1 . 0 9 . 6 5 . 65 . 3 6
T= . 01 1 2 . 3 7 . 6 6 . 8 6 1 . 1 8 3 . 2 0 1 . 1 8 . 8 6 . 6 6 . 3 7
T=.O160 . 3 7 . 6 7 . 8 8 1 . 2 6 3 . 0 2 1 . 2 6 . 8 8 . 6 7 . 3 7
T= . 02 2 4 . 3 8 . 6 8 . 8 9 1 . 3 4 2 . 8 8 1 . 3 4 , 8 9 . 6 8 . 3 8
T a . 0 2 80 . 3 8 . 6 8 . 9 0 1 . 4 0 2 . 7 7 1 . 4 0 . 9 0 , 6 8 . 3 8
T = . 0 3 3 6 . 3 8 . 6 9 . 9 2 1 . 4 6 2 . 6 8 1 . 4 6 . 9 2 , 6 9 . 3 8
T a . 0 3 92 . 3 9 . 7 0 . 9 3 1 . 5 0 2 . 6 0 1 . 5 0 , 9 3 . 7 0 . 3 9
T = . 0 4 48 . 3 9 . 71 . 9 5 1 . 5 4 2 . 5 4 1 , 5 4 . 9 5 . 7 1 . 3 9
T a . 0 5 0 4 . 4 0 . 72 . 9 7 1 . 5 8 2 . 4 9 1 . 5 8 . 9 7 . 7 2 . 4 0
T a . 0 5 6 0 . 4 0 . 7 3 . 9 9 1 . 6 1 2 . 4 4 1 . 6 1 , 9 9 . 7 3 . 4 0
VALORES DE LA LEY DE CONTROL
X - 1 , 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T a - 00 0 0 1 , 4 8 2 , 6 6 3 . 3 5 3 . 1 8 2 . 7 2 3 . 1 8 3 . 3 5 2 . 6 6 1 . 4 8
T a . 0 0 5 6 1 , 4 8 2 . 6 6 3 . 3 5 3 . 1 7 2 . 6 8 3 . 1 7 3 . 3 5 2 . 6 6 1 . 4 8
T a . 0112 1 . 4 8 2 . 6 5 3 . 3 5 3 . 1 6 2 . 6 5 3 . 1 6 3 . 3 5 2 . 6 5 1 . 4 8
T a . 0 1 6 8 1 . 4 8 2 . 6 4 3 . 3 5 3 . 1 5 2 . 6 1 3 . 1 5 3 . 3 5 2 . 6 4 1 . 4 8
T a . 0224 1 . 4 8 2 . 6 4 3 . 3 5 3 . 1 5 2 . 5 6 3 . 1 5 3 . 3 5 2 . 6 4 1 . 4 8
T a . 0 2 8 0 1 , 4 7 2 . 6 3 3 . 3 5 3 . 1 4 2 . 5 1 3 . 1 4 3 , 3 5 2 . 6 3 1 . 4 7
T a , 0 3 3 6 1 . 4 7 2 . 6 2 3 . 3 5 3 . 1 4 2 . 4 6 3 . 1 4 3 . 3 5 2 . 6 2 1 . 4 7
T a . 0 3 92 1 . 4 7 2 . 6 2 3 . 3 6 3 . 1 4 2 . 4 1 3 . 1 4 3 . 3 6 2 , 6 2 1 . 4 7
T a . 0 4 4 8 1 . 4 7 2 , 6 1 3 . 3 6 3 . 1 4 2 . 3 5 3 . 1 4 3 . 3 6 2 . 6 1 1 . 4 7
T a . 0 50 4 1 . 4 7 2 , 6 0 3 . 3 6 3 . 1 5 2 . 2 8 3 . 1 5 3 . 3 6 2 . 6 0 1 . 4 7
T a . 0 5 6 0 1 . 4 7 2 . 5 9 3 . 3 6 3 . 1 6 2 . 2 1 3 . 1 6 3 , 3 6 2 . 5 9 1 . 4 7
FINANCIACION EXTERNA
X= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 . 0 0 . 4 0 . 8 0 1 . 2 0 1 . 6 0
T a . 0 0 0 0 1 . 9 5 3 . 5 3 4 . 6 6 5 . 3 4 5 . 5 7 5 . 3 4 4 . 6 6 3 . 5 3 1 . 9 5
T a . 0 0 5 6 1 . 9 6 3 , 5 4 4 . 6 7 5 . 3 5 5 , 5 8 5 . 3 5 4 . 6 7 3 . 5 4 1 . 9 6
T a . 0112 1 . 9 7 3 . 5 5 4 . 6 8 5 . 3 6 5 . 5 8 5 . 3 6 4 . 6 8 3 . 5 5 1 . 9 7
T a . 0 1 6 8 1 . 9 7 3 , 5 6 4 . 6 9 5 . 3 7 5 . 5 9 5 . 3 7 4 . 6 9 3 . 5 6 1 . 9 7
T a . 0 224 1 . 9 8 3 . 5 7 4 . 7 0 5 . 3 8 5 . 6 0 5 . 3 8 4 . 7 0 3 . 5 7 1 . 9 8
T a . 0 28 0 1 . 9 9 3 . 5 8 4 . 7 1 5 . 3 9 5 . 6 1 5 . 3 9 4 . 7 1 3 . 5 8 1 . 9 9
T a , 0 33 6 2 , 0 0 3 , 5 8 4 , 7 2 5 . 3 9 5 , 6 2 5 . 3 9 4 . 7 2 3 . 5 8 2 . 0 0
T a . 0 39 2 2 . 0 1 3 . 5 9 4 . 7 2 5 . 4 0 5 . 6 3 5 . 4 0 4 . 7 2 3 . 5 9 2 . 0 1
T a . 0 4 4 8 2 . 0 2 3 . 6 0 4 , 7 3 5 . 4 1 5 . 6 4 5 . 4 1 4 . 7 3 3 . 6 0 2 . 0 2
T a . 0 50 4 2 . 0 3 3 . 6 1 4 . 7 4 5 . 4 2 5 . 6 5 5 . 4 2 4 . 7 4 3 . 6 1 2 . 0 3
T a . 0 5 6 0 2 , 0 4 3 . 6 2 4 . 7 5 5 . 4 3 5 . 6 6 5 . 4 3 4 . 7 5 3 . 6 2 2 . 0 4
El c o s t e e s :  14, . 55 25
La velocldad de propagaclon es
Al tiempo optimo es: .05604
.60
A P E N D I C E  F
PROGRAM AS DE ORDENADOR PARA EL CASO ALEATORIC
191
program rERTURBACIGN_DE_OBSERVACIONES 
C E ste  programs almacena en PERTURBAR un co njun to
C si mu]ado de posL bles  p e r tu r b a c io n e s  de t i p o  ru ido
G H a n co  g a u s s la n o  para e l  p roceso  de o b s e r v a c io n e s .
INTEGER T2
DIMENSION SIGMA(200)
C C reac ion  d e l  f i c h e r o  PERTURBAR.
OPEN( 5 , FILEa'PERTURBAR', STATUS^' UNKNOWN' , ACCESS=’DIRECT' 
»FORMa'FORMATTED’ ,RECL=1 6 ,BLANKa'NULL*, RECFM=' FIXED')
C V a lo res  de l a  sem iam plitud  C d e l  i n t e r v a l e  e s p a c i a l
C y de a l c a n c e  E de l e s  " o b s e r v a t o r ie s " .
DATA C . E / 2 . ,0 .0 1  
C K e s  e l  numéro de o b s e r v a t o r i e s  a e s t a b l e c e r .  Su nume-
0 ro no debe ex ce d e r  de 200 y v ie n e  dado por l a  formula de
C la s e c c i o n  5 . 5 .
K a 2 * I N T ( ( C - E ) / ( 2 * E ) ) + l
C Slmulamos ahora una s e r i e  de o b s e r v a c io n e s  n o r -
C n a l e s .  La v a r ia n z a  de l a s  p e r tu r b a c io n e s  s im uladas
C es l a  in d ic a d a  en l a  s e c c i o n  5 . 8 .
Kl=K-K/2 
DO 20 1 = 1 ,K
X = 2 .* ( I - K l ) ' ‘E 
20 SIGMA(I)=0.1/(1>X*X)
C Generacion de l a s  p e r tu r b a c io n e s  a l e a t o r i a s .
DO 500 T=T0,T1,PASO/2.
DO 400 1 = 1 ,K 
S=0.
SEMILLA=ENTRALEA( )
DO 300 L = l ,4 8  
300 S=S+RAND0M ( )




S T O P
END
FUNCTION ENTRALEA ( )





KIKI = KUKU(1)*10000+KUKU(2)*100+KUKU(3) 
ENTRALEA = KIKI 
ENTRY RANDOM ( )





PROGRAM COVARIANZA PROCESO POISSON 
C E ste  programs c a l c u l a  l o s  v a l o r e s  de l a  co v a -
C r ia n z a  d e l  pro ceso  de P o is so n  y l o s  almacena en un
C f i c h e r o  de d a to s  creado por e l  programs. Contendra
C l o s  v a lo r e s  de l a s  i n t é g r a l e s  d e f i n i d a s  en V.9 para
C e l  caso  p a r t i c u la r  d e s c r i t o  en l a  s e c c i o n  5 .8 .
PARAMETER( PI= 3 .1 4 1 5 9 2 6 ,NUM=20)
C Creacion d e l  f i c h e r o  LAMBDA
OPEN( 3 , FILE='LAMBDA', STATUS='UNKNOWN' ,ACCESS=’DIRECT', 
+ FORM=' FORMATTED' , RECL=16, DLANK=' NULL' , RECFM='FIXED')
C La v a r ia b le  H e s  e l  paso de l a  i n t e g r a l  d e l  me-
C todo de Simpson u t i l i z a d a  para c a l c u l a r  V .9  .
8= 0.01  
COMMON C
PRINT*,"C,SEMIAMPLITUD DEL INTERVALO ESPACIAL " 
READ*,C
DO 2 0  N=1,NUM 
S = 0 .
L=0
DO 10 X=-C,C,H
IF ( (X .E Q .(-C ) ) .O R .(X .E Q .C ))  THEN 
S=S+FUNSEN(N,X)




END IF  
10 L=L+1
RESULT=H*S/3.





C Es un a u x i l i a r  para e l  c a l c u l o  de l o s  c o e f i c i e n -
C t e s  de F o ur ier  de l a  c o v a r ia n za  d e l  p r i c e s o  de P o is -
C son a n a l iza d o  en l a  s e c c i o n  5 . 8 .
COMMON C
PARAMETER(PI=3.14159625)
R = S I N ( ( N * P I / 2 . ) * ( l .+ X / 0 )







c E ste  programs créa l o s  f i c h e r o s  ANM Y CIJ
C ANM contendra  l o s  c o e f i c l e n t . e s  a(n,m) de l a
C formula V .13 para n y m tomando v a lo r e s  maxlmos 20
C y  K.El numéro maximo de " o b s e r v a t o r i e s " se r a  200.
C E s ta  cantidad  no sea  rebasada .
PARAMETER( P I= 3 .141.5926 , NUM=20 )
DIMENSION A(NOM,200)
0 Creacion d e l  f i c h e r o  ANM.
0PENf 3,FIL,E='ANM' , STATU5= ' UNKNOWN ’ , ACCESS= ' DIRECT' ,
+ F0RM=’FORMATTED', RECL=1 6 , BLANK=’NULL' , RECFM=' FIXED’ ) 
10 PRINT*."DA C,SEMIAMPLITUD DEL INTERVALO ESPACIAL " 
PRINT*,"Y EL ALCANCE DE LOS OBSERVATORIOS E " 
READ*,C,E
C K e s  e l  numéro de o b s e r v a t o r i o s  a e s t a b l e c e r .
K =2*IN T ((C -E )/(2*E ))+ l  
IF (K.LE.200) GO TO 15 
PRINT*,"REVISE LOS VALORES DE C Y E"
GO TO 10
C C a lcu lo  de l o s  c o e f i c l e n t e s  a(n ,m ) y e s c r i t u r a  de
C l o s  mismos en e l  f i c h e r o  de d a to s  ANM.
15 DO 50 1=1,NUM
DO 30 L=1,K
T = S I N ( P I * I * ( l . - ( K - 2 * L + l ) * E /C ) /2 . ) 
T = T *SIN (PI*I*E /(2 .*C )) 
A(I,L)=2*T*SQRT(C)/(E*I*PI)
30 WRITE(3,FMT="(G16.8)",REC=K*(I-1)+L) A (I ,L )
50 CONTINUE
CLOSEO)
C CIJ contendra  l o s  c o e f i c l e n t e s  c ( i , j )  de l a  f o r -
C mula V .14 para i  y j  tomando e l  v a lo r  maximo 100.
0PEN(4,FILE='CIJ’ ,STATUS='UNKNOWN',ACCESS='DIRECT',
+ FORM=' FORMATTED' , RECL=16, BLANK=' NULL' , RECFM=' FIXED')  
DO 80 1 = 1 ,NUM 
DO 70 J=I,NUM
s=o.
DO 60 L=1,K 
60 S=S+A(I,L)*A(J,L)
NU M R EG =(J-I+ l)+(I- l)*(2*(N UM +l)-I) /2  







C Créa e l  f i c h e r o  PN para almacenar l o s  c o e f i c i e n -
C t e s  d e f i n i d o s  en V .15 truncando n en e l  v a lo r  100.
PARAMETER( PI= 3 .1 4 1 5 9 2 6 ,NUM=20)
DIMENSION P(NUM,0 : 1 0 0 0 ) , Pl(NUM),P2(NUM),P3(NUH),P4(NUM) 
REAL LAMBDA(NUM).INTEGER T2 
DATA 0 ,C ,E ,T 2 ,T O ,T 1 /1 . , 2 . , 0 . 0 1 , 0 , 0 . , 0 . 1  
PAS0=T1/1000.
Q C = 0 * ((P I /C )* * 2 ) /2 .
0PEN(5,FILE='LAMBDA',STATUS='0LD',ACCESS='DIRECT',
+ RECL=1 6 , FORM=' FORMATTED')
DO 30 1= 1 ,NUM 
30 READ( 5 , FMT="( G16. 8 ) " , REC=I) LAMBDA(I)
CL0SE(5)
C Comlenza e l  c a l c u l o  de l o s  c o e f i c l e n t e s  p ( n ) .
DO 700 1 = 1 ,NUM 
P ( 1 ,0 ) = 0 .
Z = l . / I
CALCUL0=QC*(I**2)
DO 600 T2=0,999  
T=T2*PAS0
P1(I)=CALCUL0*P(I,T2)
S 1 = ( P ( I ,T 2 ) * * 2 ) / ( 2 .* E )
Pl(I)=-P l(I)-S l+(Z **4+T *L AM B DA(I))
S 2 = P (I , T2) +P1( I )* P A S 0 /2 .
P2( I)=-CALCUL0*S2-S2*S2/( 2 . *E)
P2( I )= P 2 ( I ) + ( Z**4+(T+PASO/2. ) «LAMBDA(I))
S3=P( I , T2) +P2( I ) «PAS0/2.
P3(I)=-CALCUL0*S3-S3*S3/( 2 . *E)
P3( I )= P 3 ( I ) + ( Z**4+( T+PASO/2. ) «LAMBDA(I))
S 4 = P (I , T2) +P3(I)«PASO
P4( I)=-CALCUL0«S4-S4«S4/( 2 . «E)
P 4 ( I ) = P 4 ( I ) + ( Z**4+(T+PAS0) «LAMBDA( I ))  




C E s c r i t u r a  de l o s  v a lo r e s  de p ( n , t )  en e l  f i c h e r o  PN.
OPEN(1 , FILE='PN', STATUS:' UNKNOWN' , ACCESS=' DIRECT' ,
+ FORM:* FORMATTED' , RECL=16, BLANK=' NULL' , RECFM=' FIXED'}  
DO 800 1 = 1 ,NUM
DO 750 N=0,10(X),1(X)
L=N/100
750 WRITE( 1 , FMT="(G16. 8 ) " , REC=L+1+11«( I - l ))  P (I ,N )






C E ste  programs c a l c u l a  lo s  c o e f i c l e n t . e s  b ( n , t )  d e f i n i d o s
C en l a  e cu a c io n  V . 19 y l o s  almacena en e l  f i c h e r o  BN.
PARAHETER(PI=3.141 5 9 6 2 5 ,N=20)
DIMENSION B ( N ,0 : 1 0 ) ,B 1(N ) ,B 2(N ) ,B 3(N ) ,B 4(N )
DIMENSION COEF(N.N),P(N.O:10)
INTEGER T2
C  I.a v a r ia b le  12 e s t a  a so c ia d a  a l  tiempo y a l a  l o c a l i -
C za c io n  de d a to s  en f i c h e r o s .  Las v a r i a b l e s  TO y T1 son
C Ins i n s t a n t e s  t n i c i a i  y f i n a l  d e l  e s t u d io  de l  p o lo .  0
C  es  la  v e lo c id a d  de propagaclon  y C l a  sem iam plitud d e l
C i n t e r v a l o  e s p a c i a l .
DATA Q ,C ,T 0 ,T 1 ,B /1 . , 2 . , 0 . , 0 . 1 , 2 2 0 * 0 .
CONSTANTE=-0*((PI/(2*C))**2)
PAS0=T1/10.
C Lectura de l a  m atr iz  P desde e l  f i c h e r o  PN.
0FEN(3,FILE=’PN',STATUS='OLD',ACCESS='DIRECT' ,
4. RECL=16, FORM: • FORMATTED ' )
DO 30 1 = 1 ,N 
DO 20 T2=0,10
20 READ(3,FMT="(G16.B)",REC=T2+1+11*(I-1)) P (I ,T 2 )
30 CONTINUE
CLOSEO)
C Lectura de COEF desde  e l  f i c h e r o  CIJ.
0PEN(4,FILE='CIJ', STATUS:'OLD'.ACCESS:' DIRECT'.
+ RECL:1 6 , FORM:' FORMATTED')
DO 50 1 = 1 ,N 
DO 40 J=I,N
NUMREG=J-I + 1 + ( I - 1 ) * ( 2 * ( N 4 - 1 ) - I ) /2




C Comlenza e l  c a l c u l o  de l o s  e lem en to s  b ( n , t ) .
DO 400 T2=0,9
DO 100 1 = 1 ,N
B1(I)=C0NSTANTE*I*I*B(I,T2)
S=0.
DO 90 J=1,N  
90 S=S^C0EF(I,J)»B(J,T2)
100 B1(I)=BI(I)-P(I,T2)*S
DO 150 1 = 1 ,N




130 S = S + C 0 E F (I ,J )* (B (J ,T 2 )+ B l(J )* P A S 0 /2 . )
150 B2(N)=B2(N)-(B(I,T2)-t-B l(I)*PA S0/2 .  )*S




180 S= S + C 0 E F (I ,J )* (B (J ,T 2 )+ B 2 (J )* P A S 0 /2 . )
200 B 3 ( I ) = B 3 ( I ) - S * ( P ( I , T 2 ) + P ( I , T 2 + l ) ) / 2 .
DO 250 1 = 1 ,N
B4( I )=C0NSTANTE * I* I* (B (I ,T 2 )+ B 3 (I )* P A S 0 )
s=o,
DO 230 J = l ,N
230 S=S+C0EF(I,J)*(B(J,T2)+B3(J)*PAS0)
250 B 4 (I )= B 4 (I ) -S * P (I ,T 2 + 1 )
DO 300 1 = 1 ,N
SU M A = (B l(I )+ 2 * B 2 (I)+ 2 * B 3 (I )+ B 4 (I )) /6 .
300 B(I,T2+1)=B(I,T2)+SUMA
400 CONTINUE
C Almacenamiento de l o s  v a l o r e s  b (n )  en e l  f i c h e r o  BN.
OPEN( 6 , FILE:'BN', STATUS='UNKNOWN' , ACCESS*'DIRECT',
+ FORM:' FORMATTED' , RECL=16, BLANK:'NULL' , RECFM=' FIXED')  
DO 600 T2=0,10  
DO 500 1 = 1 ,N









C C a lc u la  l o s  c o e f l c i e n t e s  x ( n , t )  d e f i n i d o s  en la  ecu a -
c c io n  V.20 y l o s  almacena en e l  f i c h e r o  XN. C a lcu la  tam-
C b ie n  l o s  de l a  e s t lm a c io n  de l a  v a r ia b le  de e s t a d o .  Usa
C lo s  metodoa de Runge-Kutta y M ilne.
PARAMETERfPI= 3 .1 4 1 5 9 6 2 5 ,N=20)
COMMON CONSTANTE,E,K
DIMENSION X l(N ) ,X 2 (N ) ,X 3 (N ) ,X 4 (N ) ,Z (N ,0 :10) 
COMMON/SOL/P(N,0:1 0 ) , A(N, 2 0 0 ) , V(2 0 0 ,0 :  2 0 ) .
+ B ( N , 0 : 1 0 ) ,X ( N ,0 ; 10)
C Las v a r i a b l e s  T2,TO,T1,0,C y K e s t a n  d e f i n i d a s  en
C programas a n t .e r io r e s .
INTEGER T2
DATA Q ,C ,E ,T 0 ,T 1 /1 . , 2 . , 0 . 0 1 , 0 . , 0 . 1  
CONSTANTE=-0»((PI/(2»C))**2)
K =2*IN T ((C -E )/(2 .*E ))+ 1  
DATA X ,Z / 2 2 0 * 0 . .2 20*0 .
PASO=T1/10.
OPEN!3 , FIL E :'PN ', STATUS:'OLD', ACCESS:'DIRECT',
+ RECL:1 6 , FORM:' FORMATTED')
C L ectura  de l a  m a tr iz  P desde  e l  f i c h e r o  PN.
DO 30 1 : 1 , N 
DO 20 T2=0,10
20 READ(3,FMT="(G16.8)",REC=T2+1+11*(I-1)) P ( I ,T 2 )
30 CONTINUE
CL0SE(3)
C L ectura  de l o s  eJementos de B desde  e l  f i c h e r o  BN.
0PEN(6,FILE='BN'.STATUS:'OLD'.ACCESS:'DIRECT',
+ RECL:I6 , FORM:'FORMATTED')





C L ectura  de l o s  e lem en tos  de A desde  e l  f i c h e r o  ANM.
OPEN( 7 , FILE:'ANM'.STATUS:'OLD'.ACCESS:'DIRECT*.
+ RECL:I6 , FORM:' FORMATTED')
DO 45 1 = 1 .N
DO 42 L=l,K
42 READ(7,FMT="(G16.8)",REC=L+K*(I-1)) A (I ,L )
45 CONTINUE
CLOSE( 7 )
C L ectura  de l o s  e lem entos  de V desde  PERTURBAR.
OPEN( 8 , FILE:'PERTURBAR'.STATUS:'OLD' , ACCESS:' DIRECT' ,  
+ RECL:1 6 .FORM:' FORMATTED')
DO 50 T2=0,20  
DO 47 1 = 1 ,K
198
47 READ(8,FMT="(G16.8)",REC=I+K*T2) V(I ,T2)
50 CONTINUE
CL0SE(8)
C Comienza e l  c a l c u l o  de l o s  c o e f l c i e n t e s  x { n , t )
DO 400 T2=0,2
DO 100 1= 1 ,N
X I( I )=CONSTANTE *I * I*X( I , T2) 
X 1 ( I ) = X 1 ( I ) + B ( I ,T 2 ) * P ( I ,T 2 } / ( 2 .* E )
5=0.
DO 90 L=1,K 
90 S=S4-A(I,L)*V(L,2*T2)
X 1{I )=X 1(I)+P (1 ,T 2)*S  
100 CONTINUE
DO 150 1 = 1 ,N
X2(I)=C0NSTANTE*I*I*(X(I,T2)+Xl(I)*PAS0/2.) 
SUM A=B(I.T2)*P(I,T2)+B(I,T2+1)*P{I,T2+1)
X2{ I)=X2{ I ) +SUMA/( 4 . *E)
S=0.
DO 130 L=1,K 
130 S=S+A(I,L)*V(L,2*T2+1)
X 2 ( I ) = X 2 ( I ) + ( P ( I ,T 2 ) + P ( I ,T 2 + l ) ) * S / 2 ,
150 CONTINUE
DO 200 1= 1 ,N
X3( I )=CONSTANTE*I* I * ( X( I , T2) +X2{ I ) *PAS0/2. )
SU M A =B(I,T2)*P(I,T2)+B{I,T2+1)*P(I,T2+1)
X3(I)=X3(I)+SUMA/(4.*E)
S=0.
DO 180 L=1,K 
180 S=S+A(I,L)*V(L,2*T2+1)
X 3 (I )= X 3 (I )+ S * (P (I ,T 2 )+ -P (I ,T 2 + l ) ) /2 .
200 CONTINUE
DO 250 1 = 1 ,N
X4( I )=C0NSTANTE *I *I * ( X( I , T2) +X3( I ) «PASO)
X 4 (1 )= X 4 (I )+ B (I ,T 2 + 1 )« P (I ,T 2 + 1 ) / (2 .« E )
S=0.




DO 300 1 = 1 ,N
SU M =PA SO *(Xl(I)+2«(X2(I)+X3(I))+X4(I))/6 .  
X(I,T2+1)=X(I,T2)+SUM  
300 Z (I ,T 2+1)= X (I ,T 2+1)+ B (I ,T 2+1)
400 CONTINUE
DO 500 T2=4,10  





SU M :(2*X 1(I) -X 2(I)+2*X 3(I))*4*P A S0/3 .
X(I,T2)=X{I,T2-4)+SUM  
X4(I)^DERX(I,T2)
X { l ,T 2 )= X (I ,T 2 -2 )+ (X 4 (I )+ 4 * X 3 (I )+ X 2 (I ) )* P A S 0 /2 .  
450 Z (1 ,T 2 )= X (I ,T 2 )+ B (I .T 2 )
500 CONTINUE
C Almacenamiento de los valores x(n,t) y z(n,t) en
C  los f icheros XP y Z P .
0PEN(2.FILE='XN', STATUS:' UNKNOWNACCESS:' DIRECT *,
+ FORM:' FORMATTED• , RECL=1 6 ,BLANK:' NULL' ,RECFM=’FIXED' 
0PEN(3,FILE='ZN', STATUS:'UNKNOWN' , ACCESS:'DIRECT',
+ FORM:• FORMATTED' , RECL=16, BLANK=' NULL' ,RECFM='FIXED' 
DO 420 T2=0,10  
DO 410 L=1,N








C a lc u la  e l  v a lo r  de l a  der iv a d a  de x ( n , t ) .
PARAMETER(N=20)
COMMON CONSTANTE.E.K
COMMON/SOL/P( N. 0 : 1 0 ) ,A (N ,2 0 0 ) ,V (2 0 0 . 0 : 2 0 ) ,  




SUM:SUM+A(I. L)*V(L,2 * J )




C El programa c a l c u l a  para una s e r i e  de i n s t a n t e s  en
C e l  i n t e r v a l o  de tiempo ( 0 , t l )  l o s  v a l o r e s  de l o s  c o e f i -
C c i e n t e s  de F o u r ier  de l o s  operadores  S ( t )  y m ( t ) . Es e l
C programa u t i l i z a d o  en e l  caso  d e t e r m i n i s t a  con pequenas
C m o d i f i c a c io n e s .
C El programa e s t a  preparado para p r o ceso  i n t e r a c t i v e
C y tr a b a ja  en p r e c i s i o n  s im p le .
PARAMETER ( P I = 3 .1415926 ,NUM=20)
EXTERNAL SITUACION_INICIAL,SITUACION_FINAL
C COEF_SIT_INICIAL y COEF SIT FINAL c. n tendran l o s  c o e -
C f i c i e n t e s  de F o u r ie r  de l a s  s i t u a c i o n e s  i n i c i a l  y f i n a l
C r e s p e c t iv a m e n te .
DIMENSION COEF SIT INICIAL(NUM),COEF SITFINAL(NUM)
C La m atr iz  M contendra  v a l o r e s  en e l  tiempo y en e l
C e s p a c io  de l o s  c o e f l c i e n t e s  de F o u r ie r  de l a  f i n a n c i a c i o n
C e x t e r n a .  S co ntendra  l o s  v a l o r e s  que a  l o  l a r g o  d e l  t i e m -
C po tomen l o s  c o e f l c i e n t e s  de F o u r ie r  d e l  operador S ( t ) .  
DIMENSION M(NUM,0:10),S(NUM,0:10)
REAL M
PRINT * , "VALOR DE C, SEMIAMPLITUD INTERVALO ESPACIAL," 
PRINT * , " 0 , VELOCIDAD DE PROPAGACION Y T l ,  DURACION" 
PRINT * , "DEL CONTROL. "
READ *,C,Q,T1  
C1=C/1000.
C C o e f l c i e n t e s  de F o u r ie r  de l a s  s i t u a c i o n e s  i n i c i a l  y -
C f i n a l  d e f i n i d a s  en subprogramas FUNCTION d e l  mismo nombre.
DO 1 N=1,NUM 
CF=0.0
CALL COEF DE FOURIER(CF,N,SITUACION INICIAL,C)
COEF SIT~INICIAL(N)=CF 
CF=O.Ô
CALL COEFDE FOURIER(CF, N, SITUACIONFINAL, C)
1 OOEFSITFINAL( N)=CF
C Las c u a tr o  m a tr ic e s  s i g u i e n t e s  ccm tienen  l o s  v a l o r e s









C rp i lcu lo  y  alm acenam iento  de lo s  v a l o r e s  en e l  tiempo
G de l o s  c o e f t c i e n t e s  de F o u r ie r  de m (t)  y de S ( t ) .
r)ü 4 N:1,NUM 
DO 3 .1 :0 ,10
M(N, J ):FINANC_EXTERNA(J, T l , COEF_SIT_FINAL(N)
+ ,K (N ) ,B (N ) ,A (N ) ,D (N ))
3 CONTINUE
4 CONTINUE
DO 6 N:l,NUM 
DO 5 J : 0 ,1 0  
T=J»T1/I0 .
V l:E X P (-B (N )* (T l -T ) )
V2=(K(N)+B(N))/2 .
V 3 :I .-0 (N )* V 1
5 S(N ,J)=B (N )/V 3-V 2
6 CONTINUE
C Almacenamiento de l o s  c o e f l c i e n t e s  de F o u r ier  de S ( t )
G y m (t)  en l o s  f i c h e r o s  SN y MN r e s p e c t iv a m e n t e .
0P E N (2 ,F IL E :'S N ', STATUS:'UNKNOWN'.ACCESS:'DIRECT' ,
+ FORM:' FORMATTED' , RECL=16, BLANK:' NULL' , RECFM=' FIXED')  
0PEN(3,FILE='MN', STATUS:' UNKNOWN' , ACCESS:'DIRECT',
+ FORM:’ FORMATTED' , RECL=16. BLANK:' NULL' , RECFM=' FIXED')
no 8 1 : 0 ,1 0
DO 7 N:1,NUM









F'JNCTTON FINANC_EXTERNA( J , T l , A2, A3. A4, A5, A6 ) 
T -I 'T I / I O .
U1:A3“( 2 . - A 3 )








SUBROUTINE COEF DE EOURIER(CF, N, FUNCDATO, C)
C Esta su b r u t in a  c a l c u l a  e l  n-s im o c o e f i c i e n t e  de
C F our ier  de una fu n c io n  r e s p e c t o  d e l  s i s t e m a  ortonor-
C mal de a u to fu n c io n e s  a so c ia d o  a l  generador  A d e l  se -
C migrupo d e l  s i s t e m a .  El argumente CF d e v o lv er a  a l
C programa p r i n c ip a l  e l  v a lo r  d e l  c o e f i c i e n t e  de Fou-
C r i e r .  El argumente FUNCDATO e s t a  a so c ia d o  a l a  fun-
C c io n  cuyos c o e f l c i e n t e s  s e  d esea  c a l c u l a r .  Para e l
C c a lc u l o  de l a s  i n t é g r a l e s  u t i l i z a  l a  formula c e r r a -
C da de Simpson.


















C D e f in e  l a  s i t u a c i o n  i n i c i a l  d e l  s i s t e m a .L a
C s e n t e n c i a  1 debe s e r  cambiada en cada c a se






C D ef in e  l a  s i t u a c i o n  f i n a l  d e l  s i s t e m a .  La







C El programa c a l c u l a ,  para una s e r i e  de I n s t a n te s  en
C e l  i n t e r v a l o  de tiempo |0,tl, .;,  y en puntos e q u i d i s t a n t e s
C d e l  i n t e r v a l o  e s p a c i a l  | - c , en e l  que e s t a  d e f i n i d o
C e l  s i s t e m a  a c o n t r o l a r ,  e l  v a lo r  de la  v a r ia b le  de e s -
C tado z { t , x ) ,  e l  c o n t r o l  optimo u ( t , x )  y l a  f i n a n c i a c i o n
C e x te r n a  m (x , t ) .
PARAMETER ( PI= 3 .1 4 1 5 9 2 6 5 ,NU=20)
DIMENSION VARIABLE_ESTAD0(-5:5 , 0 : 1 0 )
DIMENSION CONTR0L(-5:5,O;10)
REAL INVERSI0N_EXTERNA(-5:5,0:10)
C M y S e s t a n  d e f i n i d a s  en e l  programa a n t e r i o r . ZETA
C contendra  l o s  c o e f l c i e n t e s  de z ( t , x ) .
REAL M (M U,0:10),S(NU, 0 : 1 0 ) , ZETA(NU,0 : 1 0 )
PRINT * , "VALORES DE C. SEMIAMPLITUD DEL INTERVALO" 
PRINT * , "ESPACIAL, LA VELOCIDAD DE PROPAGACION Q" 
PRINT *,"Y LA DURACION DEL CONTROL T l .  "
READ * .C ,0 ,T 1
0FEN(2,FILE:*MN', STATUS:' OLD' .ACCESS:'DIRECT',
+ RECl- 1 6 , FORM:' FORMATTED')
0PEN(3 ,FIL E:'SN', STATUS:'OLD' , ACCESS:' DIRECT' ,
+ RECL:1 6 , FORM:' FORMATTED')
0PEN(4.FILE:'ZN'.STATUS:'OLD'.ACCESS:'DIRECT',
+ RECI,=16, FORM: ' FORMATTED ' )
DO 2 J : 0 ,1 0
DO 1 N:1,NU
READ( 2 . FMT:"( G16. 8 ) " , REC=N+NU*J) M(N, J )






C C alcu lo  de l o s  v a l o r e s  de l a  v a r i a b l e  de e s ta d o
C z ( t , X),  d e l  c o n t r o l  u ( x , t )  y de l a  in v e r s io n  o f i n a n -
C c io n  ex ter n a  m ( x , t ) .
C l:C /5 .
DO 5 I : - 5 , 5  ! I :k  é q u iv a le  a l  punto k * c l
Y l : - C f f 1 + 5 )"Cl 









ADITOR:ADITOR-M(N, J ) *U
3 SUMADOR=SUMADOR-S(N,J)*V
204
VARIABLE_ESTADO( I , J )=ACUMULO/(C**.5)
CONTROL( I , J )=SUMADOR + ADITOR
4 INVERSION EXTERNAfI.J):ADITOR
5 CONTINUE
C Comienza l a  s a l i d a  per impresora.
0PEN(3,FILE:' LPT', CARRIAGECONTROL='FORTRAN' )
WRITE(3 ,1 0 0 )
100 FORMAT("1".28X,"VALORES DE LA VARIABLE DE ESTADO",/)
WRITE(3 ,2 0 0 )
200 F0RMAT(35X,"VARIABLE ESPACIAL",/)
WRITE(3,300)
300 FORMAT( IX,lOH )
H=-C+2.*C/10.
DO 6 IL = l ,9




DO 7 J=0 ,10
F=J*T1/10.
7 WRITE(3,400) F,(VARIABLE E S T A D 0 (I ,J ) ,I= -4 ,4)
400 F0RMAT(2X,"T=",F5.2,2X,9F7.2)
WRITE(3,FMT="(1X,• ' , / , / ) " )
WRITE( 3 , FMT:"(28X,'VALORES DE LA LEY DE CONTROL',/)") 
WRITE( 3 ,2 0 0 )





WRITE( 3 , FMT="(13X, 6 3 (IH *) , / ) " )
DO 9 J=0 ,10
F=J*T1/10.
9 WRITE(3,400) F.(CONTROL(I.J),I=-4,4)
WRITE(3 ,5 0 0 )
500 F0RMAT("1",32X,"FINANCIACION EXTERNA",/)
WRITE(3 ,2 0 0 )
WRITE(3,300)
H=-C+2.*C/10.
DO 10 IJ = 1 ,9
WRITE( 3 ,3 5 0 )  H
10 H=H+2.»C/10.
WRXTE(3,FMT="(13X,63(1H*),/)” )
DO 11 J=0 ,10
F=J*T1/10.
11 WRITE(3 ,4 0 0 )  F,(INVERSION EXTERNA(I, J ) . I = - 4 , 4)  
WR1TE(3,600) 0
600 F0RM AT(lX,/ , / ,18X,'La v e lo c id a d  de propagaclon e s : ' ,




A P E N D I C E  G
RESULT ADOS 0BTENID05 EN EL CASO ALEATORIO
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VALORES ESTIMADOS DE LA VARIABLE DE ESTADO
x= - 1 .6 0 - 1 . 2 0 — • 80 - . 4 0 .00 .4 0 .8 0 1 .2 0 1 .6 0
T=.00 - . 0 5 .01 - . 0 2 - . 1 5 2 .7 3 .0 4 .0 3 - . 0 9 - . 0 3
T = .0 l - . 0 1 - . 0 1 - . 0 0 - . 0 9 2 .7 5 - . 0 1 - . 0 2 - . 0 2 - . 0 4
T=.02 - . 0 3 .00 .04 — .03 2 .2 8 .0 9 - . 0 3 - . 0 5 —. 01
T=.03 - . 0 0 .04 .01 - . 0 1 2 .3 6 .1 6 .0 8 .02 .0 0
T=.04 .01 .02 .09 .08 2 .0 4 .2 4 .1 7 ,0 5 .01
T=.05 .03 .11 .17 .19 2 .1 7 .4 0 .12 .09 .0 4
T=.06 .07 .08 .2 8 .40 2 .0 2 .5 2 .19 .1 5 .0 6
T=.07 .06 .16 .2 4 .31 1 .8 0 .6 6 .2 9 .11 .0 5
T=.08 .10 .24 .3 0 .58 1 .9 6 .7 0 .2 7 .1 4 .0 4
T=.09 .08 .21 .2 7 .5 0 1 .7 6 .9 2 .31 .16 .0 7
T=.10 .11 .27 .33 .76 1 .8 4 .8 4 .4 7 .17 .1 0
VALORES DE LA LEY DE CONTROL
X= - 1 .6 0 - 1 . 2 0 —. 80 — .40 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
T=.00 2 .1 4 3 . 9 5 4 .9 7 4 .9 5 4 .0 1 4 .9 1 4 .8 6 3 .7 8 2 .1 3
T=.01 2 .1 2 3 .9 7 4 .9 1 4 .9 2 4 .0 3 4 .9 6 4 . 8 8 3 .7 5 2 . 1 5
T=.02 2 .1 1 3 .9 0 4 .8 8 4 . 9 0 3 .8 9 4 .8 6 4 .8 9 3 .7 4 2 .1 0
T=.03 2 .0 9 3 .8 3 4 , 8 2 4 . 8 6 3 .8 2 4 .8 3 4 . 8 0 3 .7 2 2 .0 9
T=.04 2 .0 6 3 .7 8 4 .7 8 4 .8 3 3 .7 6 4 .8 1 4 . 7 7 3 .6 8 2 .0 7
T=.05 2 .0 5 3 .7 1 4 .7 2 4 .8 1 3 .7 2 4 .7 9 4 .7 4 3 .6 5 2 .0 5
T=.06 2 .0 3 3 .6 7 4 .6 8 4 .8 0 3 -63 4 .7 6 4 .7 1 3 .6 1 2 .0 4
T=.07 2 .0 1 3 .6 3 4 .6 6 4 . 7 8 3 .5 5 4 . 7 2 4 .6 8 3 .6 2 2 .0 5
T=.08 1 .9 9 3 .5 8 4 .6 1 4 .7 5 3 .4 9 4 . 7 0 4 .6 6 3 .5 9 2 .0 3
T=.09 1 .9 8 3 .5 4 4 .5 8 4 .7 2 3 .4 4 4 . 6 7 4 .6 3 3 .5 6 2 .0 1
T=.10 1 .9 6 3 .5 0 4 .5 5 4 .6 9 3 .3 8 4 . 6 5 4 .5 9 3 .5 2 1 .9 9
FINANCIACION EXTERNA
X= - 1 .6 0 - 1 . 2 0 - . 8 0 - . 4 0 .00 .4 0 .8 0 1 .2 0 1 .6 0
T=.00 1 .9 8 3 .5 6 4 .6 9 5 .3 7 5 .6 0 5 .3 7 4 .6 9 3 .5 6 1 .9 8
T=.01 1 .9 8 3 .5 6 4 .7 0 5 .3 8 5 .6 0 5 .3 8 4 .7 0 3 .5 6 1 .9 8
T=.02 1 .9 9 3 .5 7 4 .7 0 5 .3 8 5 .6 1 5 .3 8 4 .7 0 3 .5 7 1 .9 9
T=.03 1 .9 9 3 .5 8 4 .7 1 5 .3 9 5 .6 1 5 .3 9 4 .7 1 3 .5 8 1 .9 9
T=.04 2 .0 0 3 .5 8 4 .7 1 5 .3 9 5 .6 2 5 .3 9 4 .7 1 3 .5 8 2 .0 0
T=.05 2 .0 0 3 .5 9 4 .7 2 5 .4 0 5 .6 2 5 .4 0 4 .7 2 3 .5 9 2 .0 0
T=.06 2 .0 1 3 .5 9 4 .7 2 5 .4 0 5 .6 3 5 .4 0 4 .7 2 3 .5 9 2 .0 1
T=.07 2 .0 2 3 .6 0 4 .7 3 5 .4 1 5 .6 4 5 .4 1 4 .7 3 3 .6 0 2 .0 2
T=.08 2 .0 2 3 .6 1 4 .7 4 5 .4 2 5 .6 4 5 .4 2 4 .7 4 3 .6 1 2 .0 2
T=.09 2 .0 3 3 .6 1 4 .7 4 5 .4 2 5 .6 5 5 .4 2 4 .7 4 3 .6 1 2 .0 3
T=.10 2 .0 4 3 .6 2 4 .7 5 5 .4 3 5 .6 6 5 .4 3 4 .7 5 3 .6 2 2 .0 4
La velocidad de propagaclon es 0.25
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VALORES ESTIMADOS DE LA VARIABLE DE ESTADO
X: - l  ,6 0 - 1 . 2 0 - . 8 0 - . 4 0 .00 .4 0 .80 1 .2 0 1 .5 0
T=.00 - . 0 4 - . 0 5 .01 .04 3 .0 2 - . 0 9 .02 - . 0 6 .01
T=.Ol - . 0 1 - . 0 0 - . 0 1 .14 2 .2 0 .1 0 .05 - . 0 1 - . 0 1
T=.02 .02 - . 0 2 .04 .32 1 .9 5 .22 .09 - . 0 4 .0 0
T =.03 .0 3 .03 .09 .40 2 .0 8 .4 5 .11 .02 .0 2
T=.04 ,0 7 .06 .11 .67 1 .6 4 .40 .14 .08 ,0 5
T : .0 5 .0 6 .10 . 15 .60 1 .7 8 .67 .18 .13 .06
T =.06 . 10 .08 .2 0 .71 1 .4 2 .6 0 .29 .12 .0 5
T : .0 7 .0 8 .12 .18 .85 1 .6 0 .6 9 .25 .20 .0 8
T=.08 . 10 .19 .24 .80 1 .3 8 .82 .34 .1 8 .0 7
T : .0 9 .1 3 .16 .3 4 .90 1 .52 .76 .45 .22 .09
T : .1 0 . 15 .22 .31 .98 1 .3 5 .8 7 .41 .24 .1 0
VALORES DE LA LEY DE CONTROL
X= - 1 . 6 0 - 1 . 2 0 - . 0 0 - . 4 0 .0 0 .4 0 .80 1 .2 0 1 .6 0
T =.00 2 .1 7 3 .7 5 4 .8 3 5 .1 6 4 .8 8 5 .1 1 4 .9 0 3 .6 6 2 .1 8
T=.01 2 .1 9 3 .6 0 4 .8 4 5 ,0 7 4 .0 1 4 .9 6 4 .8 4 3 .6 4 2 .2 1
T=.02 2 .1 2 3 .6 4 4 . 7 9 5 .0 2 4 .7 5 4 . 8 4 4 .7 9 3 .6 2 2 .2 0
T=.03 2 .1 0 3 .5 7 4 .7 1 4 .9 1 4 .71 4 . 7 7 4 .7 2 3 .5 7 2 .1 8
T=.04 2 .0 7 3 .5 2 4 .6 6 4 .8 5 4 ,6 0 4 ,7 1 4 .6 5 3 .5 6 2 .1 5
T=.05 2 .0 6 3 .4 8 4 .6 3 4 .8 0 4 .5 2 4 .6 8 4 .6 1 3 .5 4 2 .1 4
T= .06 2 .0 3 3 .4 9 4 .6 4 4 .7 6 4 .4 1 4 . 6 5 4 .5 7 3 .5 2 2 .1 2
T : . 0 7 2 .0 4 3 .4 7 4 . 6 0 4 .7 1 4 .2 9 4 .6 0 4 ,5 0 3 .5 0 2 .0 9
T=.08 2 .0 3 3 .4 5 4 . 5 6 4 .6 8 4 .2 1 4 . 5 6 4 .4 5 3 .4 7 2 .0 5
T =.09 2 .0 0 3 .4 1 4 .5 4 4 .6 5 4 .1 0 4 .5 2 4 .4 1 3 .4 4 2 .0 2
T=.10 1 .9 8 3 .3 9 4 . 5 2 4 .6 0 4 .0 2 4 .4 9 4 .3 8 3 .4 2 2 .0 0
FINANCIACION EXTERNA
X= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 .00 .40 .80 1 ,2 0 1 .6 0
T=.0O 1 .92 3 .5 0 4 . 6 3 5 .31 5 .5 4 5 .3 1 4 .6 3 3 .5 0 1 .9 2
T : .0 1 1 .93 3.51 4 .6 4 5 .3 2 5 .5 5 5 .3 2 4 .6 4 3 .5 1 1 .9 3
T : .0 2 1 .9 4 3 .5 2 4 . 6 5 5 .3 3 5 .5 6 5 .3 3 4 .6 5 3 .5 2 1 .9 4
T : . 0 3 1 .9 5 3 .5 3 4 .6 6 5 .3 4 5 .5 7 5 .3 4 4 .6 6 3 .5 3 1 .9 5
T=.04 1 .96 3 .5 4 4 .6 7 5 .3 5 5 .5 8 5 .3 5 4 ,6 7 3 .5 4 1 .9 6
T : . 0 5 1 .9 7 3 .5 5 4 .6 9 5 .3 7 5 .5 9 5 .3 7 4 .6 9 3 .5 5 1 .9 7
T= .06 1 .9 8 3 .5 7 4 .7 0 5 .3 8 5 .6 0 5 ,3 8 4 .7 0 3 .5 7 1 .9 0
T= .07 2 .0 0 3 .5 8 4 .7 1 5 .3 9 5 .6 2 5 .3 9 4 .7 1 3 .5 8 2 .0 0
T = .08 2 .01 3 .5 9 4 .7 2 5 .4 0 5 .6 3 5 . 4 0 4 .7 2 3 .5 9 2 .0 1
T= .09 2 .0 2 3.61 4 .7 4 5 .4 2 5 .6 4 5 .4 2 4 .7 4 3 .6 1 2 .0 2
T :.  lO 2 .0 4 3 .6 2 4 .7 5 5 .4 3 5 .6 6 5 .4 3 4 .7 5 3 .6 2 2 .0 4
La velocidad de propagaclon es 0.50
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VALORES ESTIMADOS DE LA VARIABLE DE ESTADO
x= -1 .6 0  --1 .2 0 - . 8 0 - . 4 0 .00 .4 0 .8 0 1 .2 0 1 .6 0
T=.00 - . 0 2 .0 3 .02 - . 0 6 2 .9 6 - . 1 0 .0 3 - . 0 4 .02
T=.01 .00 - . 0 1 - . 0 1 .08 3 .1 8 .2 2 — .0 6 - . 0 0 - . 0 1
T=-02 - . 0 1 - . 0 2 .0 3 .02 1 .81 .4 7 .04 - . 0 2 .0 0
T=.03 .04 .03 .1 2 .17 1 .6 0 .7 0 .1 0 .09 .01
T=.04 .0 5 .0 5 .1 0 .4 4 1 .71 .6 5 .1 5 .0 5 .0 2
T=.05 .07 .1 0 .1 5 .76 1 .4 7 .7 6 .19 .09 .03
T=. 06 .09 .08 .25 .62 1 .4 2 .8 4 .16 .10 .04
T=.07 .08 .17 .22 .73 1 .4 5 .9 7 .21 .13 .0 7
T=.08 .10 .19 .3 6 .86 1 .3 0 .90 .20 .12 .06
T=.09 .12 .1 8 .31 .80 1 .13 1 .0 8 .2 7 .18 .0 8
T=.10 .11 .2 4 .3 7 .95 1 .2 0 1 .0 0 .3 2 .16 .09
VALORES DE LA LEY DE CONTROL
X= —1 • 60 - 1 . 2 0 - . 8 0 - . 4 0 .0 0 .4 0 .8 0 1 .2 0 1 .6 0
T =.00 1 .9 2 3 .5 2 4 .5 6 4 .7 3 4 .8 1 4 . 6 8 4 . 4 2 3 .4 4 1 .9 0
T=.01 1 .9 0 3 .5 4 4 . 5 7 4 .7 1 4 .5 0 4 .6 0 4 .4 8 3 .4 3 1 .9 2
T=.02 1 .8 9 3 .5 6 4 . 5 5 4 . 7 0 4 . 2 7 4 .5 5 4 . 4 5 3 .4 2 1 .9 1
T=.03 1 .8 7 3 .4 9 4 .5 3 4 .6 8 4 .1 9 4 .5 2 4 .4 2 3 .4 1 1 .9 0
T=.04 1 .8 6 3 .4 6 4 .5 4 4 .6 7 4 ,1 8 4 . 5 0 4 .4 2 3 .3 9 1 .8 8
T=.05 1 .8 4 3 .4 3 4 .5 1 4 .6 3 4 .1 2 4 .4 7 4 .4 1 3 .3 7 1 .8 6
T *.06 1 .8 5 3 .4 1 4 .4 8 4 .6 2 4 ,1 1 4 .4 5 4 .3 8 3 .3 6 1 .8 5
T=.07 1 .8 2 3 .3 7 4 .4 6 4 .5 9 4 .0 8 4 .4 2 4 .3 7 3 .3 4 1 .8 3
T=.08 1.81 3 .3 4 4 .4 3 4 .5 7 4 .0 6 4 .4 1 4 . 3 5 3 .3 7 1 .8 4
T=.09 1 .8 0 3 .3 1 4 .4 2 4 .5 6 4 .0 2 4 .3 8 4 .3 3 3 .3 2 1 .8 3
T=.10 1 .7 9 3 .2 9 4 .4 0 4 .5 5 3 .9 8 4 .3 6 4 .3 2 3 .3 1 1 .8 2
FINANCIACION EXTERNA
X= - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 .0 0 .4 0 .80 1 .20 1 .6 0
T=.00 1 .8 7 3 .4 4 4 .5 6 5 .2 6 5 .4 8 5 .2 6 4 .5 6 3 .4 4 1 .8 7
T : .0 1 1 .8 9 3-46 4 .5 7 5 .2 8 5 .4 9 5 .2 8 4 .5 7 3 .4 6 1 .8 9
T=.02 1 .9 0 3 .4 8 4 .5 9 5 .3 0 5 .5 0 5 .3 0 4 .5 9 3 .4 8 1 .9 0
T=.03 1 .9 2 3 .5 0 4 .6 1 5 .3 2 5 .5 2 5 .3 2 4 .6 6 3 .5 0 1 .9 2
T=.04 1 .9 3 3 .5 2 4 .6 2 5 .3 4 5 .5 4 5 .3 4 4 .6 2 3 .5 2 1 .9 3
T=.05 1 .9 5 3 .5 4 4 .6 5 5 .3 6 5 .5 6 5 .3 6 4 .6 5 3 .5 4 1 .9 5
T=.06 1 .9 6 3 .5 6 4 . 6 7 5 .3 7 5 .5 8 5 .3 7 4 .6 7 3 .5 6 1 .9 6
T=.07 1 .9 8 3 .5 8 4 .6 9 5 .3 8 5 .6 0 5 .3 8 4 .6 9 3 .5 8 1 .9 8
T=.08 2 .0 0 3 .6 0 4 .7 1 5 .3 9 5 .6 2 5 .3 9 4 .7 1 3 .6 0 2 .0 0
T=.09 2 .0 2 3 .6 1 4 .7 3 5 .4 1 5 .6 4 5 .4 1 4 .7 3 3 .61 2 .0 2
T=.10 2 .0 4 3 .6 2 4 .7 5 5 .4 3 5 .6 6 5 .4 3 4 .7 5 3 .6 2 2 .0 4
La velocidad de propagaclon es 0.75
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VALORES ESTIMADOS DE LA VARIABLE DE ESTADO
X: - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 ,00 .40 .80 1 .2 0 1 .6 0
T=.00 - . 0 3 .01 .02 — •11 2..64 .03 - . 0 5 - . 0 4 .02
T : .0 1 - . 0 1 - . 0 3 - . 0 2 .0 5 1.,69 .14 - . 0 1 .00 .02
T=.02 .03 - . 0 1 .01 .16 1.,84 .32 - . 0 0 - . 0 1 - . 0 1
T=.03 .04 .02 .07 .30 1.,56 .69 .03 .02 .0 0
T : .0 4 .05 .05 .11 .42 1.,60 .5 8 .09 .06 .02
T=.05 .04 .08 . 17 .6 6 1,,48 .82 .16 .11 .03
T=.06 .07 .12 .2 0 .5 5 I.,54 .76 .1 4 .09 .0 5
T : .0 7 .0 7 . 10 . 16 .72 1.,40 .84 .24 .08 .04
7  = . 0 8 .0 9 . 12 .2 9 .68 I.,44 .8 9 .2 2 .12 .06
T=.09 .08 .19 .2 5 .7 6 1.,38 .9 6 .3 0 .15 .08
T=. 10 .12 .22 .35 .83 1.,32 1 .0 4 .36 .19 .09
VALORES DE LA LEY DE CONTROL 
.40X: - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 .00
T : .0 0 1 .8 0 3 .4 8 4 .6 2 5 .0 8 5 .8 2
T=.01 1 .8 2 3 .5 0 4 .7 1 5 .2 9 5 .7 4
T=.02 1 .7 8 3 .5 2 4 .5 8 5 .2 1 5 .6 9
T=.03 1 .7 6 3 .4 8 4 .5 2 5 .1 6 5 .6 1
T=.04 1 .6 7 3 .4 4 4 .4 9 5 .0 9 5 .5 5
T=.05 1 .6 3 3 .3 8 4 .3 9 5 .0 2 5 .4 8
T=.06 1 .5 8 3 .2 9 4 .3 8 5 .0 3 5 .4 2
T=.07 1 .5 7 3 .2 7 4 .4 0 4 . 9 0 5 .3 1
T : .0 8 1 .5 6 3 .1 8 4 .2 1 4 .7 8 5 .2 9
T=-09 1 .5 4 3 .0 6 4 .0 9 4 . 5 5 5 .2 0













.80 1 .2 0 1 .6 0
4 .7 1 3 .7 2 1 .7 5
4 .7 5 3 .6 5 1 .7 6
4 .6 0 3 .5 7 1 .7 5
4 .4 9 3 .5 2 1 .71
4 .4 2 3 .4 5 1 .6 8
4 .3 6 3 .3 9 1 .6 6
4 .2 5 3 .3 1 1 .6 4
4 .0 8 3 .2 0 1 .6 1
3 .9 9 3 .1 3 1 .5 7
3 .9 1 3 .0 6 1 .5 2
3 .8 6 3 .01 1 .5 2
X: - 1 . 6 0 - 1 . 2 0 - . 8 0 - . 4 0 .00 .4 0 .8 0 1 .2 0 1 .6 0
T=.00 1 .83 3 .3 8 4 .51 5 .1 9 5-41 5 .1 9 4 .5 1 3 .3 8 1 .8 3
T=.01 1 .8 5 3 .4 0 4 .5 3 5 .2 1 5 .4 3 5 .2 1 4 .5 3 3 .4 0 1 .8 5
T=.02 1 .86 3 .4 2 4 .5 5 5 .2 3 5 .4 6 5 .2 3 4 .5 5 3 .4 2 1 .8 6
T: . 03 1 .88 3 .4 4 4 .5 7 5 .2 5 5 .4 8 5 .2 5 4 .5 7 3 .4 4 1 .8 8
T=.04 1 .90 3 .4 7 4 .6 0 5 .2 8 5 .5 0 5 .2 8 4 .6 0 3 .4 7 1 .9 0
T =.05 t .91 3 .4 9 4 .6 2 5 .3 0 5 .5 3 5 .3 0 4 .6 2 3 .4 9 1.91
T : .0 6 1 ,94 3 .5 1 4 .6 5 5 .3 2 5 .5 5 5 .3 2 4 .6 5 3 .5 1 1 .9 4
T= .07 1 .9 6 3 .5 4 4 .6 7 5 .3 5 5 .5 8 5 .3 5 4 .6 7 3 .5 4 1 .9 6
T =.08 1 .98 3 .5 7 4 .7 0 5 .3 8 5 .6 0 5 .3 8 4 .7 0 3 .5 7 1 .9 8
T : .0 9 2 .01 3 .5 9 4 .7 2 5 .4 0 5 .6 3 5 .4 0 4 .7 5 3 .5 9 2 .01
T=.10 2 .0 4 3 .6 2 4 .7 5 5 .4 3 5 .6 6 5 .4 3 4 .7 5 3 .6 2 2 .0 4
La velocidad de propagaclon es 1.00
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