Abstract: The modifiable areal unit problems (MAUP) is a problem by which aggregated units of data influence the results of spatial data analysis. Standard GWR, which ignores aggregation mechanisms, cannot be considered to serve as an efficient countermeasure of MAUP. Accordingly, this study proposes a type of GWR with aggregation mechanisms, termed area-to-point (ATP) GWR herein. ATP GWR, which is closely related to geostatistical approaches, estimates the disaggregate-level local trend parameters by using aggregated variables. We examine the effectiveness of ATP GWR for mitigating MAUP through a simulation study and an empirical study. The simulation study indicates that the method proposed herein is robust to the MAUP when the spatial scales of aggregation are not too global compared with the scale of the underlying spatial variations. The empirical studies demonstrate that the method provides intuitively consistent estimates.
Introduction
Differences among the units in spatial data often complicate their analyses, and spatial unit conversions (aggregation and disaggregation) often become necessary. Spatial unit conversions are strongly related to both areal interpolation problems and modifiable areal unit problems (MAUP; Openshaw and Taylor 1979) . The former refers to the problems of conducting accurate spatial unit conversions and the latter to the problems of addressing biases in the parameter estimates that follow such conversions. While both these problems are important topics in geography, we primarily focus on MAUP.
MAUP is mainly caused by two factors (Wong 2009 ). The first is the underlying spatial pattern of the data: MAUP has a large influence if the data are positively spatially dependent and a small influence if the data are negatively dependent (e.g., Reynolds 1998) . The second factor is the aggregation process: when aggregated units are large, large variability can be canceled out by aggregation and MAUP could then become serious.
According to Swift et al. (2008) , at least five approaches have been proposed to address MAUP. The first approach is the use of disaggregated data (e.g., Tagashida and Okabe 2002); the second is estimating aggregate-level parameters by considering disaggregate-level structures in a variance-covariance matrix (e.g., Tranmer and Steel 1998) ; the third is optimizing the zoning system by minimizing intra-zone variances and maximizing variances between the zones (Openshaw 1984) ; the fourth is performing a sensitivity analysis (e.g., Odoi et al. 2003; Swift et al. 2008) ; and the fifth is applying geographically weighted regression (GWR; e.g., Fotheringham et al. 2002; Páez et al. 2002; Wheeler and Páez 2010) . Since GWR models spatial patterns in the data, which are a source of MAUP, GWR is believed to be robust to MAUP. However, because GWR does not consider aggregation mechanisms, it cannot be considered to be a measure that mitigates MAUP (Fotheringham et al. 2002; Wong 2009 ). As an exception, Young and Gotway (2007) show that the consideration of an aggregation mechanism in a GWR-based analysis can change the analysis results.
However, they consider the aggregation mechanism to predict the explanatory variables in their GWR model, and their GWR model in itself does not consider it.
The aforementioned approaches for MAUP have some drawbacks, and theoretically sufficient measures for mitigating MAUP do not yet exist (Siffel et al. 2006; Butkiewicz and Ross 2010) .
In geostatistics, MAUP is regarded as a change of support problem (COSP; e.g., Cressie 1996; Gotway and Young 2002; Schabenberger and Gotway 2005; Fuentes and Raftery 2005; Lee et al. 2009; Young et al. 2009a, b; Berrocal et al. 2010; Sahu et al. 2010; Gelfand 2010 Gelfand , 2012 Nagle et al. 2011; Berrocal et al. 2012 ).
The general framework of COSP discusses changing spatial supports (e.g., units, data locations, etc.). Yet, whereas the majority of COSP studies focus on changing supports (e.g., areal interpolations), some discuss the biases in parameter estimates from doing so, including MAUP (e.g., Gotway and Young 2002; Gelfand 2010; Nagle et al. 2011) .
Today, COSP is a topic of current interest in geostatistics, and the effectiveness of geostatistical approaches to COSP has been demonstrated in a number of studies. However, geographical MAUP studies and geostatistical COSP studies have been discussed practically independently thus far (see Haining et al. 2010) 1 . Combining the discussions on MAUP in geography and geostatistics would thus be useful step to advancing this research stream. In order to bridge this gap, this study extends GWR, which has been discussed in geographical MAUP studies (e.g., Fotheringham et al. 2002; Wong 2009 ), and proposes a method termed area-to-point (ATP) GWR. In particular, we focus on a specific type of MAUP, namely when regression parameter estimates change depending on the spatial scale of aggregations (i.e., the scale problem).
The remainder of this paper is organized as follows. We briefly explain GWR in Section 2, and the ATP GWR approach is developed in Section 3. The effectiveness of ATP GWR for mitigating the MAUP is examined by using a simulation study in Section 4; the method proposed herein is then applied to two empirical studies in Section 5. We next show the theoretical relationships between ATP GWR and a representative geostatistical approach in Section 6. Finally, Section 7 summarizes our discussion and concludes.
The GWR model
GWR is a spatial extension of the standard linear regression model that allows parameter values to vary continuously in geographical space. The basic model for site si on 2 ℜ ⊂ D is described as follows (see also Fotheringham et al. 2002) :
where y is a vector of the explained variables, X is a matrix of the explanatory variables, ε is a vector of disturbances, 0 is a vector of zeros, I is an identity matrix, and σ 2 is a variance parameter. βi is a vector of the spatially varying parameters at si.
The parameters in βi are estimated by assigning more weight to nearby observations than to more distant ones. The estimates are given as follows:
where t denotes the matrix transpose, Gi is a diagonal matrix whose i'-th element is gi,i', the strength of the connectivity between si and si', and gi,i' is given by using a distance-decay function. The Gaussian function is one of the most commonly used distance-decay functions:
where hi,i' is the distance between si and si' and b is a bandwidth parameter. The bandwidth parameter is calibrated, for example, by cross-validation.
GWR for the MAUP
There are two types of variables: extensive (or volume) variables and intensive (including density, ratio, and averaged) variables. The former increases in proportion to the size of the spatial unit, whereas the latter is independent of the size. For example, population and area are extensive variables, while population density and the ratio of residential zones are intensive variables. Hereafter, we assume that intensive variables are explained variables to which GWR has typically been applied. Note that, as shown in Appendix 1, the discussion presented in this section is easily extended for extensive variables. This section develops a GWRbased approach that mitigates the MAUP by estimating disaggregate-level parameters, which are essentially free from aggregation mechanisms, by using aggregated variables.
Model
We assume a model composed of two sub-models. The first is disaggregate-level GWR, which is given by the standard GWR model in Eq.
(1) as follows:
where d is an index of the disaggregated units and βd is a vector of the spatially varying parameters in the d-th disaggregated unit. The second model is aggregate-level GWR, which is automatically obtained by multiplying aggregation matrix A by the left-hand side of Eq. (4):
where y is a vector of the aggregate-level explained variables, X =AX, ε =Aε, and 0 =A0. This study assumes that y is unknown, while y and X (and X ) are known.
A must be determined by considering the volume-preserving property (Lam 1983) with wd/(wd+wd') and wd' /(wd+wd'), respectively.
In general, y = Ay is fulfilled by defining Aa,d as follows:
where a d ⊆ denotes the disaggregated units in the a-th aggregated unit, Aa,d takes a value between 0 and 1, and ∑ ⊆a
By definition, intensive variables are always expressed as Yd/wd, as assumed in Eq. (6), and our framework is applicable to any intensive variables as long as data on wd are available. For example, when y consists of variables divided by area (e.g., population density), Aa,d must be given by Eq. (7) whose wd is the area of the d-th unit (see Eq. (6)). When y consists of the variables divided by population (e.g., per capita income), Aa,d must be given by Eq. (7) whose wd is the population of the d-th unit. In the case that y consists of average housing prices, Aa,d can be given by Eq. (7) with its wd being defined by the variables, which are proportional to the number of dwellings, such as the number of households. Further, although for the sake of brevity this point is not discussed in detail, our framework is modifiable for extensive (or volume) variables, too (see Appendix 1).
By substituting Eq. (7) Moreover, the GWR model in Eq. (4) can mitigate the influence of spatial dependence, which is another principal source of the MAUP, especially the scale problem (see §1). Scale dependency is introduced by delineating the spatially dependent process and, accordingly, zoning (or delineation) optimization is a potential approach to mitigate scale dependency (e.g., Openshaw and Rao 1994) . Kernel-based local weighting in GWR can be interpreted as fuzzy zoning or sliding neighborhoods (Páez et al. 2008 ).
Specifically, GWR estimates βs by using geographically weighted variables in a fuzzy zone, whose zone size is calibrated by b. As suggested by Fotheringham et al. (2002) , calibrated fuzzy zoning depicts the spatialdependent patterns related to the MAUP, and mitigate scale dependency.
Parameter estimation
The aggregate-level model, Eq. (5), is identical to the standard GWR model whose variances are scaled by the diagonals of AA
Hence, the estimator of βd is given, as with the standard GWR, as 
is a weighted average of the spatial connectivity between the d-th disaggregated unit and disaggregated units in the a'-th aggregated unit, Our aggregate-level model, Eq. (5), is identical to standard GWR. Therefore, the variance-covariance matrix of d β is given as (see Fotheringham et al. 2002 ) 
y A y=
, where ŷ is a vector whose d-th element is 
where r is a parameter called range. This function is consistent with the Gaussian kernel function (Eq. (3)) used in GWR. Unlike the eigenvector-based approach, it enables us to control the spatial scales of the spatially varying parameter distributions by tuning r. Spatial scale is an essential factor that determines the seriousness of MAUP. Besides, the impacts of collinearity on GWR have already been studied extensively by Wheeler and Tiefelsdorf (2005) and Páez et al. (2011) . Hence, we conduct a simulation study of the latter type, while paying attention to the collinearity among the spatially varying parameters.
In our simulation, we first generate the disaggregate-level explained variables and explanatory variables on 50×50 grids. The explanatory variables include one intercept and two variables, x1,d and x2,d, generated independent of N(0,1), respectively. The explained variables are generated from Eq. (15): robust to the MAUP. Considering Following the suggestion of Páez et al. (2011) that the data applied for GWR should not be small, we have 2,500 grids (i.e., 50×50 grids) aggregated into 400 units.
Regular grids (e.g., 50×50 grids) are rarely used in GWR simulation studies, as they do not represent real-world geographical topologies (Farber et al. 2009 ). However, since the objective of COSP simulation studies is to mitigate the influences of spatial supports (shape, size, etc.), most such studies discuss the modeling of continuous spatial processes, which are free from such spatial supports, and approximate the continuous processes by using a discrete spatial process on regular grids (e.g., Kyriakidis and Yoo 2005; Nagle et al. 2011) . Thus, our assumption of 50×50 grids is consistent with standard assumptions in COSP studies.
Results
The estimates of αi,d, β1,d, and β2,d given in each of the first attempts with σ 2 = 1.0 and r = {5, 20} are plotted in Figure 3 . The results seem to indicate that (i) the estimates of αd and β2,d, which explain yd well, are more accurate than those of β1,d and (ii) the estimates are accurate when the variations of the spatially varying parameters are global.
In the next step, we assess the accuracy of the parameter estimates by using the root mean square error (RMSE) and R-square (R 2 ) measures. The standard deviations of the RMSEs and R 2 values shown in Figure 4 indicate that the accuracy of the parameter estimates is not sensitive to changes in the aggregated units, again under the condition that these parameters explain yd well and r is not small. summarized in Figure 5 suggest that no serious multicollinearity issues arise in our simulation. We then compare the bandwidth parameter estimates for two aggregate-level models: ATP GWR and aggregate-level standard GWR (GWR_A). GWR_A is an aggregate-level variable-based conventional GWR wherein the geometric centers of each aggregated unit are used to calculate the degree of spatial connectivity. Figure 6 plots the average RMSEs of their bandwidth parameters. Here, the estimates of GWR_DA are regarded as their true values. As shown in this figure, on average, the estimates of ATP GWR are more accurate than those of GWR_A in all cases. In each of the six cases, at least 91% of the attempts indicate that ATP GWR has greater efficiency than GWR_A. However, the estimates of ATP GWR are still upwardly biased, and this bias is particularly prominent when r is small (see Figure 7) . Future studies should thus aim to reduce this bias. Building on the results of our simulation study presented in Section 4, we now turn to the empirical study. There are two important planning issues relating the elderly, who are typically vulnerable road users:
moving them to areas with fewer hazard risks; and moving them to city centers, which allow them to achieve greater quality of life without relying on intensive car use. As a first step to tackle these issues, we apply both ATP GWR and GWR_A to aging rate data on 249 municipalities in the Tokyo metropolitan area derived from 
The estimated bandwidth of GWR_DA is 14.1 km, suggesting the existence of medium-scale spatial variation in disaggregate-level aging rates, whereas those of GWR_A and ATP GWR are 20.0 and 17.9 km, respectively. Thus, as with the simulation results shown in the previous section, while both GWR_A and ATP GWR overestimate the bandwidth, the estimate of ATP GWR is closer to that of GWR_DA. Some differences between ATP GWR and GWR_DA are also found. For instance, in the central Tokyo area, β(Station) of ATP GWR is negatively significant at the 1% level, whereas β(Station) of GWR_DA is negatively significant at the 10% level (at most) and the area is limited compared with ATP GWR. Such differences alter the interpretation of the results, which for ATP GWR now suggest that the elderly tend to prefer living close to stations (i.e., city centers) in the central Tokyo area. By contrast, the results derived from GWR_DA suggest that the preference is not statistically significant.
Discussion
It is important to clarify the relationship between the approach presented in this paper and geostatistical approaches. In general, Gaussian geostatistical models (e.g., Kyriakidis 2004; Gotway and Young 2007; Gelfand 2010 ) of COSP, including the model of ATP kriging, can be expressed as
where μ is a vector of the trend components, C is a matrix whose elements are given by a covariance function (e.g., Eq. (14)), and μ = Aμ. Eq. (16) describes the spatially dependent disaggregate-level process by modeling its error term using σ 2 , which measures non-spatial variation, τ 2 , which measures spatial variation, and r in C, which is a range parameter. Eq. (17) describes the aggregate-level spatial process by aggregating the disaggregate-level process. Our models defined by Eqs. (4) and (5) can be obtained from Eqs. (16) and (17) by replacing μ and C+σ 2 I with Xβd and σ 2 I, respectively. Thus, our model is strongly related to geostatistical models.
The effects of σ 2 I and C are indistinguishable, while σ 2 in the geostatistical model cannot be estimated properly (Goovaerts 2008) . Hence, our approach might be preferable for making statistical inferences that require σ 2 . Further, whereas typical geostatistical approaches assume μ= Xβ, where β is a vector of the trend parameters, our approach allows the trend parameters to vary across space. On the contrary, our approach ignores spatial dependence, whereas geostatistical approaches do not. Because ignorance can degrade the validity of statistical inferences (e.g., LeSage and Pace 2009), the consideration of spatial dependence is an important task for future studies. Combining ATP GWR and ATP kriging is one possible solution to this problem (see also Harris et al. 2011 ).
Concluding remarks
This study developed ATP GWR, a type of GWR with aggregation mechanisms. From the viewpoint of the MAUP, ATP GWR is superior to standard GWR in that it explicitly estimates disaggregate-level parameters, which are essentially free from aggregation mechanisms. In a simulation study, we confirmed that the method is effective for estimating parameters in the face of the MAUP and discussed its practical applications.
Our method presents three main limitations. First, the simulation study in Section 4 indicates the ineffectiveness of our method when true spatially varying parameters have local spatial patterns. Fisher and Langford (1995) find that disaggregate-level local spatial patterns can be effectively captured by considering spatially fine auxiliary data (e.g., high-resolution land use data) in aggregation mechanisms. Thus, our method needs to be extended to consider spatially fine auxiliary data in A. The second limitation is multicollinearity.
As with standard GWR, ATP GWR seems to suffer from the issue of multicollinearity, particularly when the number of explanatory variables is large. Applying a penalized form of GWR, such as a geographically weighted ridge regression or geographically weighted lasso regression model (Wheeler, 2007; , might be useful to tackle this problem. The third problem is the ignorance of spatial dependence. The integration of ATP GWR and ATP kriging might be useful to overcome this problem.
In terms of future research avenues, while we extended GWR by combining geographical (i.e., GWRbased modeling) and geostatistical (i.e., aggregation-specific geostatistical) approaches, geographical MAUP studies and geostatistical COSP studies have developed practically independently thus far. The integration of these study areas would thus be an important step toward developing more sophisticated measures to tackle MAUP.
ATP GWR for the extensive variables is thus defined by defining Aa,d, which was defined in Eq. (7), as shown in Eq. (A-2). In this case, the variance of the error term is scaled by the number of disaggregated units in each aggregated unit.
