Abstract-In this paper, we study the ability of the cooperation of two-color pixel classification schemes (Bayesian and K-means classification) with color watershed. Using color pixel classification alone does not sufficiently accurately extract color regions so we suggest to use a strategy based on three steps: simplification, classification, and color watershed. Color watershed is based on a new aggregation function using local and global criteria. The strategy is performed on microscopic images. Quantitative measures are used to evaluate the resulting segmentations according to a learning set of reference images.
corresponds to the extraction of the seeds for a region-growing method. Therefore, pixel classification can be used as a preliminary segmentation which is improved using region growing techniques. Simple classification methods such as histogram thresholding are usually used, we suggest to use classical pixel classification methods as seeds for a region-growing method to segment microscopic images. The first section of this paper details the building of a learning set of color vectors split among several classes. The second section studies two-pixel classification schemes and compares them according to two evaluation methods. The next sections put forward a region-growing method using color watershed and study the accuracy of the cooperation. A simplification step based on a total order of color pixels is finally suggested to increase the relevance of the segmentation again. The algorithms are compared in different color spaces.
II. PROBLEM DESCRIPTION
In this section, we suggest a way to build a learning set of color vectors for classification schemes. Then, the learning set can be used by any classification scheme. Since we are interested in color images, the objects have to be extracted in these images and shared among a fixed number of classes.
A. Building of the Learning Set
A way to build a learning set of color vectors for classification schemes is to manually segment representative images. The manual segmentation of those images defines a partition of the image pixels in classes ( must be known beforehand). For a given problem, judicious images are chosen. As they describe the whole segmentation problem, all the objects to be extracted (and further segmented) are present on at least one image. Once the representative images are determined, they are manually segmented and the objects are extracted. This enables the constitution of a database of segmented images and therefore of vectors shared in several classes. In this paper, we are interested in segmenting nuclei out of microscopic images. Fig. 1(b) gives an example of a microscopic image [ Fig. 1(a) ] manually segmented. The database represents the color vectors of the objects that the classification schemes has to learn to recognize. This learning set can be used for the learning step of a classification scheme and also as a reference segmentation to evaluate the relevance of a segmentation as it will be further discussed. 
B. Microscopic Images
In this paper, images from the serous cytology are considered. Cells are colored by the international standard of coloration of Papanicolaou [7] . Two classes of pixels are considered: nuclei pixels and other pixels. Ten representative images have been manually segmented; five of them are retained as the learning set and the others as the test set. The learning set is composed of color pixels which are distributed in two classes . The overall proportion of each pixel type, summed over the ten images, is 7% for the nuclei pixels and 93% for the other pixels. Cells have a blue nuclei and a green cytoplasm except red blood corpuscles colored in red. The spatial configuration and the color of the cells is extremely variable. Isolated or touching cells as well as clustered or overlapping cells can be found. The color of the nuclei can range from very dark to very pale blue. That variability makes the segmentation of the nuclei of the cells hard and requires a robust and precise one. As presented in the previous subsection, all the aforementioned configurations of cells are present in the considered database: it is obviously necessary to obtain a representative database for a classification scheme.
III. COLOR PIXEL CLASSIFICATION SCHEMES
The pixels of a color image are considered as an unsorted set of color vectors. Color pixel classification schemes assume that pixels belonging to the same type of region can be gathered in the same class. We have retained two well-known classification schemes to classify color pixels: the -means and the Bayesian decision theory algorithms. Both are supervised: the number of classes has to be known.
A. Two Classification Schemes
The -means algorithm [8] , [9] has been considered since it is one of the most simple classification schemes but gives quite good results in most cases. The algorithm classifies data in classes using initial centers for each class. The pixels are progressively classified according to the closest class centers which are recomputed at each iteration. The classification scheme does not require any learning set. Bayesian decision theory is a statistical approach to pattern classification which assumes that the decision problem is expressed in probabilistic terms. Since we are dealing with color images, a mixture of Gaussian distribution models is used to identify each cluster. All the parameters of the method are computed on the learning set of color vectors. In this paper, the a priori probabilities of each class are considered as equiprobable. The Bayesian decision theory has been considered since it is theoretically one of the best classification schemes. As mentioned before, the color of a pixel is considered as a vector. A precise review of color spaces, of their representation and of their properties, can be found in [10] - [12] . Each color space has its advantages and without a quantitative evaluation, it is impossible to choose. Therefore, three different color spaces are studied in this paper: RGB, HSL, and (see [13] , [14] for the computing of the color coordinates) since these latter have shown particular efficiency for this type of images [14] .
B. Evaluation Methods
In this subsection, we compare the ability of the Bayesian and the -means classification schemes for the segmentation of microscopic images. The aim is to classify the pixels in two classes: nuclei pixels and other pixels which are called background pixels. The Bayesian classification scheme uses the learning set previously built whereas the -means algorithm directly performs on the test images. However, we have to face the problem of the evaluation of the classification result.
1) Statistical Measures:
To compare classification schemes, one usually uses a rate of classification in terms of correctly classified pixels. Therefore, we have defined three statistical rates to evaluate and compare the two classification schemes given by Number of nuclei pixels well classified Number of nuclei pixels of the image Number of background pixels well classified Number of background pixels of the image Tables I and II sum up these rates for the -means and Bayesian classification schemes in the RGB, HSL, and color spaces. The rates given here are computed on all the images of the test set. Several remarks can be made according to those results. First, whatever the pixel classification is, the RGB and the HSL color spaces seem more appropriate. It can be assessed, according to the rates and , that the -means algorithm makes more mistakes on the nuclei pixels which are the most difficult to classify because of their color variability. The rate sums up all these observations in one performance measure: the Bayesian classification scheme is therefore more reliable in the RGB and the HSL color spaces.
However, it is difficult to have an accurate evaluation of these classifications since, on the one hand, we have three distinct rates (a single rate will be more easily interpreted) and, on the other hand, we have to evaluate if the obtained segmentation is accurate in terms of obtained regions and not only in terms of correctly classified pixels.
2) Vinet Measure: In order to quantify the distance between two segmentations, the Vinet measure is used [15] , [16] . For an image of pixels and two segmentations and , the Vinet measure consists in searching the most similar region couples in and . The number of pixels not involved in this superposition is estimated. The Vinet measure is then proportional to the latter. First, a label superposition table is computed. with and , if and have, respectively, and regions. The research of a maximum in this table gives the regions that are the most alike, the similarity criterion being defined by: with and . The research of the second maximum (without taking into account the two last regions) gives the similarity criterion and so on to where . The dissimilarity measure between the two segmentations and is given by with One of the drawbacks of this measure is the use of local maxima. So, a change of one pixel in the superposition table can produce a change of maximum and produce a high variation of the dissimilarity measure. To solve this, instead of iteratively searching the maxima, the configuration minimizing the dissimilarity measure is searched (this can be done by the Hungarian algorithm for linear assignment [17] ). Using this last technique the changes of one pixel will have little influence on the final measure. The Vinet measure is computed for each image of the test image database. The two segmentations considered are the segmentation obtained respectively by the Bayes or the -means methods and the segmentation which was manually drawn (the latter is considered as the reference segmentation). The Vinet measure gives a dissimilarity measure between the obtained and the wanted segmentations. For convenience, the Vinet measures have been multiplied by 100. Lower values of the Vinet measure mean a good segmentation (close to the reference).
With these evaluations, we can see that the Bayesian classification gives better results than the -means especially in the RGB color space (Tables III and IV) . The Vinet measure has therefore confirmed what was founded in the previous section using statistical measures. The Vinet measure enables to take care of the correspondence between the obtained and the reference segmentations. This is very different from the single rate whose ability to evaluate the accuracy of the segmentation obtained according to the regions of the reference is more limited. We can also argue that the use of a learning set is essential for classifying color pixels: this enables a more precise segmentation as assessed by the poor results of the -means classification scheme. Now, since an accurate classification scheme is available to classify the pixels of our microscopic images, we suggest to use a color watershed to significantly increase the accuracy of the segmentation of the nuclei. Only two color spaces will be used in the last sections since the does not provide reliable results in comparison to the RGB and HSL color spaces for the Bayesian classification scheme.
IV. COLOR WATERSHED
The structure of a color watershed segmentation is twofold. 1) Marker Extraction: The extraction of the markers is the initialization step of the growing: it is oriented toward an imprecise extraction of the objects. According to the object properties, these operators allow a total or partial extraction of the objects without a precise localization of the boundaries. 2) Growing: Using previously extracted markers (or seeds), one of the principal morphological operators can be used: watershed. The latter enables the growing of the markers and the obtaining of the final regions. The use of color in the computing of the watershed can perform more reliable results.
A. New Aggregation Function
The watershed has been extended to color images in Meyer's works [18] : he proposed an algorithm similar to a region growing. The measure used to give the aggregating probability of a pixel to a region is given according to a similarity measure between a pixel and a neighbor region. Current research [19] , [20] is mainly focused on that aggregation function. A watershed integrating local and global data can lead to more reliable results which might correspond to more significant changes in the images. Therefore, a watershed will be very accurate with the following criteria: local information expressed by the color gradient and global information expressed by the mean color of the regions allowing to describe their homogeneity. This new aggregation function can now be defined in a more formal way [21] .
denotes the mean color vector of the region of the image in the color space , the vector giving the color of a point and is the color gradient at . The aggregation function [21] is expressed as follows:
The color image and the color gradient image have to be normalized to have equivalent magnitudes. That function combines local information (modulus of the color gradient) and global information (a statistical comparison between the color of a point and a neighbor region ). In this paper, the distance measure used is the Euclidean distance. Each time a pixel is added to a region , its color mean is updated. A hierarchic priority FIFO queue is used to achieve a fast growing from the markers. This FIFO queue is ordered according to the values of the aggregation function [19] , [22] . is a blending coefficient which allows to modify the influence of the local and global criteria during the growing process. The parameter is settled according to the image: for sharp transitions, it should be close to one, for less sharp transitions and nonhomogeneous regions it should be close to 0.5, and for blurred transitions and homogeneous regions it should be close to zero. Finally, contrary to usual watersheds using a fixed aggregation function, our version of the color watershed blends together two local and global criteria in one aggregation function.
B. Color Gradient
The computing of the gradient in a color space can be performed on one, two, or three color components. Cumani [23] has defined an operator based on a contrast function computed on several channels. Drewniok [24] has shown how to extend the gradient concept to multispectral images on the base of the works of Cumani [23] and Di Zenzo [25] . The latter can be used under two assumptions: the different channels have to be correlated and the level of noise has to be equivalent in all of them. The first assumption is an important limitation since a change of color space allows, according to the color space, to uncorrelate the channels. We therefore suggest to use a color gradient which can be performed whatever the color space is. The gradient is computed as follows [26] :
where denotes a color image in the color space and denotes the component of the image. The computing og the color space has to be performed so To ensure the rotation independence, filter convolutions are made with all the rotations of the filter and . For each direction , is obtained and the gradient is defined as
C. Cooperation With Classification Schemes
The main difficulty in obtaining a reliable segmentation using color watersheds relies on the choice of the markers. We suggest to use the result of the color pixel classification result of the image as markers. Our new aggregation function is therefore performed using the regions obtained from a Bayesian classification of the color pixels. Using this classification, the regions (full eight-connected pixels) and the background are labeled. These labeled regions are considered as markers for the watershed growing process, pixels between the region and background markers being unlabeled. The background and the regions markers then evolve until all pixel are labeled. In order to have a quantitative evaluation of this cooperation, the Vinet measure is used to evaluate the obtained segmentation. That measure is performed in the two color spaces RGB and HSL (Table V) with . WTS and NR-Seg respectively denote the Vinet measure and the number of the regions obtained, NR-Man denotes the reference number of regions (in the manually segmented images).
The cooperation of the two methods gives better results than using Bayesian classification alone: the color watershed has improved the boundaries of the objects extracted by the classification step. This is verified whatever the color space is. But the number of regions obtained using this cooperation is not close enough to the real number of regions to be found in the test images (as given in the reference images: NR-Man).
V. SIMPLIFICATION STEP What we finally put forward is to further increase the accuracy of the segmentation is the use of a simplification step before the classification. First, the original image is simplified, the pixels are classified and the final regions obtained by our color watershed. The simplification step consists in a pretreatment phase the aim of which is to simplify the images. In this paper, an iterative filter is proposed to eliminate some color details and to smooth the images.
A. Simplification
The simplification of a color image has to increase the global contrast. We suggest to use a recursive contrast filter to simplify the images (as in [27] ). The aim is to sharpen the color transitions. For a pixel denotes its color intensity vector. We define two morphological operators and by where and stand for dilatation and erosion with a linear structuring element of size three and direction .
is the minimum of dilatations by linear structuring element in the directions 0 , 45 , 90 , and 135 .
is the maximum of erosions by linear structuring element in the same directions. For a pixel is either defined as the average of and , provided that both latter values do not differ by more than in norm, or is defined as the initial value of the pixel [i.e., ]. a contrast value corresponding to the contrast not to be preserved. For each pixel is replaced by and the filter is recursively applied for iterations (here, fixed to ten) on the successive simplified images. That simplification increases the global contrast of the color image and smooth it.
is defined as the max of the standard deviation on each color component with and the th color component of the image in the color space. However, since we are working with color images, the order used to compare pixel vectors (for the calculation of the max and the min) has to be defined. We use the lexicographical order (denoted by ). That order is a total order: an order on a set defined by the relation is total if two vectors of are always comparable one has or or both if
The lexicographical order is defined (for color vectors) by
The use of a total order of the color vectors is essential since the comparison between the pixels is performed on the vectors and not on each color component independently. The result of the lexicographic order is strongly influenced by the position between the color channels of the color space and has been studied in [28] . Some specific lexicographical order can be defined in the HSL color space according to the problem to solve [29] ; however, in this paper we only use the classical lexicographic order of color vectors.
B. Results
Table VI sums up the Vinet measure (denoted by SWTS) using this last technique with . The number of segmented regions (NR-Seg) is very close to the reference number (NR-Man). The simplification step has therefore improved the final segmentation. The Vinet measure is lower than without the simplification step and is about half the Vinet measure of the Bayesian classification alone. The proposed strategy of segmentation of microscopic images is thus very reliable.
To have an evaluation of the obtained segmentation, test images with their corresponding segmentation (given as white boundaries) are given by the Fig. 2(a) and (b) . Fig. 3(a) -(c) enables us to compare the effects of all the steps of the strategy of segmentation on a color microscopic image: the Bayesian classification alone, Bayesian and watershed, simplification and Bayesian, and watershed. The final regions obtained by the cooperation of the three methods can be compared to the results of manual extraction [ Fig. 3(d) ].
C. Influence of
The single parameter of the method is the parameter of the aggregation function. For each evaluation that was performed, was fixed to 0.5. This enables to have a good compromise between the local and global criteria but it does not ensure that the chosen (according to a priori knowledge) is the most accurate. To quantify this, the segmentation strategy including simplification, Bayesian classification, and color watershed was performed for different values of (from 0 to 1 with a step of 0.1) in the RGB and HSL color spaces for the images in the test set (Figs. 4 and 5) . Globally, we can argue that, whatever the image and the color spaces are, the Vinet measure decreases when increases. That can be verified in the Table VII: the best values are, respectively, 1.0 and 0.8 for the RGB and the HSL color spaces. The automatic determination of is very difficult without a priori knowledge on the images. For the images considered here, the local information given by the color gradient seems more informative than the global information. This can be easily understood. The seeds extracted by the Bayesian classification scheme correspond to regions of the images having a certain color pixel homogeneity. That explains why the tends toward 1.0: the global criterion is not very essential, but it highly depends on the test images.
VI. CONCLUSION
In this paper, we have studied the ability of the cooperation between classification schemes and color watershed. It has proved that the cooperation allows to obtain a segmentation closer to what is expected by human experts (as expected in the reference images). Classification schemes alone are not accurate enough to be used as a result of segmentation but the results can be used as inputs for other methods: color watershed using local and global criteria for us. Moreover, the addition of a simplification of the color images further increases the results and the final regions obtained are very close to the one expected. To conclude, the simplification step, Bayesian classification, and color watershed have a very high ability to segment microscopic images as proved with the Vinet evaluation measure. However, some perspectives are to be considered. First, other pixel classification schemes have to be performed, especially nonlinear methods such as neural networks. Then, the learning set can be reduced according to the relevant vectors of each class. Indeed, a lot of color vectors of each class might be in duplicate, the learning database can therefore be reduced according to the relevant pixels of each class to differentiate. This will allow the use of nearest neighbor classification methods. Another research axis concerns the automatic determination and variation of during the growing process. Since it is very difficult to set an initial value for the parameter, one usually uses a priori knowledge. It will be rather interesting to have an evolution of during the growing according to a criterion taking into account the pixels previously added to the regions. The last perspective that can be considered is the evaluation of the influence of the total order of pixels on the simplification of the images. The lexicographic order does not take the perceptual aspect of color, so a total order being closer to the human vision has to be considered.
