A family of sets is called r-cover free if it does not contain 2 ≤ ℓ + 1 ≤ r + 1 distinct sets
Introduction
For every positive integer n, let Ω n be the set of all subsets of some fixed n-element set. For a positive integer r, a family F ⊆ Ω n is called r-cover free if there are no 1 ≤ ℓ ≤ r and distinct sets A 0 , A 1 , . . . , A ℓ in F such that A 0 ⊆ A 1 ∪ · · · ∪ A ℓ . Let us denote by g r (n) the maximal cardinality of an r-cover free family in Ω n .
A 1-cover free family in Ω n is just an antichain in Ω n , with respect to set inclusion. Hence, by the classical result of Sperner ([5] ),
For r = 2 it was shown in [2] that 1.134 n < g 2 (n) < 5 4 n .
In the subsequent paper [3] , the same authors showed that for every r,
A different upper bound, which is better for large r, was obtained in [1] . In [4] , this bound was given a simpler proof and the following, more explicit, form: for every r ≥ 2 and n large enough,
We will now describe a probabilistic variant of r-cover free families of maximal cardinality. Let P n be the family of probability distributions on Ω n , i.e.,
For every p ∈ P n , the support of p is supp(p) := {A ∈ Ω n | p(A) > 0}.
We will say that p ∈ P n is uniformly supported on a family F ⊆ Ω n if p(A) = 1 |F | for every A ∈ F and p(A) = 0 for every A ∈ Ω n \ F.
For a positive integer r and p ∈ P n , let τ r (p) be the probability that S 0 ⊆ S 1 ∪ · · · ∪ S r , where S 0 , S 1 , . . . , S r are random sets, drawn independently from Ω n according to the distribution p. We are interested in the quantity: inf p∈Pn τ r (p).
Natural candidates to minimize τ r are distributions supported on r-cover free families, i.e., distributions in the set CF n,r := {p ∈ P n | supp(p) is an r-cover free family} (in which case, one only has to worry about choosing the same set twice). For r = 1, if we let S 0 and S 1 be random sets in Ω n , chosen uniformly and independently from an antichain F of maximal cardinality, then
Our first result is that, for n ≥ 2, those are actually equalities. Theorem 1.1. For every integer n ≥ 2 and every p ∈ P n ,
Consequently, for every integer n ≥ 2,
In a complete contrast, we show that for every r > 1 (and n large enough), the infimum of τ r on P n is much smaller than the infimum of τ r over CF n,r . For every 0 ≤ ℓ ≤ n, let p ℓ be the probability distribution in P n uniformly supported on the family of all ℓ-element sets in Ω n . Theorem 1.2. For every r ≥ 2 there are a real number 0 < η r < 1 and a positive integer N r , such that for every integer n ≥ N r , 
Clearly α < λ(α) < 2α and also λ(α) < 1, since
For every positive x, denote Π(x) := x x . For every 0 < α < 1, let
. 2 Proof of Theorem 1.1
In the proof of Theorem 1.1 we will use the following simple claim.
Claim 2.1. Let n be a non-negative integer. For every integers 0 ≤ k ≤ n,
and if n ≥ 2 then for every integers 0 ≤ k < ℓ ≤ n,
Proof. For every 0 ≤ k < ⌊n/2⌋,
Similarly, for every ⌈n/2⌉ ≤ k < n,
, and (4) follows. Assume now that n ≥ 2. For k = 0 and every 0 < ℓ ≤ n, by (4),
, and for every 1 ≤ k < ℓ ≤ n, again by (4),
Remark 2.2. The proof of Claim 2.1 shows that for n ≥ 4, inequality (5) is strict for every 0 ≤ k < ℓ ≤ n.
Proof of Theorem 1.1. Let p ∈ P n . We need to show that
Let C be the set of all maximal chains in Ω n , with respect to set inclusion. Note that every A ∈ Ω n belongs to exactly
maximal chains. Therefore, by the convexity of the function x → x 2 ,
and by (4),
Similarly, every pair A 0 A 1 of sets in Ω n belong to exactly
Summing up (7) and (8) yields, using (6),
Hence,
Remark 2.3. A careful examination of the proof of Theorem 1.1 reveals that, for 2 ≤ n = 3,
if and only if p is uniformly supported on a maximal antichain in Ω n . Indeed, assume that 2 ≤ n = 3, and let p ∈ P n for which
. Then there is equality in (6), (7) and (8). Since there is equality in (7), it follows that n |A| = n ⌊n/2⌋ for every A ∈ supp(p). For n = 2 (and for every other even n), this already yields that supp(p) is an antichain, since all the sets in supp(p) have the same cardinality. For n ≥ 4, since there is equality in (8), it follows by Remark
that there are no
Since there is equality in (6), it follows that each maximal chain in Ω n contains at least one set, and therefore exactly one set, of the antichain supp(p), and that
is a maximal antichain in Ω n and, since n |A| = n ⌊n/2⌋ for every A ∈ supp(p), it also follows that p(A 1 ) = p(A 2 ) for every A 1 , A 2 in supp(p). In conclusion, p is uniformly supported on a maximal antichain in Ω n .
For n = 3, similar considerations show that
A is a 2-element set and p(A) = 0 otherwise. Such p is supported on an antichain only for α = 0 and for α = 3 Proofs of Proposition 1.3 and Theorem 1.2 Lemma 3.1. If p ∈ P n is supported on an r-cover free family F, then
Proof. Let S 0 , S 1 , . . . , S r be random sets, drawn independently from Ω n , according to the distribution p. In particular, S 0 , S 1 , . . . , S r all belong to the r-cover free family F and therefore S 0 S 1 ∪ · · · ∪ S r if and only if S i = S 0 for every 1 ≤ i ≤ r. Hence, for every F ∈ F, by the independence of S 0 , S 1 , . . . , S r ,
Therefore,
By the concavity of the function
Proof of Proposition 1.3. By (3) there is a positive integerÑ r such that g r (n) ≤ r 8n r 2 for every integer n ≥Ñ r . Therefore, for every n ≥Ñ r , by Lemma 3.1,
Let n ≥ max{Ñ r , 
Hence, for every integer 0 ≤ ℓ ≤ n r ,
In particular, for ℓ := ⌊ n er ⌋, using (9), As noted in Section 1, Proposition 1.3 implies the statement of Theorem 1.2 for every r ≥ 101. Proving Theorem 1.2 in full generality is more demanding. To this end, we use the following lemmas. is attained for ℓ > n 4r .
Proof. For every integer 0 ≤ ℓ ≤ n − 2,
and therefore
For every integers ℓ ≥ 0 and i ≥ 1,
Hence, for every integer 0
and the lemma follows.
Lemma 3.3. Let n, ℓ, t be positive integers such that ℓ ≤ n/2 and t ≤ ℓ 2 /n. If S 1 and S 2 are random sets, chosen uniformly and independently from all the ℓ-element sets in Ω n , then
, and hence,
Therefore, for every 2ℓ
We now state two additional technical lemmas that will be used in the proof of Theorem 1.2. Their proofs will be presented after the proof of Theorem 1.2.
Lemma 3.4. For every integer r ≥ 2 there is a real number 0 < θ r < 1 such that for every positive integers ℓ and t, if
Lemma 3.5. For every integer r ≥ 2 there is a real number 0 < µ r < 1 such that for every positive integers n, ℓ, t, if
We now proceed to prove Theorem 1.2. r , µ r < η r < 1, where 0 < θ r < 1 and 0 < µ r < 1 are as in Lemma 3.4 and 3.5, respectively. There is a positive integer N r such that for every integer n ≥ N r , (5µ n r + 2θ
and we may assume that N r ≥ 2(16r 2 + 1). Let n be an integer such that n ≥ N r . Let ℓ be an integer in the interval [0, n r ) for which
is maximal. Note that n ≥ 2(16r 2 + 1) ≥ 2(32r + 1) > 52r and hence, by Lemma 3.2, ℓ > n 4r .
Since n ≥ 2(16r 2 + 1), there is an integer
.
Let S 0 , S 1 , . . . , S r be random sets chosen, independently and uniformly, from all the ℓ-element sets in Ω n . Denote by E the event:
By Lemma 3.3 and Lemma 3.5,
by Lemma 3.4,
and by (10),
Therefore, using Lemma 3.1,
Finally, we will present the proofs of Lemma 3.4 and Lemma 3.5. In their proofs we will use the following simple claim. Recall that for every positive x, we denote Π(x) := x x . Claim 3.6.
1. The function
is strictly increasing in the interval (0, ∞).
2. Let 0 < α < 1 2 . The function
is strictly decreasing in the interval (0, α 2 ].
3. Let 0 < β < 1. The function
Proof. Note that (ln Π) ′ (x) = 1 + ln x for every positive x.
1. The claim follows since for every x > 0,
2. The claim follows since for every 0 < x < α 2 ,
3. The claim follows since for every
In the proofs of Lemma 3.4 and Lemma 3.5 we will also use the Stirling approximation, in the following form. . By the first part of Claim 3.6,
and hence,
Let ℓ and t be positive integers such that γℓ ≤ t < (r − 1)ℓ. Note that
Denoteγ := t/ℓ. By the first part of Claim 3.6, since γ ≤γ < r − 1,
Therefore, by (11), (12) and (13),
Proof of Lemma 3.5. For simplicity, denote α := . By the second part of Claim 3.6, since β < α,
Let n, ℓ, t be positive integers such that n 4r ≤ ℓ ≤ n r and
. Note that
Denoteα := ℓ n andβ := t n . By the second part of Claim 3.6, sinceβ ≤ β < α 2 ≤α 2 ,
and by the third part of Claim 3.6, since
Combining (11), (14) and (15) yields
Proof of Proposition 1.4
Recall that for every 0 < α < 1,
and that α < λ(α) < min{1, 2α}. attains a maximum in the interval (α, min{1, 2α}) at the point λ(α).
Therefore, we may assume that ℓ < k < 2ℓ. Then
and 
Therefore, by (11), (17), (18) and (19), 
