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THE INDEX OF A SUBSPATIAL PRODUCT SYSTEM OVER A
HILBERT C∗-MODULE – AN EXAMPLE
DRAGOLJUB J. KECˇKIC´ AND BILJANA VUJOSˇEVIC´
Abstract. Recently, Bhat, Liebscher and Skeide exhibited an unusual exam-
ple of product system of Hilbert C∗ modules. Namely, a subsystem of a Fock
system, that is not Fock. Later, the authors defined the index of any product
system of Hilbert C∗-modules, generalizing earlier partial definitions. In this
note we compute the index of the mentioned interesting subsystem, and also
we determine all its units.
1. Introduction
Product systems over C have been studied during last several decades in connec-
tion with E0-semigroups acting on a type I factor. Although the main problem of
classification of all non isomorphic product systems is still open, this theory is well
developed. The reader is referred to Arveson’s book [2] and references therein. In
the present century there are some significant results that generalizes this theory to
product systems over some C∗-algebra B. The following definitions can be found,
for instance, in [5], [9], [3].
Definition 1.1. a) Product system over C∗-algebra B is a family (Et)t≥0 of Hilbert
B − B modules, with E0 ∼= B, and a family of (unitary) isomorphisms
ϕt,s : Et ⊗ Es → Et+s,
where ⊗ stands for the so called inner tensor product obtained by identifications
ub⊗ v ∼ u⊗ bv, u⊗ vb ∼ (u⊗ v)b, bu⊗ v ∼ b(u⊗ v), (u ∈ Et, v ∈ Es, b ∈ B) and
then completing in the inner product 〈u⊗ v, u1 ⊗ v1〉 = 〈v, 〈u, u1〉 v1〉;
b) Unit on E is a family ut ∈ Et, t ≥ 0, such that u0 = 1 and ϕt,s(ut⊗us) = ut+s,
which will be abbreviated to ut ⊗ us = ut+s. A unit ut is unital if 〈ut, ut〉 = 1. It
is central if for all b ∈ B and all t ≥ 0 there holds but = utb;
d) A product system E is called spatial if it admits a central unital unit.
Product systems over C are special case of the previous definition, and we shall
refer to them as Arveson systems.
Note that this definition does not include any technical condition such as mea-
surability, continuity etc. of product system. In fact, it is customary to pose such
conditions directly on units.
Definition 1.2. Two units ut and vt give rise to the family of mappings K
u,v
t : B →
B, given by Ku,vt (b) = 〈ut, bvt〉 . All K
u,v
t are bounded C-linear operators on B, and
this family forms a semigroup. The set of units S is continuous if the corresponding
semigroup (Kξ,ηt )ξ,η∈S (with respect to Schur multiplying) is uniformly continuous.
A single unit ut is uniformly continuous, or briefly just continuous, if the set {u}
is continuous, that is, the corresponding family Ku,ut is continuous in the norm of
the space B(B) (algebra of all bounded C-linear operators on B).
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As it can be seen in [3], for a (uniformly) continuous set of units U , there can
be formed a uniformly continuous completely positive definite semigroup (CPD-
semigroup in further) K = (Kt)t∈R+ .
Denote by L = d
dt
K |t=0 the generator of CPD-semigroup K. It is well known
[3] that L is conditionally completely positive definite and also holds
(1) Ly,x(b) = Lx,y(b∗)∗, x, y ∈ U , b ∈ B.
It is known that K is uniquely determined by L. More precisely, K can be
recovered from L by K = etL using Schur product, i.e.
(2) Kx,yt (b) = 〈xt, byt〉 = (exp tL
x,y)(b).
Remark 1.1. It should distinct the continuous set of units and the set of continuous
units. In the second case only Kξ,ξt should be uniformly continuous for ξ ∈ S,
whereas in the first case all Kξ,ηt should be uniformly continuous.
Analogously to Arveson systems, product systems over B can be classified in
terms of how many units it has. Namely
Definition 1.3. A product system E is of type I if it is generated by some con-
tinuous set of units U , i.e. if for all t > 0 the B-linear span of {ut | u ∈ U} is dense
in Et for some continuous set of units U . It is said to be of type II if it has at least
one continuous unit and it is not of type I. Otherwise, it is of type III.
In Arveson case, type I systems are completely determined by its index, a posi-
tive integer obtained as the dimension of a suitable linear space constructed on the
base of the set of units, whereas the situation is more complicated for non type I
systems.
Among all product systems, so called time ordered Fock modules (or timed
ordered product systems) have an important role. It can be constructed as follows.
Let F be a Hilbert B − B module. By L2(R+, F ) we denote the completion of
the exterior tensor product F ⊗L2(R+). Then L
2(R+, F ) is a Hilbert B−B module
with obvious structure. As usual we have L2(R+, F )
⊗n = L2(Rn+, F
⊗n). The full
Fock module over L2(R+, F ) is defined as
F(L2(R+, F )) =
⊕
n∈N0
L2(R+, F )
⊗n,
where L2(R+, F )
⊗0 = B. By ω we denote the vacuum, i. e. 1 in L2(R+, F )
⊗0.
By ∆n we denote the indicator function of the subset {(tn, . . . , t1) : tn > · · · >
t1 > 0} of R
n
+. Clearly, ∆n acts as a projection on L
2(R+, F ). Set ∆ =
⊕
n∈N0
∆n.
The time ordered Fock module is the two-sided submodule
IΓ(F ) = ∆F(L2(R+, F ))
of L2(R+, F ). Denote by IΓt(F ) the restriction of IΓ(F ) to [0, t). Setting
[us,t(F
m
s ⊗G
n
t )](sm, . . . , s1, tn, . . . , t1) = F
m
s (sm − t, . . . , s1 − t)⊗G
n
t (tn, . . . , t1)
bilinear unitaries us,t : IΓs(F ) ⊗ IΓt(F ) → IΓs+t(F ) turn the family IΓ
⊗(F ) =
(IΓt(F ))t∈R+ into a product system, the time ordered product system over F .
Obtained system admits a central unital unit ω = (ωt) with ωt = ω, so it is a
spatial product system. Also, it can be shown that time ordered Fock module is
type I system [3].
In [11], Skeide proved that, up to isomorphisms, time ordered Fock modules are
only examples of spatial type I product systems. In the same paper, he use this
fact to define the index of spatial product systems over C∗-algebra to be module F
that appears in Fock product system isomorphic to a subsystem of a given spatial
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product system. The index of product systems over a C∗-algebra was defined in
full generality in [6] (and also in [12]) as a certain bimodule constructed from the
maximal continuous set of units. It presents a generalization of the index of product
systems over C defined by Arveson [1], as well as the index of a spatial product
system of Hilbert modules defined by Skeide [11].
However, unlike Arveson case, a product subsystem of the time ordered poduct
system (following [6] we call it subspatial) need not be isomorphic to a time ordered
product system, as it was shown in [4] by constructing a counterexample.
The point of this note is to calculate the index of this product subsystem, as it is
defined in [6], [12]. In other words we shall determine all units of such subsystem.
We shall do that in Section 3, whereas Section 2 contains auxiliary statements,
necessary for the proof of the main result.
2. Preliminaries
In this Section we give a list of already known results.
Proposition 2.1. Let E be a product system over a C∗-algebra B, and let u, u1,
. . . , un ∈ U , where U is some maximal set of continuous units. Also, let β ∈ B,
κj ∈ B, j = 1, . . . , n such that
∑
κj = 1.
Then U contains units denoted by uβ, κ1u1⊞ · · ·⊞κnun and u1κ1⊞ · · ·⊞unκn,
which kernels are
(3) Lu
β ,uβ = Lu,u + β∗idB + idBβ, L
uβ ,ξ = Lu,ξ + β∗idB.
 L⊞κjuj ,⊞κjuj =
n∑
i,j=1
κ
∗
i L
ui,ujκj ,  L
⊞κjuj ,ξ =
n∑
i=1
κ
∗
i L
ui,ξ,
 L⊞ujκj ,⊞ujκj =
n∑
i,j=1
Lui,ujLκ∗
i
Rκj ,  L
⊞ujκj ,ξ =
n∑
i=1
Lui,ξLκ∗
i
,
where La, Ra : B → B are the left and right multiplication operators for a ∈ B.
Proof. This is [8, Section 4.2, third example] or [6, Proposition 2.3] 
The set of all continuous units on some product system can be decomposed
into mutually disjoint collection of maximal continuous sets. This follows from [6,
Proposition 3.1] that is quoted here as
Proposition 2.2. Let U denote the set of all continuous units on some product
system E. The relation ρ on U defined by
xρy ⇔ {x, y} is a continuous set
is an equivalence relation. Consequently, the set of all continuous units on some
product system can be decomposed into mutually disjoint collection of maximal con-
tinuous sets.
Proposition 2.3. Let E be a product system over B with at least one continuous
unit. (In view of [10, Definition 4.4] this means that E is non type III product
system.) Further, let U = Uω be the set of all uniformly continuous units that are
equivalent to an arbitrary continuous unit ω in E. (That refers to the equivalence
relation ρ on U defined in Proposition 2.2.)
a) Define the addition and multiplication by b ∈ B on Uω by
(4) x+ y = x⊞ y ⊞−ω, b · x = bx⊞ (1− b)ω, x · b = xb⊞ ω(1− b),
and define an equivalence relation ≈ by:
(5) x ≈ y ⇐⇒ x = yβ , β ∈ B.
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Then Uω has an algebraic structure of B − B bimodule. Also, ≈ is compatible with
all algebraic operations in Uω.
b) The mapping 〈 , 〉b : U × U −→ B given by
(6) 〈x, y〉b = (L
x,y − Lx,ω − Lω,y + Lω,ω)(b),
where ω is the same as in (4), is B-valued semi-inner product (in the sense that it
can be degenerate). Properties of this mappings are
(1) For all x, y, z ∈ U , and α, β ∈ C 〈x, αy + βz〉b = α〈x, y〉b + β〈x, z〉b;
(2) For all x, y ∈ U , a ∈ B 〈x, y · a〉b = 〈x, y〉ba;
(3) For all x, y ∈ U 〈x, y〉b = 〈y, x〉
∗
b ;
(4) For all x ∈ U 〈x, x〉b ≥ 0;
(5) If x ≈ x′ and y ≈ y′ then 〈x, y〉b = 〈x
′, y′〉b.
(6) If 0 ≤ b(∈ B) ≤ 1 then for all x ∈ U we have 〈x, x〉b ≤ 〈x, x〉1.
Proof. This is [6, Theorem 3.2, Proposition 3.3]. 
Remark 2.1. Note that the kernels of x+ y, x · a, a · x are
(7)
Lx+y,x+y = Lx,x + Lx,y − Lx,ω + Ly,x + Ly,y − Ly,ω − Lω,x − Lω,y + Lω,ω,
Lx+y,ξ = Lx,ξ + Ly,ξ − Lω,ξ,
(8)
Lx·a,x·a = a∗Lx,xa+ (1 − a)∗Lω,xa+ a∗Lx,ω(1− a) + (1− a)∗Lω,ω(1− a),
Lx·a,ξ = a∗Lx,ξ + (1− a)∗Lω,ξ, ξ ∈ U ,
(9)
La·x,a·x = Lx,xLa∗Ra + L
ω,xL1−a∗Ra + L
x,ωLa∗R1−a + L
ω,ωL1−a∗R1−a,
La·x,ξ = Lx,ξLa∗ + L
ω,ξL1−a∗ , ξ ∈ U ,
where Lb, Rb : B → B are the left and right multiplication operators for b ∈ B.
Definition 2.1. [6, Definition 3.4] Index of a product system E is the completion
of pre-Hilbert left-right module U/∼, where ∼ is equivalence relation defined by
x ∼ y if and only if x− y ∈ N = {x ∈ U| 〈x, x〉1 = 0}.
Proposition 2.4. Let E be a subspatial product system.
(a) The equivalence relation ≈ from (5) is characterized as follows:
x ≈ y ⇐⇒ x ∼ y.
(b) U/∼ is complete in the norm induced by 〈 , 〉, and therefore it is a Hilbert
left-right B − B module.
Proof. These are results from [6, Proposition 5.5, Theorem 5.6]. 
Proposition 2.5. Let IΓ⊗(F ) be the product system of time ordered Fock modules
where F is a two-sided Hilbert module over B.
a) All continuous units in IΓ⊗(F ) can be parameterized by the set F × B;
b) The unit that corresponds to pair (ζ, β) denote by u(ζ, β). The corresponding
kernels are given by
(10)  Lu(ζ,β),u(ζ
′,β′)(b) = 〈ζ, bζ′〉+ β∗b+ bβ′;
c) We have UIΓ⊗(F )/∼ = {[u(ζ, 0)] | ζ ∈ F}. Also, ind(IΓ
⊗(F )) is isomorphic to
F as Hilbert left-right module.
Proof. a) These are results from [7, Theorems 3 and 6];
b) It is formula [3, formula (3.5.2)];
c) By (10), we get
(11) 〈u(ζ, β), u(ζ′, β′)〉1 = 〈ζ, ζ
′〉 ,
and the result follows immediately. See [6, Example 6.2]. 
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Theorem 2.6. Let B = C0[0,+∞) + C1 denote the unital C
∗-algebra of all con-
tinuous functions on R+ that have limit at infinity. Define the Hilbert B-module
F := B. F becomes a Hilbert B − B module if we define the left action by
b · x := s1(b)x,
where st is the left shift by t, which acts as [st(b)](s) = b(s+ t). F
⊗n is B as Hilbert
right module and with left action
b · x := sn(b)x.
Denote by ξ = ξ(1, 0) the unit of the time ordered product system over F corre-
sponding to the pair (1, 0).
The product subsystem E of IΓ⊗(F ) generated by the continuous unit ξ has no
central unit vectors. In particular, it is not isomorphic to a time ordered system.
Proof. Results of [4, Section 3]. 
3. Result
In this section we calculate the index of the product system E mentioned in
Theorem 2.6.
Theorem 3.1. Let E be the product system described in Theorem 2.6. Then:
Among all continuous units u = u(ζ, β) in IΓ⊗(F ), exactly those for which ζ ∈
1 + C0[0,+∞) belongs to E.
The index of E is isomorphic to C0[0,∞) and it differs from the index of the
containing time ordered Fock space.
Proof. The product subsystem E of IΓ⊗(F ) that is generated by ξ is E = (Et)t≥0
with
Et = span{bnξtn ⊗ · · · ⊗ b1ξt1b0| n ∈ N, ti > 0, t1 + · · ·+ tn = t, bi ∈ B}, t > 0.
Since ξ = ξ(1, 0) = (ξt)t≥0,
ξ0t = 1 ∈ B,
ξnt (rn, . . . , r1) = 1⊗ · · · ⊗ 1︸ ︷︷ ︸
n
∈ F⊗n, t > rn > · · · > r1 > 0.
1◦ step. For n ∈ N, let ζ ∈ F be the function that satisfies
ζ(s) > 0, 0 ≤ s < n and ζ(s) = 1, s ≥ n.
Let η = η(ζ, 0) be the corresponding unit in IΓ⊗(F ). Let b0, b1 ∈ B:
b0(s) = ζ(s)ζ(s + 1) · · · ζ(s+ n− 1), b1(s) =
1
b0(s)
.
For n ∈ N and t > rn > · · · > r1 > 0,
(ηnt (rn, · · · , r1))(s) = (ζ ⊗ · · · ⊗ ζ︸ ︷︷ ︸
n
)(s) = ζ(s+ n− 1) · · · ζ(s+ 1)ζ(s),
and
((b1ξtb0)
n(rn, . . . , r1))(s) = (b1ξ
n
t (rn, . . . , r1)b0)(s) = (sn(b1)(1 ⊗ · · · ⊗ 1︸ ︷︷ ︸
n
)b0)(s) =
= b1(s+ n)b0(s) =
ζ(s)ζ(s + 1) . . . ζ(s+ n− 1)
ζ(s+ n)ζ(s+ n+ 1) . . . ζ(s+ n+ n− 1)
=
= ζ(s)ζ(s + 1) . . . ζ(s+ n− 1).
Therefore, ηt = b1ξtb0 and the unit η belongs to the product subsystem E =
(Et)t≥0.
6 DRAGOLJUB J. KECˇKIC´ AND BILJANA VUJOSˇEVIC´
2◦ step. Let n ∈ N and consider ζ ∈ F such that ζ(s) = 1, s ≥ n. Let
η = η(ζ, 0) be the corresponding unit in IΓ⊗(F ). There exists α ∈ (0, 1) such
that αζ(s) + (1 − α)1(s) > 0. Define ζ′ = αζ + (1 − α)1 ∈ F and consider unit
η′ = η′(ζ′, 0). From the previous part, η′ is a unit in E.
The mapping t 7→ 1
α
η′t + (1 −
1
α
)ξt satisfies all assumptions of Proposition 2.1
and the resulting unit, denoted by θ, belongs to E.
Let u = u(µ, β) be an arbitrary unit in IΓ⊗(F ). By Proposition 2.1 and by (10),
 Lθ,u(b) =
1
α
 Lη
′,u(b)+
(
1−
1
α
)
 Lξ,u(b) =
1
α
(〈ζ′, bµ〉+ bβ)+
(
1−
1
α
)
(〈1, bµ〉+bβ) =
=
〈
1
α
ζ′ +
(
1−
1
α
)
1, bµ
〉
+ bβ = 〈ζ, bµ〉+ bβ =  Lη,u(b), b ∈ B.
It follows  Lθ,u =  Lη,u and, by [6, Lemma 2.6], η = θ belongs to E.
3◦ step. Now consider ζ ∈ F such that lim
s→+∞
ζ(s) = 1 and let η = η(ζ, 0) be
the corresponding unit in IΓ⊗(F ). There is a sequence ζn ∈ F such that lim
n→+∞
‖ζ−
ζn‖ = 0, and ζn(s) = 1 for all s ≥ n. (For instance we can define ζn(s) = ζ(s)/ζ(n)
for s < n and some n large enough that ζ(n) 6= 0, and ζn(s) = 1 for s ≥ n.)
Every unit ηn = ηn(ζn, 0) is a unit in product subsystem E by the previous part.
By (11) it follows
‖η − ηn‖
2
UIΓ⊗(F )
= ‖ 〈η − ηn, η − ηn〉1 ‖ =
‖ 〈η, η〉1 − 〈η, ηn〉1 − 〈ηn, η〉1 + 〈ηn, ηn〉1 ‖ =
= ‖ 〈ζ, ζ〉 − 〈ζ, ζn〉 − 〈ζn, ζ〉+ 〈ζn, ζn〉 ‖ = ‖ 〈ζ − ζn, ζ − ζn〉 ‖ = ‖ζ − ζn‖
2.
This implies lim
n→+∞
ηn = η.
It remains to show that η ∈ UE . Although it immediately follows from [6,
Theorem 5.6], for the convenience of the reader we shall outline an independent
proof.
For 0 < ε ≤ 1 there is n0 ∈ N such that
(12) ‖〈ηn − η, ηn − η〉‖ < ε
2 for n ≥ n0.
Let b > 0 and b˜ = b/‖b‖. For n ≥ n0, we have by Proposition 2.3 (b.6)
(13) ‖〈ηn, ηn〉b˜ − 〈η, η〉b˜‖ ≤
‖〈ηn − η, ηn − η〉b˜‖+ ‖〈ηn − η, η〉b˜‖+ ‖〈η, ηn − η〉b˜‖ ≤
≤ ‖〈ηn − η, ηn − η〉1‖+ 2
√
‖〈ηn − η, ηn − η〉1‖
√
‖〈η, η〉1‖ <
< ε2 + 2ε
√
‖〈η, η〉1‖ < ε const.
Since  Lω,ηn(b˜) =  Lηn,ω(b˜) = 0 by (10), we obtain
Lηn,ηn(b˜)− Lη,η(b˜) = 〈ηn, ηn〉b˜ − 〈η, η〉b˜.
It follows, by (13),
(14) ‖(Lηn,ηn − Lη,η)(b)‖ ≤ ε const‖b‖,
for any b ≥ 0. Since every element of B is a linear combination of at most four
positive elements, we conclude that  Lηn,ηn converges to  Lη,η in B(B), multiplying
the constant in (14) by 4 if necessary.
For every unit u in IΓ⊗(F ), we have
〈u, ηn − η〉b˜〈ηn − η, u〉b˜ ≤ ‖〈ηn − η, ηn − η〉b˜‖〈u, u〉b˜.
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By Proposition 2.3 (b.6) and (12), ‖〈ηn − η, u〉b˜‖ < ε
√
‖〈u, u〉1‖ implying
(15) ‖(Lηn,u − Lη,u)(b)‖ ≤ ε
√
‖〈u, u〉1‖‖b‖,
for all B ∋ b ≥ 0. As above we conclude that  Lηn,u converges to  Lη,u in B(B). The
convergence is uniform with respect to u, ‖ 〈u, u〉 ‖ ≤ 1.
Therefore, we proved
(16) lim
n→+∞
‖Lηn,ηn −  Lη,η‖ = 0,
(17) lim
n→+∞
‖Lηn,u −  Lη,u‖ = 0.
Since ‖Lηn,ηn‖, ‖Lηn,u‖ ≤ const, for n ∈ N, the series
+∞∑
m=0
tm(Lηn,ηn)m
m!
and
+∞∑
m=0
tm(Lηn,u)m
m!
uniformly converge with respect to n ∈ N, which by Lebesgue dominant convergence
theorem implies
lim
n→+∞
〈(ηn)t, •(ηn)t〉 = lim
n→+∞
etL
ηn,ηn
= lim
n→+∞
+∞∑
m=0
tm(Lηn,ηn)m
m!
= et L
η,η
,
lim
n→+∞
〈(ηn)t, •ut〉 = lim
n→+∞
etL
ηn,u
= lim
n→+∞
+∞∑
m=0
tm(Lηn,u)m
m!
= et L
η,u
.
Therefore, by (2),
lim
n→+∞
〈(ηn)t, (ηn)t〉 = 〈ηt, ηt〉,
lim
n→+∞
〈(ηn)t, ηt〉 = 〈ηt, ηt〉.
Now, there holds
lim
n→+∞
‖(ηn)t − ηt‖
2 = lim
n→+∞
‖〈(ηn)t − ηt, (ηn)t − ηt〉‖ = 0,
implying ηt ∈ Et and η ∈ UE .
Hence we proved that for every ζ ∈ 1 + C0[0,+∞), a unit η(ζ, 0) ∈ UE .
4◦ step. Also, it can be easily seen that if a unit η(ζ, 0) ∈ UIΓ⊗(F ) belongs to
UE , there must be lim
s→+∞
ζ(s) = 1, i. e. ζ ∈ 1 + C0[0,+∞). This follows from the
proof of [4, Theorem 3.1].
Finally, UE/∼ = {[u(ζ, 0)] | ζ ∈ 1 + C0[0,+∞)} and ind(E) ∼= 1 + C0[0,+∞).
(The last isomorphism, as it is well known, relies on a translation that endow the
affine space 1 + C0[0,+∞) with a structure of a bimodule. This structure is not
canonical, it depends on the choice of ”zero”, but all such linear structures are
mutually isomorphic - again via a suitable translation. cf. [6, Proposition 5.4]) 
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