Does the asymptotic variance of the maximum composite likelihood estimator of a parameter of interest always decrease when the nuisance parameters are known?
Introduction
The likelihood function for a complex multivariate model may not be available or very difficult to evaluate, and a composite likelihood function constructed from low-dimensional marginal or conditional distributions has become a popular alternative (Varin, 2008;  Varin, Reid & Firth, 2011) . Suppose Y is a p-dimensional random vector with prob-ability density function f (y; θ), with a q-dimensional parameter vector θ ∈ Θ. Given a set of likelihood functions L k (θ; y), k = 1, . . . , K, defined by the joint or conditional densities of some sub-vectors of Y, the composite likelihood function (Lindsay, 1988 f (y r , y s ; θ ), respectively. Given a random sample {y (1) , . . . , y (n) }, where u c (θ; y) = ∇ θ c (θ; y). Throughout this paper we use I(θ) to denote the Fisher information matrix of the full likelihood function. Given two composite likelihood functions CL 1 (θ; y)
and CL 2 (θ; y), CL 2 (θ; y) is said to be more efficient than CL 1 (θ; y) if CL 2 (θ; y) has a greater Godambe information matrix than CL 1 (θ; y) in the sense of matrix inequality. It is well known that the full likelihood function is more efficient than any other composite likelihood function under regularity conditions (Godambe, 1960; Lindsay, 1988) , i.e.
In general, the second Bartlett identity does not hold for composite likelihood functions, i.e. H(θ) = J(θ). After Lindsay (1982), we call a composite likelihood CL(θ; y) 
with probability 1 for a constant vector b(θ) with respect to the random vector y.
Proof ProofIt is easy to show that H(θ) =Cov(u c (θ), u(θ)) (Lindsay, 1988) . As I(θ) =Var(u(θ)) and J(θ) =Var(u c (θ)), the result follows as the difference
is the covariance matrix of u(θ) − H(θ)J(θ) −1 u c (θ). In this paper we explore the impact of information bias on the composite likelihood inference in more detail. In Section 2 we show through the equicorrelated multivariate normal model that an information-biased composite likelihood may lead to less efficient estimates of the parameters of interest when the nuisance parameters are known. A sufficient condition is also provided for the occurrence of such a paradoxical phenomenon. We would expect that a more efficient composite likelihood can be obtained by incorporating additional independent component likelihoods or using higher dimensional component likelihoods. However such strategies do not always work for information-biased composite likelihood functions, as shown in Section 3. We conclude with a discussion in Section 4.
Composite likelihood with known nuisance parameters
In the presence of nuisance parameters, it is well known that the maximum likelihood estimator of the parameter of interest will have a smaller asymptotic variance when the nuisance parameters are known. It is easy to check that this also holds for informationunbiased composite likelihood functions. Suppose the q-dimensional parameter vector θ is partitioned as θ = (ψ, λ), where ψ is a q 1 -dimensional parameter vector of interest and λ is a q 2 -dimensional nuisance parameter vector, q = q 1 + q 2 . The Godambe information matrix of a information-unbiased composite likelihood is G(θ) = H(θ) = J(θ), and
where G ψψ is the q 1 ×q 1 submatrix of G(θ) pertaining to ψ, and G λλ the q 2 ×q 2 sub-matrix of G(θ) pertaining to λ. When λ is unknown, the asymptotic variance of the MCLE of
; when λ is known, the asymptotic variance of the MCLE of ψ can be shown to be G
λλ G λψ is a nonnegative matrix, we have
ψψ . However, the reverse relationship may be observed for an information-biased composite likelihood, which is illustrated through the equicorrelated multivariate normal model in the rest of this section. From previous section we know that the pairwise likelihood CL pair (θ; y) is information-biased for this model. 
where
The asymptotic variance ofρ pl can be shown to be
Comparing the Equations (2.1) and (2.2), we find that as ρ approaches its lower bound −1/(p − 1), avar(ρ pl ) decreases to zero while avar(ρ pl ) does not. The ratio of the asymptotic variances, avar(ρ pl )/avar(ρ pl ), as a function of ρ is plotted in Figure 1 for
We can see that when ρ is positive,ρ pl is more efficient thanρ pl ; when ρ < 0, the opposite phenomenon is observed, and when ρ approaches the lower bound −0.5, this ratio diverges to infinity. We performed the comparisons for different p and observed the same phenomenon. This may explain why the paradox occurs when ρ is close to its lower bound −1/(p − 1).
A sufficient condition for the occurrence of paradox

Composite likelihood with more component likelihoods
In this section we consider the inference on a single parameter only, and the simple illustrative examples allow us to calculate the Godambe information matrices or asymptotic variances analytically. 
Uncorrelated information-biased composite likelihoods
Assume σ 2 is known, µ and ρ are unknown, and µ is the only parameter of interest.
Suppose we use the independence likelihood function CL 12 (µ) = f (y 1 ; µ)×f (y 2 ; µ), which is free of the nuisance parameter ρ, to estimate µ. To incorporate the information contained in the independent variable Y 3 , we also consider the composite likelihood function
It is easy to show that the maximum composite likelihood estimators for CL 12 (µ) and 
Pairwise likelihood and independence likelihood
Intuitively, a composite likelihood with higher dimensional component likelihoods should achieve a higher efficiency, although it usually demands more computational cost. In this subsection we focus on comparing the independence likelihood CL ind (θ; y) = 
3 ), i = 1, . . . , n.
The full likelihood for the model of (
Solving the score equation we get the maximum likelihood estimator of θ,θ = (ȳ 1 +ȳ 2 + y 3 )/(2 + 1/k). The exact variance ofθ is
The independence likelihood function for the model of (
and we can calculate its sensitivity matrix and variability matrix as
.
The pairwise likelihood function is
For k = 5, the asymptotic variances of the maximum composite likelihood estimators for (3.3), (3.4) and (3.5) multiplied by n are plotted as a function of θ in Figure 3 .
We can see that when θ < 0.3, the three estimators perform almost equally well; when θ > 0.3, the full likelihood becomes more efficient than the independence likelihood, and the independence likelihood estimator is more efficient than the pairwise likelihood estimator. We also carried out the comparisons for different values of k and found that at k = 1, both the independence likelihood and the pairwise likelihood are fully efficient, but where u(θ; y) is the score function of full likelihood, A ranges over all q × q matrices, H(θ) and J(θ) are the sensitivity matrix and variability matrix. It is easy to check that u * c (θ; y)
is information-unbiased. Since H(θ) and J(θ) are constant matrices, this projection does not change the point estimator of θ, and u to design a nuisance-parameter-free composite likelihood function carefully for practical use. As an example, a pairwise difference likelihood that eliminates nuisance parameters in a Neyman-Scott problem is described in Hjort & Varin (2008) .
