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Yang–Mills Connections on Conformally
Compact Manifolds
Marco Usula ∗
Abstract
We study the moduli space of Yang–Mills connections on bundles over
a conformally compact manifold M . We prove that, for every Yang–Mills
connection A that satisfies an appropriate nondegeneracy condition, and
for every small deformation γ of A|∂M , there is a Yang–Mills connection
in the interior that extends A|∂M + γ. As a corollary, we confirm an
expectation of Witten mentioned in his foundational paper about holog-
raphy [17]. We also prove that, if A is a Yang–Mills connection and A|∂M
is smooth, then there is a gauge transformation Φ such that Φ∗A is poly-
homogeneous. Finally we prove that, under a topological condition on the
manifold, the moduli space of Yang–Mills connections modulo gauge is a
smooth infinite-dimensional manifold near every gauge class [A] such that
A|∂M is smooth.
1 Introduction
A conformally compact manifold is a pair
(
M, g
)
, consisting of a compact man-
ifold with boundaryM and a metric g in the interiorM ofM with the following
property: for some (hence any) boundary defining function ρ for M , the metric
ρ2g extends to a metric on M . The prototypical example is hyperbolic space,
which can be seen as a conformally compact metric on the closed unit ball
B
n+1
⊆ Rn+1. The main characters of this paper are Yang–Mills connections
on conformally compact manifolds. Fix an oriented conformally compact man-
ifold
(
M, g
)
, and a Hermitian vector bundle E →M . A Yang–Mills connection
on E is a Hermitian connection A which satisfies the equation
d∗AFA = 0.
This equation is second order nonlinear for the connection A. More precisely,
it is a nonlinear 0-elliptic equation modulo gauge (cf. Sections 3 and 5). In
this paper, we will prove several results about Yang–Mills connections, inspired
by well known results on Poincare´–Einstein metrics, which satisfy a different
second order nonlinear 0-elliptic equation modulo gauge.
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A Poincare´–Einstein metric on M is a conformally compact metric g on M
which satisfies the equation
Ricg + ng = 0.
A conformally compact metric g on M induces a conformal class
[
g|X
]
on the
boundary X , called the conformal infinity of g. For example, the hyperbolic
metric induces the conformal structure on Sn containing the round metric. In
the seminal paper [5], Graham and Lee considered the following Dirichlet bound-
ary value problem: given a conformal class c on X , find a Poincare´–Einstein
metric g on M such that c =
[
g|X
]
. Their main result is roughly speaking the
following: let g0 be the hyperbolic metric on B
n+1, and let c0 be the conformal
class on Sn containing the round metric; then, for any conformal class c on Sn
sufficiently close to c0, there is a conformally compact metric g on B
n+1
, unique
modulo diffeomorphisms if sufficiently close to g0, whose conformal infinity is c.
As shown independently by Lee [6] and Biquard [3], this result generalizes to
Poincare´–Einstein metrics that satisfy a certain nondegeneracy condition.
The hyperbolic metric g0 is smoothly conformally compact, meaning that
the compactification ρ2g0 is a smooth metric on B
n+1
. On the other hand, the
theorem of Graham and Lee uses crucially the inverse function theorem, hence
it is necessary to consider deformations of g0 and its conformal infinity in ap-
propriate Banach spaces. Therefore, the Poincare´–Einstein metrics found using
Graham and Lee’s theorem are in general not smoothly conformally compact.
On the other hand, in the paper [12], it is proved that if a Poincare´–Einstein
metric g (in a certain Banach space) has smooth conformal infinity, then there
exists a diffeomorphism Φ (in a certain Banach space) that fixes the boundary
and such that Φ∗g is polyhomogeneous : given a boundary defining function ρ, g
has an asymptotic expansion in powers of ρ and log ρ with smooth coefficients,
as ρ→ 0.
The local structure of the moduli space E of Poincare´–Einstein metrics mod-
ulo diffeomorphism that fix the boundary is described in [2]. One of the main
results of that paper is that (ignoring regularity issues) if M satisfies the topo-
logical condition π1
(
M,X
)
= 0, then the moduli space E is a smooth infinite-
dimensional manifold, and the natural boundary map Π : E → C sending a
diffeomorphism equivalence class of Poincare´–Einstein metrics to its conformal
infinity is a smooth Fredholm map of index zero.
The aim of this paper is to prove the Yang–Mills analogues of the previously
mentioned results about Poincare´–Einstein metrics. In Section 4, we will define
affine spaces A and A (X) of Hermitian connections on E and E|X , modelled
on appropriate Banach spaces, and we will define a group G of gauge transfor-
mations of E that restrict to the identity on the boundary, again modelled on a
Banach space. The first main theorem is analougous to the theorem of Graham
and Lee (cf. Theorem 63):
Theorem. Let A ∈ A be a polyhomogeneous Yang–Mills connection, and sup-
pose that A satisfies the following nondegeneracy condition: the Laplace-type
operator
LA = d
∗
AdA + dAd
∗
A + [·
∗
y FA]
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on u (E)-valued 1-forms has vanishing L2 kernel. Then, for every connection
A|X + γ sufficiently close to A|X in A (X), there is a Yang–Mills connection
B in A, unique modulo gauge in a neighborhood of A in A, such that B|X =
A|X + γ.
As a corollary, we confirm an expectation of Witten mentioned in his foun-
dational paper about holography [17].
Corollary. Suppose that H1
(
M,X
)
= 0, and that E → M is trivial. Let A
be a trivial connection on E. Then, for every connection A|X + γ sufficiently
close to A|X in A (X), there is a Yang–Mills connection B in A, unique modulo
gauge in a neighborhood of A in A, such that B|X = A|X + γ.
The second main theorem concerns regularity up to the boundary of Yang–
Mills connections (cf. Theorem 65):
Theorem. Let A ∈ A be a Yang–Mills connection, and suppose that its restric-
tion A|X ∈ A (X) is smooth. Then there is a gauge transformation Φ ∈ G such
that Φ∗A is polyhomogeneous.
The third main theorem concerns the local structure of the moduli space YM
of Yang–Mills connections on A, quotiented by the action of G (cf. Theorem 75):
Theorem. Suppose that π1
(
M,X
)
= 0, and let A be a Yang–Mills connection
such that A|X is smooth. Then the moduli space YM of Yang–Mills connec-
tions on E quotiented by G is an infinite-dimensional Banach manifold near
[A]; moreover, in a smooth neighborhood U of [A] in YM, the boundary map
π : U → A (X) sending [B] to B|X is a smooth Fredholm map of index zero.
The main ideas of the proofs are similar to these used in the aforementioned
papers about Poincare´–Einstein metrics. However, the technical tools employed
here are different. In particular, we make heavy use of the theory of 0-elliptic
0-differential operators, or “0-calculus”, developed by Rafe Mazzeo in [9]. This
provides a unifying framework to solve the problems mentioned above, whereas
the original approaches in the Poincare´–Einstein setting required different tech-
nical tools for each single result. An advantage of our approach is that it opens
up to possible future developements of Yang–Mills theory on a large class of
complete Riemannian manifolds with “amenable” singularities at infinity: more
precisely, for every Lie subalgebra Ve of the Lie algebra Vb of vector fields of M
tangent to the boundary, such that Ve is finitely generated and projective as a
C∞
(
M
)
-module, and the set {Vp : V ∈ Ve} spans TpM for every point p in the
interior M , it is possible to develop a class of Ve-pseudodifferential operators
with properties similar to the 0-calculus (see [4, 9] for example). Although for
other nonlinear equations, such as the Einstein equation, it is in general difficult
to find solutions “adapted to the Ve structure”, flat connections are examples of
Yang–Mills connections “adapted to the Ve structure” for each such Lie algebra
Ve.
The paper is organized as follows. Sections 2 and 3 review the basic material
about conformally compact manifolds and 0-elliptic operators; in Section 4, we
3
define the appropriate spaces of connections and the appropriate gauge group,
and we prove some useful properties of the gauge action; finally, in Section 5 we
prove the main results.
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2 Conformally Compact Metrics
LetM
n+1
be a compact manifold, with boundaryX and interiorM . Recall that
a boundary defining function for M is a smooth nonnegative map ρ : M → R
such that dρ 6= 0 at each point of X , and ρ−1 (0) = X .
Definition 1. A conformally compact metric on M is a metric g in the interior
M such that for some (hence any) boundary defining function ρ for M , the
metric ρ2g extends smoothly to a metric on M .
Example 2. The standard example of conformally compact metric is the hy-
perbolic metric: the metric
g =
4dx2(
1− |x|2
)2
on the open unit ball Bn+1 ⊆ Rn+1 is conformally compact with compactifica-
tion given by the closed unit ball B
n+1
, and if we define ρ = 1/2
(
1− |x|2
)
, ρ2g
is the euclidean metric on B
n+1
.
Conformally compact metrics share many properties with the hyperbolic
metric. A conformally compact metric g is complete, has bounded geometry,
and it induces a conformal class on X , called the conformal infinity of g, defined
as
c∞ (g) :=
{
ρ2g|X : ρ is a boundary defining function
}
.
Furthermore, g is negatively curved “at infinity”: given a boundary defining
function ρ, the function |dρ|ρ2g|X is independent of the choice of ρ, and for
every sequence (pn, πn) such that
pn ∈M
pn → p ∈ X
πn is a 2-plane in TpnM,
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the sequence sectg (πn) of the sectional curvature of g at πn converges to the
number − |dρ|2 (p). For this reason, if |dρ|ρ2g|X ≡ 1, then g is also called
asymptotically hyperbolic.
Let ρ be a boundary defining function. Denote by ∂ρ the gradient of dρ with
respect to ρ2g; the flow of ∂ρ starting at X induces a map
X × [0, ε)→M,
and since dρ 6= 0 along X , for ε small enough the map above is an embedding.
We call such an embedding a collar induced by ρ. It can be proved that, for
any choice of h0 ∈ c∞ (g) there exists a “special” boundary defining function ρ
such that ρ2g|X = h0 and, in a sufficiently small collar induced by ρ, we have
|dρ|ρ2g (x, ρ) = |dρ|ρ2g (x, 0) ,
i.e. the function |dρ|ρ2g is constant along the integral curves of ∂ρ. Such a
boundary defining function ρ is uniquely determined by h0 near the boundary,
and g takes the simple form
g =
dρ2
|dρ|2ρ2g|X ρ
2
+
h (ρ)
ρ2
,
where h (ρ) is a smooth family of metrics on X such that h (0) = h0.
By definition, a conformally compact metric g onM can be seen as a smooth
section of S2 (T ∗M) with a “double pole” at infinity. There is an elegant and
quite useful way to “desingularize” g, by thinking of it as a metric smooth up
to the boundary on a vector bundle on M that replaces TM . Call V the space
of vector fields on M , and define
V0 =
{
V ∈ V : V|X ≡ 0
}
.
Elements of V0 are called 0-vector fields. V0 is a finitely generated and projective
module over C∞
(
M
)
and hence, by the Serre-Swan Theorem, we can think of
V0 as the module of smooth sections of a vector bundle 0TM , called the 0-
tangent bundle (cf. [7]). The inclusion V0 → V is C∞-linear, and hence it
induces a bundle map 0TM → TM . It is not hard to show that this map
is an isomorphisms at each point of the interior, and is zero at each point
of X . Similarly, if we denote by 0T ∗M the dual of 0TM , we have a bundle
map T ∗M → 0T ∗M which is an isomorphism in the interior and zero along
the boundary. In this language, conformally compact metrics g on M are just
bundle metrics on 0TM , i.e. smooth up to the boundary and positive definite
sections of the symmetric power S2
(
0T ∗M
)
.
The exterior powers 0Λk := Λk
(
0T ∗M
)
will be particularly important in this
paper; the module of sections of 0Λk will be denoted by 0Ωk, and its elements
will be called 0-k-forms. The bundles 0Λk are useful because they allow us to
think of sections of Λk with “poles at infinity”, as smooth sections up to the
boundary of 0Λk, just as we did for conformally compact metrics. As a concrete
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example, take a boundary defining function ρ. Then the 1-form ρ−1dρ is defined
only in the interior, and it develops a simple pole at infinity. However, we can
interpret it as a smooth section of 0Λ1. More generally, any 0-k-form ω can
be written as ω = ρ−kω for some smooth k-form ω on M . Since g is a bundle
metric on 0TM , g induces bundle metrics on each 0Λk, which are related to the
metrics induced on Λk by the conformal compactification ρ2g by
|ω|g =
∣∣ρkω∣∣
ρ2g
.
Remark 3. Another model for the hyperbolic space is the half-space model.
Consider the manifold with boundary H
n+1
=
{(
t, ξ1, ..., ξn
)
: ξ ≥ 0
}
⊆ Rn+1,
and the following metric in the interior:
g0 =
dt2 + dξ2
t2
.
Also in this model, we can see g0 as a smooth bundle metric on
0TH
n+1
. This
model (or, more precisely, a rescaling of this model) arises naturally on the
tangent spaces at infinity of a conformally compact manifold, as we proceed to
explain. Given a p ∈ X , denote by Mp the closed inward-pointing half-space
of TpM . Choose a boundary defining function ρ inducing the metric h0 on X ,
and choose normal coordinates
(
x1, ..., xn
)
for (X,h0) centered at p. Then, in
the linear coordinates
(
t, ξ1, ..., ξn
)
on TpM induced by
(
ρ, x1, ..., xn
)
, we have
Mp ≡ {(t, ξ) : t ≥ 0} ,
and the metric
gp :=
dt2
|dρ/ρ|2g (p) t
2
+
dξ2
t2
is hyperbolic with constant sectional curvature equal to − |dρ/ρ|2g (p). It is easy
to check that this metric does not depend on the choices of ρ and
(
x1, ..., xn
)
.
Observe that V0 is a Lie subalgebra of V . Thanks to this property, one can
extend uniquely the exterior differential d : Ω• (M) → Ω•+1 (M) to a linear
differential operator
d : 0Ω• → 0Ω•+1
which satisfies the usual Leibniz formula. Moreover, if M is oriented and
equipped with a conformally compact metric, then the codifferential d∗ in the
interior extends uniquely to a linear operator
d∗ : 0Ω• → 0Ω•−1.
More generally, if E → M is a Hermitian vector bundle, and A is a Hermitian
connection on E, then we can define the exterior covariant derivative as a map
dA :
0Ω•
u(E) →
0Ω•+1
u(E),
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and if M is oriented and equipped with a conformally compact metric, we can
define its formal adjoint as a map
d∗A :
0Ω•
u(E) →
0Ω•+1
u(E).
As usual, the exterior covariant derivative dA does not square to zero, and the
obstruction is an element FA ∈ 0Ω2u(E) such that
d2A = [FA ∧ ·] .
Of course, FA is just the curvature of A, hence a section of Λ
2
u(E). Therefore,
as a 0-2-form, FA is O
(
ρ2
)
.
Let’s conclude this section with a remark about the operators dA and d
∗
A.
The volume form dVolg of a conformally compact metric extends uniquely to a
nowhere vanishing section of 0Λn+1, and hence one can define the usual Hodge
star operator
⋆ : 0Λk → 0Λn+1−k
by means of the implicit formula
α ∧ ⋆β = 〈α, β〉 dVolg.
The operator d∗A on 0-k-forms is related to dA by the familiar formula
d∗A = (−1)
(n+1)(k+1)+1
⋆ dA ⋆ .
Now, if B = A+ a, for some u (E)-valued 1-form, we have
dB = dA + [a ∧ ·] ,
where [a ∧ ·] combines the wedge product on 0-k-forms and the Lie bracket on
u (E). The notation is standard, so we do not dwell on it. Now, we write
d∗B = d
∗
A + [a
∗
y ·]
for the formal adjoint. The action of [a∗ y ·] on u (E)-valued 0-k-forms is there-
fore
[a∗ y ·] := (−1)(n+1)(k+1)+1 ⋆ [a ∧ ⋆·]
3 Analysis on Conformally Compact Manifolds
To fix notations and make this paper self-contained, in this section we briefly
review the elliptic theory of 0-differential operators developed by Rafe Mazzeo
in his Phd thesis [7], and then refined in [9]. There is a vast literature of
works that have contributed to the author’s understanding of this theory, in
particular [7–11, 13, 14]. A different successful approach to the same type of
operators is developed in [6].
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3.1 Basic definitions
Let M be a manifold with boundary, and let E,F →M be vector bundles.
Definition 4. A 0-differential operator of order m is a P ∈ Diffm (E,F ) such
that, near any point p ∈ X , we can write
P =
∑
j+|β|≤m
Pj,β (ρ, x) (ρ∂ρ)
j (ρ∂x)
β
in terms of coordinates
(
ρ, x1, ..., xn
)
onM centered at p induced by a boundary
defining function ρ and a chart
(
x1, ..., xn
)
of X centered at p, and with respect
to trivializations of E,F near p. We call Diff∗0 (E,F ) the space of 0-differential
operators from sections of E to sections of F , graded by the order of the operator.
Example 5. The operators
d : 0Ω• → 0Ω•+1
d∗ : 0Ω• → 0Ω•−1
are all 0-differential operators, as are the Hodge Laplacians
∆ : 0Ωk → 0Ωk.
More generally, if E has a metric and A is a metric connection, then the oper-
ators dA, d
∗
A,∆A are all 0-differential operators.
Consider the Laplacian on functions ∆ associated to an oriented conformally
compact manifold
(
M, g
)
. Its principal symbol σ∆ is a section of S
2
(
TM
)
,
uniquely determined by its associated fibrewise homogeneous of degree 2 func-
tion
σ∆ : Λ
1 → R
ξ 7→ − |ξ|2g .
We see that, unlike the Laplacian of a genuine metric on M , ∆ is not uniformly
elliptic, because σ∆ ≡ 0 along the boundary. However, σ∆ is a O
(
ρ2
)
section of
S2
(
TM
)
, and hence it can be interpreted as a smooth section 0σP of S
2
(
0TM
)
.
Since g is a nondegenerate metric on 0TM , σ∆ (ξ) = − |ξ|
2
g 6= 0 for every nonzero
ξ ∈ 0Λ1. This motivates the following
Definition 6. Let P ∈ Diffm0 (E,F ). The principal 0-symbol of P is the unique
smooth section 0σP of S
m
(
0TM
)
⊗Hom(E,F ) whose restriction to the interior
is the usual principal symbol of P . It is characterized by the induced fibrewise
homogeneous of degree m map
0σP :
0Λ1 → Hom(E,F ) .
P is called 0-elliptic if, for every ξ ∈ 0Λ1 nonzero, 0σP (ξ) is invertible.
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When M is compact, one would hope that 0-ellipticity implies that P is
Fredholm between appropriate Banach spaces; as we shall see, this typically
does not happen, because it is necessary to have invertibility of an additional
microlocal model at each point at infinity: the normal operator. Recall from
Remark 3 that for every p ∈ X we denote by Mp the closed inward-pointing
half-space of TpM .
Definition 7. Let Ep, F p be the trivial bundlesMp×Ep,Mp×Fp overMp. Let
P ∈ Diffm0 (E,F ). The normal operator of P at p is the 0-differential operator
Np (P ) ∈ Diff
m
0
(
Ep, F p
)
defined in terms of the local expression as in Definition
4, and in terms of the induced coordinates
(
t, ξ1, ..., ξn
)
on Mp, as
Np (P ) =
∑
j+|β|≤m
Pj,β (0, 0) (t∂t)
j
(t∂ξ)
β
.
It can be checked that the definition above is well posed, i.e. does not depend
on the choice of the coordinates and the trivializations of the bundles. Another
operator at infinity induced by P is the indicial operator.
Definition 8. Let P ∈ Diffm0 (E,F ). The indicial operator of P is the family
Is (P ) ∈ hom
(
E|X , F|X
)
parametrized by s ∈ C, defined as
Is (P ) :=
(
ρ−sPρs
)
|X
where ρ is a boundary defining function for M . A number µ ∈ C is called an
indicial root for P at x ∈ X if Iµ (P ) (x) : Ex → Fx is not invertible. In terms
of the local expression as in Definition 4, the indicial operator is
Is (P ) (p) =
∑
j≤m
Pj,0 (0, 0) s
j .
Remark 9. Directly from the definition, we have Is (P ) (p) = Is (Np (P )), so the
indicial roots of P at p ∈ X are exactly the (constant) indicial roots of Np (P ).
Note that µ ∈ C is an indicial root of P at x ∈ X if and only if there exists
a smooth section u of E, ux 6= 0, such that
P (ρµu) = o
(
ρRe(µ)
)
.
In general, it might be possible that there exists a smooth section u of E, ux 6= 0,
and a natural number N such that
P
(
ρµ (log ρ)N u
)
= o
(
ρRe(µ)
)
.
This leads to the following
Definition 10. The multiplicity of an indicial root µ of P ∈ Diffm0 (E,F ) at x
is the biggest natural number N such that there exists a smooth section u of E,
ux 6= 0, for which
P
(
ρµ (log ρ)
N−1
u
)
= o
(
ρRe(µ)
)
.
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Remark 11. If the indicial operator Is (P ) (x) is represented by a diagonal matrix
with respect to certan choices of bases of Ex and Fx, then the multiplicity of µ
is just the biggest N such that (s− µ)N divides one of the entries.
3.2 The 0-calculus
Suppose from now on that M
n+1
is compact, oriented, and equipped with a
conformally compact metric g. Let Λ → M be the bundle of densities on
M . Denote by C−∞ (E) the space of extendible distributional sections of E,
i.e. the dual of the space C˙∞ (Λ⊗ E∗) of smooth sections of E that vanish to
infinite order along X , with respect to the topology of uniform convergence
of all derivatives on compact subsets. The Schwartz kernel theorem says that
there is a 1-1 correspondence between bounded linear operators P : C˙∞ (E)→
C−∞ (F ) and Schwartz kernels κP ∈ C−∞
(
M
2
;F ⊠ (Λ⊗ E∗)
)
, determined by
the equation
Pu [v] = κP [v ⊠ u]
for every u ∈ C˙∞ (E) and v ∈ C˙∞ (Λ⊗ F ∗). Now, the bundle of densities
Λ→ M is an associated bundle with respect to the principal bundle Fr
(
TM
)
.
With a similar definition, but replacing Fr
(
TM
)
with Fr
(
0TM
)
, we can define
the bundle of 0-densities 0Λ→M . Smooth 0-densities rescale as 0-n+1-forms:
if ω ∈ C∞
(
0Λ
)
, then ρn+1ω extends smoothly to a section of Λ. Again, the
bundle map Λ → 0Λ is an isomorphism at each point in the interior and equal
to zero along X , so the map C∞ (Λ) → C∞
(
0Λ
)
is not surjective. However,
after a moment’s thought, it is easy to see that the map
C˙∞ (Λ)→ C˙∞
(
0Λ
)
is actually an isomorphism of topological vector spaces. Therefore, we can use
the canonical section |dVolg| of 0Λ associated to the conformally compact metric
g and the orientation on M to identify C˙∞ (Λ⊗ E∗) with C˙∞ (E∗), and inter-
pret Schwartz kernels of operators P : C˙∞ (E) → C−∞ (F ) as distributional
sections κP ∈ C−∞
(
M
2
;F ⊠ E∗
)
.
The 0-calculus of Rafe Mazzeo is the space of operators having Schwartz
kernels in C−∞
(
M
2
;F ⊠ E∗
)
which are smooth in the interior and away from
the diagonal, and have good asymptotic properties towards the boundary faces,
the corner and the diagonal. To be more precise, we need to introduce the
concept of conormality and polyhomogeneity:
Definition 12. A bounded conormal function on M is an element of the set
con0 = {u ∈ C∞ (M) : V1 · · ·Vku ∈ L
∞ (M) ∀V1, ..., Vk ∈ V tangent to X} .
For δ ∈ R and N ∈ N, we define
con(δ,N) = ρδ (log ρ)N con0
conδ = con(δ,0).
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Functions in con(δ,N) will be called O
(
ρδ (log ρ)N
)
conormal.
Roughly speaking, polyhomogeneous functions are conormal functions that
have an asymptotic expansion at infinity in terms of powers of ρ and log ρ. To
be precise, we need the concept of index set.
Definition 13. A (smooth) index set is a subset E ⊆ C× N that satisfies the
following properties:
1. for each s ∈ R, the set
E≤s = {(z, k) : Re (z) ≤ s}
is finite;
2. if (z, k) ∈ E , then (z, l) ∈ E for every 0 ≤ l ≤ k;
3. if (z, k) ∈ E , then (z + 1, k) ∈ E .
We use the symbol ∞ to denote the empty index set.
Consider now the total order on R× N defined by
(a,N) ≤ (b,M) ⇐⇒ ρb (log ρ)M = O
(
ρa (log ρ)
N
)
.
or, equivalently,
(a,N) ≤ (b,M) ⇐⇒ a < b or (a = b and N ≥M).
Note that the first condition in Definition 13 ensures that, if E is an index set,
the subset
Re (E) = {(Re (z) , k) : (z, k) ∈ E} ⊆ R× N
is well ordered by ≤.
Definition 14. Let E be an index set. We define
Lead (E) = min {(Re (z) , N) : (z,N) ∈ E} .
Definition 15. A function f conormal in X × [0, ε) is called polyhomogeneous
with index set E if there exists a family {fz,k ∈ C∞ (X) : (z, k) ∈ E} such that,
for every s ∈ R, we have
f −
∑
(z,k)∈E≤s
fz,k (x) ρ
z (log ρ)k ∈ cons (X × [0, ε)) .
In this case, we write
f ∼
∑
(z,k)∈E
fz,k (x) ρ
z (log ρ)k .
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A function f conormal in M is called polyhomogeneous with index set E if its
restriction to a collar X × [0, ε) →֒M is polyhomogeneous with index set E .
We denote by phgE the space of polyhomogeneous functions with index set E .
For δ ∈ R and N ∈ N, we define also
phg(δ,N) =
⋃
{E:LeadE=(δ,N)}
phgE .
Note that the functions in phg(δ,N) are O
(
ρδ (log ρ)N
)
.
Remark 16. The second condition in Definition 13 ensures that if a function f
is in phgE , then (ρ∂ρ) f ∈ phg
E as well. The third condition ensures that the
index set of a f ∈ phg does not depend on the choice of the boundary defining
function ρ.
Example 17. Consider H
2
=
{
(x, y) ∈ R2 : y ≥ 0
}
. The function
u (x, y) = ycos(x)
is conormal but not polyhomogeneous.
We denote by con(δ,N) (E), phg(δ,N) (E) the spaces of smooth sections of E
in M whose coordinate functions with respect to any local frame of E near the
boundary are in con(δ,N), phg(δ,N). Note that the conformally compact metric
g, the orientation on M and the canonical pairing 〈, 〉 : E∗⊕E →M ×C induce
embeddings
con (E) →֒ C−∞ (E)
u 7→
∫
M
〈·, u〉dVolg.
It turns out that, when dealing with Schwartz kernels of 0-differential operators,
it is convenient to replace the double spaceM
2
with another spaceM
2
0, obtained
fromM
2
by a blow-up procedure along the corner. M
2
0 is again a manifold with
corners, but the unique corner of M
2
is replaced by another boundary face,
which we call the front face.
Definition 18. Let m ∈ R, and let E = (E10, E01, E11) be a triple of index sets.
We define Ψm,E0 (E,F ) to be the space of operators P : C˙
∞ (E) → C−∞ (F )
whose Schwartz kernel κP ∈ C−∞
(
M
2
;F ⊠ E∗
)
satisfies the following proper-
ties:
1. κP is the pushforward of a distribution in C
−∞
(
M
2
0;F ⊠ E
∗
)
, again de-
noted by κP , via the blow-down map M
2
0 →M
2
;
2. κP is smooth in the interior of M
2
0 and away from the lifted diagonal;
12
3. κP has a classical pseudodifferential singularity of order m along the di-
agonal;
4. κP has a polyhomogeneous expansion with index E10 (respectively E01,
E11) at the left (respectively right, front) face of M
2
0.
Note that Diffm0 (E,F ) ⊆ Ψ
m,(∞,∞,N×{0})
0 (E,F ). We denote by Ψ
−∞,E
0 (E,F )
the class of residual operators
⋂
mΨ
m,E
0 (E,F ). Another important class of pseu-
dodifferential operators on M , having nothing to do with the 0-structure, is the
class of very residual operators:
Definition 19. An operator P : C˙∞ (E) → C−∞ (F ) is called very residual
if its Schwartz kernel κP ∈ C−∞
(
M
2
;F ⊠ E∗
)
is smooth in the interior and
polyhomogeneous at the left and right boundary faces of M
2
. If E = (E10, E01)
is a pair of index sets, we denote by Ψ−∞,E (E,F ) the space of very residual op-
erators whose Schwartz kernels have expansions with index set E10 (respectively
E01) at the left (respectively right) boundary face of M
2
.
Note that
Ψ−∞,(E10,E01) (E,F ) ⊆ Ψ
−∞,(E10,E01,∞)
0 (E,F ) .
3.3 Mapping properties of elements of Ψm,E0 (E, F )
Call L2,k0 and C
k,α
0 the classical Sobolev and Ho¨lder spaces associated to the
complete Riemannian manifold (M, g). Given a choice of a boundary defining
function ρ, and a δ ∈ R, we can define
ρδL2,k0 =
{
ρδu : u ∈ L2,k0
}
ρδCk,α0 =
{
ρδu : u ∈ Ck,α0
}
.
We denote by ρδL2,k0 (E) and ρ
δCk,α0 (E) the spaces of sections of E that have
coordinates in ρδL2,k0 or ρ
δCk,α0 with respect to smooth frames of E. Again, we
can embed those spaces in C−∞ (E) via the integration map
u 7→
∫
M
〈·, u〉dVolg
associated to g and the orientation of M . Given a connection on E (defined
up to the boundary!), the spaces ρδL2,k0 (E) and ρ
δCk,α0 (E) have well defined
Banach norms, and as usual the topology is independent on the choices made.
See [6] for a complete account of those spaces.
Let’s now discuss the boundedness properties of elements of the 0-calculus
between weighted Sobolev and Ho¨lder spaces. If a ∈ R, we write Re (E) ≥ a
to indicate that Lead (E) ≥ (a,N) for some N ∈ N. Note that Re (E) ≥ a is
weaker than Re (E) ≥ (a, 0).
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Theorem 20. ( [9], Theorems 3.25, 3.27 and 3.29) Let E = (E10, E01, E11) be a
triple of index sets, and let P ∈ Ψm,E0 (E,F ) for some m ∈ Z. Suppose that
Re (E10) > δ
Re (E01) > −δ − 1
Re (E11) ≥ 0
for some N ∈ N. Then, for every k, k′ ∈ N such that k′ ≤ k −m, the maps
P : ρδ−
n
2 L2,k0 (E)→ ρ
δ−n2 L2,k
′
0 (F )
P : ρδCk,α0 (E)→ ρ
δCk
′,α
0 (F )
are bounded. If Re (E11) > 0, m < 0 and k′ = k, then the maps above are also
compact.
Remark 21. In [9] the weights of the Sobolev spaces are different than the ones
appearing here. This difference is due to the fact that the Sobolev spaces in [9]
are defined with respect to a reference smooth density onM , while in our case it
is natural to use the canonical smooth 0-density |dVolg| associated to g. |dVolg|
is of the form ρ−(n+1)µ for some smooth density µ on M , hence the difference
in weights.
It is also important for us to understand how 0-pseudodifferential operators
interact with polyhomogeneity.
Theorem 22. ( [9], Proposition 3.28) Let u ∈ phg(a,N) (E) and P ∈ Ψm,E0 (E,F ).
If Re (E01) > −a− 1, then Pu is well defined and polyhomogeneous. Moreover:
1. if Lead (E10) 6= (a,N) and Re (E11) ≥ 0, then
Pu ∈ phgmin{Lead (E10) , (a,N)} (E) ;
2. if Lead (E10) = (a,N) and Lead (E11) = (0,M), then
Pu ∈ phg(a,M+2N+1) (E) .
The following theorem is implicit in [9], but see Proposition 4.22 of [1] for
an explicit proof (in [1] only weighted Sobolev spaces are used, but the com-
plete statement of the theorem below follows from the continuous embedding
ρδCk,α0 →֒ ρ
δ−ǫ−n2 L20 for every ǫ > 0, cf. [6], Lemma 3.6).
Theorem 23. Let P ∈ Ψ−∞,E (E) be very residual. Let δ ∈ R be such that
Re (E01) > −δ − 1 and Re (E10) > δ, so that P defines a compact map on
ρδ−
n
2 L2,k0 and ρ
δCk,α0 . Then those maps have range in phg
E10 .
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3.4 0-elliptic theory
From the subsection above, a P ∈ Diffm0 (E,F ) induces bounded maps
P : ρδ−
n
2 L2,k+m0 (E)→ ρ
δ−n2 L2,k0 (F )
P : ρδCk+m,α0 (E)→ ρ
δCk,α0 (F )
for every δ ∈ R, k ∈ N and α ∈ (0, 1). Like elliptic operators on closed manifolds,
we have a 0-version of elliptic regularity:
Lemma 24. Suppose that P ∈ Diffm0 (E,F ) is 0-elliptic. Let v ∈ ρ
δL2,k0 (F ).
If Pu = v weakly for some u ∈ ρδL20 (E), then u ∈ ρ
δL2,k+m0 (E) and Pu = v
strongly. The same result holds if we replace ρδL2,k0 by ρ
δCk,α0 .
Proof. From Theorem 3.8 in [9], there is a Q ∈ Ψ−m0 (F,E) such that I −QP =
R ∈ Ψ
−∞,(∞,∞,N×{0})
0 (E). Therefore, we can think of u and v as extendible
distributional sections of E and F respectively, and the following equation
u = Qv +Ru
holds weakly. By Theorem 20, Q andR are bounded as maps ρδL2,k0 → ρ
δL2,k+m0
and ρδCk,α0 → ρ
δCk+m,α0 ; therefore, if v ∈ ρ
δL2,k0 (respectively v ∈ ρ
δCk,α0 ), then
u ∈ ρδL2,k+m0 (respectively u ∈ ρ
δCk+m,α0 ) as claimed
However, unlike elliptic operator on closed manifolds, the fact that P is
0-elliptic does not generally imply that the maps above are Fredholm.
Example 25. Let ∆ be the Laplacian on functions on hyperbolic space. It
is well known that, for every f ∈ C∞ (Sn), there is a unique u ∈ C∞
(
B
n+1
)
such that ∆u = 0 and u|Sn = f . Those function lie in ρ
δC0,α0
(
B
n+1
)
and in
ρδ−
n
2 L20
(
B
n+1
)
for every δ < 0: it follows that, on those weighted spaces, ∆
has infinite-dimensional kernel and is hence not Fredholm.
As we hinted before, the Fredholmness of the maps depends on the invert-
ibility of the normal operators. The basic Fredholm theorem on Sobolev spaces
is the following
Theorem 26. ( [9], Theorem 6.1) Let P ∈ Diffm0 (E,F ) be 0-elliptic, and
suppose that for some δ ∈ R the normal operators
Np (P ) : t
δ−n2 L2,m0
(
Ep
)
→ tδ−
n
2 L20
(
F p
)
are all invertible. Then the map
P : ρδ−
n
2 L2,m0 (E)→ ρ
δ−n2 L20 (F )
is Fredholm.
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Remark 27. Although the theorem above is proved in [9] assuming that the
indicial roots of P are constant, in [4] the same theorem is proved in a more
general context and without this assumption. On the other hand, the parametrix
construction in [9] uses crucially the hypothesis of constancy of the indicial roots,
and it provides much more than the Fredholm statement above. The remaining
part of this section reviews some of the useful consequences of the 0-calculus
approach.
Fix Hermitian metrics on E,F , and choose a boundary defining function ρ.
Those choices induce Hilbert inner products on ρδ−
n
2 L20 (E) and ρ
δ−n2 L20 (F )
(u, v)
ρ
δ− n
2 L20
=
(
ρ−δ+
n
2 u, ρ−δ+
n
2 v
)
L20
=
∫
M
〈u, v〉 ρn−2δdVolg.
Now, let P ∈ Diffm0 (E,F ) be 0-elliptic, and suppose that there is a weight δ ∈ R
that satisfies the hypotesis of Theorem 26, so that the map
P : ρδ−
n
2 L2,m0 (E)→ ρ
δ−n2 L20 (F )
is Fredholm. The range of this map is closed and, by 0-elliptic regularity, the
kernel of this map is closed in ρδ−
n
2 L20 (E) as well; therefore, basic functional
analysis tells us that we have well defined orthogonal projectors
Π1 : ρ
δ−n2 L20 (E)→ ρ
δ−n2 L20 (E)
Π2 : ρ
δ−n2 L20 (F )→ ρ
δ−n2 L20 (F )
onto the kernel and the orthogonal complement of the image of P , and a unique
generalized (Moore–Penrose) inverse
G : ρδ−
n
2 L20 (F )→ ρ
δ−n2 L2,m0 (E) ,
sending an element v ∈ ρδ−
n
2 L20 (F ) to the unique solution u ∈ ρ
δ−n2 L2,m0 (E) of
Pu = v −Π2v which is ρδ−
n
2 L20 orthogonal to the kernel of P . Those operators
satisfy the identities
GP = I −Π1 (3.1)
PG = I −Π2 (3.2)
PΠ1 = 0 (3.3)
Π2P = 0. (3.4)
Now, call P † the formal adjoint of P with respect to the ρδ−
n
2 L20 inner products.
Note that P † is related to the formal adjoint P ∗ with respect to g and the metrics
on E,F by the formula
P † = ρ2δ−nP ∗ρn−2δ
and hence P † ∈ Diffm0 (F,E) is 0-elliptic as well. Moreover, a computation
shows that the indicial operators of P and P ∗ are related by the formula
Is (P
∗) = In−s (P )
∗
,
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and hence P † has constant indicial roots as well, related to the indicial roots of
P by
ΛP † = 2δ − ΛP .
Moreover, it is easy to check that
Np
(
P †
)
= Np (P )
†
,
so P † and δ satisfy again the hypotesis of Theorem 26, and the associated
generalized inverse and orthogonal projectors are G†,Π2,Π1 because Π1 and Π2
are ρδ−
n
2 L20 self-adjoint.
Theorem 28. ( [9], Theorem 6.1 and Corollaries 6.4 and 7.19) Let P ∈
Diffm0 (E,F ) be 0-elliptic, and suppose that the indicial roots of P are constant.
Denote by ΛP the finite set of indicial roots of P , and let ν1 < ν2 ∈ Re (ΛP ) be
such that (ν1, ν2) ∩Re (ΛP ) = ∅. If there is a weight δ0 ∈ (ν1, ν2) for which the
normal operators
Np (P ) : t
δ0−
n
2 L2,m0
(
Ep
)
→ tδ0−
n
2 L20
(
F p
)
are all invertible, then the same is true for every δ ∈ (ν1, ν2).
Choose now such a δ ∈ (ν1, ν2), and let G,Π1,Π2, P † be the ρδ−
n
2 L20 gener-
alized inverse, orthogonal projectors and formal adjoint of the Fredholm map
P : ρδ−
n
2 L2,m0 (E)→ ρ
δ−n2 L20 (F ) .
Then
G ∈ Ψ−m,H0 (E,F )
Π1 ∈ Ψ
−∞,E (E)
Π2 ∈ Ψ
−∞,F (F ) ,
where:
1. the index sets E = (E10, E01) satisfy
Lead (E10) = (ν2, N)
Lead (E01) = (ν2 − 2δ − 1, N) ,
where N + 1 is the maximal multiplicity of the indicial roots of P whose
real part is ν2;
2. the index sets F = (F10,F01) satisfy
Lead (F10) = (2δ − ν1,M)
Lead (F01) = (−ν1 − 1,M) ,
where M + 1 is the maximal multiplicity of the indicial roots of P † whose
real part is 2δ − ν1;
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3. the index sets H = (H10,H01,H11) satisfy
Re (H10) ≥ min {ν2, 2δ − ν1}
Re (H01) ≥ min {ν2 − 2δ − 1,−ν1 − 1}
Lead (H11) = (0, 0) .
Therefore, P induces Fredholm maps
P : ρδ−
n
2 L2,k+m0 (E)→ ρ
δ−n2 L2,k0 (F ) (3.5)
P : ρδCk+m,α0 (E)→ ρ
δCk,α0 (F ) , (3.6)
and those maps have all the same kernel, equal to the kernel of P in phg(ν2,N) (E).
From the results cited here, we can easily obtain the following 0-version
of the classical Fredholm alternative for elliptic operators on closed manifolds.
This result is certainly implicit in [9] (cf. Corollary 6.4), and is used many times
in the literature. Since we haven’t found an explicit reference for it, we outline
a proof here.
Corollary 29. Let P,ΛP , ν1, ν2 be as in Theorem 28. Choose δ ∈ (ν1, ν2), so
that for every k ∈ N and α ∈ (0, 1) the maps 3.5, 3.6 are Fredholm. Then
the ranges of 3.5, 3.6 are complemented by the kernel of P † in phg(2δ−ν1,M) (F )
where M + 1 is as in Theorem 28.
Proof. We will prove the statements only for Ho¨lder spaces, because the proof
for Sobolev spaces is essentially the same. Denote by G,Π1,Π2 the generalized
inverse and orthogonal projectors of P in ρδ−
n
2 L20. As we already noted, P
†
satisfies the hypotesis of Theorem 28 for the weight δ, and G†,Π2,Π1 are the
generalized inverse and orthogonal projectors onto the kernel and orthogonal
complement of the range of P † on ρδ−
n
2 L20. Now, choose k ∈ N and α ∈ (0, 1).
We then have
ρδCk,α0 (F ) = Π2
(
ρδCk,α0 (F )
)
⊕ (I −Π2)
(
ρδCk,α0 (F )
)
.
Let K be the kernel of P † in phg(2δ−ν1,M) (F ), and let R be the range of P as
a map ρδCk+m,α0 → ρ
δCk,α0 . From Theorem 28, K is equal to the kernel of P
†
in ρδCm,α0 . We will prove that
K = Π2
(
ρδCk,α0 (F )
)
R = (I −Π2)
(
ρδCk,α0 (F )
)
.
1. (K = Π2
(
ρδCk,α0
)
) Since Π2 is smoothing, we have Π2
(
ρδCk,α0
)
⊆
ρδCm,α0 , and hence from P
†Π2 = 0 we get the inclusion ⊇. Conversely, if
u ∈ ρδCm,α0 and P
†u = 0, then by 0-elliptic regularity we have u ∈ ρδCk,α0 ,
and from G†P † = I −Π2 we have Π2u = u, which proves the inclusion ⊆.
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2. (R = (I −Π2)
(
ρδCk,α0
)
) From PG = I−Π2 andG
(
ρδCk,α0
)
⊆ ρδCk+m,α0 ,
we obtain the inclusion ⊇. Conversely, let v ∈ ρδCk+m,α0 . Then we have
(I −Π2)Pv = Pv, which proves the inclusion ⊆.
In this paper, we will apply Corollary 29 to formally self-adjoint 0-differential
operators.
Corollary 30. Let P,ΛP be as in Theorem 28, and assume that the normal
operators
Np (P ) : L
2,m
0
(
Ep
)
→ L20
(
F p
)
are all invertible. Let (ν−, ν+) be the biggest interval in R\Re (ΛP ) containing
n/2. Then ν+ = ν−+n, and for every δ ∈ (ν−, ν+) the Fredholm maps 3.5, 3.6
have index zero.
Proof. A straightforward computation shows that ΛP∗ = ΛP = n − ΛP , so if
P = P ∗ the set ΛP ⊆ C is symmetric with respect to the line Re (z) =
n
2 in C.
It follows that the biggest interval (ν−, ν+) in R\Re (ΛP ) containing n/2 must
be symmetric with respect to n/2, i.e. ν+ = ν− + n.
Now, it is proved in [9] that there are two numbers δ, δ ∈ Re (ΛP ) such
that, for every δ ∈ R\Re (ΛP ), δ > δ (resp. δ < δ) if and only if the normal
operators of P are all injective (resp. surjective) on tδ−
n
2 L2,m0 . In our case,
since the normal operators are invertible on L2,m0 , it follows that for any given
δ ∈ (ν−, ν+) the normal operators are invertible on tδ−
n
2 L20, and hence the maps
3.5, 3.6 are Fredholm and have a common kernel K equal to the kernel of P in
phg(ν+,N) (E). Moreover, their ranges are complemented by ρ2δ−nK, because
P † = ρ2δ−nP ∗ρn−2δ and P = P ∗. This concludes the proof.
3.5 Some final remarks
In this paper, we will use mostly weighted Ho¨lder spaces. However, we will
need to approximate functions in ρδCk,α0 with polyhomogeneous functions, and
unfortunately phgδ is not dense in ρδCk,α0 , just as C
∞ is not dense in Ck,α. To
avoid this problem, we will use little Ho¨lder spaces, defined as follows.
Definition 31. We denote by ρδck,α0 the closure of phg
δ in ρδCk,α0 , and by c
k,α
the closure of C∞ in Ck,α.
From the mapping properties of the elements of the 0-calculus, and their
behaviour on polyhomogeneous functions, it is easy to see that all the results
in this section that mention ρδCk,α0 are valid if we replace those spaces with
ρδck,α0 .
Let’s summarize some useful properties of weighted Ho¨lder spaces.
Lemma 32. ( [6], Lemma 3.6) Let α ∈ (0, 1), δ, δ′ ∈ R, k, k′ ∈ N.
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1. If δ ≥ δ′ and k ≥ k′, then we have a continuous inclusion
ρδCk,α0 →֒ ρ
δ′Ck
′,α
0 .
If δ > δ′ and k > k′, then the inclusion is also compact.
2. We have a continuous inclusion
Ck,α →֒ Ck,α0 .
3. The multiplication map
ρδCk,α0 × ρ
δ′Ck
′,α
0 → ρ
δ+δ′C
min{k,k′},α
0
is well defined and continuous.
All those results are valid if we replace Ck,α0 and C
k,α by ck,α0 and c
k,α, respec-
tively. Moreover, if δ > 0, we have a continuous inclusion
ρδC0,α0 →֒ C
0.
Finally, although in this section we only treated 0-differential operators with
smooth coefficients, we actually need to work with operators with bounded poly-
homogeneous coefficients. Such operators still belong to the 0-calculus: more
precisely, they are elements of Ψ
m,(∞,∞,E11)
0 (E,F ) where lead (E11) = (0, 0), but
now E11 is not necessarily equal to N×{0}. Everything we said in this section is
still valid for those operators, with minor changes in the proofs contained in [9].
4 Connections Modulo Gauge
In this section, we will define the basic spaces of connections and gauge transfor-
mations which we will use in the rest of the paper, and we will prove some basic
gauge-theoretic properties of them. Some parts of the theory presented here
(for example, the smoothness of the action, the local description of the space of
connections modulo gauge) are essentially equal to the analogues in the closed
setting, so we omit details that can be found in any book about gauge theory
(see [16] for example). Some other parts (for example, the properness of the
action and the slice theorem) require some 0-elliptic theory, hence they are more
detailed.
Let
(
M
n+1
, g
)
be a connected, oriented asymptotically hyperbolic manifold,
and let E → M be a Hermitian vector bundle. In this paper we will consider
only Hermitian connections, so we will omit the adjective “Hermitian”. We
assume g to be asymptotically hyperbolic just for computational convenience,
but everything we will say from now on can be straightforwardly generalized to
the conformally compact case. Choose k ∈ N, k ≥ 3, 0 < α < 1, and a weight
δ ∈ (1, 2). The restrictions on k and δ will be justified along the way.
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Definition 33. We denote by Ak,α (X) the affine space of connections on E|X
differing from a smooth connection by an element of ck,α
(
T ∗X
u(E|X)
)
.
We will now define a space of connections on E whose restriction to the
boundary is a well-defined connection in Ak,α (X). To be more precise, we need
a triple (Aref, ρ, χ) of auxiliary data:
1. a reference smooth connection Aref on E;
2. a special boundary defining function ρ inducing a metric h0 = ρ
2g|X on
X ;
(recall that ρ induces a collar X × [0, ε) →֒M , as explained in Section 2; since
ρ is special, we can choose ε > 0 small enough so that∣∣∣∣dρρ
∣∣∣∣
g
≡ 1
in the collar)
3. a cutoff function χ : [0,+∞)→ [0, 1], equal to 1 near 0 and supported in
[0, ε).
On the collar X × [0, ε) →֒M induced by ρ, the metric g takes the simple form
g =
dρ2 + h (ρ)
ρ2
.
The restriction of the bundle 0Λ1 to the boundary X has a splitting
0Λ1|X = T ⊕ S,
where T is the subbundle whose fiber at p ∈ X is spanned by dρ
ρ |p
, and S is its
g-orthogonal complement. Note that this splitting is independent on the choice
of ρ: the 0-1-form dρ/ρ does not depend on ρ along the boundary, and S is the
orthogonal complement of T with respect to any conformally compact metric
on M . Now, on the collar induced by ρ, we can always decompose uniquely a
smooth section a of 0Λ1 as
a = at (ρ)
dρ
ρ
+ as (ρ) ,
where at (ρ) is a family of smooth functions on X smooth up to ρ = 0, and
as (ρ) is a family of sections of T
∗X developing a “simple pole” at infinity, in
the sense that in local coordinates
(
x1, ..., xn
)
of X we have
as (ρ) = ϕi (x, ρ)
dxi
ρ
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for some functions ϕi (x, ρ) smooth up to ρ = 0. Note however that this decom-
position does depend on the choice of ρ (actually, the only choice that matters
is h0, because ρ is special and hence uniquely determined by h0 on the collar).
Now, for any λ ∈ [0, ε), denote by Xλ the submanifold ρ−1 (λ) of M . The
parallel transport of Aref along the integral curves of ∂ρ = gradρ2gρ induces, for
each λ, a bundle isometryE|X → E|Xλ . Therefore, Aref identifies
0Λ1
u(E)|Xλ
with
0Λ1
u(E)|X = Tu(E|X)⊕Su(E|X). Via this identification, we can always decompose
a section a of 0Λ1
u(E) on the collar as
a = at (ρ)
dρ
ρ
+ as (ρ) ,
where now at (ρ) is a smooth family of sections of u
(
E|X
)
, and as (ρ) is a smooth
family of sections of T ∗X
u(E|X) developing a simple pole at infinity, as explained
above. Keeping in mind those interpretations, we can define a linear bounded
extension map
e : ck,α
(
T ∗X
u(E|X)
)
→ ck,α
(
Λ1
u(E)
)
γ 7→ χ (ρ) γ.
Note that, since smooth sections of Λ1
u(E) can be equivalently interpreted as
O (ρ) smooth sections of 0Λ1
u(E), we have a bounded inclusion
ck,α
(
Λ1
u(E)
)
→֒ ρck,α0
(
0Λ1
u(E)
)
.
Therefore, we can interpret e (γ) as a O (ρ) 0-1-form.
Consider now a connection on E|M of the form
A = Aref + e (γ) + a,
where γ ∈ ck,α
(
T ∗X
u(E|X)
)
and a ∈ ρδck,α0
(
0Λ1
u(E)
)
. Since δ > 1, we have a
continuous inclusion
ρδck,α0
(
0Λ1
u(E)
)
≡ ρδ−1ck,α0
(
Λ1
u(E)
)
→֒ C0
(
Λ1
u(E)
)
,
so a is actually a continuous and O
(
ρδ−1
)
u (E)-valued 1-form up to the bound-
ary; in particular, the restriction a|X is well defined and identically zero. It
follows that A has a well defined restriction to X , and
A|X = Aref|X + γ.
Note that, if
A′ = Aref + e (γ
′) + a′
is another connection defined as above, then
A = A′ ⇐⇒ γ = γ′ anda = a′.
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Definition 34. Let ω ∈ Ak,α (X). Define
Ak,αδ =
{
Aref + e (γ) + a : γ ∈ c
k,α
(
T ∗X
u(E|X)
)
, a ∈ ρδck,α0
(
0Λ1
u(E)
)}
Ak,αδ (ω) =
{
A ∈ Ak,αδ : A|X = ω
}
.
From the discussion above, it follows that Ak,αδ is an affine space modelled on
ck,α
(
T ∗X
u(E|X)
)
⊕ ρδck,α0
(
0Λ1
u(E)
)
, and Ak,αδ (ω) is an affine space modelled
on ρδck,α0
(
0Λ1
u(E)
)
. It is easy to see that those topologies do not depend on the
choices of ρ and χ, but this is not important for our purposes so we do not go
into details here. Note that the boundary map
Ak,αδ → A
k,α (X)
A 7→ A|X
makes Ak,αδ a smooth affine bundle over A
k,α (X).
Remark 35. If we choose another reference smooth connection A′ref ∈ A
k,α
δ , then
one can check that the topology of Ak,αδ does not change. However, A
k,α
δ does
not contain every smooth connection. In fact, let A = Aref+e (γ)+a be another
smooth connection in Ak,αδ . Then γ and a must be smooth, and by definition
the 0-1-form e (γ) is orthogonal to dρ/ρ near the boundary; since a is a smooth
O
(
ρδ
)
section of 0Λ1
u(E) and δ > 1, by Taylor’s theorem we have〈
A−Aref,
dρ
ρ
〉
= O
(
ρ2
)
.
On the other hand, if A is another smooth connection satisfying the condition
above, then again by Taylor’s theorem we have
A−Aref − e
(
A|X −Aref|X
)
∈ ρ2 0Ω1
u(E) ⊆ ρ
δck,α0
(
0Λ1
u(E)
)
because δ < 2, so A ∈ Ak,αδ . This is one of the reasons for which we chose δ < 2.
We now define a group of gauge transformations on E acting on Ak,αδ .
Definition 36. Define
Gk+1,αδ =
{
1 + u : u ∈ ρδck+1,α0 (gl (E))
}
∩ C0 (U (E)) .
Again, since δ > 0, every element of ρδck+1,α0 (gl (E)) is continuous up to
the boundary, and equal to 0 along the boundary. Therefore, the intersection
above makes sense in the ambient space C0 (gl (E)). Moreover, thanks to the
multiplication properties of the spaces ρδcl,α0 , G
k+1,α
δ is an infinite-dimensional
Banach Lie group, with Lie algebra
Lie
(
Gk+1,αδ
)
= ρδck+1,α0 (u (E)) .
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Finally, the multiplication theorem ensures that the pullback action
Ak,αδ × G
k+1,α
δ → A
k,α
δ
(A,Φ) 7→ A · Φ := Φ∗A
is well defined and smooth. Note that, if A = Aref + e (γ) + a ∈ A
k,α
δ , and
Φ = 1 + u ∈ Gk+1,αδ , then we have
A · Φ = Aref +Φ
∗dArefΦ+ Φ
∗ (a+ e (γ))Φ
= Aref +Φ
∗dArefu+ (1 + u
∗) (a+ e (γ)) (1 + u) ;
since
u ∈ ρδck+10 (u (E))
a ∈ ρδck,α0
(
0Λ1
u(E)
)
,
the multiplication theorem and the boundedness properties of dAref imply that
A · Φ−A ∈ ρδck,α0
(
0Λ1
u(E)
)
.
In particular, (A · Φ)|X = A|X , and hence the action of G
k+1,α
δ on A
k,α
δ preserves
the fibers Ak,αδ (ω). Therefore, the quotient spaces
Bk,αδ (ω) =
Ak,αδ (ω)
Gk+1,αδ
Bk,αδ =
Ak,αδ
Gk+1,αδ
are well defined topological spaces. In the remaining part of this section, we
will describe their local structure.
Let B be a smooth connection on E. Then dB and d
∗
B are 0-differential
operators. Denote by ∆B the twisted Hodge Laplacian on
0Λk
u(E), defined as
∆B = d
∗
BdB + dBd
∗
B.
The operator ∆B is a 0-elliptic element of Diff
2
0
(
0Λk
u(E)
)
.
Lemma 37. Let B be a smooth connection on E. Let p ∈ X. Then the normal
operator Np (∆B) of the twisted Hodge Laplacian ∆B on
0Λk
u(E) is equal to
the Hodge Laplacian ∆ on 0Λk of Mp with respect to the hyperbolic metric gp,
tensored by the identity on u
(
Ep
)
(cf. Remark 3).
Proof. The local 1-forms representing B with respect to a smooth frame of E
are O (ρ) 0-1-forms, so they vanish along X . The result then follows from a
straightforward computation in local coordinates.
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The Hodge Laplacians on hyperbolic space have been studied by Mazzeo
in [8]. In particular, we have the following
Theorem 38. ( [8], Theorem 1.3) The Hodge Laplacian ∆ on functions on
hyperbolic space Hn+1 has indicial roots 0 and n, and is invertible as a map
∆ : L2,20 → L
2
0.
From the discussion above, the following corollary is an immediate conse-
quence of Corollary 30.
Corollary 39. Let B be a smooth connection. Then the twisted Hodge Laplacian
∆B on sections of u (E) has constant indicial roots 0 and n, and it induces
Fredholm maps of index zero
∆B : ρ
ν−n2 L2,k+20 (u (E))→ ρ
ν−n2 L2,k0 (u (E))
∆B : ρ
νCk+2,α0 (u (E))→ ρ
νCk,α0 (u (E))
for every ν ∈ (0, n), k ∈ N, α ∈ (0, 1).
Now, let’s prove some properties of the operators dA, d
∗
A,∆A where the con-
nection A ∈ Ak,αδ is not necessarily smooth.
Lemma 40. Let A ∈ Ak,αδ . Then the operators
dA : ρ
δck+1,α0
(
0Λ•
u(E)
)
→ ρδck,α0
(
0Λ•+1
u(E)
)
d∗A : ρ
δck+1,α0
(
0Λ•
u(E)
)
→ ρδck,α0
(
0Λ•−1
u(E)
)
are well defined and bounded.
Proof. Write
A = Aref + e (γ) + a = Aref + a˜
Recall that a˜ ∈ ρck,α0
(
0Λ1
u(E)
)
. Write
dA = dAref + [a˜ ∧ ·] .
Now, dAref : ρ
δck+1,α0 → ρ
δck,α0 is bounded because dAref is a 0-differential
operator with smooth coefficients. Moreover, the multiplication theorem ensures
that the map [a˜ ∧ ·] is bounded as a map ρδck+1,α0 → ρ
1+δck,α0 →֒ ρ
δck,α0 . The
same holds for d∗A = d
∗
Aref
+ [a˜∗ y ·].
Lemma 41. Let A ∈ Ak,αδ . Then the twisted Hodge Laplacian
∆A := d
∗
AdA : ρ
δch,α0 (u (E))→ ρ
δch−2,α0 (u (E))
is well defined, bounded and invertible for each 2 ≤ h ≤ k + 1.
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Proof. From the lemma above, the map is well defined and bounded. Let’s now
prove invertibility for 2 ≤ h ≤ k. Write
A = Aref + e (γ) + a = Aref + a˜
as above. Then we have
∆A = ∆Aref + PAref,a˜,
where
PAref,a˜ = [a˜
∗
y dAref ·] + d
∗
Aref
[a˜ ∧ ·] ·+ [a˜ ∧ [a˜∗ y ·]] .
Since Aref is smooth, we know from Corollary 39 that
∆Aref : ρ
νCl+2,α0 (u (E))→ ρ
νCl,α0 (u (E))
is Fredholm of index zero for every ν ∈ (0, n) and for every l ∈ N. Since ∆Aref
preserves O (ρν) polyhomogeneity, ∆Aref : ρ
νcl+2,α0 → ρ
νcl,α0 is Fredholm of
index zero as well. Now, the multiplication theorem ensures that
PAref,a˜ : ρ
δch,α0 → ρ
δ+1ch−1,α0
is bounded and, since the embedding ρδ+1ch−1,α0 →֒ ρ
δch−2,α0 is compact, PAref,a˜ :
ρδch,α0 → ρ
δch−2,α0 is compact (observe that this passage of the proof would not
work for h = k + 1, because in that case we cannot say that PAref,a˜ ∈ ρ
δ+1ck,α0 ,
since a˜ is only ρck,α0 and the first derivatives of a˜ appear in PAref,a˜). It follows
that ∆A : ρ
δch,α0 → ρ
δch−2,α0 is Fredholm of index zero as well. Therefore, to
prove that it is invertible, it is sufficient to prove that its kernel is zero. This
is a straightforward application of the maximum principle. Let ∆ = d∗d be the
Laplacian on functions on M . Let u be in the ρhck,α0 kernel of ∆A. Then we
have
−
1
2
∆ |u|2 = 〈dAu, dAu〉 ≥ 0.
It follows that |u|2 cannot have a global maximum in M unless it is constant.
However, since δ > 0, ρδch,α0 embeds in the space of continuous functions on M
that vanish along X . Since |u|2 is continuous on M , it has a global maximum,
that must be attained at X . It follows that u ≡ 0.
Let’s finally prove that ∆A : ρ
δck+1,α0 → ρ
δck−1,α0 is invertible. The kernel
is contained in the ρδck,α0 kernel, and hence it is zero. On the other hand, if
v ∈ ρδck−1,α0 , then it is in ρ
δck−2,α0 , and hence there exists a unique u ∈ ρ
δck,α0
such that ∆Au = v. This equation can be rewritten as ∆Arefu = v − PAref,a˜u;
now, the right hand side is in ρδck−1,α0 , and hence from the 0-ellipticity of ∆Aref ,
we get that u ∈ ρδck+1,α0 . Therefore, from the generality of v, it follows that
∆A : ρ
δck+1,α0 → ρ
δck−1,α0 is surjective.
Proposition 42. Let ω ∈ Ak,α (X). Then the pullback right action of Gk+1,αδ
on Ak,αδ (ω) is free and proper.
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Proof. The action is free. Suppose that A · Φ = A for some Φ ∈ Gk+1,α0 and
A ∈ Ak,αδ (ω). Then, if we think of Φ as a section of gl (E), we have dAΦ ≡ 0.
Since Φ = 1 + u for some u ∈ ρδck+1,α0 , and dA1 ≡ 0, it follows that dAu ≡ 0.
But A is a Hermitian connection, so |u| must be constant on M . On the other
hand, u is continuous and |u| ≡ 0 along X . It follows that u ≡ 0.
The action is proper. Let An ∈ Ak,αµ (ω) and Φn ∈ G
k+1,α
µ be sequences such
that An and An · Φn converge. We have to prove that a subsequence of Φn
converges. Let A ∈ Ak,αδ (ω) be smooth, and write
An = A+ an
An · Φn = A+ bn
Φn = 1 + un
for some an, bn ∈ ρδc
k,α
0
(
0Λ1
u(E)
)
and un ∈ ρδc
k+1,α
0 (gl (E)). Since
(A+ an) · Φn = A+Φ
∗
ndAΦn +Φ
∗
nanΦn,
we have
Φnbn = dAΦn + anΦn
or, equivalently,
dAun = (bn − an) + (unbn − anun) . (4.1)
Now we will use the fact that ∆A = d
∗
AdA is invertible as a map
∆A : ρ
δck+1,α0 (gl (E))→ ρ
δck−1,α0 (gl (E)) .
(Strictly speaking, Lemma 41 states the invertibility of
∆A : ρ
δck+1,α0 (u (E))→ ρ
δck−1,α0 (u (E)) ,
but the proof is the same if we replace u (E) by gl (E)) Denote by G the inverse.
Then, if we precompose Equation 4.1 by Gd∗A, we get
un = Gd
∗
A (bn − an) +Gd
∗
A (unbn − anun) .
From Theorem 28, G is a 0-pseudodifferential operator of order −1, and from
Theorem 3.15 of [9] the operator Gd∗A is a well defined 0-pseudodifferential
operator of order −1, which induces bounded maps
Gd∗A : ρ
δCh,α0
(
0Λ1
u(E)
)
→ ρδCh+1,α0
(
0Λ1
u(E)
)
for every h ∈ N.
1. (un is bounded in ρ
δCk+1,α0 ) Since 1 + un is a continuous section of a
bundle of Lie groups with compact fibers, it follows that un is bounded
in C0. Therefore, unbn − anun is bounded in ρ
δC0. It follows then from
the equation above that un is bounded in ρ
δC1, and hence it is bounded
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in ρδC0,α0 . Now, using the fact that an, bn ∈ ρ
δCk,α0 , the multiplication
theorem, and the boundedness properties of Gd∗A, it follows that un is
bounded in ρδC1,α0 . By iterating this procedure, we obtain that un is
bounded in ρδCk+1,α0 .
2. (un has a convergent subsequence in ρ
δCk+1,α0 ) By the multiplication the-
orem, unbn−anun is bounded in ρ2δC
k,α
0 ; since ρ
2δCk,α0 embeds compactly
in ρδCk−1,α0 , unbn−anun has a subsequence converging in ρ
δCk−1,α0 . Since
an, bn converge in ρ
δCk,α0 , it follows that un has a subsequence converg-
ing in ρδCk,α0 . But this implies, again by multiplication theorem, that
unbn− anun has a subsequence converging in ρ
δCk,α0 , and hence un has a
subsequence converging in ρδCk+1,α0 .
3. (Φn has a convergent subsequence in G
k+1,α
0 ) So far, we know that Φn =
1+un has a convergent subsequence to a Φ in the space 1+ρ
δCk+1,α0 (gl (E)).
Since the un are all in ρ
δck+1,α0 (gl (E)), Φ ∈ 1+ρ
δck+1,α0 (gl (E)). To con-
clude, we must prove that Φ ∈ Gk+1,α0 , i.e. that Φ (p) ∈ U(Ep) for every
p ∈ M . The convergence of Φn in 1 + ρδC
k+1,α
0 (gl (E)) implies that, for
every p ∈M , the sequence Φn (p) ∈ U(Ep) converges to a Φ (p) ∈ gl (Ep);
but U (Ep) is a compact subset of gl (Ep), so Φ (p) ∈ U(Ep) as well.
Proposition 43. Let ω ∈ Ak,α (X), and let A ∈ Ak,αδ (ω). Then, for every
B ∈ Ak,αδ (ω) sufficiently close to A, there is a gauge transformation Φ ∈ G
k+1,α
δ
such that B ·Φ is in Coulomb gauge with A. Φ is unique in a sufficiently small
neighborhood of 1 in Gk+1,αδ .
Proof. Define
K = ker d∗A in ρ
δck,α0
(
0Λ1
u(E)
)
.
Consider the map
K × Gk+1,αδ → A
k,α
δ (ω)
(a,Φ) 7→ (A+ a) · Φ.
This map sends (0, 1) to A, and its derivative at (0, 1) is
K ⊕ ρδck+1,α0 (u (E))→ ρ
δck,α0
(
0Λ1
u(E)
)
(a, u) 7→ dAu+ a.
The claim follows from the inverse function theorem on Banach manifolds, if we
can prove that the map above is invertible.
Injectivity. Suppose that dAu + a = 0. If we apply d
∗
A to this equation, we get
∆Au = 0, and hence Lemma 41 implies that u = 0; therefore, a = 0 as well.
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Surjectivity. Let b ∈ ρδck,α0
(
0Λ1
u(E)
)
. Lemma 41 ensures that there is a unique
solution u ∈ ρδck+1,α0 (u (E)) of the equation ∆Au = d
∗
Ab. Define a = b − dAu:
then a ∈ ρδck,α0
(
0Λ1
u(E)
)
and d∗Aa = d
∗
Ab−∆Au = 0, so (a, u) is in the domain
of the map above.
A similar result holds for the manifold Ak,αδ , although we don’t have a “linear
slice” anymore. For any A ∈ Ak,αδ , define the slice at A
SA =
{
A+ e (γ) + a ∈ Ak,αδ : d
∗
A+e(γ)a = 0
}
. (4.2)
The meaning of SA is the following: B ∈ SA if and only if B is in Coulomb
gauge with A+ e
(
B|X −A|X
)
.
Lemma 44. Near A, SA is a smooth Banach submanifold of A
k,α
δ , with tangent
space at A given by
TA (SA) = c
k,α
(
T ∗X
u(E|X)
)
⊕ ker
ρδc
k,α
0
(
0Λ1
u(E)
) d∗A.
Proof. SA is the zero locus of the map
Ak,αδ → ρ
δck−1,α0
(
0Λ1
u(E)
)
A+ e (γ) + a 7→ d∗A+e(γ)a,
and the derivative at A of this map is
TAA
k,α
δ → ρ
δck−1,α0
(
0Λ1
u(E)
)
(γ, a) 7→ d∗Aa.
We know from Lemma 41 that d∗A : ρ
δck,α0
(
0Λ1
u(E)
)
→ ρδck−1,α0
(
0Λ1
u(E)
)
is
surjective. The claim then follows from the inverse function theorem for Banach
manifolds.
Proposition 45. Let A ∈ Ak,αδ . Then, for every B ∈ A
k,α
δ sufficiently close to
A, there is a gauge transformation Φ ∈ Gk+1,αδ such that B · Φ ∈ SA, i.e. B · Φ
is in Coulomb gauge with A+ e
(
B|X −A|X
)
.
Proof. The map
SA × G
k+1,α
δ → A
k,α
δ
(B,Φ) 7→ B · Φ
is smooth near (A, 1), and its derivative at (A, 1) is
TA (SA)⊕ T1
(
Gk+1,αδ
)
→ TA
(
Ak,αδ
)
(γ, a, u) 7→ (γ, dAu+ a) .
As in the proof of Proposition 43, it follows that this map is invertible. The claim
then follows again from the inverse function theorem on Banach manifolds.
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Combining together Propositions 43 and 45 with Proposition 42, we get the
following description of the local structure of Bk,αδ (ω) and B
k,α
δ . The proof is
standard and hence omitted.
Corollary 46. The spaces Bk,αδ and B
k,α
δ (ω) for any ω ∈ A
k,α (X) are smooth
infinite-dimensional Banach manifolds. More precisely:
1. for every A ∈ Ak,αδ (ω), the map
ϕA : kerρδck,α0
(
0Λ1
u(E)
) d∗A → B
k,α
δ (ω)
a 7→ [A+ a]
restricts to a smooth chart from a neighborhood of 0 to a neighborhood of
[A];
2. for every A ∈ Ak,αδ , the map
ψA : SA → B
k,α
δ
B 7→ [B]
restricts to a diffeomorphism from a neighborhood of A to a neighborhood
of [A].
5 Yang–Mills Connections
5.1 Yang–Mills connections and Coulomb gauge
Let δ, k, α be as in Section 4. Let’s recall the definition of Yang–Mills connection:
Definition 47. A connection A ∈ Ak,αδ is called Yang–Mills if it satisfies the
equation
d∗AFA = 0.
It is well known that the Yang–Mills equation is gauge invariant: this means
that if Φ ∈ Gk+1,αδ and A ∈ A
k,α
δ is Yang–Mills, then Φ
∗A is Yang–Mills as well.
Therefore, we can define the moduli spaces
YMk,αδ ⊆ B
k,α
δ
YMk,αδ (ω) ⊆ B
k,α
δ (ω)
of gauge classes of Yang–Mills connections in Ak,αδ and A
k,α
δ (ω), respectively.
In this subsection, we will describe YMk,αδ , locally near a gauge class [A], as
the zero locus of a nonlinear map YA. We first need a technical lemma.
Lemma 48. Let A ∈ Ak,αδ . Then the map
dA ◦ e : c
k,α
(
T ∗X
u(E|X)
)
→ ρδck−1,α0
(
0Λ2
u(E)
)
is well defined and bounded.
30
Proof. Write A = Aref + a˜, for some a˜ ∈ ρc
k,α
0
(
0Λ1
u(E)
)
, so that we have
dA = dAref + [a˜ ∧ ·] .
Note that the map dAref , being an element of Diff
1
(
Λ1
u(E),Λ
2
u(E)
)
(note the
absence of the 0 superscripts) is a bounded map
dAref : c
k,α
(
Λ1
u(E)
)
→ ck−1,α
(
Λ2
u(E)
)
.
Now, the extension map
e : ck,α
(
T ∗X
u(E|X)
)
→ ck,α
(
Λ1
u(E)
)
is bounded, and the inclusion ck−1,α
(
Λ2
u(E)
)
→֒ ρ2ck−1,α0
(
0Λ2
u(E)
)
is bounded
as well by definition of 0Λ2; it follows that
dAref ◦ e : c
k,α
(
T ∗X
u(E|X)
)
→ ρ2ck−1,α0
(
0Λ2
u(E)
)
is well defined and bounded. Now, the multiplication theorem ensures that
[a˜ ∧ ·] : ρck,α0
(
0Λ1
u(E)
)
→ ρ2ck,α0
(
0Λ2
u(E)
)
is well defined and bounded; therefore, the bounded inclusion
ck,α
(
Λ1
u(E)
)
→֒ ρck,α0
(
0Λ1
u(E)
)
implies that
[a˜ ∧ ·] ◦ e : ρck,α0
(
0Λ1
u(E)
)
→ ρ2ck,α0
(
0Λ2
u(E)
)
is bounded. Since δ < 2, we have a continuous inclusion
ρ2ck−1,α0
(
0Λ2
u(E)
)
→֒ ρδck−1,α0
(
0Λ2
u(E)
)
,
so the proof is completed.
Remark 49. This lemma is the most important reason for which we chose δ < 2.
In fact, it is false for δ > 2, and although it is still true for δ = 2, this case is
problematic in dimension n+ 1 = 4, as we shall see.
Now, given a connection A ∈ Ak,αδ , we define a nonlinear map
YA : A
k,α
δ → ρ
δck−2,α0
(
0Λ1
u(E)
)
B = A+ e (γ) + b 7→ d∗BFB + dBd
∗
A+e(γ)b.
Before explaining its significance, let’s prove that the definition is well posed.
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Lemma 50. YA is well defined and smooth.
Proof. Write
B = A+ e (γ) + b
= A+ b˜
and write YA (B) as
YA (B) = d
∗
AFA
+ (d∗AdA + [·
∗
y FA]) e (γ)
+ (d∗AdA + dAd
∗
A + [·
∗
y FA]) b
+
1
2
d∗A
[
b˜ ∧ b˜
]
+
[
b˜∗ y dAb˜
]
+
1
2
[
b˜∗ y
[
b˜ ∧ b˜
]]
+ dA
[
e (γ)
∗
y b
]
+
[
b˜ ∧ d∗Ab
]
+
[
b˜ ∧
[
e (γ)
∗
y b
]]
.
We must prove that all those terms are in ρδck−2,α0
(
0Λ1
u(E)
)
and are smooth in
γ, b.
1. Write A = Aref + e (γ0) + a0 = Aref + a˜: then we have
FA = FAref + dAref a˜+
1
2
[a˜ ∧ a˜] .
Now, Aref is a smooth connection, and hence FAref is a smooth 2-form,
which implies that it is a O
(
ρ2
)
smooth section of 0Λ2
u(E). Since δ < 2,
certainly FAref ∈ ρ
δck−1,α0 . Now, Lemma 48 ensures that dA0 a˜ ∈ ρ
δck−1,α0 ,
and 12 [a˜ ∧ a˜] ∈ ρ
δck,α0 by the multiplication theorem and δ < 2. It follows
that FA ∈ ρδc
k−1,α
0
(
0Λ2
u(E)
)
, and hence
d∗AFA ∈ ρ
δck−2,α0
(
0Λ1
u(E)
)
.
2. Thanks to Lemma 48 and the fact that FA ∈ ρδc
k−1,α
0 , the map
(d∗AdA + [·
∗
y FA]) ◦ e : c
k,α
(
T ∗X
u(E|X)
)
→ ρδck−2,α0
(
0Λ1
u(E)
)
is linear and bounded.
3. Again, the decay of FA ensures that
d∗AdA + dAd
∗
A + [·
∗
y FA] : ρ
δck,α0 → ρ
δck−2,α0
is linear and bounded.
4. b˜ ∈ ρck,α0 and b˜ is linear, hence smooth, in γ and b. From the multiplication
theorem and the fact that δ < 2, it follows that the last two lines in the
formula above are in ρδck−2,α0 and smooth in γ and b.
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The importance of the map YA for our purposes is due to the following
Proposition 51. Let A,B ∈ Ak,αδ . Then YA (B) = 0 if and only if B is a
Yang–Mills connection and belongs to the slice SA defined in Formula 4.2.
Proof. The direction ⇐ is automatic. Let’s prove the direction ⇒. Write
B = A+ e (γ) + b.
Now, apply d∗B to the equation YA (B) = 0: an easy computation implies that
d∗Bd
∗
BFB = 0, so we obtain
∆B
(
d∗A+e(γ)b
)
= 0.
Now, d∗
A+e(γ)b is in the ρ
δck−1,α0 kernel of ∆B, which is zero by Lemma 41. It
follows that B is in Coulomb gauge with A+ e (γ), i.e. B ∈ SA. Substituting in
YA (B) = 0, we obtain that B is Yang–Mills.
Remark 52. Here we need k ≥ 3, in order to make sense of the equation d∗Bd
∗
BFB
classically.
Corollary 53. Let A,B ∈ Ak,αδ (ω). Then YA (B) = 0 if and only if B is a
Yang–Mills connection in Coulomb gauge with A.
Proof. If B ∈ Ak,αδ (ω), then B belongs to the slice SA if and only if it is in
Coulomb gauge with A, because A and B have the same boundary connection.
From the computations contained in the proof of Lemma 50, it follows that
the linearization of YA at A is given by
d (YA)A : TAA
k,α
δ → ρ
δck−2,α0
(
0Λ1
u(E)
)
(γ, a) 7→ (d∗AdA + dAd
∗
A + [·
∗
y FA]) a
+ (d∗AdA + [·
∗
y FA]) e (γ) .
The restriction of this linearization to the second component of TAA
k,α
δ , which
is equal to TA
(
Ak,αδ
(
A|X
))
, is the operator
LA := d
∗
AdA + dAd
∗
A + [·
∗
y FA] .
This operator of course makes sense for any A ∈ Ak,αδ , not just for Yang–Mills
connections. LA will be one of the main characters of the rest of the paper.
Lemma 54. Let B be a smooth connection. Then LB is a 0-elliptic and for-
mally self-adjoint element of Diff20
(
0Λ1
u(E)
)
. Moreover, for every p ∈ X, the
normal operator Np (LB) is equal to the Hodge laplacian ∆ on 0-1-forms of Mp
with respect to the hyperbolic metric gp, tensored by the identity on u
(
Ep
)
(cf.
Remark 3).
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Proof. We have LB = ∆B+[·∗ y FB ], where ∆B is the Hodge Laplacian twisted
by B on 0Λ1
u(E). Therefore, LB ∈ Diff
2
0
(
0Λ1
u(E)
)
and 0σLB =
0σ∆B , so LB is
0-elliptic. Moreover, since the local 1-forms representing B in a local smooth
frame of E are O (ρ) 0-1-forms, they vanish along X , as well as FB, so the
statement about the normal operators of LB follows from a computation in
local coordinates. Now, the operator ∆B is manifestly formally self-adjoint, and
another computation in local coordinates shows that the operator a 7→ [a∗ y FB ]
is self-adjoint. This completes the proof.
The following theorem is proved in [8].
Theorem 55. ( [8], Theorem 1.3) Let ∆ be the Hodge Laplacian on 0-1-forms
on hyperbolic space Hn+1. Then ∆ has indicial roots 0, 1, n − 1, n, all with
multiplicity 1, and is invertible as a map
∆ : L2,20
(
0Λ1
)
→ L20
(
0Λ1
)
for every ν ∈ (0, n).
The proof of the following corollary follows then from Corollary 30.
Corollary 56. Let B be a smooth connection. Then the Laplace-type operator
LB has constant indicial roots 0, 1, n − 1, n, and it induces Fredholm maps of
index zero
LB : ρ
ν−n2 L2,k+20
(
0Λ1
u(E)
)
→ ρν−
n
2 L2,k0
(
0Λ1
u(E)
)
LB : ρ
νCk+2,α0
(
0Λ1
u(E)
)
→ ρνCk,α0
(
0Λ1
u(E)
)
for every ν ∈ (1, n− 1), k ∈ N, α ∈ (0, 1). Moreover, all those maps have the
same kernel K, equal to the kernel of LB in the space of O
(
ρn−1
)
polyhomoge-
neous sections of 0Λ1
u(E), and for ν ∈ (1, n− 1) fixed, the ranges of those maps
are topologically complemented by ρ2ν−nK.
Remark 57. For later use, let’s compute explicitly the indicial operator of LB at
a point p ∈ X . By definition, Is (LB) (p) is equal to Is (Np (LB)), and we have
Np (LB) = ∆⊗ idu(Ep) where ∆ is the Hodge laplacian on 0-1-forms ofMp with
respect to the hyperbolic metric gp. Choose normal coordinates
(
x1, ..., xn
)
for
(X,h0) centered at p, and denote by (t, ξ) the induced linear coordinates on
TpM , so that Mp = {(t, ξ) : t ≥ 0} and
gp =
dt2 + dξ2
t2
.
The matrix expression of the operator ∆ in terms of the unit frame(
dt
t
,
dξ1
t
, ...,
dξn
t
)
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is
∆ = − (t∂t)
2−
n∑
i=1
(
t∂ξi
)2
+ n (t∂t) +
n∑
i=1
2
(
0 δ∗i
−δi 0n×n
) (
t∂ξi
)
+
(
0
−(n−1)In×n
)
,
where δi is the n× 1 matrix whose ith entry is 1 and with all the other entries
equal to 0. The indicial operator is therefore
Is (∆) = −s
2 + ns+
(
0
− (n− 1) In×n
)
.
The matrix expression of Is (LB) (p), with respect to the basis(
dρ
ρ
(p) ,
dx1
ρ
(p) , ...,
dxn
ρ
(p)
)
of 0Λ1p, is Is (∆)⊗idu(Ep). Note that the block matrix decomposition of Is (LB) (p)
corresponds to the decomposition
0Λ1
u(E) = Tu(E|X) ⊕ Su(E|X)
described at the beginning of Section 4.
We need to prove a version of the corollary above for a not necessarily smooth
connection A ∈ Ak,αδ .
Lemma 58. Let A ∈ Ak,αδ . Then the Laplace-type operator
LA : ρ
δck,α0
(
0Λ1
u(E)
)
→ ρδck−2,α0
(
0Λ1
u(E)
)
is Fredholm of index zero.
Proof. The proof is very similar of the proof of Lemma 41. Write
A = Aref + e (γ) + a
= Aref + a˜,
and write
LA = LAref +QAref,a˜,
whereQAref,a˜ is a first order combination of the operators [a˜ ∧ ·],[a˜
∗
y ·],dAref ,d
∗
Aref
.
As in the proof of Lemma 41, one proves that QAref,a˜ : ρ
δck,α0 → ρ
δ+1ck−1,α0 is
bounded, and hence compact as a map ρδck,α0 → ρ
δck−2,α0 . Therefore, the claim
follows from Corollary 56 and the fact that LAref preserves O
(
ρδ
)
polyhomo-
geneity, so LAref : ρ
δck,α0 → ρ
δck−2,α0 is Fredholm of index zero.
Remark 59. This is the part of the proof in which we need δ 6= 2, at least when
n + 1 = 4. The reason is that, if n + 1 = 4, then n − 1 = 2 is an indicial root
of LAref , and hence the map LAref : ρ
2Ck,α0 → ρ
2Ck−2,α0 does not have closed
range (cf. [9]).
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5.2 A boundary value problem
In this subsection, we will prove the Yang–Mills version of the theorem of Gra-
ham and Lee.
Definition 60. A connection B on E|M is called polyhomogeneous if it can be
written as B0 + b, where B0 is a smooth connection on E, and b is a bounded
polyhomogeneous section of Λ1
u(E).
Remark 61. To say that b is a bounded polyhomogeneous section of Λ1
u(E) is
equivalent to say that b is a O (ρ) polyhomogeneous section of 0Λ1
u(E). Note also
that if γ ∈ ck,α
(
T ∗Xu(E)
)
is smooth, then e (γ) is smooth; therefore, since each
connection in Ak,αδ can be written as Aref+ e (γ)+ a, C
∞
(
T ∗Xu(E)
)
is dense in
ck,α
(
T ∗Xu(E)
)
, and phgδ
(
0Λ1
u(E)
)
is dense in ρδck,α0
(
0Λ1
u(E)
)
, it follows that
the set of polyhomogeneous connections in Ak,αδ is dense in A
k,α
δ . Analogously,
if ω is a smooth connection on E|X , then the set of polyhomogeneous connec-
tions in Ak,αδ (ω) is dense in A
k,α
δ (ω). Note that A
k,α
δ does not contain every
polyhomogeneous connection: for example, if a ∈ phg
δ
2
(
0Λ1
u(E)
)
, then Aref + a
does not necessarily belong to Ak,αδ .
Let A ∈ Ak,αδ be a polyhomogeneous connection. Then the Laplace-type
operator LA is a 0-differential operator with bounded polyhomogeneous co-
efficients, and hence it satisfies Corollary 56 as well (cf. Subsection 3.5). In
particular, the map
LA : ρ
δck,α0
(
0Λ1
u(E)
)
→ ρδck−2,α0
(
0Λ1
u(E)
)
is Fredholm of index zero, and its kernel is equal to the L20 kernel, which is
in turn equal to the kernel of LA in the space of O
(
ρn−1
)
polyhomogeneous
sections of 0Λ1
u(E).
Definition 62. A polyhomogeneous Yang–Mills connection A ∈ Ak,αδ (ω) is
called nondegenerate if the L20 kernel of LA vanishes.
We are now ready to prove the main theorem of this subsection.
Theorem 63. Let A ∈ Ak,αδ (ω) be a polyhomogeneous and nondegenerate
Yang–Mills connection. Then there is an open neighborhood U of 0 in ck,α
(
T ∗X
u(E|X)
)
and a unique smooth map a : U → ρδck,α0
(
0Λ1
u(E)
)
which satisfies the following
properties:
1. a (0) = 0;
2. for every γ ∈ U , A+e (γ)+a (γ) is a Yang–Mills connection with boundary
connection ω + γ, in Coulomb gauge with A+ e (γ).
36
Proof. The restriction of the linearization of
YA : A
k,α
δ → ρ
δck−2,α0
(
0Λ1
u(E)
)
to the second component of TAA
k,α
δ is simply the Laplace-type operator
LA : ρ
δck,α0
(
0Λ1
u(E)
)
→ ρδck−2,α0
(
0Λ1
u(E)
)
.
This map is Fredholm of index zero, and hence from the nondegeneracy hypoth-
esis, it is invertible. The implicit function theorem on Banach manifolds then
implies the result.
Let’s now give examples of nondegenerate connections that confirms an ex-
pectation of Edward Witten in [17].
Proposition 64. Suppose that M satisfies the topological condition
H1
(
M,X
)
= 0.
Let A be the trivial connection on the trivial bundle E =M×CN over M . Then
A is nondegenerate, and hence satisfies the hypotesis of the theorem above.
Proof. Since A is the trivial connection, the Laplace-type operator LA is just
the Hodge Laplacian ∆ on 0-1-forms, tensored by the identity on u (E). Now,
as proved by Mazzeo in [8], the L20 kernel of ∆ is isomorphic to H
1
(
M,X
)
. It
follows that A is nondegenerate.
Observe that the converse argument gives examples of degenerate connec-
tions: if H1
(
M,X
)
6= 0, then every trivial connection is degenerate.
5.3 Polyhomogeneity modulo gauge
On Dirichlet-type problems for nondegenerate elliptic operators on manifolds
with boundary, elliptic regularity implies that if the restriction of a solution to
the boundary is smooth, then the solution is smooth up to the boundary. In this
subsection, we will prove a nonlinear, 0-elliptic analogue of this phenomenon for
Yang–Mills connections. The precise statement is
Theorem 65. Let ω be a smooth connection on E|X , and let [A] ∈ YM
k,α
δ (ω).
Then there is a representative A ∈ [A] which is polyhomogeneous.
Polyhomogeneity of solutions is a typical feature of 0-elliptic problems (cf.
Section 7 of [9]). We don’t yet have all the tools to prove Theorem 65. Be-
fore introducing the additional tools that we need, let’s first sketch the general
approach. This strategy is borrowed from [10], where yet another 0-elliptic
nonlinear problem is treated.
Let [A] ∈ YMk,αδ (ω). Since polyhomogeneous connections are dense in
Ak,αδ (ω), from Proposition 43 it follows that we can find a polyhomogeneous
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connection B ∈ Ak,αδ (ω) and a representative A ∈ [A] which is in Coulomb
gauge with B. Therefore, A satisfies the equation
YB (A) = 0.
Write
a = A−B ∈ ρδck,α0
(
0Λ1
u(E)
)
:
we want to prove that a ∈ phgδ
(
0Λ1
u(E)
)
. The equation above can be rewritten
as
LBa = −d
∗
BFB −R, (5.1)
where
R = d∗B
(
1
2
[a ∧ a]
)
+
[
a∗ y
(
dBa+
1
2
[a ∧ a]
)]
+ [a ∧ d∗Ba] .
Let G,Π1,Π2 be the generalized inverse and orthogonal projectors Π1,Π2 onto
the kernel and orthogonal complement of the range of LB, with respect to the
ρδ−
n
2 L20 inner product (cf. the discussion after Theorem 26). Recall that
G ∈ Ψ−2,H0
(
0Λ1
u(E)
)
Π1 ∈ Ψ
−∞,E
(
0Λ1
u(E)
)
Π2 ∈ Ψ
−∞,F
(
0Λ1
u(E)
)
where the index sets H = (H10,H01,H11), E = (E10, E01), F = (F10,F01) satisfy
Lead (E10) = (n− 1, 0) Lead (E01) = (n− 2δ − 2, 0)
Lead (F10) = (2δ − 1, 0) Lead (F01) = (−2, 0)
Re (H10) ≥ min {n− 1, 2δ − 1} Re (H01) ≥ min {n− 2δ − 2,−2}
Lead (H11) = (0, 0) .
Now, apply G to Equation 5.1; since GLB = I −Π1, we obtain the equation
a = Π1a−Gd
∗
BFB −GR.
Note that FB ∈ phg
0
(
Λ2
u(E)
)
= phg2
(
0Λ2
u(E)
)
because B is a polyhomoge-
neous connection; therefore, d∗BFB ∈ phg
2
(
0Λ1
u(E)
)
; it follows then from The-
orem 22 that
Gd∗BFB ∈ phg
min{(2,0),Lead(H10)}
(
0Λ1
u(E)
)
⊆ phgδ
(
0Λ1
u(E)
)
.
Moreover, from Theorem 23, we have
Π1a ∈ phg
n−1
(
0Λ1
u(E)
)
⊆ phgδ
(
0Λ1
u(E)
)
.
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It remains to prove that
GR ∈ phgδ
(
0Λ1
u(E)
)
.
Note that R ∈ ρδCk−1,α0 because of the multiplication theorem and the fact
that R is first order in a; therefore, by 0-elliptic regularity, we get that
a ∈
⋂
h
ρδCh,α0
(
0Λ1
u(E)
)
.
This implies that a is smooth in the interior, but from this argument we cannot
even conclude that a is conormal; the problem is that the norms ρδCh,α0 do
not have any control on tangential regularity, because the vector fields in V0 all
vanish along X . To avoid this problem, we introduce subspaces of ρδCk,α0 which
control a finite number of tangential derivatives.
Definition 66. Let Vb be the subspace of V consisting of vector fields on M
tangent to the boundary. Let ν ∈ R, h ∈ N, β ∈ (0, 1), and l ∈ N, l ≤ h. We
define
ρνCh,β;l0 =
{
u ∈ ρνCh,β0 : V1 · · ·Vru ∈ ρ
νCh−r,β0 ∀V1, ..., Vr ∈ Vb, r ≤ l
}
.
Notice that ⋂
k,l
ρνCk,α;l0 = con
ν .
Moreover, from the multiplication properties of the spaces ρνCh,β0 , it is easy to
see that ρνCh,β;l0 is closed under multiplication when ν > 0, and hence so is
conν . Another important property of those spaces is that we can trade decay
for tangential regularity:
Lemma 67. ( [10], Lemma 2.22) ρν+1Ch,β;l0 ⊆ ρ
νCh,β;l+10 .
Call ρνCh,β;l0
(
0Λ1
u(E)
)
the subspace of ρνCh,β0
(
0Λ1
u(E)
)
whose sections have
components in ρνCh,β;l0 with respect to smooth frames. The next lemma follows
immediately from Proposition 2.19 of [10] and the fact thatG ∈ Ψ−2,H0
(
0Λ1
u(E)
)
.
Lemma 68. For every h ∈ N and l ∈ {0, ..., h}, we have
G
(
ρδCh,α;l0
(
0Λ1
u(E)
))
⊆ ρδCh+2,α;l0
(
0Λ1
u(E)
)
.
In particular,
G
(
conδ
(
0Λ1
u(E)
))
⊆ conδ
(
0Λ1
u(E)
)
.
We need another property of G, namely the fact that if v ∈ conδ
′
(
0Λ1
u(E)
)
for some δ′ > δ, then Gv has a partial polyhomogeneous expansion up to order
O
(
ρδ
′
)
, with remainder in conδ
′
(
0Λ1
u(E)
)
again. This result is used, and its
proof is sketched in, the proof of Theorem 3.18 of [10]. See also the proof of
Theorem 7.14 in [9] and the remark following it.
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Lemma 69. Let δ′ > δ, and let v ∈ conδ
′
(
0Λ1
u(E)
)
. Then
Gv ∈ phgLead(H10)
(
0Λ1
u(E)
)
+ conδ
′
(
0Λ1
u(E)
)
.
Proof sketch. As explained in [9], the space Ψ−2,H0 decomposes as
Ψ−2,H0 = Ψ
−2,(∞,∞,H11)
0 +Ψ
−∞,H
0 +Ψ
−∞,H′
where H′ = (H10,H01). Decompose G = G1+G2+G3 accordingly. Then, from
the mapping property of very residual operators, we have
G3v ∈ phg
Lead(H10)
(
0Λ1
u(E)
)
,
and using again Proposition 2.19 of [10] we have
G1v ∈ con
δ′
(
0Λ1
u(E)
)
.
Therefore, it suffices to prove that G2v ∈ phg
Lead(H10) + conδ
′
. Now, following
the proof of Theorem 7.14 in [9] we see that for any G ∈ Ψ−∞,H0 , Gv has a
“weak” polyhomogeneous expansion up to order O
(
ρδ
′
)
, with coefficients in
a certain Banach space of sections of 0Λ1
u(E)|X , and with remainder in con
δ′ .
The regularity of the coefficients of this weak expansion can be improved using
Proposition 3.30 in [9], which implies that if Q is in Diff1b (the spaces Diff
m
b
are defined as Diffm0 , but replacing the space V0 with the space Vb of vector
fields tangent to X) then [Q,G] ∈ Ψ−∞,H0 again. In our case, we have that
[Q,G2] ∈ Ψ
−∞,H
0 , so QG2v − G2Qv has a weak partial expansion as above;
on the other hand, Qv ∈ conδ
′
because O
(
ρδ
′
)
conormality is preserved by
b-differential operators, and hence QG2v has a weak partial expansion as above.
From the generality of Q, it follows that the coefficients of the expansion of
G2v have “one more degree of regularity than expected”. The claim follows by
iterating this procedure.
We are finally ready to prove the main theorem of this subsection.
Proof of Theorem 65. Consider again the equation
a = Π1a−Gd
∗
BFB −GR,
with
R = d∗B
(
1
2
[a ∧ a]
)
+
[
a∗ y
(
dBa+
1
2
[a ∧ a]
)]
+ [a ∧ d∗Ba] .
Let’s first prove that a ∈ conδ. We already noticed that Π1a ∈ phg
n−1 ⊆ phgδ
and Gd∗BFB ∈ phg
min{(2,0),Lead(H10)} ⊆ phgδ. Therefore, we have to take care
of GR only. By the multiplication theorem, we know that R ∈ ρ2δCk−1,α0 , and
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this space is contained in ρδCk−1,α;10 by Lemma 67 and the inequality 2δ > δ+1.
It follows that GR ∈ ρδCk+1,α;10 , and hence a ∈ ρ
δCk+1,α;10 . By iterating this
procedure, it follows that a ∈ ρδCk+l,α;l0 for every l ∈ N, and hence a ∈ con
δ.
Let’s now prove polyhomogeneity. We will prove by induction on l ∈ N that
a ∈ phgδ
(
0Λ1
u(E)
)
+ con(2+l)
(
0Λ1
u(E)
)
.
This implies that a ∈ phgδ, as claimed.
1. (l = 0) Thanks to the multiplication theorem, R is in con2δ. Therefore,
by Lemma 69, we have GR ∈ phgLead(H10) + con2δ. This implies that
a ∈ phgδ
(
0Λ1
u(E)
)
+ con2δ
(
0Λ1
u(E)
)
.
2. (True for l ∈ N, prove for l+1) Decompose a = al+rl, where al ∈ phg
δ and
rl ∈ con(2+l), and substitute in R. If we denote by Rl the term obtained
from R by discarding the terms containing only al, by the multiplication
theorem we have
Rl ∈ con
(2+l+1)
(
0Λ1
u(E)
)
R−Rl ∈ phg
2δ
(
0Λ1
u(E)
)
,
and hence
a = Π1a−Gd
∗
BFB −GR
= Π1a−Gd
∗
BFB −G (R−Rl)−GRl,
from which we have
a+GRl ∈ phg
δ
(
0Λ1
u(E)
)
.
Again from Lemma 69, we have GRl ∈ phg
δ + con(2+l+1), so it follows
that
a ∈ phgδ
(
0Λ1
u(E)
)
+ con(2+l+1)
(
0Λ1
u(E)
)
as claimed.
5.4 Smooth points of the moduli space
In this subsection, we will prove that if M satisfies the topological condition
π1
(
M,X
)
= 0, then the moduli space YMk,αδ is smooth at every point [A]
which has a smooth boundary connection. The strategy used here is similar to
the one used in [2], where it is proved (we omit here the precise regularity) that
the moduli space of Poincare´–Einstein metrics modulo diffeomorphisms which
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are the identity on the boundary is smooth. As in [2], the key part of the proof
consists in showing that if A is a polyhomogeneous Yang–Mills connection, then
every infinitesimal Yang–Mills deformation a of A which decays fast enough at
infinity must be “pure gauge”, i.e. it must be a = dAu for some infinitesimal
gauge transformation u. See Proposition 74 for the precise statement.
Let [A] ∈ YMk,αδ be such that the boundary connection A|X is smooth.
Theorem 65 ensures that there exists a polyhomogeneous representativeA ∈ [A].
By Proposition 51, the moduli space YMk,αδ is parametrized near [A] by the
zero locus of the nonlinear map
YA : A
k,α
δ → ρ
δck−2,α0
(
0Λ1
u(E)
)
B = A+ e (γ) + b 7→ d∗BFB + dBd
∗
A+e(γ)b.
We will prove that the derivative of this map at A is surjective; the implicit
function theorem then implies that the zero locus of YA near A is a smooth
submanifold of Ak,αδ contained in SA, which translates into the fact that YM
k,α
δ
is a smooth submanifold of Bk,αδ near [A].
First of all, write PA for the operator d
∗
AdA + [·
∗
y FA]. Notice that
PAu =
d
dt |0
(
d∗A+tuFA+tu
)
,
i.e. zeroes of PA are exactly infinitesimal Yang–Mills deformations of A. Note
that
LA = PA + dAd
∗
A.
The following lemma is the linear version of Proposition 51.
Lemma 70. Let b ∈ ρνCh,β0
(
0Λ1
u(E)
)
for some ν > 0 and h ∈ N, h ≥ 3,
β ∈ (0, 1). Then LAb = 0 if and only if d∗Ab = 0 and PAb = 0.
Proof. The direction ⇐ is immediate, so let’s prove the direction ⇒. Since
LAb = 0, we have d
∗
ALAb = 0, and since A is Yang–Mills a computation shows
that d∗APA ≡ 0. It follows that ∆Ad
∗
Ab = 0, and since d
∗
Ab decays like ρ
ν and
ν > 0, from Lemma 41 we have d∗Ab = 0. This implies that PAb = 0 as well, as
claimed.
The derivative of YA at A is
d (YA)A : TAA
k,α
δ → ρ
δck−2,α0
(
0Λ1
u(E)
)
(γ, a) 7→ LAa+ PAe (γ) .
Now, we know that
LA : ρ
δck,α0
(
0Λ1
u(E)
)
→ ρδck−2,α0
(
0Λ1
u(E)
)
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is Fredholm of index zero, with range complemented by ρ2δ−nK, where K is
the finite-dimensional kernel of LA in phg
n−1
(
0Λ1
u(E)
)
. Take a b ∈ K: then(
ρ1−nb
)
|X
∈ C∞
(
0Λ1
u(E)|X
)
. Recall that we have a splitting
0Λ1
u(E)|X = Tu(E|X) ⊕ Su(E|X);
(cf. the beginning of Section 4) therefore we can uniquely decompose
(
ρ1−nb
)
|X
as (
ρ1−nb
)
|X
:= βX,t
dρ
ρ |X
+
(
βX,s
ρ
)
|X
(5.2)
where βX,t is a smooth section of u
(
E|X
)
, and βX,s is a smooth section of
T ∗X
u(E|X).
Proposition 71. Let b ∈ K, and let βX,s be defined as above. For every tangent
vector (γ, a) ∈ TAA
k,α
δ , the ρ
δ−n2 L20 inner product(
d (YA)A (γ, a) , ρ
2δ−nb
)
ρ
δ− n
2 L20
is well defined and proportional to∫
X
〈γ, βX,s〉h0 dVolh0 ,
where h0 = ρ
2g|X .
Remark 72. The proof of the Poincare´–Einstein analogue of this result is out-
lined in [15], and we follow the same strategy here.
Proof. Denote by Mλ the submanifold ρ
−1 ([λ,+∞)), for λ ∈ (0, ε). Then we
have
(
d (YA)A (γ, a) , ρ
2δ−nb
)
ρ
δ−n
2 L20
= lim
λ→0
∫
Mλ
〈
d (YA)A (γ, a) , ρ
2δ−nb
〉
ρn−2δdVolg
= lim
λ→0
∫
Mλ
〈LAa+ PAe (γ) , b〉dVolg.
Recall that, since we chose the boundary defining function ρ to be special (cf.
Section 2), the 0-1-form ρ−1dρ has pointwise norm 1 on the collarX×[0, ε) →֒M
induced by ρ, and in this collar the metric g takes the form
g =
dρ2 + h (ρ)
ρ2
for a smooth path of metrics h (ρ) on X starting at h0. It follows that
dVolg =
dρ
ρ
∧
dVolh(ρ)
ρn
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on this collar. Using the Green formulas and the fact that LA and PA are
formally self-adjoint, we obtain∫
Mλ
〈LAa+ PAe (γ) , b〉dVolg =
∫
Mλ
(〈a, LAb〉+ 〈e (γ) , PAb〉) dVolg
−
∫
X
int (λ)
λn
dVolh(λ)
where the integrand int (λ) is the following function on X (here we are using
the collar X × [0, ε) →֒M to identify the boundary Xλ = ∂Mλ with X):
int (λ) =
〈(
dρ
ρ
∧ a
)
|Xλ , (dAb) |Xλ
〉
+
〈
dAa|Xλ ,
(
dρ
ρ
∧ b
)
|Xλ
〉
+
〈
a|Xλ ,
(
dρ
ρ
∧ d∗Ab
)
|Xλ
〉
+
〈(
dρ
ρ
∧ d∗Aa
)
|Xλ , b|Xλ
〉
+
〈
dAe (γ) |Xλ ,
(
dρ
ρ
∧ b
)
|Xλ
〉
+
〈(
dρ
ρ
∧ e (γ)
)
|Xλ , dAb|Xλ
〉
.
We claim that
lim
λ→0
λ−nint (λ) = lim
λ→0
λ−n
〈(
dρ
ρ
∧ e (γ)
)
|Xλ , dAb|Xλ
〉
= (n− 2) 〈γ, βX,s〉h0 .
Note that a = o (ρ) and b = O
(
ρn−1
)
, so the first four terms of λ−nint (λ)
vanish in the limit. Now, the bundle 0Λ2|X has a decomposition analogous to
the decomposition 0Λ1|X = T ⊕ S described at the beginning of Section 4:
0Λ2|X = (T ∧ S)⊕ (S ∧ S) .
With respect to these decompositions of 0Λ1|X and
0Λ2|X , we have
Is (d) =
(
0 (s− 1) dρ
ρ |X
∧ ·
0 0
)
.
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In particular, we have I1 (d) = 0. Now, we have
dAe (γ) = dA
(
ρ
(
e (γ)
ρ
))
= ρ
(
I1 (d)⊗ idu(E|X)
)(γ
ρ |X
)
+ o (ρ)
= o (ρ) .
Since b = O
(
ρn−1
)
, this implies that in the limit λ → 0 also the fifth term of
λ−nint (λ) vanishes. Now, let’s take care of the last term. With a computation
similar to the one above, we have
dAb = dA
(
ρn−1
(
ρ1−nb
))
= ρn−1
(
In−1 (d)⊗ idu(E|X)
) (
ρ1−nb|X
)
+ o
(
ρn−1
)
= (n− 2)ρn−1
dρ
ρ
∧
βX,s
ρ
+ o
(
ρn−1
)
.
Therefore, since ρ−1dρ is unit and e (γ) = O (ρ) as a 0-1-form, we have〈(
dρ
ρ
∧ e (γ)
)
, dAb
〉
= (n− 2) ρn−1
〈
e (γ) ,
βX,s
ρ
〉
+ o (ρn) .
Now, e (γ) and ρ−1βX,s are u (E)-valued 0-1-forms and they are orthogonal to
ρ−1dρ by definition, so we have〈
e (γ) ,
βX,s
ρ
〉
= 〈ρe (γ) , βX,s〉ρ2g
= ρ 〈e (γ) , βX,s〉h(ρ) ;
therefore, we have〈(
dρ
ρ
∧ e (γ)
)
, dAb
〉
= (n− 2) ρn 〈e (γ) , βX,s〉h0 + o (ρ
n)
and hence
lim
λ→0
λ−nint (λ) = (n− 2) 〈γ, βX,s〉h0
as claimed. It follows that
(
d (YA)A (γ, a) , ρ
2δ−nb
)
ρ
δ− n
2 L20
= − (n− 2)
∫
X
〈γ, βX,s〉dVolh0
and this concludes the proof.
Corollary 73. The range of d (YA)A is complemented by ρ
2δ−nC, where C ≤ K
is the space of o
(
ρn−1
)
polyhomogeneous infinitesimal Yang–Mills deformations
of A in Coulomb gauge with A.
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Proof. Since d (YA) (γ, a) = LAa + PAe (γ), the range of d (YA)A contains the
range of LA : ρ
δck,α0 → ρ
δck−2,α0 , which is complemented by ρ
2δ−nK. Now, the
ρδ−
n
2 L20 inner product is well defined on ρ
2δ−nK, because if b, c ∈ K then(
ρ2δ−nb, ρ2δ−nc
)
ρ
δ− n
2 L20
=
(
ρδ−
n
2 b, ρδ−
n
2 c
)
L20
and b, c = O
(
ρn−1
)
, so ρδ−
n
2 b, ρδ−
n
2 c = O
(
ρ
n
2 +δ−1
)
, and since δ > 1 this
implies that ρδ−
n
2 b, ρδ−
n
2 c = o
(
ρ
n
2
)
, hence their L20 inner product is finite.
Therefore, from Proposition 71, the range of d (YA)A is complemented by
ρ2δ−n
{
b ∈ K :
∫
X
〈γ, βX,s〉h0 dVolh0 = 0 ∀γ
}
.
From the generality of γ, it follows that this space is equal to
ρ2δ−n {b ∈ K : βX,s ≡ 0} .
On the other hand, by Lemma 70, C is equal to the kernel of LA in the space
of o
(
ρn−1
)
polyhomogeneous sections of 0Λ1
u(E), i.e.
C = {b ∈ K : βX,s ≡ 0 and βX,t ≡ 0} .
To conclude, it is sufficient to prove that if b ∈ K then βX,t = 0 automati-
cally. This follows from the expression of the indicial operator of LA: recall (cf.
Remark 57) that
Is (LA) = −s
2 + ns+
(
0
− (n− 1)
)
with respect to the decomposition 0Λ1
u(E)|X = Tu(E|X)⊕Su(E|X), so from LAb =
0 we obtain
0 = ρ−(n−1)LA
(
ρn−1
(
ρ−(n−1)b
))
|X
=
(
(n− 1)
0
)(
ρ−(n−1)b
)
|X
= (n− 1)βX,t
dρ
ρ |X
.
This proves that βX,t = 0, and hence the proof is completed.
It is not clear whether the space C can ever be nontrivial. In any case,
following Anderson’s ideas in [2], we will prove that if the manifold M satisfies
the topological condition π1
(
M,X
)
= 0, then C = {0}.
Proposition 74. Suppose that π1
(
M,X
)
= 0. Let b be a o
(
ρn−1
)
polyhomo-
geneous infinitesimal Yang–Mills deformation of A. Then b is pure gauge, i.e.
there exists a (unique) o
(
ρn−1
)
polyhomogeneous section u of u (E) (a o
(
ρn−1
)
polyhomogeneous infinitesimal gauge transformation) such that dAu = b.
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Proof. Let us first introduce a useful notion. A transverse path inM is a smooth
curve γ : [0, 1]→M with the following properties:
1. γ (0) ∈ X and γ (1) ∈M ;
2. γ (t) ∈M for every t > 0;
3. γ is an embedding [0, 1] →֒M ;
4. γ˙ (0) is not tangent to X .
Let γ be a transverse path. Define uγ as the unique section of u (E) along γ
such that
Atγ˙u = (tγ˙) y (b ◦ γ)
u (0) = 0.
To clarify what is going on, let’s choose a orthonormal basis
(
e1, ..., erk(E)
)
of
Eγ(0), and extend this basis by A-parallel transport along E. If
u = uji (t) e
i ⊗ ej
for a certain skew-Hermitian matrix
(
uji (t)
)
, then
Atγ˙
(
ujie
i ⊗ ej
)
= tu˙ji (t) e
i ⊗ ej
while
tγ˙ y (b ◦ γ) = bij (t) e
i ⊗ ej
for some skew-Hermitian matrix
(
bij (t)
)
such that each function bij is smooth in
(0, 1] and has a o
(
tn−1
)
polyhomogeneous expansion at 0. The equation
tu˙ji (t) = b
i
j (t)
has general solution
uji (t) =
∫ t
0
s−1bij (s) ds+ C,
and since bij (t) is o
(
tn−1
)
polyhomogeneous, uji (t) is o
(
tn−1
)
polyhomogeneous
up to an additive constant. The boundary condition uji (0) = 0 ensures that this
additive constant must be zero.
Now, let ρ be any boundary defining function on M such that ρ induces a
collar X × [0, 1] →֒ M . Call N the image of this embedding. Then, for every
x ∈ X , the path t 7→ (x, t) ∈ M is a transverse path in M , and hence by the
construction above there is a unique u ∈ phg
(
N ; u (E)
)
such that u = o
(
ρn−1
)
and
Aρ∂ρu = ρ∂ρ y b,
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which can be rewritten as
ρ∂ρ y (dAu− b) = 0.
We want to prove that this condition actually implies that dAu = b. Denote
by V the subbundle of 0Λ1
u(E)|N
obtained as the orthogonal complement of
dρ
ρ
. Then the restriction of PA ∈ Diff
2
0
(
0Λ1
u(E)
)
to V is a 0-elliptic element
of Diff20
(
N ;V
)
. Moreover, since ρ∂ρ y (dAu− b) ≡ 0, dAu − b is a section of
V , and since the Yang–Mills equation is gauge-invariant, we have PAdAu = 0,
so dAu − b is in the kernel of PA as an operator on V . It is straightforward
to compute the indicial operator of PA using the computation of the indicial
operator of LA:
Is (PA) = −s
2 + ns− (n− 1) .
In particular, we see that the indicial roots of PA are 1 and n − 1. Therefore,
since dAu−b is polyhomogeneous and o
(
ρn−1
)
, a purely formal argument shows
that actually dAu − b vanishes to infinite order along the boundary. We can
then apply the unique continuation theorem of Mazzeo ( [11], Theorem 14) and
conclude that dAu − b ≡ 0 on N . Note that this u is uniquely determined by
N , independently of ρ: if ρ˜ is another boundary defining function such that the
image of the induced collar X × [0, 1] → M defined using ρ˜ is again N , and u˜
is the unique o
(
ρn−1
)
polyhomogeneous solution of ρ˜∂ρ˜ y (dAu˜− b) = 0, then
dAu˜− b = 0 and hence ρ∂ρ y (dAu˜− b) = 0, which implies that u˜ = u.
Summarizing, what we proved so far is that, for any collar N ⊆M induced
by some boundary defining function, there is a unique u ∈ phg
(
N ; u (E)
)
such
that u = o
(
ρn−1
)
and dAu = b. We now need to prove that those partial
solutions can be glued together to form a global solution on the whole of M .
Here is where we finally use the hypothesis π1
(
M,X
)
= 0. We claim that the
definition
u :M → u (E)
p 7→ uγ (1) where γ is a vertical path s.t. γ (1) = p
is well posed. If this is true, observe that:
1. u is globally defined, because M is connected and hence every p ∈ M is
equal to γ (1) for some transverse path γ;
2. u is a o
(
ρn−1
)
polyhomogeneous solution of dAu = b, because by definition
u is equal to the unique solution of ρ∂ρ y (dAu− b) = 0 on any collar
induced by any boundary defining function ρ, and the union of all the
possible collars on M is equal to M because M is connected.
Let’s prove the well posedness of the definition above. Let γ0, γ1 be two trans-
verse paths such that γ0 (1) = γ1 (1) = p. The condition π1
(
M,X
)
= 0 ensures
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that there is a smooth homotopy γ : [0, 1]
2 →M such that
γ (0, t) = γ0 (t)
γ (1, t) = γ1 (t)
γ (s, 1) = p
and such that, ∀s ∈ [0, 1], γs is a transverse path; by an arbitrary extension of
this homotopy, one can construct two boundary defining functions ρ0, ρ1 whose
collars X × [0, 1] →֒M have the same image N ⊆M , such that γ0 (respectively
γ1) is an integral curve of ∂ρ0 (respectively ∂ρ1). From the uniqueness of the
o
(
ρn−1
)
polyhomogeneous solution of dAu = b on N , we obtain that γ0 (1) =
γ1 (1). This concludes the proof.
We are finally ready to prove the main theorem of this subsection.
Theorem 75. Suppose that π1
(
M,X
)
= 0. Let [A] ∈ YMk,αδ be such that the
boundary connection A|X is smooth. Then the moduli space YM
k,α
δ is smooth
near [A], and the boundary map
π : YMk,αδ → A
k,α (X)
[B] 7→ B|X
is a smooth Fredholm map of index zero near [A].
Proof. To prove that [A] is a smooth point of YMk,αδ , it is sufficient to prove
that the linearization of the map YA is surjective, i.e. that the space C defined
in Corollary 73 is trivial. Let b ∈ C; then, by Proposition 74, there exists a
o
(
ρn−1
)
polyhomogeneous section u of u (E) such that dAu = b. On the other
hand, b is also in Coulomb gauge with A, i.e. d∗Ab = 0. It follows that ∆Au = 0,
and hence by Lemma 41 we must have u ≡ 0. It follows that b = 0.
The fact that the boundary map π is smooth near [A] follows trivially from the
fact that π : Ak,αδ → A
k,α (X) is smooth, and near A the zero locus Y−1A (0) is a
smooth submanifold of Ak,αδ contained in SA. Now, π : A+ e (γ)+ a 7→ A|X + γ
is linear in γ, so its derivative at A restricted to ker (d (YA)A) ≃ T[A]YM
k,α
δ is
simply
dπ[A] : ker (d (YA)A)→ c
k,α
(
T ∗X
u(E|X)
)
(γ, a) 7→ γ.
If dπ[A] (γ, a) = 0, then γ = 0; therefore, from d (YA)A (γ, a) = LAa = 0 it
follows that
ker dπ[A] = {0} ⊕K
whereK is the kernel of LA in ρ
δck,α0 , which is the same as the kernel in phg
n−1.
Now, by Lemma 48, we know that the map
PA ◦ e : c
k,α
(
T ∗X
u(E|X)
)
→ ρδck−2,α0
(
0Λ1
u(E)
)
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is well defined and bounded. Consider the ρδ−
n
2 L20 generalized inverse G of LA,
and the orthogonal projector Π2 onto the orthogonal complement of the range
of LA in ρ
δ−n2 L20 (cf. Section 3 and Subsection 5.3); define
R = kerΠ2PAe ≤ c
k,α
(
T ∗X
u(E|X)
)
.
Let’s prove that R is equal to the range of dπ[A]. If γ = dπ[A] (γ, a), then we
have LAa = −PAe (γ), so from Π2LA = 0 we get Π2PAe (γ) = 0. Viceversa, if
Π2PAe (γ) = 0, then define a ∈ ρδc
k,α
0 as
a = −GPAe (γ) ;
from the equation LAG = I − Π2 and Π2PAe (γ) = 0, we obtain LAa =
−PAe (γ), so (γ, a) ∈ TAYM
k,α
δ and hence γ = dπ[A] (γ, a). Now, let’s exhibit
an isomorphism coker
(
dπ[A]
)
≃ K. We will prove that the map
PA ◦ e : coker
(
dπ[A]
)
→ coker (LA) (5.3)
is a well defined isomorphism (here coker (LA) is the cokernel of LA as a map
ρδck,α0 → ρ
δck−2,α0 ).
1. (Well definiteness) If γ ∈ R, then LAa = −PAe (γ) for a = −GPAe (γ), so
PAe (γ) is in the image of LA; it follows that the map 5.3 is well defined.
2. (Injectivity) Suppose that PAe (γ) = LAa; then Π2PAe (γ) = 0 and hence
γ ∈ R, so it follows that the map 5.3 is injective.
3. (Surjectivity) Let c ∈ ρδck−2,α0 . We need to prove that there exists a γ
such that PAe (γ) − c is in the image of LA : ρ
δck,α0 → ρ
δck−2,α0 . Note
that, if Π2 (PAe (γ)− c) = 0, then we can solve LAa = PAe (γ) − c for
some a ∈ ρδck,α0 : it suffices to define
a = G (PAe (γ)− c)
and use the equation LAG = I − Π2. Now, the range of Π2 is equal
to ρ2δ−nK, and Π2 acts as the identity on this space, so it remains to
prove that the range of PA ◦ e contains ρ
2δ−nK. We use the same tricks
used in the proofs of Proposition 71 and Corollary 73. If the range of
PA ◦ e does not contain ρ2δ−nK, then there is a nonzero b ∈ K such that(
PAe (γ) , ρ
2δ−nb
)
ρ
δ− n
2 L20
= 0 for every γ. This integral is proportional to∫
X
〈γ, βX,s〉dVolh0 ,
where βX,s is defined as in Formula 5.2, and the generality of γ implies
that βX,s = 0, so b = o
(
ρn−1
)
as in the proof of Corollary 73. The
condition π1
(
M,X
)
= 0 ensures that b ≡ 0, contradicting the hypotesis
on b.
Since LA : ρ
δck,α0 → ρ
δck−2,α0 is Fredholm of index zero, its cokernel is isomor-
phic to K, and hence coker
(
dπ[A]
)
≃ K as well. Therefore, dπ[A] has index
zero, as claimed.
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