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1. INTRODUCTION 
Consider the distribution diffusion equation for the temperature u in a 
two-phase Stefan problem, 
c(u)(au/at) - v  * (k(u) Vu) + u(u) = f  (1.1) 
on a space-time domain D = Q x (0, T,), where D is a bounded open set in 
RN, N > 1, satisfying a weak regularity condition such as a restricted cone 
condition. T, is a fixed positive number, k and c are positive functions with 
(relatively) compact range, defined and continuous on R except at X = 0, and 
a is a Lipschitz continuous function on R; f is a given bounded function with 
L2(Q) trace for each 0 < t < T,, . 
The discontinuity of the diffusion coefficient k and the specific heat c at 0 
corresponds to the change of phase at this temperature. The presence of the 
function a may be interpreted as a body heating term; e.g., in welding problems 
it arises from electrical resistivity and is termed a local joule heating effect. 
Also specified are a time independent function w E P(Q), whose boundary 
values determine those of u, and an initial function ua E P(Q) and a positive 
number b. When a classical solution, continuous and piecewise smooth, exists, 
then b COS(V, It) represents the discontinuity of k(&/&) normal to the bounding 
surface S of the time profiles D, and D, of the two phases. In this case u < 0 
in D, , u = 0 on S and u > 0 in D, . 
The problem (1.1) for which we shall construct solutions via the Kirchoff 
transformation when W(X) # 0 a.e. in 1;2 is a generalization of the classical 
Stefan problem, 
c(u)@/&) - G (k(u) Vu) = f, (1.2) 
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for which the notion of weak solution was introduced by Oleinik [19]. Under 
suitable hypotheses she demonstrated that (1.2) is satisfied classically in D, 
and D, , when N = I, by the unique weak solution. These results were refined 
later by Douglas, Cannon, and Hill [7] and by Friedman [lo, 11-J. From these 
papers follows the continuity of the solution when N = 1 and the fact that S 
is a continuous curve in this case. The differentiability of S was proved by 
Cannon, Henry, and Kotlow [5]. 
The multidimensional Stefan problem was considered by Kamenomostskaja 
[14] who proved the existence of unique weak solutions of (1.2) by explicit 
finite difference methods for general N and the mean square convergence of 
the step functions defined by the difference scheme. Both Oleinik and 
Kamenomostskaja employed the Kirchoff transformation in (1.21, 
7,’ = K(u) = 1% k(h) d/l, 
0 
(1.3) 
giving an equation of the form 
(aH(u)/at) - AU ==f. (1.4) 
Here the enthalpy H is a discontinuous function at 0 and satisfies 
dH/dA = c(K-‘(X))/k(K-‘(A)), x z 0, (I.59 
H(O+) - H(O-) = b, (1.5%) 
H(O-) = 0. (I. jiii) 
In the case where K and c are piecewise constant functions with values 0 < k1 
(resp. 0 < cr) for X < 0 and 0 < K, (resp. 0 < cJ for X > 0, then H is a piece- 
wise linear function, with jump b at 0, satisfying H’(X) = cl/k, for X < 0 and 
H’(X) = c&k, for h > 0. In the formulation (1.4), the free boundary corresponds 
to values of H on the interval [0, b], w h ereas D, corresponds to H < 0 and D, 
to H > b. Notice that the functions w and -E,, are correspondingly transformed 
to IV = K(W) and U, = K(zc,). We require that V(x) # 0 a.e. in Sz for the 
analysis of the sequel. 
The method of Oleinik was to smooth H yielding a sequence of quasi-linear 
parabolic equations whose solutions were shown to converge in a uniform sense, 
for.A7 = 1, to the solution of (1.2). The difference scheme of Kamenomostskaja 
was based on (1.4), treating H and U as a pair, with no direct reference to a 
free boundary. Friedman [lo] later refined the existence results of Kamenomost- 
skaja for the multidimensional Stefan problem by use of a smoothing method. 
In particular, he was able to treat time-dependent boundary conditions. 
Friedman also demonstrated additional regularity and stability of Lr: 
lsE / VLr(x, t)\* dx is an essentially bounded function of t. 
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By employing the transformation, 
u = A@ = H-y@), U-6) 
involving the continuous inverse function H-l, Brezis [3] reformulated (1.4) as 
(m/at) - AA@ = f. (1.7) 
Brezis assumed homogeneous boundary conditions, permitting multiplication 
by E = (-A)-l, which commutes with a/at, and obtained the standard form, 
(a(E@)/at) + A@ = Ef, U.8) 
where E is a bounded, linear, self-adjoint, monotone operator on L2(D) and A 
is strictly monotone, coercive, and hemicontinuous. The existence of a unique 
weak solution of (1.8) is demonstrated in [3]. A slightly more general problem 
is discussed by Lions [15, p. 1961 whose proof, following [3], uses the construc- 
tive Faedo-Galerkin method. The approach involving A, while providing the 
desired operator continuity, does not directly yield the solution regularity, since 
CD EL”(D) (cf., h owever, Brezis [4], especially pp. 105 forward). 
A recent numerical analysis of the multidimensional Stefan problem has 
been carried out by Meyer [16] and Ciavaldini [6]. Both employ one step time 
discretizations; Ciavaldini discretizes the weak formulation of (1.7) by a quadra- 
ture rule prior to employing implicit and explicit time approximations together 
with triangular finite elements. Stability is a consequence of the monotone 
formulation of the problem. Meyer, in the spirit of 0leini.k and Friedman, 
smooths (1.4) prior to employing implicit time approximations together with 
with finite difference approximations, defined via prolongation and restriction 
operators. Stability is assured by the maximum principle for quasi-linear 
parabolic equations. 
There is already a rich literature on the Stefan problem. The recent book [IS] 
contains papers with a variety of scope, including a variational inequality 
formulation by Duvaut [9] and a summary of various approaches, including 
that of integral equations, by Tayler [22]. 
Our own interest in the generalized formulation of (1.1) was stimulated by 
the paper of Atthey [2] who, for N = 1, employs an explicit finite difference 
scheme in the manner of Kamenomostskaja for certain temperature-dependent 
boundary conditions and monotone Lipschitz body heating functions a. In 
contrast, we employ implicit time discretizations, specifically, the backward 
Euler scheme, to obtain for fixed At a (finite) sequence of nonlinear Dirichlet 
problems at the time steps. These Dirichlet problems have the feature of 
possessing discontinuous solution-dependent coefficients. An analysis of the 
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solution of such Dirichlet problems was given in [13]. They arise naturally by 
transforming (1 .l) by (1.3) to obtain the equations, 
where 
(ZH(U)/Sr) --dV+ G(U) =f+AE’> (1.9) 
u = L’ + w, G(A) = a(K-l(X)), AER, 
and applying an implicit time discretization to (1.9). 
In this paper we analyze a class of nonlinear equations of the form (1.9) for 
discontinuous, piecewise smooth functions H. Our major results are Theo- 
rem 2.1, which provides existence of time differentiable, energy bounded weak 
solutions U of (1.9), and Theorem 2.2 which identifies U - W as any weak 
limit point in W[O, T,, ; L’(Q)] of the sequence of piecewise-linear EP(Q)-valued 
. . 
approxrmatrons constructed from the discretization scheme. Our results are 
obtained for the general multidimensional Stefan problem with nonlinear, 
Lipschitz body heating. Our boundary conditions, however, are time and 
temperature independent. 
The hypotheses and results are contained in Section 2. The necessary 
stability inequalities are derived in Section 3 and the proofs of the major results 
are carried out in Section 4. The results of this paper were announced in [I23 
in weaker form. 
2. THE HYPOTHESES AND MAJOR RESULTS 
Let Sz be a bounded region in RN, N >, 1. The real Sobolev Hilbert spaces 
EP(Q) and W,l(.C) will h ave their usual meaning as the completion of Cm(G) 
and C,“(Q), respectively, in the norm determined by the inner product, 
(u, v)H1 = IQ uv + J vu . Vv. 
R 
(2.1) 
We assz?ne that Q satisfies the restricted cone condition [1, p. 111. Let To > 0 
be given and define D = LJ x [O, To]. 
The space W[O, T, ;.Ls(Q)], f  or T, > 0, is the Hilbert space of all 
[O, T,,] -+LB(6Q) such that the Bochner integral representation, 
v(., t) = v(*, 0) + it zu(-, s) ds, 0 < t < To, 
holds for some zo EL$(O, T0 ;L”(Q)) =L"(D). We choose for inner product, 
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and remark that the injection 
Hl[O, To ; L”(Q)] +L2(D) 
is continuous. The spaces D(O, T, ; X), 1 <p < GO, have their usual meaning 
[4, 81 for a Hilbert space X. 
Let L be the symmetric linear elliptic operator of second order given by 
L = -A: 
L = -f (a”p.z”i2) = -A, 
i=l 
L is understood in the sense of distributions and the symmetric bilinear form 
on &l(Q) given by 
determines a norm on H:(Q) equivalent to that of the Sobolev norm [l]: 
w, 4f1 < B(u, 4, for all u E E&l(Q), for some C > 0. (2.4) 
Let h be a strictly monotone function, discontinuous at 0, defined by 
h’(A) = B(h), x # 0, (2.5) 
h(O+) - h(O-) = b > 0, (2Sii) 
h(O-) = 0, (2.5iii) 
where 0 is a positive function with compact range closure in (0, cxx) which is 
discontinuous at 0 but continuous on R - (0) with positive right- and left- 
hand limits at 0. 0(h) plays the role of c(K-l(h))/K(K-r(h)) of Section 1; we 
define 
19, = inf{e(A): X E R - CO}>. (2.6) 
Let g be a Lipschitz continuous function on R: 
I&) -g(Y)1 G Cl I X-Y I. (2.7) 
g plays the role of a(K-l(h)) . S t m ec ion 1 with Lipschitz constant 11 g //Lil, = C, . 
We write H and G for the bounded Lz(0) operators defined by composition 
with h and g, respectively: 
Hf = 4f 1, Gf = g(f)- 
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Here it is understood that, at zero values of f(x), H=(x) may be selected as any 
value in [0, b] such that Hf is a measurable function. 
Now given functions W and U, in H’(Q), consider the formal nonlinear 
equation of evolution, 
(aH( U)/at) + L U + G(U) = f, (2%) 
U(., 0) = uo, U(*, t) = w on XL?, (2&i) 
on the space-time domain D = L? x (0, T,). Here J is a bounded measurable 
function on D and, for each t E (0, T,j, we require j(., t) ELM. The precise 
sense in which we seek solutions of (2.5) is given by the following definition, 
first presented by Oleinik [19]. We have slightly generalized Oleinik’s definition 
by defining a weak solution in such a way that D is not required to be a domain 
for which the divergence theorem holds. 
DEFINITION 2.1. A real measurable function U in D is said to be a 
weak solution of the nonlinear equation of evolution or Stefan problem (2.8) 
if, for each 4 E C”(D) such that Q, vanishes on 9 x {T,) and on %Q x (0, T,), 
jb [W) $ - VU . W - G(U)+ + f+] dx dt + j-,,, H(Uo) 4(x, 0) da% = 0, 
(2.9i) 
U(., t) - WTIE H,1(Q) for almost ail t E (0, &), (2.9ii) 
hold. If  D is a domain for which the divergence theorem holds, then (2,9i), 
(2.9ii) may be replaced by the equivalent formulation, for b-c.: t) E HI(B), 
The motivation for such a definition (cf. [lo]) arises from the setting in 
which the domain D decomposes into domains D, and D2 correspond;ag to 
U < 0 and U > 0, respectively, bounded by a smooth surface S, the so-called 
free boundary on which U = 0, such that (2.8) holds classically in D, and D, 
and such that the co-normal derivative of U has a jump equal to 6 COS(V, I,) 
across S; here v  is a normal to S. In this special case! the classical solution is 
in fact a weak solution in the sense of (2.9). C onversely, weak solutions are 
classical under certain regularity hypotheses [lo]. 
We require H( U,J to be a well-defined LzfQ) specified function; given any 
U0 E HI(Q) it is possible (cf. [13, Theorem 2.41) to define H( UO) via a smoothing 
operation. This reduces to the pointwise composition h(C:,) if .LTO(x) -f 0 a.?. 
in Q. We also require the function W to satisfy W(x) f  0 a.e. in Q. 
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THEOREM 2.1. Under the stated kypotkeses on C?, k, g, f, W, and U,, , tkere 
is a weak solution U of tke free boundary problem (2.9) suck that 
U EL”(O, T,, ; Hi(Q)) A W[O, T,, ;L”(Q)]. (2.10) 
Suppose now that a positive integer M is specified and set At = T,,/M. 
For m = 1, 2,. . . , Al - 1, consider the sequence of nonlinear Dirichlet problems 
obtained by applying to (2.8) an implicit time discretization formula defined 
by the backward Euler scheme: 
Here 7fFtZ E HO1(Q) for m = I,..., M - 1 and 1;6 = lJ,, - W. Equation (2.11) 
is a formal representation of the nonlinear elliptic boundary value problems. 
L7Yis understood in the distribution sense andf;, = f  (., m At), m = O,..., M - 1. 
The sense in which solutions of (2.1 I) are sought is made precise by the 
following variational formulation. 
DEFINITION 2.2. By solutions vm of (2.11) we mean a sequence of recur- 
sively generated functions in Hal(Q), for m = I,..., A1 - 1, satisfying, for all 
Z,IJ E Hal(Q), the relation, 
For each m = I,..., n/r- 1, (2.12) re p resents the weak formulation of (2.11). 
THEOREM 2.2. For each m = I,..., M - I, tkere is a unique solution Vm of 
(2.12) in Ho’@), provided 8, 3 [j g /(=iB At. Moreover, if 7Tdb1 = Pz(x, t) represents 
the piecezGse-linear .function on D dejned by 
VM(x, t) = 7/,(x) + (k~l+l(x) - VJx))(t - m At)/At, XEQ, 
mAt <t <(m + l)At, 
(2.13) 
m = 0, l,..., J1 - 1, tkelz (P> is a subset ofL”(0, T,, ; H,,l(Q)) n H1[O, T,, ;L2(Q)] 
bounded in both spaces. If  V is any weak limit point of { P> in H1[O, T0 ; L”(Q)], 
tken 7~’ + W is a solution of (2.9i), (2.9ii). In particular, a subsequence converges 
in L”(D) to every suck V. 
Remark. It follows from the results of Brezis [3, p. 31, Theorem 21 that U 
is unique if (-0)-l G is a monotone operator. We note only that it is necessary 
to use the sum of the inverse operator, determined by the continuous function 
A-1, and (-0)-l G; the result follows from the argument of [3, p. 371. Uniqueness 
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likely holds for the case of the general Lipschitz continuous G, (in 2.9i), (2.9iij, 
but we have been unable to prove this.l 
3. STABILITY INEQUALITIES 
We derive in this section stability inequalities essential for the proofs of the 
following section. L’ norm subscripts in this section refer to L”(Q). We retain 
the notation I’,,, introduced in (2.12) and the notation P1 introduced in (2.13). 
For simplicity, we shall write H,, for H(V, + W) and G,Z for G(I/, f  W). 
Note that unique solutions of (2.12) were shown to exist in [13, Theorem 2.2] 
if 4 3 At I! g ItLip . 
THEOREM 3.1. T7zere exists 9 $xed positive constant t, depending only on f, 
TV, and U0 and the given function 72 and g, such that 
for each m = 0, I,..., M - 1; foT eac7z M 3 ]j g jlLiy/B1 . 
LEMMA 3.2. Let / be a Lipschitz contirzuous functiolz eoith J(O) = 0, 
V E Hoi(Q), and W E p(Q), where Q is any bounded open set zk RzV. Then 
J( v  + W) - J(W) E H,1(!2). 
Proof. First note that F;E H1(-Q) and J Eipschitz continuous, J(O) = 0, 
(3.2) 
Indeed, if J is P, then these relations hold by approximation of V in al(Q) 
by a sequence in C%(Qj n P(Q), whose elements satisfy (3.2); in this case 
a sequence J( Iin) converges weakly in HI(Q) and in L2(Q) to J( I’>. Equation (3.2) 
then follows from the lower semicontinuity of the norm with respect to weak 
convergence. In the general case, let J be Lipschitz continuous with J(Oj = 0. 
Then there is a sequence (JJ C C”(R), with J,(O) = 0, and /I JPL j/Lip -+ 11 J !ILig 
of functions constructed by mollification of the truncation of J near 0 such 
that J, converges pointwise to J. By the previous case, we get JJY) E H”(Qj 
and, in fact, (L(P)} is bounded as a sequence in s(Q). Thus, (3.2) holds as 
in the previous case. _T,( F) + J(V) in 0(O) by the Lebesgue dominated 
convergence theorem [S, p. 1511. 
When V E H,l(Q) and WE p(Q), tl lere exists a sequence (vn} C C,=(Q) 
such that lYGm - I/* in HI(Q). Since J( V, + W) - J(W) belongs to W(-Q) by 
the preceding arguments, and since this function vanishes in a neighborhood 
1 Uniqueness has been established by Alain Damlamian (Some results on the m&i- 
phase Stefan problem). This article will appear in Comnz. in Partial Diff. Eq. 
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of aQ, it clearly belongs to &l(Q) for H = 1,2,... . Finally, J( V, f  5%‘) - J( TV) + 
JV + q - JW) in L”(Q) and remains bounded in H’(Q) by (3.2). The 
proof of the lemma is completed by noting the weak compactness of the unit 
ball of IQ(Q). The proof of Theorem 3.1 follows. 
Proof, By [13, Theorem 2.41 there is a sequence Vm,, , weakly convergent 
in I&l(Q) and convergent in L”(Q) as well as pointwise convergent to V,, , 
such that Vm,V solves the Dirichlet problem corresponding to (2.12) with H 
replaced by Hnz,y , and such that H( Vrn,,, + lV) converges weakly to H( V,, + IV) 
in L”(Q). H,,, is defined by the composition of a continuously differentiable 
function h, satisfying [13, Lemma 2.31, 
MO) = 0, e1 < h,‘. (3.3) 
li,’ is obtained by redefining B on an interval [0, c,,], E, + 0 as v  +- CO; h,’ con- 
verges uniformly to B on compact subsets of R - (0). By the lower semicontinuity 
of the norm with respect to weak convergence, we note that it suffices to establish 
the inequality, 
II f&,, 11;~ G cl (3.4) 
where we have used the notation, 
f&n,, = fVm,v)~ U,,” = K,” f  w. 
We shall also use the notation G,,,,, = G( ?I,,,) in the course of the proof. 
Now by [13, Theorem 2.21 together with Lemma 3.2 applied to J = h, , 
the relation2 
The estimation of B(Unl,,Y , H,(W)) f  rom above requires the verification that 
the sequence H,(W) satisfies 
B(Hv(Q HP’)) < ~1 > v = 1, 2,..., (3.7) 
for some positive constant c, . To verify (3.7), we use the fact that W(x) # 0 a.e. 
e The approximations h, of It are necessary because H(Km + W) - H(W) $ Hoi(Q). 
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in 52 and that h,’ converges uniformly to 8 on compact subsets of R - (01; 
thus the pointwise limits 
lim [/z~‘(W)]~ $I (z)’ = 8” $ (gi’, 
v-a (3.8) 2 i= 
exist, where the latter is an P(Q) function. Since all functions in (3.8) are 
nonnegative, it follows from a standard convergence theorem [8, p. 1721 that 
iii B(H”(W), H”(W)) = Jo jB” fl (-g . (3.9) 
In particular, (3.7) holds for some c1 > 0. Now using the elementary inequality, 
we obtain the estimate, 
We must now estimate from above the final two terms of the right-hand 
side of (3.5). Thus we have 
Now we apply the inequality, 
with u = I’,., , z’ = H,,?, and y” = C0,/4C, to obtain 
The choice y” = 1 with (3.12) applied to (IV, H,,r,V)Lz and (G(O), HTl?n,V)Lz leads 
to the estimate, derived from (3.1 l), 
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In a similar way, with the same choices of ya, we obtain 
We also require the inequality, 
which results from applying an analog of (3.12) to the cross term 2B( l;i,,., , IV). 
Finally, with the choice ys = 1 applied to each of (fnL , &J,z and 
(fWl , H,( IQL2 we obtain 
Altogether, then, from (3.5), (3.6), (3.10), and (3.13)-(3.16) and the simple 
inequality, 
we have 
1 
G 2 z (Hnw - K-l,, > ( 1 HPh + (8 + 1) II f&n,, 11% + P, (3.18) 
where 
P -Z== 
2 ( 1 
+ + Qe,B(w, W) 
-1 
+ 7 + sup{/J(x, t)]“: (x, t) E D) * measure Q + v  w, 
and w is an upper bound for the sequence jl H,( W)$2 . 
Now, if we define Vicky to be the step function with values V&, for t on the 
interval [WZ dt, (tiz + 1) At), we interpret (3.18) as a relation valid for dt< t < T,, . 
Moreover, summing on 112 from 1 to W and neglecting nonnegative energy 
terms, we have 
+ (6 + 1) F* I] H,,, 11;~ dt + M1.4tp. 
rn=l (3.19) 
EQUATIONS OF EVOLUTIOX 251 
Now applying (3.12) to the terms (H,,I,, , Hv( E’))L~ and (H,, , H,( W)),Z with 
ys = 3, and rewriting the sums as integrals we have, finally, for Tr = (Ml - I) At, 
(3.20) 
where, without loss of generality, 4(S + I)dt < 1 and, 
Equation (3.20) satisfies 
s 
m4t 
An;” G u + G- 4(t) dt7 772 = 0 ,...) M - 1, 
0 
where & is the real-valued step function on (0: To) defined by 
Ml = A,,, = /I fL 11% (3.21) 
for m At < t < (m + 1) At, m = O,..., M - 1; 7 here is the number 4(S + 1). 
Equation (3.4) is then a consequence of the generalized Gronwall inequality 
cited and proved below in Lemma 3.3. 
LEMMA 3.3. Let C$ be a nonnegative step -function on (0, To) with values dill 
on the inte~&s [m At, (nz + 1) At), nz = O,..., M - 1 and suppose 
& < CT f  7 J’nz4t(a(X) dX, m = o,..., 11% - 1. (3.22) 
0 
Then, .for m = 0 ,..., M - 1, 
C(t) < u exp(Tm At), m At < t < (m f  1) At. (3.23) 
Proof oflemma 3.3. Set c)(t) = CT + T s:+(X) dh. #J is an absolutely continuous 
function of t and its derivative exists and is equal to 4(t) at each point of con- 
tinuity of 4, i,e., for t E (m At, (m + 1) At), m = 0 ,..., M - 1. Thus, by (3.22)> 
and (3.23) follows upon integrating (3.24) and using the initial condition 
E)(O) = 5. 
Remark. A similar, though not identical lemma, is utilized by Raviart [20]. 
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COROLLARY 3.4. There exists a positizle constant A, depending only on f, TV, 
and U,, and the given functions h and g, such that 
II I/,,% II3 d A for each nz = 0 ,..., M - 1, for each Af 3 I / g I ILip/ 
Proof. I/ VnA $2 < (l/Q s [H( Vm + IV) - H(W)](VWJ since the operator H 
satisfies the strong monotonicity relation, 
(H(u) - H(v), IA - D)L” 3 8,II II - v  /I$ (3.25) 
on La(D). Thus, by Theorem 3.1, and the Cauchy-Schwarz inequality, 
II v?n IlP < (1/4)(c1’B + II fw%). 
This completes the proof of the corollary. 
The next major results of this section are the verifications of the boundedness 
of (PI}, as defined by (2.13), in W[O, T, ; L”(Q)] and in L”(0, T, ; F(Q)). 
LEMMA 3.5. There exist positive constants cl and c2 , depending only on f, IV, 
and U,, and the given functions h and g, such that 
M-l 
Tgl II vrn - V,-, 11~~ < cI(4 m = I,..., M - 1, (3.269 
W’n, > lrn,) G c2 , 152 = O,..., M - 1. (3.26ii) 
Proof of Lemma 3.5. The starting point for the derivation of (3.26) is the 
relation (2.12); indeed we choose # = K,, - VmP1 to obtain the relation 
Now from the strong monotonicity relation (3.25), and the fact that g is a 
Lipschitz function with Lipschitz constant C, , we have, after elementary 
operations, 
t + II WVll:2 At + & ll r-m - v,-, 11;~ . 
1 
(3.28) 
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Here we have used the elementary inequality, 
together with (3.12) applied to (fm, VT>, - Vm,-&z , (G, - G(W), J:, - J<ll-rjLz 
and to (G(W), V,, - kr,-l)Lz with y” = At/(2@,). 
Now we sum (3.28) and obtain 
+ [measure Q] sup{] f(X, t)!‘; (x, t) E D>/(e,) 
i- GW4 + II G(J+‘)llt& , (3.293 
where X is given by Corollary 3.4. In (3.29) we now employ the inequality 
I WC Jf’,bf-l)I d 3W&-1 > ~-,f-l> + w7> q, (3.30) 
which immediately yields (3.261). To obtain (3.26ii), sum (3.28) from m - I 
to m = M’ and employ a variant of (3.30) with M replaced by M’. 
THEOREM 3.6. {Pi) is Bounded in the spaces H1[0, T, ; L2(Q)] a?td 
L=(O, T, ; W(Q)). 
Proof. By (2.2), (2.13), and (3.26i), we have 
so that (PI. is bounded in W[O, T, ;C(Q)]. Notice that J;7,, = CT0 - W is 
not assumed to be a member of &l(Q), . i.e., we have not assumed compatibility 
of U,, and W. 
l&y direct computation, (2.4) and (3.26ii), we have for At < t < T0 , 
~1 vy., t)ll,l(,) < [C-lB( V”‘(., t), F”(., t))]‘l” 
< 2(c-1c.J1~~. 
For 0 < t < At we have 
It follows that (P> is bounded in LD3(0. T0 ; W(Q)) and the proof of Theo- 
rem 3.6 is completed. 
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The following lemma is a consequence of [15, p. 58, Theorem 5.11 since the 
injection W(Q) -P(Q) is compact for a restricted cone region [l]. It is some- 
times called the “Aubin lemma.” 
LEMMA 3.7. A set bounded in both W[O, T, ; L”(Q)] andLm(O, T, ; P(Q)) is 
relaticfely compact in Lg( D). 
Remarks. (I) It follows from Theorem 3.6 and Lemma 3.7 that (IriM) is 
relatively compact in L2(D). 
(2) Consider the step functions Fbf defined by 
Pyx, t) = F-,(x), m At < t < (m + 1)4t, m = O,..., nf - I. (3.31) 
Then {Ffb1> is bounded in L2(0, T0 , P(Q)) from Lemma 3.5 and hence there 
exists a weakly convergent subsequence (p”i>, v”i - v. The sequence (Pi} 
is likewise bounded in L2(0, T,, , Hi(Q)) by L emma 3.5 and hence a subsequence 
{ Vfiri,} is convergent, I’ab’+ - v. We claim that 6 = v. First, note that Fhl+ 
and PRY are both weakly convergent in L”(D) because of the continuous 
injection of L2(0, T,, ; W(9)) into L2(0, TO ; L”(Q)) = L”(D) which preserves 
weakly convergent sequences [S, p. 4221. Next, note that the class C,“(D) is 
dense in L2(D) so that it suffices to show that 
As will be verified in the proof of Theorem 2.1 in the next section, the sequence, 
P(-% t> = $4&+), mdt<t<(m+l)At, 
where 
is convergent to + in L*(D). Since the product of a weakly convergent and 
convergent sequence is weakly convergent in L2(D) we have, 
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Here we have used the inequality, 
which clearly tends to zero. We summarize this result in a proposition. 
PROPOSITION 3.8. Szcppose A& is a sequence of integers for which (k”‘i) and 
{v-wi) are botk weakly comergen.t i?z L2(0, T, ; iF(Qj). Tken the limits of these 
sequences coincide. 
We shall have need of this result in the next section. 
4. EXISTENCE OF REGCLAR SOLC'TIONS 
In this section we shall present the proofs of the theorems of Section 2. 
Proof of Theorem 2.2. By Theorem 3.6 there is a subsequence {V”i) of(Vhf> 
and a function 17 E L”(0, T0 ; W(Q)) n H1[0, T, ; L’(Q)] satisfying 
Vi”” - * V (inL”(0, T,; Hi(Q))); VMi - Ii (inL”(0, T,; fP(Qj)), (4.li) 
P 7% --l p- (in W’O, To; L2(Qj1), (4.lii) 
pc - 1.7 (in L’(D)), (4.liiij 
vyxj + V(x) a.e. in D. (4.liv) 
Equations (4.li) and (4.lii) follow from the weak-* compactness [8] and the 
weak compactness of closed balls in Lm(O, T,, ; F(Q)) and *LO, T, ; L”(Qjl, 
respectively. By Theorem 3.1, we may assume, without loss of generality, that 
there is a function x E L2(D) such that 
H( u”q - x (in L2(D)j, (4.13-j 
since H is a bounded operator on Lz(D). Here we have written UWi = Vi + IV. 
We also assume, without loss of generality, that rlbf~, defined by (3.31) is 
weakly convergent to V in L2(0, 7’s ; W(Q)) by Proposition 3.8. 
The preliminary step in showing that U = V + IV is a weak solution of 
the Stefan problem is the verification that x = H( fi), Let D, = ((x, t) E D: 
U(x, t) = O}. We shall show that, 
xD, C P, 61. (4.2) 
If  (4.2) fails to hold, then there is a set D, C D, of positive measure satisfying 
x(x, t> 2 b + Y> (x, tj E D, , (4.3ij 
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x(.x, t) d -Y, (x, t) E D, . (4.3ii) 
As in the verification of [13, (4.5)], we may assume, via Egoroff’s theorem, the 
uniform convergence of iY’ri to U on D, , so that (4.3i) implies the contra- 
diction, 
6” [measure D.J 3 J” 
D* 
lim+Eup[H( UMi)]” > lim+%up 1,. [H( UMi)]” 
> lirninf ID* [H(U”i)12 > [b + ~1” measure D, , 
whereas (4.3ii) implies the contradiction, 
-y [measure Q,] > $5 
s 
H(P) > 0. 
D* 
This establishes (4.2). In particular, we may define W(U) to agree with x on D,, . 
We shall now show that H( U”i) - H(U) in L2(D - D,); in particular, it will 
follow that H( UMi) - H(U) in L2(D) and, by the uniqueness of weak limits, 
that x = h(U). Thus, defining 
Ai = {(x, t) ED - D,: UMi(x, t) = 0}, 
we have, for fixed $ eL2(D - D,), 
jD-, [H(U) - H( U”f)]$ = j, l?wYb - s, ~fwJ”“MJ + SD-, KivJ 0 * I 0 
(4.4) 
where 
I 
0, 
Ki(xy t, = H(U(x, t)) - H(U”@, t)), 
uyx, t) = 0, 
UMi(x, t) # 0. 
Since 7P*i --+ U in L2(D) it follows that measure Ai -+ 0. In particular, the first 
term on the right-hand side of (4.4) tends to zero and, by the Cauchy-Schwarz 
inequality, the second term tends to zero as well since H( U”i) is bounded in 
L2(D). We shall now show that ~~ converges pointwise to 0. If  (x, t) E D - D, 
is a point such that U~~~(x, t) is convergent to U(r, t), then lF$x, t) # 0 for 
all sufficiently large i; by the continuity of h on R - {0} it follows that Ki(X, t) -+ 0. 
It follows from the Lebesgue dominated convergence theorem and the mono- 
tonicity of h that the adjusted sequence, g’i = ~~~~~ , Bi = ((x, t) E D - D,: 
1 U(x, t) - U”i(x, t)i < l}, is convergent to zero in L2(D - 03. The 
equation, SD-D, K&b = SD+ G&J + sBj [H(U) - H( ?P1i)] 4, together with the 
boundedness of H(U) - H(U’li) in L2(D) now implies lim,,u, sDdD, K& = 0. 
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This completes the preliminary step and we have, finally, 
H( u”q - H(U) (in L2(D)). (4.5) 
It remains to show that U satisfies (2.9). Let $ E C(B), where q5 vanishes 
on Q x (T,) and on &‘J x (0, T,). Define, for x E Sz, 
&(x) = (l/At) jl;;“‘+@, t) dt, m = OS..., ill - 1, 
and the step function, 
M-l 
where 
C”c? 9 = c A?E(4 An@>, 
VW0 
*m = ]:, 
m At < t < (m + l)At, 
otherwise 
for m = 0, I,..., n/r - 1. Now the functions & are in P(a) and vanish on &?; 
hence by the hypotheses of Section 2, they are in Hoi(Q).3 We also note certain 
convergence properties of the sequence 9” required for the sequel, viz., 
kQr -+ $ (in Lz(O, To ; Hal(Q)), &I+ !m, (4,6i) 
#Y-t t - 4 - C”(-, t> --f _ f$ 
At at 
(in L2(D)), M --+ cc. (4.&i) 
Here the left-hand side of (4.6ii) is defined to be -i+/at for 0 < t <At. The 
verifications of (4.6i) and that of (4.6ii) proceed along similar lines, viz,, we 
show that the respective sequences or derivatives thereof are pointwise con- 
vergent a.e. and are dominated in the respective Hilbert spaces, so that the 
Lebesgue dominated convergence theorem applies. Thus, by the CauchyA 
Schwartz inequality, 
s” B(#“, 6”) dt d 1” B(+, $j dt, (4.71 
0 “0 
so that (eQr) lies in a fixed ball in L”(0, To ; Hal(Q)), and, moreover, if 
mAt<t<(m+ 1) At, then, for fixed 1 < i < IV, 
3 This is a consequence of B satisfying a restricted cone condition; cf. I. Babusku 
[Czechosl. lk%t. J- (1961), 76-105; 165-2031. The regularity of Q is used in only one 
other place, viz., Lemma 3.7. 
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for some t, = t.+(m) lying on the interval (m dt, (m + 1) dt); this is a conse- 
quence of the mean value theorem for integrals. It follows from (4.8) that 
a+vj/axg converges pointwise on D to @/axi for i = l,..., N. This fact and (4.7) 
yield (4.6i). Similarly, by the Cauchy-Schwarz inequality and the mean value 
theorem for derivatives, 
s 
” (CM, c”)Lz(52) dt < T,, [measure Q] sup 11 g i2: (x, t) E 01 , (4.9) 
0 
where 
Applying consecutively the mean value theorems for integrals and derivatives, 
we obtain, for ~12 dt < t < (nz + 1) dt, 
Pf(x, t) = -(am(x, t*), (4.10) 
for some t, = t*(x) lying on the interval ((m - 1) dt, (112 + 1) At). The point- 
wise convergence of 5” to -a$/at follows from (4.10); (4.6ii) is a consequence 
of this fact and (4.9). 
I f  we define the functions, 
4%(x, t) = p”(x, t - m At<t<T,, 
(4(x, t), O<t<At, 
then we note that an immediate consequence of (4.6) and (4.7) is the relation, 
&-4 in L’(O, To; Ho1(52)) as 111 --f co. (4.11) 
Indeed, ($2 - #“) is convergent to 0 in L2(0, To ; Hoi(Q)) as a consequence 
of (4.7) and the pointwise relations (4.8); this fact, together with (4.6i), yield 
(4.11). 
We are now ready to proceed to the verification of (2.9). Using (2.12) as 
a starting point, we set * =&t , sum on m and apply summation by parts 
to obtain 
‘W-1 M-l 
+ C Vm , A,-1) At + c (Gn 3 h-h(n) At 
m=l WI=1 
hi-1 AL-1 
= z, Urn 7 A-dm) At - C WV A,-,> At. rn=l (4.12) 
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Here we have used H, and G, as defined at the beginning of Section 3. 
Rewriting (4.12) in our earlier notation and writing EW = H(lF) we have, 
s (M-l)At (HA4, i”)mj dt + (HAG, , h&(ra~ - (Ho ,4ohw At 
+ j” B(P, $2) dt + j” (GM, +%)L210) dt 
4t At 
From (4.5) and (4.6ii) and the fact that the product of a weakly convergent 
sequence and a convergent sequence is weakly convergent we conclude that 
Now, 
lim [j” (HMi, I”‘)LzcQj dt + j” A$;4 o Lb-f-1)4t 
(H”‘, jA4i)rz(n) dt] = 0 
since (HAsi} is bounded in L”(D) and cfifi is pointwise bounded. Thus, 
Similarly, by (4.11) and Proposition 3.8 we have 
and, as above, it follows that 
Similarly, 
(4.15) 
Since it follows a fortiori from (4.11) that $2; -+ 4 in P(D), the same arguments 
produce the relation, 
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Employing the Lipschitz continuity of g and the L2(D) convergence of Vhf6 we 
argue that 
Finally, the elementary relation, 
for some t, = t*(x) on the interval (7’s - 2At, T,, - At), together with the 
uniform continuity of $ on D shows that $nr-s converges uniformly to 
$(x, 7’s) = 0 as RI3 a3. In particular, because of the boundedness in L2(Q) 
of (HM), we conclude, 
(4.19) 
Altogether then, from. (4.13)-(4.19) we conclude that the limit of the relation 
(4.13) exists as M tends to 03 through the values illi and is precisely the relation, 
- 1 H(U)$dxdt+J=‘B(U, $)dt+ \ [G(U)-ffldxdt 
‘D 0 -D 
n (4.20) 
This is just the negative of (2.9i); it remains to verify (219ii). Let T, be given, 
0 < T, < To ; clearly Vi Jox(r,,r,) = V!? is weak-c convergent in 
LCC(T.+ , T,, ; HI(Q)). However, {p’y’} CL-( T, , To ; H,1(52)) by definition if 
At < T,. It follows that 7 p jszxtT,,T) EL”(T, , To ; H,r(Q)). Since T, is arbi- 
trary, (2.9ii) follows. The proof of Theorem 2.1 is completed. 
Proof of Theorem 2.2. Th e existence of unique solutions (of (2.12)) follows 
from Jerome [13, Theorem 2.21. If  V’ is any weak limit point of {I/“) in 
W[O, To ;La(Q)], then subsequences of (Vh4} can be found satisfying (4.li)- 
(4.lii). Proceeding as in the proof of Theorem 2.1, we conclude that I7 + W 
is a solution of (2.9i), (2.9ii). 
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