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A simple Discrete-Time Quantum Walk on the line is revisited and given an hydrodynamic inter-
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analytical computation of the asymptotic quantum shock structure is presented. The non-relativistic
limit is explored in the Supplementary Material (SM).
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Introduction Quantum walks (DTQWs) are unitary
quantum automata that can be viewed as formal gener-
alizations of classical random walks. Following the sem-
inal work of Feynman [1] and Aharonov [2] they were
considered in a systematic way by Meyer [3]. DTQWs
have been realized experimentally with a wide range of
physical objects and setups [4–10], and are studied in a
large variety of contexts, ranging from quantum optics
[10] to quantum algorithmics [11, 12], solid-state physics
[13–16] and biophysics [17, 18]. The aim of this Letter
is to show, through both literal and numerical computa-
tions, that QWs can also be used to model quantum fluid
dynamics (QFD).
We focus on a simple spatially homogeneous and time
independent DTQW on the line whose continuous limit is
identical to the free Dirac equation in flat 2D space-time.
We then introduce a new relativistic generalization of the
Madelung transform which maps this Dirac equation into
a 2D dispersive hydrodynamics for relativistic quantum
fluids. In the non relativistic limit, the two component
spinor which obeys the Dirac equations degenerates into
a single wave-function which obeys the Schro¨dinger equa-
tion, which can also be viewed as the continuous space
limit of a continuous time quantum walk. The relativis-
tic Madelung transform then becomes the usual Galilean
Madelung transform. To prove that the hydrodynam-
ical vision goes beyond a mere rewriting of the equa-
tions, we demonstrate through direct numerical simula-
tions that the DTQW, with suitable initial conditions,
actually models QFD shocks. We also present an analyt-
ical computation of the asymptotic Galilean shock struc-
ture through Pearcey integral commonly used in Optics.
The DTQW The Hilbert space of the DTQW is the
tensor product Hp ⊗Hs, where Hp is the discrete line
with basis |n〉, n ∈ Z andHs is the ‘spin’-space with basis
vectors |L〉 = (1, 0)T and |R〉 = (0, 1)T . The evolution is
controlled by the unitary operator U = TC, where T =∑
n
[|n− 1, L〉 〈n,L| + |n+ 1, R〉 〈n,R|] is the translation
operator and C = e−iθσ1 is the quantum coin operator
defined from the first Pauli matrix σ1 and an arbitrary
constant angle θ. The explicit evolution equation of the
walk reads:[
ΨL(j + 1, n− 1)
ΨR(j + 1, n+ 1)
]
=
[
cos θ −i sin θ
−i sin θ cos θ
] [
ΨL(j, n)
ΨR(j, n)
]
(1)
where the index j represents the iteration or discrete
time.
Continuous Limit Introduce now two positive real
numbers m and , choose θ(,m) = m, consider that
ΨL/R(j, n) are the values taken by some differentiable
functions ΨL/R(t, x) at point tj = j and xn = n. Equa-
tion (1) then admits a continuous limit which coincides
with the Dirac equation [19]
iγµ∂µψ −mψ = 0 , (2)
where ψ = (ΨL,ΨR)
T , γ0 = σ1, γ
1 = iσ2 (σ2 is the
second Pauli matrix) and ~ = c = 1. The mass m is thus
homogeneous to the inverse of a length.
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2Dirac equation (2) can be obtained from the La-
grangian density L = i2
(
ψγµ∂µψ − ∂µψγµψ
) − mψψ
where ψ = ψ†γ0. The associated particle current is
jµ = ψγµψ and the stress energy tensor reads Tµν =
i
4 [ψγ
µ∂νψ − ∂νψγµψ + (µ ↔ ν)]. Both j and T are
conserved i.e. ∂µT
µν = 0 and ∂µj
µ = 0. Note that the
above Lagrangian density leads to a symmetric canonical
stress-energy tensor.
New variables The definition of j leads to j0 =
|ψR|2 + |ψL|2 and j1 = |ψR|2 − |ψL|2. Note that
(j0)2 − (j1)2 = 4|ψL|2|ψR|2 ≥ 0 so that the current
j is necessarily timelike or null. We then introduce
ϕ± = ϕL ± ϕR where ϕL/R is the phase of ΨL/R and
replace the variables (ρL, ρR, φL, φR) by (j
0, j1, ϕ+, ϕ−).
In particular, the spinor ψ now reads
ψ(x, t) =
1√
2
eiϕ+/2
[ √
j0 − j1eiϕ−/2√
j0 + j1e−iϕ−/2
]
(3)
and ϕ+/2 can be viewed as the global phase of ψ.
In terms if these new variables, the La-
grangian density and the stress energy tensor read
L = −m(jµjµ)1/2 cosϕ−− 12 (jµ∂µϕ+ − µνjν∂µϕ−) and
Tµν = − 14 (jµ∂νϕ+ − µαjα∂νϕ− + (µ↔ ν)), where µν
denotes the completely antisymmetric symbol of rank
two, with the convention 01 = −10 = 1.
The dynamical equations derived from
L(j0, j1, ϕ+, ϕ−) are
µα∂µj
α = 2m(jµj
µ)1/2 sinϕ− (4)
m cosϕ− jµ = −1
2
(jµj
µ)1/2 (∂µϕ+ + 
µν∂νϕ−) (5)
∂µj
µ = 0. (6)
Dirac quantum hydrodynamics Since j is time-like or
null, one can define the density n of the (1 + 1)D Dirac
fluid by n = (jµj
µ)1/2. We now suppose that j is not
null and define the vector u = j/n as the 2-velocity of
the fluid, normed to unity. The two variables j0 and j1
can then be replaced by n and u1 i.e. the density and the
spatial part of the fluid 2-velocity. Equation (5) can then
be re-written as m cosϕ− uµ = − 12 (∂µϕ+ + µν∂νϕ−)
and, in this form, brings to mind the standard relation
w
nu
µ = −∂µϕ which links the velocity u of a relativistic
potential flow to its potential ϕ, the enthalpy per unit
volume w and the particle density n. We thus retain
w = mn cosϕ− as the enthalpy per unit volume of the
(1 + 1)D Dirac fluid. The velocity field u then derives
from two potentials. One is ϕ+/2 i.e. the global phase
of the spinor ψ and contributes to u in the standard way.
The other potential is the phase differential ϕ−/2 and
contributes to u in a non-standard way, by contraction of
its gradient with the (1 + 1)D completely antisymmetric
symbol.
Using (5), one then finds that
Tµν = wuµuν +
n
2
(µαuα∂
νϕ− + uµνα∂αϕ−) , (7)
to be compared with the stress-energy tensor Tµν =
wuµuν − pηµν of a relativistic perfect fluid of pressure
p. The pressure of the Dirac fluid thus vanishes. This
is not surprising because pressure in spin 0 superfluids is
generated by interaction terms and there is no interac-
tion in the free Dirac equation derived above. The last
two terms on the right-hand side of (7) depend on the
gradient of ϕ− and, thus, on the gradient of w/n. In-
deed, the definition of w leads to sin2 ϕ− = 1 − ( wmn )2
and sinϕ−dϕ− = −d( wmn ), so that, if w 6= nm,
∂µϕ− = −σ
∂µ(
w
mn )(
1− ( wmn )2
)1/2 (8)
where σ is the sign of sinφ−. As for relativistic spin 0
superfluids, the two extra-terms in the above expression
of the stress-energy tensor thus depend on the gradient
of a thermodynamic function (the enthalpy per parti-
cle w/n) and are therefore best viewed as generalized
‘quantum pressure’ terms. As shown in the SM the two
component spinor which obeys Dirac equation degener-
ates, in the Galilean limit, into a single wave-function
which obeys the Schro¨dinger equation and the relativis-
tic hydrodynamics degenerates into the usual Madelung
hydrodynamics.
Numerical shock simulation The above generalization
of the Madelung transform strongly suggests that the
original DTQW can be used to simulate quantum flows.
First note that a general positive energy plane wave solu-
tion of (2) can be written as (see (3)-(6)) j0 = n
√
1 + q2,
j1 = nq, ϕ+/2 = −m
(√
1 + q2t− qx
)
, ϕ− = 0, where
q denotes both wave-number and momentum in unit
of m (remember ~ = c = 1). The spinor ΨL =√√
1 + q2 − qeimφ/√2, ΨR =
√√
1 + q2 + qeimφ/
√
2
thus describes, at t = 0, a unit density fluid (n = 1)
in motion with constant velocity u1 given by u1 = q =
∂φ/∂x. In order to simulate quantum flows, we now se-
lect the initial data
φ =
qmax
m
[
cos(x) +
1
3
cos(3x) +
1
2
cos(2x+ 0.9)
]
, (9)
which, with qmax = mumax corresponds to the velocity
field u1 = umax(− sin(x)− sin(3x)− sin(2x+ 0.9)). The
evolution of this initial condition through the DTQW for
various values of m and constant qmax (the larger the
mass, the less relativistic the propagation) is displayed
in Fig.1.
Note that a similar (but somewhat simpler) type of ini-
tial condition φ = qmax cos(x)/m has already been used
in the cosmological context to simulate the dynamics of
(i) a non-quantum cosmological fluid through the non-
linear Schro¨dinger equation [20] (ii) a Bose-Einstein con-
densates of axions [21]. Fig.2 (compare Figs. 2.a and
2.b) shows that this simpler initial data generates a sin-
gle symmetric shock.
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FIG. 1. (color online) Unitary evolution of density j0 =
|ΨL|2 + |ΨR|2 for the DTQW defined in Eq.(1) with ini-
tial data: φ = qmax
[
cos(x) + 1
3
cos(3x) + 1
2
cos(2x+ 0.9)
]
/m
where m := 25.6, 64, 128 and 512, qmax = 51.2 and umax =
2, 0.8, 0.4 and 0.1 (see text around Eq.(9)). The grid has
N = 212 points,  = 2pi/N
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FIG. 2. (color online) a) DTQW with initial data
cos(x) + 1
3
cos(3x) + 1
2
cos(2x+ 0.9) (same as Fig.1 but
umax = 0.2) b) Same as (a), but initial data: cos(x); c) Ap-
proximation by Pearcey’s integral in (x, t) space with ε = 0.05
and d) zones of validity of approximations (see text)
These figures show that the DTQW can indeed be used
to simulate hydrodynamical shocks in a quantum fluid
[22, 23].
Analytical shock computation in the Galilean regime
We now present an analytical computation which re-
produces the shock solution in the Galilean limit where
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FIG. 3. (color online) Evolution of velocity v = m−1∂xϕ
(left) and density n (right) for 3 values of time and m−1 =
0.01 obtained from a numerical solution of Schro¨dinger equa-
tion i∂tψ = − 12m∂xxψ, with ψ = n1/2 exp iϕ and initial data
ϕ = m cosx and n = 1.
the DTQW becomes a continuous time quantum walk
and the Dirac equation goes, as shown in the supple-
mental material, into the (~ = 0) Schro¨dinger equation
i∂tψ = − 12m∂xxψ.
The Green function for the Schro¨dinger equation reads
G0(x, t|x0, t0) =
√
m
2ipi(t− t0)e
im(x−x0)2
2(t−t0) . (10)
The single-shock solution (t0 = 0 and umax = 1) thus
reads
ψ(x, t) =
∫ ∞
−∞
dy
√
m
2ipit
e
im
(
(y−x)2
2t +cos(y)
)
. (11)
In the large-m limit, this integral can be computed by
making use of methods that are standard in optics [24]
and involve Pearcey’s integral [25] defined by
IP(T,X) =
∫ ∞
−∞
dy ei(Xy+Ty
2+y4). (12)
To wit, we set in the large-m limit,
ψ(x, t) ≈ A(x, t)IP(−T (t), X(x, t)) with T (t) =
a−
1
2
(
t−1
2εt
)
, X(x, t) = −a− 14 ( xεt) and A(x, t) =
e
i
(
1+ x
2
2t
)
/ε
(2ipitε
√
a)−1/2 where a = m/4! and ε = 1/m.
In this way, Pearcey’s integral Eq.(12) alone can
correctly reproduces the structure of the shock (see
Figs.2.c).
4Useful asymptotic expansions of IP are given in [26,
27]. In particular, the steepest descent method can be
directly used in zone I (see fig.2.d) where m  t/x2. It
yields the the following asymptotic form:
ψI(x, t) ≈ A(x, t)
√
−2ipi
Φ′′(uc)
eiΦ(uc) (13)
where Φ(u) = u4−Tu2 +Xu and the single saddle-point
uc obeys Φ
′(uc) = 0. Near the caustic, in zone II of
fig.2.d, 2 new saddle-points appear and the wavefunction
can be written in terms of the Airy function Ai(x) =
1
pi
∫∞
−∞ dt cos(
t3
3 +xt). Well inside the caustic in zone III,
the function can be written as the sum of 3 interfering
contributions (see Figs.2.c and 2 .d).
Details of the evolution of the density n = |ψ|2 and ve-
locity v = ∂xφ/m of the Schro¨dinger shock are presented
in Fig.3
Conclusion We have shown through a novel general-
ization of the Madelung transform that one of the sim-
plest DTQWs on the line can be considered as a min-
imalist model of quantum fluids. This conclusion has
been supported by numerical simulations which display
the DTQW evolving an initial condition already con-
sidered in the literature into a quantum hydrodynamic
shock [22].[23]. We have also computed the asymptotic
shock structure analytically in the non-relativistic limit
and proposed an extensive discussion of this limit in the
SM.
Quantum walks have already been linked to with hy-
drodynamics in [28] and [29], but these earlier results
address the quantum Boltzmann equation and transport
phenomena, and are thus quite different from those pre-
sented in this Letter.
The present work should be extended to higher di-
mensions, higher spins and non-linear DTQWs [30] (or
DTQWs with site to site interactions). One should also
incorporate in the Madelung transform the natural cou-
pling of DTQWs to gauge fields [19, 31–33], thus obtain-
ing novel models of superconducting quantum fluids or
of quantum fluids in relativistic gravitational fields.
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This SM provides supplementary information on ”Non relativistic limit” of the Quantum Walks
Hydrodynamics.
NON RELATIVISTIC LIMIT
Wave equation
Dirac equation iγµ∂µψ−mψ = 0 reads, in component
terms and in units where ~ = 1 but c 6= 1:
1
c
∂tΨL − ∂xΨL = −imcΨR
1
c
∂tΨR + ∂xΨR = −imcΨL (1)
Each component obeys the same Klein-Gordon (KG)
equation
1
c2
∂ttΨL/R − ∂xxΨL/R = −m2c2ΨL/R. (2)
The non relativistic limit is obtained as follows. We
write ΨL/R = Ψ¯L/R exp(−imc2t). From now on, all scal-
ings below characterize the action of differential opera-
tors on Ψ¯L/R. We suppose
1
mc2
∂t = O(ν2) (3)
where ν is an infinitesimal. This scaling traces that the
energy of Ψ is close to the rest mass energy. The differ-
ence will be the kinetic energy which, for a free particle,
scales as the squared momentum p2. Thus, p must scale
as ν.
Injecting he above scaling in the KG equation for Ψ¯L/R
shows that Ψ¯L/R obey the Schro¨dinger equation when ν
goes to zero. We now also compute for future use the
lowest order terms in the difference Ψ¯L− Ψ¯R. The Dirac
equation can be rewritten as
Ψ¯R = Ψ¯L +
1
imc
∂xΨ¯L +
i
mc2
∂tΨ¯L
Ψ¯L = Ψ¯R − 1
imc
∂xΨ¯R +
i
mc2
∂tΨ¯R. (4)
In the right-hand sides of the previous equations, the
second terms are of order ν while the third terms are
of order ν2. This is so because −i~∂x is the impulse
operator and p = mc +O(ν) (see remark above). Using
the Schro¨dinger equation makes the orders of the terms
more explicit:
Ψ¯R = Ψ¯L +
1
imc
∂xΨ¯L − 1
2m2c2
∂xxΨ¯L +O(ν3)
Ψ¯L = Ψ¯R − 1
imc
∂xΨ¯R − 1
2m2c2
∂xxΨ¯R +O(ν3). (5)
Lagrangian density
Let us start the discussion by keeping only the terms
of order ν in (5). The two wave-function components
are equal at order 0 in ν and thus, at this order, have
the same moduli and phases. We want to compute
the differences between the moduli and the differences
between the phases at first order in ν. This is best
done in the following way. Write Ψ¯L = r exp(iφ) and
Ψ¯R = (r + δr) exp (i(φ+ δφ)). Thus (see eq. (??)
and definitions just above) r2 = ρL, (r + δr)
2 = ρR,
φ = ϕL −mc2t and δφ = ϕ−.
Inserting this into (5) and keeping only first order
terms leads to:
r exp(iφ)
(
iδφ+
δr
r
)
=
1
imc
∂xΨ¯L, (6)
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2from which one gets:
δφ = − 1
2mcr2
(
Ψ¯∗L∂xΨ¯L + ∂xΨ¯
∗
LΨ¯L
)
. (7)
The difference δr can be obtained in the same manner:
δr
r
= − 1
2imcr2
(
Ψ¯∗L∂xΨ¯L − ∂xΨ¯∗LΨ¯L
)
. (8)
This transcribes into:
δφ = − 1
mc
1
r
∂r
∂x
(9)
and
δr
r
=
1
mc
∂φ
∂x
. (10)
It is straightforward (but tedious) to compute in the
same manner the differences in moduli and phases at sec-
ond order in ν. One finds:
δφ = − 1
mc
1
r
∂r
∂x
− 1
2m2c2
∂2φ
∂x2
(11)
and
δr
r
=
1
mc
∂φ
∂x
+
1
2mc2
(
∂φ
∂x
)2
+
1
2m2c2r2
((
∂r
∂x
)2
− r ∂
2r
∂x2
)
(12)
Inserting this into the Dirac Lagrangian in hydrody-
namical form L and making use of the equations of
motion (4)-(5) of the main text delivers the expres-
sion of the Lagrangian density at second order in ν:
LS = L/4 = −(r2(∂xφ)2 + (∂xr)2)/2m− r2∂tφ that, us-
ing Madelung’s relation ψ = r exp(iφ), coincides with the
usual (~ = 1) Schro¨dinger Lagrangian: LS = i(ψ∂tψ −
ψ∂tψ)/2−|∂xψ|2/2m. Note that the equations of motion
need to be used to pass from the Dirac Lagrangian to the
Schro¨dinger Lagrangian because the two spinor compo-
nents of the Dirac wave function degenerate into a single
Schro¨dinger wave-function.
Hydrodynamical variables
At second order in ν the hydrodynamical variables de-
fined in the main text read:
n = 2r2+
2r2
mc
∂φ
∂x
+
1
m2c2
[
r2
(
∂φ
∂x
)2
+
(
∂r
∂x
)2
− r ∂
2r
∂x2
]
(13)
u0 = 1 +
1
2m2c2
(
∂φ
∂x
)2
(14)
u1 =
1
mc
∂φ
∂x
+
1
2m2c2r2
[(
∂r
∂x
)2
− r ∂
2r
∂x2
]
(15)
w = 2mc2r2 + 2cr2
∂φ
∂x
+
r2(∂φ∂x )
2 − r ∂2r∂x2
m
(16)
