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51. Введение
В [1, 2] на основе анализа научных публикаций
для систем калмановского типа была решена зада
ча нахождения количества информации по Шен
нону в совместной задаче фильтрации и интерпо
ляции стохастических процессов по непрерывно
дискретным наблюдениям с памятью для общего
и условногауссовского случаев. В данной работе
рассматривается информационная эффективность
дискретного канала наблюдения с фиксированной
памятью единичной кратности относительно дис
кретного канала без памяти для стационарного
гауссовского марковского процесса диффузионно
го типа (процесс Орнстейна–Уленбека) и непо
средственное нахождение совместного количества
информации по Шеннону в совместной задаче
фильтрации и интерполяции. Система обозначе
ний та же, что и в [1, 2].
2. Информационная эффективность наблюдений
с памятью относительно наблюдений 
с запаздыванием
Представляет интерес вопрос об эффективно
сти наблюдений с памятью в задачах фильтрации
и интерполяции, т. е. увеличивает или уменьшает
количество информации наличие памяти. Данное
исследование проведем для частного случая ска
лярных стационарных процессов xt, zi, η(tm) опреде
ляемых соотношениями
(1)
когда непрерывные наблюдения без памяти, дис
кретные наблюдения с памятью единичной крат
ности (N=1, τ1=τ), процесс xt является стационар
ным гауссовским марковским процессом диффу
зионного типа с корреляционной функцией
K(α)=[Q/2a] exp{–a|α|} и временем корреляции
αk=1/a. Этот процесс, известный как процесс Орн
стейнаУленбека, широко используется как в тех
нических приложениях для моделирования реаль
ных процессов с корреляционной функцией эк
споненциального типа [3], так и в финансовой ма
тематике для моделирования процесса изменения
процентной ставки [4]. В качестве меры информа
ционной эффективности наблюдений с памятью
η(tm) относительно наблюдений без памяти  η~(tm),
когда G0=0 в задаче фильтрации может быть взята
величина (см. (3.6), (3.8) в [1]) 
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Δ
f=ΔItm[xtm;z0
tm,η(tm)]–ΔI
~
tm[xtm;z0
tm,η(tm)]
и Δi=ΔI
τ
tm[x
τ
;z0
tm,η(tm)]–ΔI
~
τ
tm[x
τ
;z0
tm,η(tm)] 
(см. (3.22), (3.24) в [1]) в задаче интерполяции, где
ΔItm, ΔI
~
tm
и ΔI
τ
tm, ΔI
~
τ
tm – приращения количеств ин
формации в моменты времени tm, поступающие со
ответственно из наблюдений η(tm) и η~(tm). Рассма
триваем случай редких дискретных наблюдений,
когда на интервалах t∈(tm, tm+1) решения дифферен
циальных уравнений для элементов матрицы Г
~
2(τ,t)
достигают стационарных значений [5].
(1)
где γ=(λ–a)/δ, δ=H02/R, λ=√
⎯
a2+
⎯
δQ
⎯
, κ=(λ+a)/2λ
и t *=tm–τ является величиной, характеризующая
глубину памяти. Тогда, согласно (13), (14) и След
ствия 2 в [2]
(2)
где согласно [5]
(2.4)
(3)
Относительно глубины памяти имеются две
крайние ситуации: случай малой глубины, когда
t *→0, случай большой глубины, когда t *→∞. Пусть
Δ0
f=limΔf, Δ0i=limΔi при t *→0, и Δ∞f=limΔf, при t*→∞.
Из (1–3) следует
(4)
Исследование поведения Δf(t *), Δi(t *) как функ
ции глубины памяти t * на основе (1–4) дает сле
дующие результаты (Утверждение 1 для Δf(t *)
и Утверждение 2 для Δi(t *)), в предположении, что
Утверждение 1.
1) В случае большой глубины памяти наблюдения
с памятью более информативны относительно
наблюдений с запаздыванием, т. е. Δ
∞
f>0.
2) Если (G0,G1)∈G–, то в случае малой глубины па
мяти наблюдения с памятью менее информа
тивны относительно наблюдений с запаздыва
нием, т. е. Δ0f<0, и D0f≥0 если (G0, G1)∉G–.
3) Если (G0,G1)∈G–, то Δf(t *) является монотонно
возрастающей функцией глубины памяти от
значения Δ0f<0 до значения Δ∞f>0, обращаясь в
ноль в точке t*=tf*, для которой справедлива
формула
(5)
4) Если (G0,G1)∉G–, то Δf (t *)≥0 для всех t *≥0.
Утверждение 2.
1) В случае большой глубины памяти наблюдения
с памятью менее информативны относительно
наблюдений с запаздыванием, т. е. Δ
∞
f<0.
2) Если (G0, G1)∉G, то в случае малой глубины па
мяти наблюдения с памятью более информа
тивны относительно наблюдений с запаздыва
нием, т. е. Δ0i>0, и Δ0i≤0 если (G0,G1)∈G.
3) Если (G0,G1)∉G–, то Δi(t *) является монотонно
убывающей функцией глубины памяти от зна
чения Δ0i>0 до значения Δ∞i>0, обращаясь в ноль
в точке t *=ti*, для которой справедлива формула
(6)
где знак «–», если, и знак «+», если .
4) Если (G0,G1)∈G, то Δi(t *)≤0 для всех t *≥0.
Прокомментируем полученные результаты.
1. Величины tf* и ti* в виде (5) и (6) получаются как
единственный корень, соответственно, уравне
ний Δf (t*)=0 и Δi (t*)=0, которые имеет вид
(7)
(8)
Условия (G0,G1)∈G– и (G0,G1)∉G являются усло
виями существования таких решений. Заметим,
что точное решение (6) уравнения Δi(t *)=0 получе
но только для случая отсутствия непрерывных на
блюдений, когда δ=0, λ=a, κ=1 и имеет вид (8).
В общем случае присутствия непрерывных наблю
дений получается уравнение четвертой степени от
носительно exp{–λt *}, что не позволяет получить
аналитического решения. Найденные значения tf*
и ti* могут быть определены как эффективная глу
бина памяти в рассмотренной задаче соответствен
но при фильтрационном и интерполяционном
приемах.
2. Влияние непрерывных наблюдений на инфор
мативность дискретных наблюдений осущест
вляется через параметр δ=H02/R, который про
порционален отношению сигнал/шум по ин
тенсивности в непрерывном канале наблюде
ния. При δ=0, что соответствует случаю отсут
ствия непрерывных наблюдений, справедливы
формулы (1–6), в которых γ=Q/2a, λ=a, κ=1,
т. е. в этом случае появляется явная зависи
мость tf* и ti* от времени корреляции αk=1/a про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цесса xt. При δ=∞ ΔItm[.]=ΔI
~
tm[.]=ΔIτ
tm[.]=ΔI
~
τ
tm[.],
что дает Δf=Δi=0. Таким образом, при достиже
нии абсолютно точного измерения в непрерыв
ном канале дискретные наблюдения как с па
мятью так и с запаздыванием не привносят но
вой информации о значениях x
τ
, xt.
3. В случае большой глубины памяти t *αk, где
αk=1/a есть время корреляции процесса xt, что
приводит к отсутствию корреляционных связей
между x
τ
, xtm. Поэтому при больших t
* сигналы
Y(tm)=G0xtm и Y1(τ)=G1xτ1 не содержат взаимной
информации и значениях xtm и xτ, что приводит к
свойству Δ
∞
f >0 в задаче фильтрации. В задаче
интерполяции отсутствие корреляционных свя
зей между xtm и xτ дает, что сигнал Y0(tm) действу
ет в канале с памятью как дополнительный
шум, что приводит к свойству Δ
∞
i<0. В случае
малой глубины памяти, когда t *αk, коэффи
циент корреляции между значениями x
τ
и xtm
близок к единице и поэтому сигналы
Y01(τ,tm)=G0xtm+G1xτ и Y1(τ) воспринимаются как
Y01(tm)=(G0+G1) xtm, Y1(tm)=G1xtm. Так как условия
(G0,G1)∈G– и (G0,G1)∉G означают |G0+G1|<|G1| и
|G0+G1|>|G1|, а интенсивности сигналов Y01(tm)
и Y1(tm) пропорциональны |G0+G1|2 и |G1|2, то это
и приводит к свойствам Δ0f<0 и Δ0i<0.
На рис. 1 и 2 приведены семейства кривых Δf(t *)
и Δi(t *) для ситуаций 3) в Утверждениях 1 и 2. По
ведение кривых соответствует проведенному ис
следованию.
3. Непосредственное нахождение 
совместного количества информации
Утверждения Следствия из [1] и Следствия 1
из [2] могут быть доказаны непосредственно без ис
пользования соответственно Теорем 1 и 2 из [1, 2].
Докажем сначала Следствия из [1].
Доказательство. Априорная плотность (2.6)
из [1] определяется уравнением
(9)
которое следует из (3.1) в [1]. Дифференцирование
по формуле Ито с использованием (3.1) из [1] и (9)
дает
(10)
Применяя к (10) для tm≤t<tm+1 формулу Ито–
Вентцеля [6, 7], получаем
(11)
1
( ; )
ln ln[ ]
( , ; , )
( , )[ ( , , , ) ( , )]1
tr
2 [ ( , , , ) ( , )]
ln ( ; ) ln ( ; )1
tr ( )
2
ln ( , ;
m
m
m
t N
t
N t t
t N
Nt
N T
t
T
t N N
t
p x x
p t x x
R z h x x z h z
d
h x x z h z
p x x p x x
Q
x x
p x
τ τ
τ
σ τ
σ τ
σ σ
τ σ τ τ σ τ
σ σ
σ
τ
σ σ σ
σ
σ σ
σ
σ
=
−
⎡ ⎤
= ⋅ +⎢ ⎥
⎣ ⎦
⎡ ⎤− ×
+ ⎢ ⎥
× −⎢ ⎥⎣ ⎦
⎡ ⎡ ⎛ ⎞∂ ∂
⎢ ⎢− −⎜ ⎟
∂ ∂⎢ ⎢ ⎝ ⎠
⎣⎣
∂
−
∫
∫

 


 

2
2
2
2
1
, ) ln ( , ; , )
( ; )1
( ; )
tr ( )
( , ; , )1
( , ; , )
[ ( , , , ) ( , )] ( , ) ( ,
m
T
N N
N N
N
Nt
N
t N
N
N
N T
x p x x
d
x x
p x x
p x x x
Q
p x x
p x x x
h x x z h z R z
τ σ τ
σ σ
σ
τ σ τ
σ
τ σ τ σ
σ τ
σ τ σ
σ τ
τ σ τ
σ
σ
σ τ
σ τ
σ σ σ σ
−
⎤⎤
⎛ ⎞∂
⎥⎥ +⎜ ⎟
∂ ∂ ⎥⎥⎝ ⎠
⎦⎦
⎡ ⎤⎡ ⎤∂
−⎢ ⎥⎢ ⎥
∂
⎢ ⎥⎢ ⎥
+ +
⎢ ⎥⎢ ⎥∂
⎢ ⎥−⎢ ⎥
∂⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦
+ − Φ
∫
  


 
 
 ) .
m
t
t
z dv
σ∫
,
,
1
( ; )
ln
( , ; , )
1
[ ( ; )]
( ; )
1
[ ( , ; , )]
( , ; , )
1
[ ( , , , ) ( , )]
2
( , )[ ( , , , ) ( , )]
[ ( , , , ) ( , )]
t
N
t
N N
t
t x Nt
N
t x N N
N N
T
N
N
T
N
p x x
d
p t x x
L p x x
p x x
dt
L p t x x
p t x x
h t x x z h t z
R t z h t x x z h t z dt
h t x x z h t z R
τ
τ
τ
τ
τ
τ
−
−
⎡ ⎤
=⎢ ⎥
⎣ ⎦
⎧ ⎫
−
⎪ ⎪
⎪ ⎪
−⎨ ⎬
⎪ ⎪−
⎪ ⎪
⎩ ⎭
− − ×
× − +
+ −

 


 
 



1
( , ) .
t
t z dz
,
( , ; , ) [ ( , ; , )] ,
t N N t x N N
d p t x x L p t x x dtτ τ=   
Рис. 1. Зависимости Δf(t *) от  t * при различных значениях а Рис. 2. Зависимости Δi(t *) от  t * при различных значениях а
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Аналогично [4], а также (П. 13) в [3]
(12)
Вычисление математического ожидания от ле
вой и правой части (11) с учетом (12) и последую
щее дифференцирование по t приводит к (3.32)
из [1] с учетом Замечания 2 из [1], а (3.33), (3.34)
из [1] следуют в результате подстановки (3.3) из [1]
в (2.17) из [1].
Докажем теперь Следствие 1 из [2].
Доказательство. Из (1–3) в [2] и формулы
из Утверждения 1 в [1] следует, что
Тогда (см. (1–4) в [2] с соответствующей заме
ной переменных: (t–t~N*)→τ
~
N))
(13)
По свойству гауссовских плотностей [8] для
с учетом (5) в [2] имеем
(14)
а Г(t |τ~N) определено в (11) из [2]. Из (14) и
следует, что
Тогда
(15)
Аналогичные вычисления для априорных плот
ностей p(t,x,τ~N,x
~
N) (см. Замечание в [2]) приводят к
формуле
(16)
Так как M{.}=M{M{.|z0t,η0m}} [8], тогда подста
новка (3),(15), (16) в (3.32) в [1] приводит к (40)
в [2].
Из (3.3) в [1], (5) в [2] следует
Тогда, с учетом M{.}=M{M{.|z0t,η0m}} и
M{.}=M{M{.|z0t,η0m–1}} [5] получаем
(17)
Подстановка (17) в (3.34) из [1] приводит к (41)
в [2].
Результаты работы могут быть использованы
при исследовании таких базовых задач теории ин
формации и теории передачи сообщений, как ин
формационная эффективность каналов передачи
и оптимальная передача (оптимальное кодирова
ние и декодировние), когда в качестве математиче
ских моделей сообщений используются стохасти
ческих процессы диффузионного типа.
Выводы
Рассмотрен пример информационной эффек
тивности наблюдений с памятью относительно на
блюдений с запаздыванием в задачах фильтрации
и интерполяции. Проведенное исследование пока
зало, что наличие памяти может как увеличивать,
так и уменьшать количество информации. Получе
но непосредственное нахождение уравнений для
совместного количества информации в совме
стной задаче непрерывнодискретной фильтрации
и интерполяции для общего и условногауссовско
го случаев.
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Введение
В [1] для систем калмановского типа была реше
на задача нахождения количества информации
по Шеннону в совместной задаче фильтрации и
обобщенной экстраполяции стохастических процес
сов по непрерывнодискретным наблюдениям с па
мятью для общего и условногауссовского случаев.
В данной работе рассматривается информационная
эффективность дискретного канала наблюдения от
носительно дискретного канала без памяти для ста
ционарного гауссовского марковского процесса
диффузионного типа (процесс Орнстейна–Уленбе
ка). Система обозначений та же, что и в [1].
Информационная эффективность наблюдений 
с памятью относительно наблюдений без памяти
Представляет интерес вопрос об эффективно
сти наблюдений с памятью в задаче экстраполя
ции, т. е. увеличивает или уменьшает количество
информации наличие памяти. Данное исследова
ние проведем для частного случая скалярных ста
ционарных процессов xt, zt, η(tm) определяемых со
отношениями
(1)
когда непрерывные наблюдения без памяти, дис
кретные наблюдения с памятью единичной крат
ности (N=1, τ1=τ), процесс xt является стационар
ным гауссовским марковским процессом диффу
зионного типа с корреляционной функцией
K(α)=[Q/2a]exp{–a|α|} и временем корреляции
αk=1/a. Этот процесс, известный как процесс Орн
стейна–Уленбека, широко используется как в тех
нических приложениях для моделирования реаль
ных процессов с корреляционной функцией эк
споненциального типа [2], так и в финансовой ма
тематике для моделирования процесса изменения
процентной ставки [3].
В качестве меры информационной эффектив
ности наблюдений с памятью η(tm) относительно
наблюдений без памяти η~(tm), когда G1=0 в задаче
экстраполяции в случае   может быть взята величи
на (см. (3.6), (3.8) в [1]) 
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