Abstract-We present a new optimal control approach to robust control of robot manipulators in the framework of Lin et al [7] . Because of the unknown load placed on a manipulator and the other uncertainties in the manipulator dynamics, it is important to design a robust control law that will guarantee the performance of the manipulator under these uncertainties. To solve this robust control problem, we first translate the robust control problem into an optimal control problem, where the uncertainties are reflected in the performance index. We then use the optimal control approach to solve the robust control problem. We show that the solution to the optimal control problem is indeed a solution to the robust control problem. We illustrate this approach using a two-joint SCARA type robot, whose robust control is obtained by solving an algebraic Riccati equation.
I. INTRODUCTION
W E PROPOSE a new approach to robust control of robot manipulators. The approach translates a robust control problem into an optimal control problem in the framework of Lin et al. [7] - [14] . It solves the robust control problem by solving the optimal control problem, which is much easier to do in many cases.
The manipulator control problem to be solved can be described as follows. A robot manipulator is controlled to move an unknown object. To control the manipulator, the following uncertainties must be dealt with:
1) the weight of the object is unknown because the object itself is not known before-hand; 2) the friction and other parameters in the manipulator dynamics may be uncertain because it is difficult to model and measure them precisely. Our goal is to design a robust control that can handle these uncertainties.
Such robust control problems have been studied extensively in the literature. A survey (up to 1991) on robust control of robots is given in [1] . In [1] , various approaches are classified into five categories (see, e.g. [2] , [5] , [16] , and [17] ) : 1) linear-multivariable approach;
Manuscript received October 9, 1996 . This work was supported in part by the National Science Foundation under Grant ECS-9315344. This paper was recommended for publication by Assoicate Editor H. Seraji and Editor A. Goldenberg upon evaluation of the reviewers' comments. 2) passivity-based approach; 3) variable-structure controllers; 4) robust saturation approach; 5) robust adaptive approach. More recently, parametric uncertainties are dealt with in [19] and the results are extended to include also nonparametric uncertainties [15] . Although our approach is fundamentally different from all the above approaches, it bears resemblance to the robust saturation approach in the sense that some kind of Lyapunov arguments is used.
We apply the optimal control approach first proposed by Lin et al. [9] , [12] - [14] to find a robust control for manipulators. In [9] , a robust control problem is introduced using the state space representation, where the uncertainty is a function of state and matching condition is assumed. Furthermore, there is no uncertainty in the control input matrix. This robust control problem is then translated into an optimal control problem, where the uncertainty is reflected in the performance index. It is shown in [9] that if the solution to the optimal control problem exists, then it is also a solution to the robust control problem. In [12] , the matching condition is relaxed. If it is not totally matched, the uncertainty is decomposed into a matched component and an unmatched component. The robust control problem is similarly translated into an optimal control problem, except that an augmented control is introduced to compensate for the unmatched uncertainty. It is proved in [12] that under a condition on the magnitude of the unmatched uncertainty, the solution to the optimal control problem is a solution to the robust control problem. This optimal control approach has been successfully applied to hovering control of V/STOL aircraft [14] and active damping of vibration systems [13] .
To apply this optimal control approach to the robust control problem for robot manipulators as described above, we must first extend the theoretical result in [12] by relaxing the assumption that no uncertainty is present in the input matrix. We show that this extension can be done as long as the matrix representing the uncertainty in the control input is positively semi-definite. This new result fits nicely with the robust control problem we want to solve for robot manipulators.
In Section II, we consider the differential equation describing the dynamics of robot manipulators and show how the uncertainties discussed above can be incorporated in the equation. We then formulate the robust control problem for robot manipulators.
In Section III, we extend a optimal control approach for solving the type of robust control problems proposed in Section II. We discuss three cases and show how the optimal 1042-296X/98$10.00 © 1998 IEEE control approach can be used. This section will establish theoretical backgrounds needed for the development in Section IV.
We then go back in Section IV to the robust control problem for robot manipulators proposed in Section II and derive a solution using the optimal control approach. Finally, in Section V we will illustrate our approach by applying it to a two-joint SCARA-type robot. We select this robot because its dynamics includes many of the coupling effects common to other types of robots.
Some of the advantages of our approach are as follows.
1) It is conceptually simple: Instead of solving a complicated robust control problem, we will solve a standard optimal control problem. The solution obtained is guaranteed to be robust. 2) It is practically useful: In many cases, solving the optimal control problem only involves solving an algebraic Riccati equation. This is much easier to do than to tackle the robust control problem directly. 3) It is flexible: While always guaranteeing the robustness, our approach also allows compromise between fast response time and small control input by adjusting the relative weights of states and control inputs in the cost function.
II. MANIPULATOR DYNAMICS
The dynamics of a robot manipulator is well understood (see e.g. [6] , [18] ) and is given by where consists of the joint variables, is the generalized forces, the inertia matrix, the Coriolis/centripetal vector, the gravity vector, and the friction vector. For simplicity, we denote There are uncertainties in and due to, say, unknown load on the manipulator and unmodeled frictions. We assume the following bounds on the uncertainties.
1) There exist positive definite matrices and such that 1 2) There exist and a nonnegative function such that 2 and 1 Here by the inequality A B; we mean A 0B is semi-positive definite. 2 This implies that the gravity vector is known at the equilibrium 0. This assumption is not difficult to satisfy because in most applications, one can select coordinates so that the gravity at q = 0 is canceled.
Our control objective is to move the robot manipulator from some initial position to (0, 0). A more general control objective can be studied without much difficulty if we introduce a desired trajectory.
Define the state variables to be and the control to be Then Let us define and Then the state equation is given by where Our goal is to control the above system under the uncertainties and In the next section, we will present an optimal control approach to solve this type of robust control problems.
III. OPTIMAL CONTROL APPROACH
In this section we first review an optimal control approach to the robust control problem (details can be found in [7] , [9] , and [12] ). We then extend it to handle uncertainty in the control input matrix. We start with the the following simple case.
A. Matched Uncertainty
Consider the following nonlinear system: where and models the uncertainty in the system dynamics. Since the uncertainty is in the range of we say that the matching condition is satisfied. We will assume 0 and 0 so that 0 is an equilibrium. In this paper, stability is always with respect to 0. Our goal is to solve the following robust control problem.
1) Robust Control Problem: Find a feedback control law
such that the closed-loop system is globally asymptotically stable for all uncertainties satisfying the condition that there exists a nonnegative function such that 3 We would like to translate this robust control problem into the following optimal control problem.
2) Optimal Control Problem: For the following auxiliary system find a feedback control law that minimizes the following cost functional where 0 is a design parameter. The relation between the robust control problem and the optimal control problem is shown in the following theorem [9] .
Theorem 1 If the solution to the optimal control problem exists, then it is a solution to the robust control problem.
By this theorem, we can translate the robust control problem into the optimal control problem. In many cases, the optimal control problem is much easier to solve. For example, if it happens that the system is linear and the uncertainty satisfies the following condition: is quadratically bounded as follows:
for some positive definite matrix Then the optimal control problem reduces to the following linear-quadratic-regulator (LQR) problem: For the auxiliary system find a feedback control law that minimizes the following cost function:
The solution to this LQR problem always exists and can be obtained by solving an algebraic Riccati equation.
It is noteworthy that our result holds for all possible can be used to adjust the relative weights of states and control inputs. For a large the control (i.e., feedback gain) will be small (at the expense of response time). Nevertheless, the robustness is guaranteed for all
Since the optimal selection of is beyond the scope of this paper, we shall take in the rest of the paper. 3 By our assumption f (0) = 0; f max (0) = 0:
B. Unmatched Uncertainty
Now we assume that uncertainty is not in the range of Consider the following nonlinear system: where is a matrix of dimension and Again, we will assume 0 and 0 so that is an equilibrium. We need to solve the following robust control problem.
1) Robust Control Problem: Find a feedback control law such that the closed-loop system is globally asymptotically stable for all uncertainties satisfying the following conditions. 1) There exists a nonnegative function such that where denotes the Moore-Penrose pseudo-inverse. 2) There exists a nonnegative function such that
Obviously, the second assumption implies the first, but we spell out each of them so that we can use the weakest possible assumption in a particular situation. We decompose the uncertainty into the sum of a matched component and an unmatched component by projecting onto the range of Thus, the decomposition becomes This robust control problem is translated into the following optimal control problem.
2) Optimal Control Problem: For the following auxiliary system find a feedback control law that minimizes the following cost functional:
where and are some constants that serve as design parameters.
We can prove the following result [12] . Theorem 2 If one can choose and such that the solution to the optimal control problem denoted by exists and the following condition is satisfied for some then the -component of the solution to the optimal control problem, is a solution to the robust control problem.
Comparing with the case of matched uncertainty, an additional condition is needed to ensure that the unmatched part of the uncertainty is not too large. As shown in [12] , this condition is sufficient but not necessary. By proper choice of and this sufficient condition can be satisfied. One example is given in [14] .
C. Uncertainty in the Input Matrix
We now generalize our optimal control approach to robust control of nonlinear systems reviewed above to handle uncertainty in the control input matrix.
Consider the following nonlinear system where models the uncertainty in the input matrix. The robust control problem is described as follows.
1) Robust Control Problem:
Find a feedback control law such that the closed-loop system is globally asymptotically stable for all uncertainties and satisfying the following conditions. 1) 2) There exists a nonnegative function such that
3) There exists a nonnegative function such that
We decompose the uncertainty as before.
The corresponding optimal control problem is as follows.
2) Optimal Control Problem:
For the following auxiliary system find a feedback control law that minimizes the following cost functional:
where and are design parameters.
The relation between the robust control problem and the optimal control problem is shown in the following theorem.
Theorem 3 If one can choose and such that the solution to the optimal control problem denoted by exists and the following condition is satisfied for some then the -component of the solution to the optimal control problem, is a solution to the robust control problem.
Proof: To simplify the notation, in this proof we will eliminate, when possible, the explicit reference to when we denote a function of Define to be the minimum cost of the optimal control that brings the auxiliary system from the initial state to its equilibrium ( 0). The Hamilton-Jacobi-Bellman equation gives us where Therefore, if is the solution to the optimal control problem, then
We now show that is a solution to the robust control problem, i.e., the equilibrium 0 of is globally asymptotically stable for all admissible uncertainties and To do this, we show that is a Lyapunov function. Clearly Because of the above theorems, we can translate the robust control problem into the optimal control problem. So instead of solving the robust control problem, we can solve the optimal control problem. This is easier to do for robot manipulators. Of course, if the translated optimal control problem has no solution, then nothing can be said about the solution to the robust control problem.
IV. ROBUST CONTROL OF MANIPULATOR
Let us now apply the above optimal control approach to robust control of robot manipulators. As shown in Section II, the manipulator dynamics can be formulated as and If we define to be a bound for for example, we can take then we have reformulated the robust control problem into the form studied in Section III. Note that the matching condition holds for robot manipulators, because
Hence we can select and so that the sufficient condition is always satisfied. Although for the above may not be quadratically bounded, we can, in many cases, find the largest physically feasible region of and determine a quadratic bound for Assume such a quadratic bound is given by for some positive definite matrix Then, as shown in Section III, we only need to solve the following LQR problem: For the system find a feedback control law that minimizes the cost function The solution can be obtained by solving the following algebraic Riccati equation:
and the optimal control is given by To solve the Riccati equation, we can take the advantage of the special structure of and
Let
Then the Riccati equation reduces to and the optimal control is obtained as This is the robust control law for the robot manipulator.
V. EXAMPLE
We now illustrate the optimal control approach by an example of a two-joint SCARA-type robot (see e.g., [3] and [4] ). The configuration of the robot manipulator and its parameters are shown in Fig. 1 manipulator, we can find a quadratic bound for
The corresponding control law is
We have performed the following simulations for this robust control. We take the initial position of the manipulator to be and The simulation results for 0, 0.5, 1 are shown in Figs. 2-4 , respectively. From the figures, we can see that the control is indeed very robust with respect to the change in the load.
Note that the response (settling) times and the magnitudes of control inputs depend on the relative weights of states and control inputs in the cost function (i.e., discussed in the end of Section III-A, which we take to be 1). By using a small we will achieve fast response times (at the expense of large control inputs and large overshoots). Such performance considerations are subjects of future research.
VI. CONCLUSION
We presented a new design method for robust control of manipulators. The method is based on an optimal control approach that we have developed recently [7] . This approach has been applied not only to manipulator control, but also to other difficult linear and nonlinear robust control problems [13] , [14] . We believe that the approach holds great promise to a wide range of practical problems. Unlike some other approaches to robust control where the success is measured in terms of the complexity of mathematics, we measure the success of our approach in terms of its simplicity, and hence applicability. Indeed, it is hard to imagine that any other robust control design methods can be simpler and more effective than ours: To use our optimal control approach, only an algebraic Riccati equation needs to be solved, while our results are as good as, if not better, than those based on much more complicated approaches. 
