Abstract. In this article we investigate and prove relationships between metric and Bregman projections induced by powers of the norm of a Banach space. We consider Bregman projections onto affine subspaces of Banach spaces and deduce some interesting analogies to results which are well known for Hilbert spaces. Using these concepts as well as ideas from sequential subspace optimization techniques we construct efficient iterative methods to compute Bregman projections onto affine subspaces that are connected to linear, bounded operators between Banach spaces. Especially these methods can be used to compute minimum-norm solutions of linear operator equations or best approximations in the range of a linear operator. Numerical experiments illuminate the performance of our iterative algorithms and demonstrate a significant acceleration compared to the Landweber method.
Introduction
Projections onto affine subspaces are an important ingredient to solve constrained optimization methods or to develop efficient iterative solvers for linear operator equations. The classical method of conjugate gradients, where one computes projections onto an affine Krylov subspace, can be seen as a typical example for such an iterative solution scheme. Consider a continuous linear operator A : X → Y between Banach spaces X and Y . We are interested in computing projections onto affine subspaces of the form z + N (A) and z + R(A), where N (A) is the nullspace and R(A) is the closure of the range of A. These projections are essential if one wants to iteratively approximate the minimum-norm solution x † of Ax = y.
In [20] we suggested to approximate x † by means of a nonlinear Landweber method
for an exhaustive convergence and stability analysis of the method. As could have been expected from results in Hilbert spaces the method showed good regularization properties but the convergence is tremendously slow. Hence the idea came up to use more search directions w in l p -sequence spaces, where sign (x) := x/|x| for 0 = x ∈ R and sign (0) := 0. (c) A single-valued selection of the normalized duality mapping in (R n , . ∞ ) is given by 0, . . . , 0, x k , 0, . . . , 0 ∈ J 2 (x), where k is any index such that |x k | = x ∞ . (d) In (R n , . 1 ) we may take
The duality mapping J p is homogenous of degree p − 1, i.e.
J p (λx) = |λ| p−1 sign (λ)J p (x) for all x ∈ X, λ ∈ R, (2.2) and duality mappings with different gauges p, r ∈ (1, ∞) differ only by a (nonconstant) factor J r (x) = x r−p J p (x). (2.3)
In fact duality mappings are subdifferentials of convex functions. A function f : X −→ R is said to be subdifferentiable at a point x ∈ X, if there exists an x * ∈ X * , called subgradient of f at x, such that f (y) − f (x) ≥ x * | y − x for all y ∈ X. (2.4)
By ∂f (x) we denote the set of all subgradients of f at x and the mapping ∂f : X −→ 2 X * is called the subdifferential of f . Now let f p : X −→ R be the function
Then by the theorem of Asplund, see e.g. [8] , we have
As a consequence every duality mapping J p is monotone, i.e.
x * − y * | x − y ≥ 0 for all x, y ∈ X, x * ∈ J p (x), y * ∈ J p (y).
In the following proposition smoothness and convexity of a Banach space X are characterized by properties of the functions f p and J p = ∂f p .
Proposition 2.3.
(a) X is strictly convex iff f p is strictly convex iff J p is strictly monotone, i.e.
x * − y * | x − y > 0 for all x = y ∈ X, x * ∈ J p (x), y * ∈ J p (y). Uniform smoothness implies reflexivity and smoothness, uniform convexity implies reflexivity and strict convexity, and in finite dimensions the converse holds as well. Moreover smoothness and convexity are dual concepts, i.e. a Banach space X is uniformly smooth (uniformly convex) iff its dual X * is uniformly convex (uniformly smooth) and in case X is reflexive we also have X is smooth (strictly convex) iff X * is strictly convex (smooth).
(b)
It is known that L p -, l p -spaces with p ∈ (1, ∞) are uniformly smooth and uniformly convex whereas L 1 , l 1 and L ∞ , l ∞ are neither smooth nor strictly convex.
We will show the convergence of the sequential subspace methods in spaces with a q-smooth dual. X is said to be q-smooth if there exists a constant C > 0 such that
where the function ρ X : [0, ∞) −→ [0, ∞) is the modulus of smoothness of X, defined by
A Banach space X is said to be uniformly smooth iff
Hence q-smooth spaces are especially uniformly smooth (recall that q ∈ (1, ∞)). It is well known that L p -, l p -spaces with 1 < p ≤ 2 are p-smooth with
and L p -, l p -spaces with p ≥ 2 are 2-smooth with
For more information about geometry of Banach spaces we refer to Cioranescu [8] , Diestel [10] , Figiel [12] , Lindenstrauß and Tzafriri [14] . The following inequality can be found in Xu and Roach [23] . It plays a central role in our convergence proofs.
Proposition 2.4 ([23])
. Let X be q-smooth. Then there exists a constant C > 0 such that for all x, y ∈ X
Metric and Bregman projections
We are concerned with two different kind of projections: Metric projections and Bregman projections. The latter ones arise by minimizing a Bregman distance induced by powers of the norm, which are also called generalized projections by Alber [2] . We recall some known facts and extend the existing theory by some further contributions. Throughout this section X is supposed to be reflexive, smooth and strictly convex and C = ∅ be a closed convex subset of X. Recall that if X is reflexive, smooth and strictly convex, then this is valid for the dual X * , too.
Definition 3.1. The metric projection of x ∈ X onto C is the unique element
Obviously we have P C (x) = x ⇔ x ∈ C and thus P 2 C = P C and R(P C ) = C, where by R we denote the range of a mapping. The metric projection can also be characterized by a variational inequality.
Proposition 3.2. Let J p be any duality mapping of X. Then an elementx ∈ C is the metric projection of x onto C iff
(3.
2)
The proof is done as in the case of the normalized duality mapping, which can be found in Lions [15] , see also Penot and Ratsimahalo [19] for a more general treatment of metric projections.
Bregman projections are defined as minimizers of Bregman distances which go back to Bregman [6] .
For a Gâteaux differentiable convex function f : X −→ R the function
is called the Bregman distance of x to y with respect to the function f . Here we consider Bregman distances with respect to the functions f p (x) = x p /p with f ′ p = J p . In this case (3.3) can be written as
In Hilbert spaces we get
Let us write ∆ * q for the Bregman distance in the dual X * with respect to the function f * q (x * ) = x * q /q. Then it is easy to see that
In the next proposition we collect some properties of ∆ p . We only prove (e), because it is new and we will need it in our convergence proof. Proposition 3.3. For all x, y ∈ X and sequences (x n ) n in X the following holds: 
Proof. [of (e)] The left hand side of
converges to zero and therefore so does the right hand side. Hence the sequence of the norms x n n converges to x . Together with the weak convergence of (x n ) n to x this implies the strong convergence of (x n ) n to x in a uniformly convex space, see Cioranescu [8] .
Concerning the proofs of (a), (c) and (d) we refer to Alber [2] and Schöpfer et al. [20] . Part (b) is obvious. Definition 3.4. The Bregman projection of x ∈ X onto C with respect to the function
(3.5)
We also write Π q for the Bregman projection in the dual X * with respect to f *
Similar to the metric projection Bregman projections can be characterized by a variational inequality, too. Moreover they have an important descent property with respect to the Bregman distance. The proof of existence and uniqueness of the Bregman projection as well as the proof of the next proposition are contained in Alber and Butnariu [1] . There and e.g. in Bauschke et al. [4] as well as in Butnariu and Resmerita [7] the reader can gain more insight into Bregman distances and projections with respect to more general functions than powers of the norm of a Banach space.
In Hilbert spaces the Bregman projection with respect to the function f 2 coincides with the metric projection. But in general they differ from each other, as an example given in [1] demonstrates. In the same paper the authors asked whether in general Banach spaces there is a relationship between metric and Bregman projections onto closed convex sets. The following proposition gives answers.
Proposition 3.6.
(a) The Bregman projection and the metric projection are related via
(3.8)
Especially we have
The metric projection has the translation property
(3.9)
This property indeed distinguishes the metric from the Bregman projection since we have
Especially if C is a cone, then λ C = C for λ > 0 and thus the projections onto a cone are positively homogenous of degree 1. Projections onto a symmetric cone, i.e. −C = C, are homogenous of degree 1.
(e) Suppose we know Π p C (x) and set
Then we obtain the Bregman projection of x onto the set λ x C with respect to the function
Proof. To see (a) we compare the variational inequalities (3.2) and (3.6) forx ∈ C and z :=x − x ∈C := C − x and obtain the equivalences:
We show (b) by using (3.8):
Now let the Bregman projection fulfill
for all x, y ∈ X. Then we get
(c) If 0 ∈ C then by taking y = 0 in (3.6) we get
and therefore
The homogeneity (d) is a consequence of Proposition 3.3 (b) and (3.8), because
for all x ∈ X, y ∈ C and thus also
(e) Due to the homogeneity of the duality mapping (2.2) and relation (2.3) we see that for x = 0 and Π p C (x) = 0 and all y ∈ C we have
by (a) of this proposition and if Π p C (x) = 0 and
This proves the first part of (g).
We characterize Bregman projections onto closed affine cones and closed affine subspaces. See also Alber [3] and Song and Cao [21] for the non-affine case. In light of Proposition 3.6 (b) considering the affine case is meaningful. And in combination with (3.8) this especially enables us to use the same iterative scheme to compute metric as well as Bregman projections onto affine subspaces which are given via the nullspace or the range of a linear operator.
For a subspace U ⊂ X the set
Proposition 3.7. Let U ⊂ X be a closed subspace, K ⊂ X be a closed cone and x, y, z ∈ X be given.
(a) The following assertions are equivalent to each other:
(b) In case of a subspace U the equivalencies read as
Proof. Assertion (b) is a consequence of (a), because a subspace is especially a cone with U + = U ⊥ . Let us prove (a) by the variational inequality (3.6). An element x is the Bregman projection of y onto z + K iff x − z ∈ K and
Since K is a cone we get λ k 0 ∈ K for all λ > 0 and thus by (3.12)
But then the left hand side converges to −∞ for λ → ∞, which leads to a contradiction. Therefore inequality (3.12) can be fulfilled for all k ∈ K only if
. And since (ii) implies the validity of (3.12) we also have (ii) ⇒ (i). Finally by the equality (
By means of these characterizations we are able to deduce the affine version of the decomposition theorems established in Alber [3] and Song and Cao [21] . See also Proposition 3.8. Let U ⊂ X be a closed subspace, K ⊂ X be a closed cone and z * ∈ X * be given..
. every x ∈ X can be uniquely written in the form
e. every x ∈ X can be uniquely written in the form
We continue by showing how far results concerning orthogonal projections in Hilbert spaces can be carried over to Bregman projections onto affine subspaces. So far we do not know whether similar results can be formulated for the metric projection, too, unless Proposition 3.10 (b), which has been proven for the metric projection for z = 0 in Alber [3] .
Lemma 3.9. Let U ⊂ X be a closed subspace and z ∈ X be given. Then
Proof. By Prop. 3.7 (b) we have for all
Conversely for y
Proposition 3.10. Let U, V ⊂ X be closed subspaces and z ∈ X be given. The following assertions hold true.
In this case we have Π 
and sincex − z ∈ U we again by Proposition 3. 
together with the monotonicity of the duality mapping yields
To prove (c) we consider the following
The first equivalence is satisfied due to (a) and the second one is valid because of Lemma 3.9.
(d) For all x ∈ X we have
By Lemma 3.9 the right hand side lies in
Especially we get z ∈ M and therefore M = z + W for some closed subspace W ⊂ X. Hence
and by (c) we conclude that W ⊂ V and thus M = z + W ⊂ z + V . We finally arrive at
from which we infer that
e) We observe that (i) and (ii) imply that
and keeping in mind the uniqueness of the decomposition in Proposition 3.8 (b) we see that in order to show Π(x) = Π p z+U (x) it suffices to show Π(x) − z ∈ U . Let y * ∈ U ⊥ be arbitrary. Then by (iii), (i) and (ii) we deduce
We at first show that in this case we must have Π 
to this end we check (i)-(iii) in (e). (ii) is obvious and (iii) holds because
Hence x = 0 and therefore U ∩ V = {0}. With this and (a) we get
By (e) we conclude that
It remains to show (3.13). Let u ∈ U , v ∈ V be arbitrary. According to Proposition 3.
Since we have for all
we conclude that f ′ (t) = 0. Hence f is constant and we get
Conversely suppose that (3.13) holds. Then for all u, w ∈ U , v ∈ V and with
we get
and by the strict monotonicity of J p we conclude that z + x = z whence x = 0 and thus
In a similar way we check (i)-(iii) in (e) in order to show that
Relation (3.13) can also be written in the form
(3.14)
In Hilbert spaces this is equivalent to U ⊥V if p = 2. But in general (3.14) seems to be stronger than requiring
Because of the pointwise (componentwise) definition of the duality mapping In L p -(l p -) spaces (3.14) is satisfied if the power p is the same number as the p defining L p (l p ) and if z and all u ∈ U , v ∈ V are functions (vectors) with pairwise disjoint support. Combining this with Proposition 3.7 (b) we obtain the following examples.
Example 3.11.
(a) For any u ∈ X we have
(b) In (R 3 , . p ) for U := span {(0, 0, 1)} and V := span {(1, 1, 0)} we get
In the next proposition we show how Bregman projections onto a special kind of affine subspaces, namely finite intersections of hyperplanes, can be computed via solving a finite dimensional optimization problem. The subproblems we have to solve in the sequential subspace optimization methods will be of such a form.
For 0 = u * ∈ X * and α ∈ R we denote by H(u * , α) the hyperplane
Proposition 3.12. Let H(u * 1 , α 1 ), . . . , H(u * N , α N ) be hyperplanes in a reflexive, smooth and strictly convex Banach space X such that the intersection
with continuous partial derivatives
Then the Bregman projection of x 0 onto H is given by
Moreover if the vectors u * 1 , . . . , u * N are linearly independent then h is strictly convex andt is unique.
Proof. Convexity of h is obvious, differentiability and continuity of the partial derivatives are consequences of parts (b), (e) and (f) of Proposition 2.3. For any z ∈ H we can write
Thus in view of Proposition 3.7 (b) an elementx ∈ X is the Bregman projection of
The coefficients t k are uniquely determined in case the vectors u * 1 , . . . , u * N are linearly independent. This is equivalent to
i.e.t = (t 1 , . . . ,t N ) ∈ R N is a solution of the optimization problem
Due to the nice properties of the function h, which is strictly convex and continuously differentiable with known partial derivatives, the optimization problem (3.15) can be efficiently solved by standard optimization routines like Newton's method, nonlinear conjugate gradient or variable metric methods, see e.g. Jarre and Stoer [13] or Nocedal [17] for an overview.
Sequential subspace optimization methods
Let A : X → Y be a continuous linear operator between Banach spaces X, Y and A * : Y * → X * be its adjoint. We are interested in computing projections onto affine subspaces of the form z + N (A) and z + R(A),
where N (A) is the nullspace and R(A) is the closure of the range of A. At first we observe that it suffices to know a procedure to compute Bregman projections onto sets of the form z + N (A), because in light of (3.8) and Proposition 3.7 (b) we have
Furthermore if z ∈ X is any solution of the operator equation Ax = y for some given y ∈ R(A) then we can also write
Hence solving the constraint optimization problem x) ) is equivalent to computing the metric projection (Bregman projection) of x 0 ∈ X onto the set M Ax=y . The element P MAx=y (0) is also called the minimum norm solution of the operator equation Ax = y.
In Schöpfer et al. [20] we have already analyzed a generalization of the well-known Landweber method for the computation of minimum-norm solutions of linear operator equations in Banach spaces. The iteration method reads as
with appropriately chosen parameters t n . We have shown the strong convergence of the method for smooth and uniformly convex X and arbitrary Banach spaces Y as well as its regularizing properties in case of noisy data y δ and disturbed A η by applying a discrepancy principle. The method turned out to have good regularizing properties but the convergence is rather slow. Interpreting A * J r (Ax n − y) as a search direction and adopting ideas from sequential subspace optimization methods, see Narkiss and Zibulevsky [16] , Nocedal and Wright [18] , Stoer and Yuan [22] ), we propose a modification of this method to accelerate convergence. We shortly motivate our approach.
One step towards proving the convergence of the above method was to show that the parameters t n can always be chosen in such a way that the sequence of the Bregman distances of the iterates to potential solution points z ∈ M Ax=y is decreasing sufficiently, i.e.
∆ p x n+1 (t n ), z ≤ ∆ p (x n , z) − S n with some S n > 0. After a short calculation this can be seen to be equivalent to
The important thing is that this relation is independent of the in general unknown points z. Hence as t n we might as well take the minimizer of the functional
with w * n := J r (Ax n − y). In view of Proposition 3.12 this just means that we obtain the next iterate x n+1 by computing the Bregman projection of x n onto the hyperplane H n := H A * w * n , w * n | y , which contains the set of potential solutions M Ax=y because A * w * n | z = w * n | y for z ∈ M Ax=y . Rather than using a single search direction A * w * n in each iteration a finite-dimensional search space
is used so that we minimize
to get a vector of step sizes (µ n,1 , . . . , µ n,Nn ). That means that we project x n onto
by iterating
Since we already know that the direction A * J r (Ax n − y) assures convergence, U * n should contain that direction. Furthermore, in order to guarantee that the new iterate remains optimal with respect to the old search space U * n−1 and the optimization achieved so far is not spoiled by searching in new directions, we choose U * n−1 ⊂ U * n ⊂ R(A * ) implying H n−1 ⊃ H n ⊃ M Ax=y . Doing so we hope that already after a relatively small number of iterations n the set H n is a good approximation to M Ax=y .
In the following X is assumed to be smooth with q-smooth dual, which implies that X is reflexive and uniformly convex, whereas Y is allowed to be an arbitrary Banach space. If the duality mapping J r of Y is set-valued then we also write J r (y) for an arbitrary but fixed element in the set J r (y). To compute the Bregman projection Π p MAx=y (x 0 ) of x 0 ∈ X onto the set M Ax=y for some given y ∈ R(A) we consider the following sequential subspace optimization method.
Method 1.
(S0) Take x 0 as initial value, set n := 0, U * 
Numerical experiments
To illustrate the advantage of using sequential subspace methods when dealing with large scale problems we computed the minimum p-norm solutions x † p of matrix equations Ax = y for different values p and dimensions N of the search spaces. The matrix A was a randomly generated 1000 × 5000-matrix with entries in [−1, 1]. To obtain systems with known solutions of minimum p-norm equal to 1 we generated a random vector y * in [−1, 1] 1000 , set
We implemented method 1 in MATLAB where the minimization subproblems in (S2) were solved with the function FMINUNC, which is a BFGS Quasi-Newton method. As search spaces we used
whence dim(U * n ) ≤ N with N = 2, 4, 6. Depending on the smoothness of the dual (R 5000 , . q ) of (R 5000 , . p ) we used J 2 and ∆ 2 in case p < 2 and J p and ∆ p in case p > 2. The algorithm was terminated when Relative error of the residual, norm and Bregman distance of the iterates x n to the minimum p-norm solution x † p (log-scale) vs. number of iterations n for p = 6 (top), p = 10 (bottom) and dimensions N = 2, 4, 6 of the search spaces method (4.1) where only one single search direction was used, i.e. N = 1, was significantly slower as tests in [20] demonstrated where we needed thousands of iterations to get reasonable approximations to x † p . Figures 1, 2 confirm that the Bregman distance of the iterates x n to the solution x † p is indeed decreasing in each iteration as stated in Proposition 4.1 (c), but this need not be true for the norm distance or the residuals. Moreover they demonstrate that in general ∆ p (x, y) 1/p is not proportional to x − y , whereas this is valid in Hilbert spaces for p = 2.
Conclusions
We have placed the problem of computing minimum-norm solutions of linear operator equations in the context of computing metric and Bregman projections onto affine subspaces. Using the simple relationship P C (x) − x = Π p C−x (0) enabled us to use the same iterative method for the computation of metric and Bregman projections onto affine subspaces which are given by the nullspace or the range of a linear operator.
Furthermore we modified an earlier proposed method of Landweber type using ideas from sequential subspace optimization methods to accelerate convergence and to obtain a powerful iteration scheme. The construction of that scheme followed ideas from the CG-algorithm where in each step several search directions are taken into account. The convergence could be distinctively accelerated by using this advanced strategy. We at last mention that the developed method must not be seen as being just an improvement of the Landweber method but as general optimization approach leading to a highly efficient solver for linear inverse problems in Banach spaces.
Further research should include the investigation of the regularizing property of the subspace method, convergence rates in connection with appropriate source conditions, as well as the application to real-world problems.
