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Abstract
While the large portion of the literature on Markov chain (possibly of order higher than one) bootstrap methods has
focused on the correct estimation of the transition probabilities, little or no attention has been devoted to the problem
of estimating the dimension of the transition probability matrix. Indeed, it is usual to assume that the Markov chain
has a one-step memory property and that the state space could not to be clustered, and coincides with the distinct
observed values. In this paper we question the opportunity of such a standard approach. In particular we advance a
method to jointly estimate the order of the Markov chain and identify a suitable clustering of the states. Indeed in
several real life applications the \memory" of many processes extends well over the last observation; in those cases
a correct representation of past trajectories requires a signi¯cantly richer set than the state space. On the contrary
it can sometimes happen that some distinct values do not correspond to really \di®erent states" of a process; this
is a common conclusion whenever, for example, a process assuming two distinct values in t is not a®ected in its
distribution in t+1. Such a situation would suggest to reduce the dimension of the transition probability matrix. Our
methods are based on solving two optimization problems. More speci¯cally we consider two competing objectives that
a researcher will in general pursue when dealing with bootstrapping: preserving the similarity between the observed
and the bootstrap series and reducing the probabilities of getting a perfect replication of the original sample. A brief
axiomatic discussion is developed to de¯ne the desirable properties for such optimal criteria. Two numerical examples
are presented to illustrate the method.
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The interest to bootstrap methods has largely expanded after the seminal paper of [13]. Important
extensions to the original method have appeared in the literature to solve some relevant problems.
In particular major di±culties arise when the distribution of observed data is estimated under the
hypothesis that data are dependent in some way.
It is possible to group di®erent contributions to the data dependency problem, based on the technical
approach adopted to preserve most of the information on the dependency structure. A ¯rst major
category is that based on the construction of time blocks. Following this approach a series of station-
ary data is divided into blocks of length l (usually constant) of consecutive observations; bootstrap
samples are then generated joining some of those intervals selected at random. The seminal idea
appears ¯rst in [14] for spatial data, is applied to time series by [10], but has been fully developed
starting with [18] and [21]. A crucial point in this method, largely analyzed in the literature, is that
of determining an \optimal" value for the parameter l. In [15], [8], [28], and [20] the selection of the
block size is driven by the observed data.
Many variants of the block bootstrap method exist by now; standard references include [26] for the
blocks-of-blocks bootstrap; [27] for the stationary bootstrap; [22] and [24], for tapered block bootstrap.
A survey on block bootstrap methods with a comparison of their performances is presented in [19].
Despite the block based bootstrap methods have been developed to get over the problem of de-
pendence disruption, they only partially succeed in their goal. Indeed they pass from the loss of
dependency between data to that between blocks.
A second important family of bootstrap methods explicitly developed to recognize and maintain the
original data dependency is concerned with Markov chains (or processes). Earlier approaches to
bootstrap Markov chains were initially advanced by [17], [3], and [2] and further investigated in [11];
these methods are based on a nonparametric estimation of the transition probabilities to capture
the structure dependency of the driving Markov chain. This second group is more closely related
to our work since it focuses on the transition probabilities of a stationary Markov chain (Markov
process) as we also do here. Also in this case it is useful to distinguish some di®erent approaches.
The sieve (Markov) bootstrap method was ¯rst advanced by [6]; it consists of ¯tting Markovian
models (such as an AR) to a data series and resampling randomly from the residuals. This idea
has been further developed in [7], where the variable length Markov chain sieve bootstrap method
is advanced. This is an intriguing approach since in nature it happens that only \some" sequences
of states (i.e. paths) tend to reappear in an observed sequence more than others and to condition
signi¯cantly the process evolution. However this method proceeds in a hierarchical way searching
for the relevant paths, which can be a severe limitation when time dependence is not monotonically
decreasing.
Still in the framework of Markov processes, [29] and [16] estimate the transition density function of
1a Markov process using kernels. The idea of using kernels is adopted also by [25] and [23], which
advance the so called local bootstrap method; at each step the next bootstrap value is extracted
from the set of all the observed values based on a kernel probability estimate. In particular such
probability favors those values which have the most similar previous path (i.e. sequence of values
preceding them) to that of the bootstrap series built up to that step. This method rests on the (in-
tuitive) assumption that similar trajectories will tend to show similar transition probabilities in the
future. However it is not uncommon to observe empirical contradiction to such hypothesis. Besides
the number of time lags to be observed to compare trajectories has to be chosen arbitrarily.
Another approach which is relevant to compare with our work is that of [1], who propose a method
(Markov chain bootstrap) based on a ¯nite state discrete Markov chain. Similarly to what we search
here, the authors partition the state space of the series into I sets (bins). While the authors show
some interesting estimation properties of their bootstrap method, the bins are formed observing no
criteria, but simply distributing the ordered values evenly in each of them. Besides an arbitrary
number of time lags is also ¯xed to bound the relevant path length.
The approach called regenerative (Markov chain) block bootstrap has been initially developed by [2]
and [12] and further analyzed by [4] and [5]. It focuses on the times when a regenerative Markov
process passes by a recurring state (atom). The consecutive observations between departure and
return to the atom form a cycle (or block). Bootstrapping is then accomplished sampling at random
from the observed cycles. This method reconciles the gap between Markov Chain bootstrapping
methods and block bootstrapping, with the important di®erence that the cutting points (used to
form the blocks) in the Markov Chain approach are not chosen at random, but are data driven.
Besides it does not need to explicit estimate the transition probabilities of the observed process.
However this relies heavily on the identi¯cation of the atom, which is unfortunately unknown.
Our work contributes to the literature in various ways.
We focus on the estimation of the transition probability matrix of a Markov chain. As previously
discussed, methods which have focused on this problem have solved it only in partial way and in large
portion unsatisfactorily. The most serious attempt in this sense is represented by the variable length
Markov chain approach ([7]), as it explicitly tries to size the order of the Markov chain comparing
the discriminatory power of transition probabilities of paths with variable length. Close to the spirit
of this work we estimate the order of a Markov chain as the time beyond which it has no value to
separate states in di®erent groups. However our contribution is not in the direction of presenting
an alternative search method, but in presenting some optimal search criteria. Under these criteria
the cases of Markov chains where time relevance does not decay monotonically with time can be
identi¯ed and their transition probability matrix correctly estimated. On the contrary the variable
length Markov chain method can not account for processes where time dependency drops at some
time lags and reappears at farther lags.
2Another aspect of novelty that we adopt in assessing similarity between states is that we de¯ne
distance on their transition probabilities rather than on their values. The kernel methods cited
previously (as well as other works on scenario generation such as [9]) approximate transition prob-
abilities by means of the paths most similar to a given trajectory, where similarity is measured on
the observed values. However in these applications the closeness in the values is used as a proxy of
the closeness in the transition probabilities, so their direct use should be preferred. The goodness
of the estimation of transition probabilities obtained through kernel methods is heavy, and requires
asymptotic tests after that a full bootstrap is obtained. We therefore seek to group states having
similar transition probabilities.
However the single most relevant point of our work is the attempt of estimating the true dimen-
sion of a Markov chain operating jointly in the spaces of states and times. Optimal dimensioning
of the transition probability matrix is de¯ned here by pursuing two di®erent objectives, which are
somewhat competing:
² a similarity objective to join a Markov chain states into homogeneous classes,
² a multiplicity or non replicability objective to reduce the occurrence that during the bootstrap
generation the original series is largely replicated.
These optimal criteria are chosen to be compliant with respect to a couple of axiomatic properties,
that we advance here to introduce some minimal principles in the problem of the optimal dimension-
ing of the transition probability matrix of a Markov chain. The decision variables of the optimization
problems are two: the order of the Markov chain and the partitions of the state space. As a result,
such a delicate parameters choice is obtained through prede¯ned criteria and is therefore subtracted
from the subjectivity of the researchers. Though the solution space of this kind of problems can get
very large, it is discrete and bounded, and can be clearly solved (at least theoretically).
The paper is organized as follows. Section 2 introduces the settings of the problem. Section 3 ad-
vances two axioms about the problem of partitioning and speci¯es the criteria used here to select
the optimal dimension of a Markov chain transition probability matrix. Section 4 discusses some
methodological issues. In Section 5 the criteria are applied to two examples. Section 6 concludes.
2 The Model
Let us consider an evolutive observable phenomenon. We suppose that N realizations homoge-
neously spaced in time are available and we introduce the set of the time-ordered observations of
the phenomenon, E = (y1;:::;yN). More explicitly, the state of the phenomenon is yj at time j,
for each j = 1;:::;N. We de¯ne the set of indexes I = f1;:::;Ng. Moreover, there exist an integer
number JN 2 I, JN states a1;:::;aJN 2 E, and JN subsets of I, named I1;:::;IJN, which are a
3partition of I de¯ned by
Ih = fi 2 Ijyi = ahg, h = 1;:::;JN. (1)
In short Ih is the set of the times where the process has assumed the value ah. We de¯ne a
corresponding family of subsets of E, denoted as E1;:::;EJN, such that
Eh = fyi 2 Eji 2 Ihg, h = 1;:::;JN. (2)





Eh0 \ Eh00 = ;, 8h0;h00 = 1;:::;JN, with h0 6= h00.
The de¯nition of the subsets Eh's provides a clustering of the observations y's. Fixed h = 1;:::;JN,
then the frequency of the value ah in the observed series E is the cardinality of the set Eh. There
are JN · N di®erent observed values ah for the phenomenon: let A = fa1;:::;aJNg be the range
of the observed series.
We now consider a Markov chain of order k ¸ 1, denoted as fX(t);t ¸ 0g, with state space A. The
k-lag memory of the Markov chain implies that the transition probability matrix should account
for conditioning to trajectories of length k. Therefore, we refer hereafter to a k-path transition
probability matrix.
We deal in our paper with a couple of questions:
² Which is the optimal value of k such that X(t) provides a theoretical approximation of the
observed phenomenon?
² Which is the optimal time-dependent clustering of the state space, in order to estimate the
k-path transition probability matrix of the Markov chain?
Letting az the state of the Markov chain at time t, we introduce an empirical probability measure
P as follows:
P(azjah;k) = P(X(t) = azjX(t ¡ 1) = ah1;:::;X(t ¡ k) = ahk), (3)
where az;ah1;:::;ahk 2 A and ah;k = (ah1;:::;ahk) 2 Ak. The frequency in the original observed
series of the transition between path ah;k and element az drives the computation of the empirical
transition probabilities in Eq. (3). The k-path transition probability matrix of X(t) is generated by
Eq. (3).
We now introduce ¤ as the set of the partitions of A. ¸ 2 ¤ if and only if ¸ = fA¸;1;:::;A¸;s(¸)g,
where s(¸) is the cardinality of ¸, with 1 · s(¸) · JN, and fA¸;wgw=1;:::;s(¸) is a partition of
nonempty subsets of A.
4Extending ¤ to a multidimensional context, we de¯ne ¤k as the set of partitions of the k-dimensional
set Ak. However, for our purposes, we restrict our analysis to a smaller set ¤k ½ ¤k. ¤k consists of
the k replications of the set ¤ and describes the time dependent partitions of A. More precisely ¤k
is de¯ned as:
¤k = f¸ = (¸1;:::;¸k)j¸w 2 ¤; 8w = 1;:::;kg.
If ¸ = (¸1;:::;¸k) 2 ¤k then, for each w = 1;:::;k, we can write
¸w = fA¸w;1;:::;A¸w;s(¸w)g, (4)
with 1 · s(¸w) · JN, and such that fA¸w;wgw=1;:::;s(¸w) is a partition of nonempty subsets of A.
We refer to the probability law P introduced in Eq. (3) and de¯ne








and az 2 A. The quantity in Eq. (5) is the transition probability to reach state az at time t after
the process has been in the classes A¸1;h1;:::;A¸k;hk in the previous k times.
The probabilities in Eq. (5) generate a new transition matrix, which depends on the considered
partition ¸. To keep the notation as simple as possible, we continue to refer to this matrix as k-path
transition probability matrix.
2.1 Partition ¸ and k-path transition probability matrices
It is worth to explore how the k-path transition probability matrix of X(t) modi¯es with the lag k
and the particular time-dependent clustering of the state space. If we consider a partition ¸, then we
will associate to ¸ a k-path transition probability matrix of dimension j¸j£ JN, where j¸j indicates
the cardinality of ¸. Each row of this matrix corresponds to a class A¸;h;k 2 ¸ of process paths of
length k.
For a su±ciently high k, we can ¯nd a partition ¸ removing the randomness of transitions between
paths and single states. Indeed, the longer the paths are the more the empirical observation of
the phenomenon drives transition probabilities to be trivially equal to 0 or 1. More precisely, each
row of the k-path transition probability matrix would consists of probabilities equal to 0, with the
(possible) exception of one cell (equal to 1) corresponding to the value that is historically observed
after the path (provided that such a value exists). We explain our concern with an example.
5Example 1. Consider a Markov chain of order k fX(t);t ¸ 0g, with state space A = f1;2g.
The process is represented through di®erent k-path transition probability matrices depending of the
number of time lags. The transition probabilities are driven empirically by the observation of an
evolutive phenomenon. In particular, we assume the following set of time-ordered observations of
the phenomenon:
E = f1;2;1;1;2;2;1g.
We initially consider two time lags (k = 2); the possible process paths ah;k = (ah1;ah2) 2 A2 are:
a1;k = (1;1), a2;k = (1;2), a3;k = (2;1), and a4;k = (2;2).
We denote with M
(0)
2 the 2-path transition probability matrix of the Markov chain approximating










It is easy to observe that there is not a partition ¸ = (¸1;¸2) such that the randomness of the
transitions is completely removed.
To get to \deterministic paths", we therefore extend k from 2 to 3, i.e. we observe three time lags to

















It is totally evident that the partition of singletons removes the randomness of transitions to states
1 and 2. Consider also partition ¸ = (¸1;¸2;¸3), with ¸1 = ff1;2gg, ¸2 = ff1g;f2gg, and ¸3 =
ff1;2gg; the partition includes the following multidimensional classes:
6- A¸;1;k = f1;2g £ f1g £ f1;2g = f(1;1;1);(1;1;2);(2;1;1);(2;1;2)g,
- A¸;2;k = f1;2g £ f2g £ f1;2g = f(1;2;1);(1;2;2);(2;2;1);(2;2;2)g.








Observe that, by passing from k = 2 to k = 3, there are partitions identifying unique paths, that is
paths for which there is a deterministic evolution. In this case, starting from an initial path, the
evolution of the process continues in a deterministic way.
Conversely, other partitions do not provide a deterministic information on the future evolution of
the Markov chain. In addition to the partition of singletons associated to matrix M
(0)
2 , the most
evident ones are the partitions with unitary cardinality. In this case, we have the highest degree
of uncertainty, independently of the considered time lag, and the corresponding k-path transition
probability matrix always consists of a single row.
In our example, for k = 2, the all-comprehensive set partition ¸ is
¸ =fA¸;1;kg,






When k = 3, the single set partition ¸ is
¸ =fA¸;1;kg,






In the case of the all-comprehensive set partitions, each path realization has no in°uence on the evo-
lution of the process. The corresponding k-path transition probability matrices translate the empirical
evidence that the process is all driven by chance.
73 Optimal Criteria
The aim of this section is to present some optimal criteria for choosing the order k of the Markov
chain and clustering Ak. As already mentioned in the introduction, our optimization problems are
based on two competing guidelines: statistical similarity and multiplicity.
3.1 A brief theory about partitions as a tool to understand phenomena
There are a lot of approaches developed in the literature which have been applied to provide a
partition of vectors of values observed about a given phenomenon. Just to mention an example,
consider the many proposals advanced for the statistical methodology of cluster analysis. We need
to ¯x some general principles to address the problem of partitioning in a coherent way.
Let us start by observing that all the possible partitions of a set can not be ordered in a \natural"
way. There are however two clear opposite partitions, which can be somehow placed at two extremes:
the partition of singletons and the all-comprehensive set partition. All other partitions can be placed
somewhere in between, referring to some criteria (e.g. the number of equivalence classes generated).
Partitioning a set can be seen as an exercise of separating \signal" from \noise". In general every
element has unique features, making it di®erent from all others. However, by comparing several
elements, it can be possible to observe that some features are shared among some elements whereas
other features among other elements. The opportunity to compare a single element to many others
drives us to the problem of deciding whether its features are \close" enough to those of some groups
or not. To this purpose, many would agree that they like to disregard chance or noise di®erences
and rather prefer considering the signi¯cant ones. Such a wise stance is however tough to maintain,
because in general nobody knows exactly how the di®erences are really generated in the elements
and the boundary between \law" and noise is di±cult to be placed.
Axiom 2 (double indeterminacy). A vector of values observed about a phenomenon is the result
of an unknown combination of an unknown deterministic law and noise (rephrased: any observed
element is the result of an unknown combination of chance and an unknown signal).
When the features of an element are judged su±ciently close to those of a group, the element is
joined to that group. This decision solves the two indeterminacies of the axiom. The common part
of the features is taken as evidence of the signal carried by the element. At the same time the level
of \idiosyncrasy" in the element is accepted as evidence of the noise level typical of the phenomenon
analyzed.
The double indeterminacy axiom is tricky. If a researcher makes an hypothesis about the level of
noise indeterminacy, then he will be able to compare observations, conclude when they can be joined,
and possibly infer some law in the end. If he alternatively advances an hypothesis to tackle the law
indeterminacy, he will be able to measure the noise carried by each element and from this determine
8the level of noise in the phenomenon. In both cases a solution is found, although it depends on a
hypothesis which could be wrong.
A researcher willing to avoid this risk has a remainder way: to hope that the observations themselves
will reveal robust evidence to solve jointly the two indeterminacies. He can expect that any partition
of his data will stay within two extreme solutions. If the phenomenon is completely determined by a
law, every unique observation has to be taken as fully informative. The only partition compliant with
such a hypothesis is of course that of letting every element to form a singleton. At the opposite side,
if there is no law governing a phenomenon, no signal can be found in any element and similarity
among observations will be attributed to chance. Joining all elements in a single cluster is the
consequent partition that must be adopted.
Axiom 3 (noise-information duality). Given a set of vectors of values observed about a phenomenon,
the partition of singletons attributes full informative value to each element (no noise or chance). The
partition consisting of one all-comprehensive set treats elements as the result of noise or chance (no
informative value).
Following the previous reasoning, we can derive some conclusions about which criteria are nec-
essary and su±cient to optimally solve the task of partitioning a set of observations about a phe-
nomenon (unknown in the sense of the ¯rst axiom). A similarity criterion is required to join or
distinguish the elements (observations) and infer the law or signal implied by a partition. A multi-
plicity criterion is required to measure the level of noise or chance inherent in a partition. Jointly
used, these two criteria supply all the possible knowledge about the two indeterminacies of the ¯rst
axiom.
The second axiom supplies two fundamental properties that both criteria should respect:
² the similarity criterion assumes its maximum value corresponding to the partition of singletons
and its minimum with the all-comprehensive set partition.
² the multiplicity criterion assumes its minimum value corresponding to the partition of single-
tons and its maximum with the all-comprehensive set partition.
As we will see in the following sections, the criteria proposed in this work are compliant with the
requirements discussed so far.
In the following we adopt distance as a similarity criterion. Of course, a problem of maximum
similarity can be represented as a problem of minimum distance, so here we seek to form classes
where the distance among the elements is low.
93.2 First distance indicator: Absolute di®erence of k-path transition
probabilities
The ¯rst distance measure focuses on the absolute di®erence between the elements of the k-path
transition probability matrix. Fixed a value for k, we can de¯ne a distance di;j between two paths




jP(azjai;k) ¡ P(azjaj;k)j. (7)
In order to preserve similarity, we notice that ai;k and aj;k should be grouped together when their
distance is close to zero. Indeed if di;j is exactly zero, we have no reason to distinguish the paths
involved ai;k and aj;k. By extending this argument, we stress that it is desirable that the elements
composing the classes of a suitable partition are close enough to each other, at least on average. We
formalize this point. Let us consider a partition ¸ 2 ¤k such that ¸ = (¸1;:::;¸k) and A¸;h;k as in




We can ¯nally characterize the distance d¸ of partition ¸ with the average value of its classes








dA¸;h;k ¢ jA¸;h;kj, (9)





Proposition 4. d¸ 2 [0;2].
Proof. See Appendix A.
Remark 5. The partition composed by the all-comprehensive set takes the maximum value of d¸
(not necessarily 2).
The opposite case, represented by the partition of singletons, is associated (with certainty) to d¸ = 0,
since any singleton has zero distance from itself.
Remark 6. Observe that if we de¯ned the distance indicator by interchanging the calculations of
Eq. (8) and (9), we would obtain a contradiction. Indeed, de¯ne
~ dA¸;h;k :=
1




as the (simple) average distance of partition class A¸;h;k. De¯ne then
~ d¸ := max
A¸;h;kµ¸
dA¸;h;k
10as the distance indicator of partition ¸.
It is easy to show that such a de¯ned distance indicator causes the all-comprehensive set partition
to take a value strictly less than other partitions; such indicator contradicts the request of a similar-
ity (distance) criterion to exhibit its minimum (maximum) value when all the elements are groped
together (see the discussion after Axiom 3 at the end of the previous subsection).
3.3 Second distance indicator: Variance-type measure of k-path transi-
tion probabilities
The second distance indicator is constructed by taking into account the average error made within
the classes of a partition. Let us consider a partition ¸ 2 ¤k such that ¸ = (¸1;:::;¸k) and A¸;h;k
as in Eq. (6).



















In this case, we preserve the similarity by imposing that the classes of a suitable partition have a
low value of the indicator de¯ned in Eq. (10). More generally, the entire partition should have a low
value of the variance-type measure. To this end, we introduce a weighted average of variance-type
measures of partition classes: given ¸, we de¯ne its associated variance-type measure as the weighted








vA¸;h;k ¢ jA¸;h;kj. (11)
Proposition 7. v¸ 2 [0;0:25].
Proof. The proposition is stated without a rigorous proof. Appendix A shows some supporting
arguments.
Remark 8. The all-comprehensive set partition identi¯es the minimum level of similarity, i.e. the
maximum value of v¸ (not necessarily 0:25).
It is easily observed that v¸ = 0 when the k-path transition probability matrix shows uniformly dis-
tributed columns within each class A¸;h;k. The partition of singletons clearly veri¯es such condition.
Both similarity criteria in Eq. (9) and (11) favor those partitions joining any two states observed
at time t ¡ w which have the same pattern of transition probabilities and penalize those partitions
keeping these states separate. Under such partitions, the two states will form a single state at time
lag w. If all states at time lag w show no di®erence of their transition probabilities, the partitions
joining them will be preferred and time lag w will be irrelevant. (k-path) transition probabilities are
11therefore crucial to allow the joint estimation of the order and of the relevant number (partition) of
the states of a Markov chain.
3.4 Multiplicity indicator
The multiplicity indicators we propose are based on the size of the partition classes.





The following result holds:
Proposition 9. It results
(JN)k · l¸ · (JN)2k. (13)
Proof. See Appendix A.




(JN)2k ¡ (JN)k. (14)




m¸ = 0, for j¸wj = JN; 8w = 1;:::;k;
m¸ = 1, for j¸wj = 1; 8w = 1;:::;k.
. (15)
3.5 Two optimization problems
We now present two optimization problems based on the similarity and multiplicity criteria developed
so far. Solving them will provide a way to answer the questions addressed in this paper.
The ¯rst one is based on the distance de¯ned in Eq. (9).









s:t: m¸ ¸ °.
The second optimization problem involves the variance-type measure de¯ned in Eq. (11).









s:t: m¸ ¸ °.
In both De¯nition 10 and 11, we have that k¤ is the optimal order of a Markov chain describing
the evolutive phenomenon. Moreover, ¸¤ provides the optimal time-dependent clustering of the state
space, in order to have an approximation of the k¤-path transition probability matrix.
According to the de¯nitions of d¸, v¸, and m¸, we can brie°y discuss the two optimization problems.
Letting the multiplicity indicator reach its minimum (° = 0) is equivalent to allow for the partition
of singletons, which ensures the minimum distance (d¸;v¸ = 0). Letting ° = 1 corresponds to
forcing the maximum level of multiplicity. This boundary in our case is satis¯ed only by the all-
comprehensive set, in which case the two distance indicators take their maximum value.
4 Methodological Issues
To perform the optimization procedures, a researcher faces several technical problems; an important
computational problem is the restriction of the space of admissible solutions. In particular, we
present in the following two methods/concepts that could help identifying which time lags \count"
to determine the evolution of a process at time t.
We initially introduce the concept of longest-memory k in the following:
De¯nition 12. Let us consider a k-dimensional partition ¸ =(¸1;:::;¸k). The longest-memory k
for ¸, call it lm-k¸, is a time lag such that:
² lm-k¸ 2 f1;:::;kg;
² s(¸lm-k¸) > 1 (the cardinality of partition ¸lm-k¸ is greater than 1);
² s(¸j) = 1 for each j 2 flm-k¸ + 1;kg.
An lm-k¸ represents the maximum number of time lags that can be considered in building up a
partition without loosing information: indeed, the time series values are grouped all together before
that time lag (third condition of the previous de¯nition).
We discuss now some important properties of partitions and similarity indicators depending on
the previous de¯nition of longest-memory k. Let us consider the partitions ¸ and ¸0 with ¸ :=
¸1 £¢¢¢£¸lm-k¸ £¢¢¢£¸k and ¸0 := ¸1 £¢¢¢£¸lm-k¸. It is easily seen that the two partitions have
13the same number of classes; in addition, the existence of lm-k¸ implies that the similarity indicators
should yield the same value for both the partitions ¸ and ¸0. We only give a hint of the proof
based on the observation of the transition probability matrices associated to the two partitions. In
particular, each matrix block associated to a partition class A¸0;h;k of ¸0 will be exactly replicated
JN times to build the matrix block associated to the corresponding partition class A¸;h;k of ¸. This
is a consequence that a transition probability matrix must respect if we want that time lags greater
than lm-k¸ do not condition the evolution of a process at time t.
We can extend the properties of partitions and similarity indicators to a generic time lag (not
necessarily a longest-memory k). More precisely, the following theorem states immediately.
Theorem 13. Consider a partition ¸ = (¸1;:::;¸k). De¯ne the w-penalized partition ¸¡w :=
(¸1;:::;¸w¡1;¸w+1;:::;¸k), with w 2 f1;:::;kg. Assume that
a s(¸w) = 1;
b given two any paths ai;k = (ai1;:::;aik) and aj;k = (aj1;:::;ajk), the transition probabilities
associated to these paths are equal if aih = ajh for h = 1;:::;w ¡ 1;w + 1;:::;k.
Then
1. j¸j = j¸¡wj (partitions ¸ and ¸¡w have the same cardinality);
2. d¸ = d¸¡w and v¸ = v¸¡w.
The theorem holds not only for a generic time lag w, but also for a set of generic time lags w,
with jwj >1.
We now introduce the important concept of "-active time lag.
De¯nition 14. Given " 2 [0;1] and w 2 f1;:::;kg, a time lag w is said "-active if and only if, for
any az 2 A, the following conditions are ful¯lled:
² jP(azjai;k) ¡ P(azjaj;k)j < ", where ai;k can di®er from aj;k in all times but t ¡ w,
² jP(azjai;k) ¡ P(azjaj;k)j ¸ ", where ai;k can be equal to aj;k in all times but t ¡ w,
for any couple i;j.
In other words, the observation of the process in t ¡ w brings a \key information" to determine
its evolution at time t.
This de¯nition can be extended to combinations of several "-active time lags as follows:
De¯nition 15. Given " 2 [0;1] and ½ indexes w1;:::;w½ 2 f1;:::;kg, the time lags w1;:::;w½ are
said joint "-active if and only if, for any az 2 A, the following conditions are ful¯lled:
² jP(azjai;k) ¡ P(azjaj;k)j < ", where ai;k can di®er from aj;k in all times but t¡w1;:::;t¡w½,
14² jP(azjai;k) ¡ P(azjaj;k)j ¸ ", where ai;k can be equal to aj;k in all times but t¡w1;:::;t¡w½,
for any couple i;j.
Remark 16. It does not make sense to extend the search for active ½-tuples whose size is greater
than k ¡ 1, where k is the order of the Markov chain fX(t);t ¸ 0g. Verifying that all the k time
lags are "-active is equivalent to ¯nd that none time is of particular importance over the others for
the analysis at time t of the phenomenon described by X(t).
We now see how we can jointly use the de¯nitions of longest-memory k and joint "-active time
lags. Consider the time lags which are less than or equal to the longest-memory k, i.e. the set
f1;:::;lm-k¸g. If we know which time lags in f1;:::;lm-k¸g are joint "-active, we can neglect all the
others and avoid to evaluate the corresponding partitions.
To conclude this section, we detail the conditions for selecting the non-dominated (e±cient) solutions.
De¯nition 17. Let us consider a couple of partitions ¸1;¸2 2 ¤k; we say that ¸1 is \-m-non-












where \ = d;v and at least one inequality in each system is strict.
According to the previous de¯nition, dominated partitions will be discarded in our analysis;
basically, the rejected partitions show no lower similarity (d¸, or v¸) and no higher multiplicity
(m¸), with at least a strict inequality holding.
The procedure to solve the two optimization problems in De¯nitions 10 and 11 can be synthesized
in the following points:
1. initially the researcher orders the admissible solutions by increasing values of their similarity
indicator (v or d);
2. starting from the solution with the lowest value of similarity, he scans for the next solution
with a higher similarity and a higher value of multiplicity (m) and discards the intermediate
solutions (dominated in the sense of Eq. (18));
3. step 2. is repeated until the worst value of similarity is reached.
The partitions remaining after step 3. constitute the set of e±cient solutions.
5 Some Numerical Examples
To test the e®ectiveness of our method we devise the following experiment:
151. we ¯x a k-path transition probability matrix, describing some relevant features of the corre-
sponding process (e.g. spikes, switching regimes, etc.);
2. we apply our optimization procedure as explained at the end of the previous section;
3. we analyze the solution space to check if it describes correctly the features initially imposed
in the k-path transition probability matrix.
5.1 k-path transition probability matrix design
We develop an application of our methodology for two simple processes:
I. a process on three di®erent states, with range A = f1;2;3g. We also assume that the search




and we ¯x ¹ k = 5. The set of
partitions associated to A is ¤A and j¤Aj = 5; consequently, the set of 5-dimensional partitions1
on A is ¤5
A and j¤5
Aj = j¤Aj5 = 55 = 3;125. A denotes the 5-path transition probability matrix
of the Markov chain fX(t);t ¸ 0g approximating the observed phenomenon; A has dimensions
35 £ 3 = 243 £ 3;
II. a process on ¯ve di®erent states, whose range is B = f1;2;3;4;5g. Moreover, we consider
¹ k = 3. The set of partitions on B is ¤B, with j¤Bj = 52, and the cardinality of ¤3
B, the set
of 3-dimensional partitions on B, is j¤3
Bj = j¤Bj3 = 523 = 140;608. In this case, the 3-path
transition probability matrix is denoted with B and has dimensions 53 £ 5 = 125 £ 5.
Remark 18. The fast growing behavior of the Bell numbers with the cardinality of the range of
an observed phenomenon increases dramatically the computational complexity of our optimization
problems2. This fact explains why, in our didactic applications I. and II., the cardinality of the
ranges A and B is small.
We have allocated the numbers of the k-path transition probability matrices based on the concept
of joint "-active time lags (see De¯nition 15). In matrix A time lags 3 and 2 are joint 0:23-active
(singularly considered, t ¡ 5, t ¡ 4, t ¡ 3, t ¡ 2, and t ¡ 1 are "-active, with " between 0:83 and
0:84). Further extensions to triples and quadruples do not generate a relevant reduction of the value
of ", and so they are not suitable for our analysis. In matrix B time lags 2 and 1 are joint 0:10-
active (singularly considered, t ¡ 3, t ¡ 2, and t ¡ 1 result 0:47-active, 0:34-active, and 0:45-active
1The number of the partitions that can be extracted from a discrete set with cardinality N is the Bell number








with B(0) = 1.
2As an example, we have that B(10) = 115;975 and B(14) = 190;899;322.
16respectively). Tables 1 and 2 in Appendix B show the k-path transition probability matrices A
and B. The de¯nition of the joint "-active time lags implies that the two original k-path transition
probability matrices can be reduced to a lower row dimension, keeping alive only the states at critical
times; Tables 3 and 4 show the reduced k-path transition probability matrices and their aim is to
help have a fast view of the relevant process \mechanics".
Insert Table 3 here
Insert Table 4 here
In Table 3, which refers to case I., each row represents a sequence of process states at time lags 2
and 3. Since there are other three \non critical" times (t ¡ 5, t ¡ 4, and t ¡ 1) and the series can
take 3 values, we have 27 (i.e. 33) alternative sequences for each row. The transition probabilities in
Table 3 are obtained averaging the 27 corresponding rows of the original matrix A. The horizontal
lines drawn in Table 3 help visualize possible classes of partitions built on time lags 2 and 3; the
lines group the process paths with similar average transition probabilities by jointly considering only
the time lags 3 and 2.
For case II., in Table 4 each row shows the average transition probabilities from the 5 possible
sequences at time lags 2 and 1 (irrespective of time t ¡ 3). If we focus our attention on time lag 2,
we can see that partition ¸2 = ff1;2g;f3;4;5gg appears immediately as a plausible one to minimize
the distance for this time lag. A partition of time series paths re°ecting such similarity for time
lag 2 should have reasonable chances to be a solution to our optimization problem. Notice that the
horizontal lines drawn in Table 4 group the process paths with similar average transition probabilities
by jointly considering both time lags 2 and 1.
5.2 Optimization procedure
To solve the two optimization problems (16) and (17), we have calculated the similarity and multi-
plicity indicators for every partition associated to A and B, the k-path transition probability matrices
of order 243 £ 3 and 125 £ 5 introduced in the previous subsection: we have calculated d¸, v¸, and
m¸ (see Eq. (9), (11), and (14)) for the 3;125 partitions of A and the 140;608 partitions of B.
The two cases analyzed here have required approximately 3 and 70 minutes of computing time, on
an Intel Pentium M-processor at 2:8 Ghz.
We have then applied the 3 step-algorithm presented at the end of Section 4 to compute the set of
e±cient solutions.
5.3 Analysis of results
In this section we analyze the results of the optimization procedures applied to cases I. and II..
Tables 5-6 and Fig. 1-2 show the set of e±cient solutions for case I. respectively for problems (16)
17and (17). Tables 7-8 and Fig. 3-4 show the set of e±cient solutions for case II. of the same two
problems.
Insert Table 5 here
Insert Table 6 here
Insert Table 7 here
Insert Table 8 here
All the tables report a column named \Partition times" showing for which time lag the corresponding
(unidimensional) partition ¸ has cardinality greater than 1. It is possible to observe that for case I.
the time lags 3 and 2 have been included in the large majority of e±cient solutions (2 actually in all
of them). Partition times of case II. show a situation almost equal to that of case I., with the role
of time lag 3 played here by time lag 1 (time lag 2 is included in all e±cient solutions). We observe
that in both cases the e±cient solutions are largely composed with partitions under the expected
\active times", for both optimization problems. This is the major result of our application.
The ¯gures let us better appreciate which solution, among the e±cient frontier, is relatively prefer-
able. Some points in the plane are \better positioned" than others along the e±cient frontier: in
particular it can be advisable choosing those solutions showing a better trade-o® between multiplic-
ity and similarity.
We comment at ¯rst on Fig. 2; starting from the origin, we observe that the ¯rst eight solutions
(which include partitions on non-active times) can be easily discarded in favor of solution 9, which
includes only partitions on the joint 0:23-active time lags 3 and 2, as it o®ers a large improvement
in the multiplicity at a very low cost in the similarity (measured by v¸). Partitions based on time
lag 2 only reach higher multiplicity at the expense of a remarkable jump in similarity.
Fig. 1 shows an e±cient frontier almost similar to that of Fig. 2, with partitions obtained on the
active times expected for case I. in the better position.
Insert Figure 1 here
Insert Figure 2 here
Moving on to case II., we consider initially Fig. 4. The ¯rst solutions of Fig. 4 convey some increase
in the multiplicity at low cost of the similarity (measured by v¸). Partitions based on time lags 2 and
1 largely dominate the central part of the graph. Contrary to case I., partitions based only on time
lag 2 o®er improvements in the multiplicity criteria at a low cost of the similarity; indeed, the third
e±cient solution counted from the right corresponds to the time lag 2 partition ff1;2g;f3;4;5gg,
which has been indicated as a plausible one at the end of Subsection 5.1.
Contrary to Fig. 4, Fig. 3 shows that partitions on both active time lags 2 and 1 score a better
18trade-o® d¸-m¸ than partitions based only on time lag 2. The third point counted from the right
corresponds to the time lag 2 partition ff1;2g;f3;4;5gg, however the trade-o® of this solution does
not drive for its choice.
Insert Figure 3 here
Insert Figure 4 here
6 Conclusions
This paper proposes an optimization method to the problem of estimating the dimension of the
transition probability matrix of a Markov chain. Several aspects were to be addressed to this
purpose. We ¯rst advanced a couple of axioms to establish the necessary properties required by the
criteria which are adopted to search the solutions of a partitioning problem.
Based on such axioms, we then formalized our problem as a search of the partition of the states and
the order of a Markov chain which minimize the distance inside each class, for a given level of noise.
Two alternative distance indicators were proposed, which use the transition probabilities. The noise
measure is based on the cardinality of the partitions of the states.
Several bene¯ts originate from this approach.
Since the solution of this optimal problem is completely data driven, the optimal partition of the
states and order of a Markov chain emerge without any arbitrary choice on the side of the researcher.
The bootstrap methods based on the explicit estimation of the transition probabilities can therefore
adopt an objective choice about the optimal dimension of the transition probability matrix.
The introduction of a small set of necessary axiomatic properties will help the development of
other comparable criteria, both optimal or sub-optimal. Indeed it is important noticing that the
full search over the set of admissible solutions is not computationally feasible if the states of the
Markov chain reach a number of some tens. So the introduction of heuristic methods to restrict
the search among the admissible solutions is welcome. The axiomatic properties however will help
avoiding the development of inappropriate trials. Such a risk is not vague. Consider, for example,
our ¯rst distance indicator (i.e. the absolute di®erence of transition probabilities between the paths
comprised in a partition class): it can be easily shown (see Remark 6 at page ) that if we compute,
for each partition, the maximum of the average class distances instead of the weighted average of
the maximum class distances then the all-comprehensive set partition fails to take the lowest value
of similarity and Axiom 3 is violated.
Finally the availability of the two full search methods advanced here will ease to compare the
e®ectiveness of new alternatives.
19Appendix A - Proofs of Propositions 4, 7, and 9
Proof of Proposition 4. The proposition is rather obvious, so we just sketch the proof. Let ai;k
and aj;k any two paths of a transition probability matrix. Since di;j in Eq. (7) is a distance, its
minimum value is 0 which indeed occurs i® ai;k = aj;k. Letting az and ay two vectors partitioning
A, the maximum value for di;j occurs i® P(azjai;k) = 1 and P(ayjaj;k) = 1. In that case, di;j = 2.
The conclusion follows by Eq. (8) and Eq. (9) i® every class of partition ¸ is formed by at least one
couple of paths, say i and j, whose distance, di;j, is equal to 2.
Proof of Proposition 7. We show that any transition probability matrix M is associated to the









and is partitioned by the all-comprehensive set, i.e. ¸ =fA¸;1;kg = ffa1;k;:::;aM;k;aM+1;k;:::;a2M;kgg.
Observe in particular that M is of type 2M £ 2, with M 2 N, and shows transition probabilities
equally distributed between states a1 and a2. By Eq. (10), the variance of the all-comprehensive
set partition associated to M is equal to the variance of its unique class:
v¸ = vA¸;1;k =
1
2
¢ (0:25 + 0:25) = 0:25.
There are three ways to modify matrix M:
1. modifying the 1's of a column into smaller values (or the 0's into greater values),
2. distributing the 1's and 0's of a column unequally,
3. introducing more columns,
4. introducing a ¯ner partition.
In all four cases, it is easy to see that v¸ decreases.
1. By means of obvious arguments, the maximum variance of each column of M is achieved when
the values consist of 0's and 1's (extreme distribution).


















where we consider M ones and N ¡ M zeros.
Calculating
dV ar(M)














dM2 = ¡ 2
N2 < 0. In conclusion, V ar(N
2 ) = 0:25.
3. Suppose now we expand our matrix M and consider more than two columns (states); it is
easily observed that, for the added columns to show extreme distributions of 1's and 0's (point
1.), we should allocate some 1's to these new columns, thus all the columns would no longer
have equally distributed numbers (point 2.); as a result, the variance of the all-comprehensive
set partition will decrease.
4. It is easy to see that each partition ¸ takes a value of v¸ less than or equal to the value of the
corresponding all-comprehensive set partition. This fact is easily explained by observing that
Eq. (11) is a weighted average of the variances inside the classes of partition ¸ and does not
consider the variance between these classes.
Proof of Proposition 9. The absolute multiplicity indicator l¸ attains its minimum value when, for
each w = 1;:::;k, it results j¸wj = JN. In this case, the unidimensional partitions ¸w are composed
by singletons, i.e. ¸w = ffa1g;:::;faJNgg, and have maximum cardinality. The multidimensional
partition is ¸ =
Qk













Conversely, l¸ attains its maximum value when, for each w = 1;:::;k, it results j¸wj = 1, i.e.
¸w = ffa1;:::;aJNgg = fAg. The multidimensional partition is ¸ =
Qk
w=1fAg and consists of the




jA¸;h;kj2 = jAkj2 = [(JN)k]2.
217 Appendix B - k-Path Transition Probability Matrices A
and B
We present here the k-path transition probability matrices A and B used for our application.
Insert Table 1 here
Insert Table 2 here
Tables
22Table 1: Transition probability matrix A. Each row shows the
transition probabilities from states at times t¡5, t¡4, t¡3, t¡2
and t ¡ 1 (yt¡5, yt¡4, yt¡3, yt¡2 and yt¡1) to states at time t (yt).
States are labeled 1, 2, 3, 4 and 5.
yt yt
yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3 yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3
1 1 1 1 1 0.075 0.212 0.713 1 1 2 1 1 0.107 0.797 0.096
1 1 1 1 2 0.131 0.134 0.734 1 1 2 1 2 0.070 0.788 0.142
1 1 1 1 3 0.099 0.214 0.687 1 1 2 1 3 0.117 0.778 0.105
1 1 1 2 1 0.779 0.141 0.081 1 1 2 2 1 0.773 0.094 0.132
1 1 1 2 2 0.795 0.116 0.090 1 1 2 2 2 0.793 0.082 0.125
1 1 1 2 3 0.782 0.111 0.107 1 1 2 2 3 0.769 0.112 0.119
1 1 1 3 1 0.829 0.126 0.045 1 1 2 3 1 0.735 0.105 0.159
1 1 1 3 2 0.781 0.137 0.081 1 1 2 3 2 0.772 0.122 0.106
1 1 1 3 3 0.765 0.147 0.087 1 1 2 3 3 0.799 0.072 0.129
1 1 3 1 1 0.139 0.754 0.107 1 2 1 1 1 0.131 0.134 0.734
1 1 3 1 2 0.119 0.786 0.095 1 2 1 1 2 0.086 0.207 0.707
1 1 3 1 3 0.094 0.856 0.050 1 2 1 1 3 0.199 0.101 0.701
1 1 3 2 1 0.811 0.129 0.060 1 2 1 2 1 0.776 0.124 0.100
1 1 3 2 2 0.778 0.089 0.133 1 2 1 2 2 0.768 0.104 0.129
1 1 3 2 3 0.759 0.151 0.090 1 2 1 2 3 0.799 0.126 0.075
1 1 3 3 1 0.143 0.747 0.110 1 2 1 3 1 0.769 0.084 0.147
1 1 3 3 2 0.100 0.782 0.118 1 2 1 3 2 0.814 0.109 0.078
1 1 3 3 3 0.097 0.866 0.037 1 2 1 3 3 0.770 0.070 0.160
1 2 2 1 1 0.098 0.755 0.147 1 2 3 1 1 0.099 0.790 0.111
1 2 2 1 2 0.104 0.771 0.125 1 2 3 1 2 0.100 0.822 0.078
1 2 2 1 3 0.104 0.782 0.114 1 2 3 1 3 0.070 0.782 0.148
1 2 2 2 1 0.819 0.069 0.112 1 2 3 2 1 0.778 0.115 0.107
1 2 2 2 2 0.765 0.149 0.086 1 2 3 2 2 0.758 0.150 0.091
1 2 2 2 3 0.745 0.113 0.142 1 2 3 2 3 0.771 0.062 0.167
1 2 2 3 1 0.787 0.114 0.099 1 2 3 3 1 0.141 0.775 0.084
1 2 2 3 2 0.838 0.066 0.096 1 2 3 3 2 0.143 0.765 0.093
1 2 2 3 3 0.765 0.113 0.122 1 2 3 3 3 0.135 0.782 0.084
1 3 1 1 1 0.060 0.226 0.714 1 3 2 1 1 0.092 0.782 0.127
1 3 1 1 2 0.240 0.080 0.680 1 3 2 1 2 0.074 0.772 0.155
23Table 1: (continued)
yt yt
yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3 yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3
1 3 1 1 3 0.096 0.204 0.700 1 3 2 1 3 0.130 0.785 0.086
1 3 1 2 1 0.777 0.096 0.127 1 3 2 2 1 0.765 0.109 0.127
1 3 1 2 2 0.745 0.159 0.096 1 3 2 2 2 0.753 0.112 0.135
1 3 1 2 3 0.775 0.143 0.082 1 3 2 2 3 0.757 0.148 0.095
1 3 1 3 1 0.810 0.138 0.052 1 3 2 3 1 0.750 0.093 0.157
1 3 1 3 2 0.785 0.083 0.132 1 3 2 3 2 0.772 0.105 0.123
1 3 1 3 3 0.798 0.147 0.055 1 3 2 3 3 0.824 0.080 0.095
1 3 3 1 1 0.116 0.782 0.102 2 1 1 1 1 0.254 0.073 0.673
1 3 3 1 2 0.098 0.779 0.123 2 1 1 1 2 0.072 0.242 0.687
1 3 3 1 3 0.123 0.800 0.077 2 1 1 1 3 0.270 0.065 0.665
1 3 3 2 1 0.763 0.138 0.099 2 1 1 2 1 0.798 0.139 0.064
1 3 3 2 2 0.788 0.104 0.108 2 1 1 2 2 0.780 0.111 0.110
1 3 3 2 3 0.807 0.135 0.058 2 1 1 2 3 0.751 0.151 0.098
1 3 3 3 1 0.128 0.779 0.093 2 1 1 3 1 0.774 0.058 0.168
1 3 3 3 2 0.133 0.772 0.095 2 1 1 3 2 0.872 0.082 0.046
1 3 3 3 3 0.142 0.798 0.061 2 1 1 3 3 0.771 0.063 0.166
2 1 2 1 1 0.099 0.783 0.118 2 1 3 1 1 0.096 0.797 0.107
2 1 2 1 2 0.154 0.781 0.066 2 1 3 1 2 0.132 0.802 0.066
2 1 2 1 3 0.093 0.801 0.107 2 1 3 1 3 0.093 0.773 0.134
2 1 2 2 1 0.763 0.095 0.142 2 1 3 2 1 0.768 0.127 0.104
2 1 2 2 2 0.787 0.093 0.120 2 1 3 2 2 0.815 0.114 0.071
2 1 2 2 3 0.809 0.080 0.111 2 1 3 2 3 0.760 0.081 0.158
2 1 2 3 1 0.778 0.150 0.073 2 1 3 3 1 0.075 0.766 0.159
2 1 2 3 2 0.813 0.066 0.121 2 1 3 3 2 0.097 0.831 0.072
2 1 2 3 3 0.787 0.107 0.107 2 1 3 3 3 0.140 0.771 0.089
2 2 1 1 1 0.039 0.236 0.725 2 2 2 1 1 0.142 0.761 0.096
2 2 1 1 2 0.222 0.089 0.689 2 2 2 1 2 0.037 0.870 0.094
2 2 1 1 3 0.059 0.235 0.706 2 2 2 1 3 0.129 0.771 0.100
2 2 1 2 1 0.769 0.113 0.118 2 2 2 2 1 0.767 0.134 0.099
2 2 1 2 2 0.747 0.140 0.113 2 2 2 2 2 0.824 0.063 0.113
2 2 1 2 3 0.765 0.083 0.152 2 2 2 2 3 0.753 0.150 0.097
2 2 1 3 1 0.735 0.152 0.113 2 2 2 3 1 0.751 0.088 0.160
24Table 1: (continued)
yt yt
yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3 yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3
2 2 1 3 2 0.762 0.092 0.147 2 2 2 3 2 0.764 0.133 0.103
2 2 1 3 3 0.852 0.105 0.042 2 2 2 3 3 0.738 0.099 0.163
2 2 3 1 1 0.129 0.774 0.097 2 3 1 1 1 0.150 0.125 0.725
2 2 3 1 2 0.084 0.775 0.141 2 3 1 1 2 0.090 0.211 0.698
2 2 3 1 3 0.107 0.813 0.080 2 3 1 1 3 0.178 0.111 0.711
2 2 3 2 1 0.813 0.110 0.077 2 3 1 2 1 0.828 0.107 0.065
2 2 3 2 2 0.762 0.098 0.140 2 3 1 2 2 0.776 0.057 0.166
2 2 3 2 3 0.851 0.094 0.055 2 3 1 2 3 0.781 0.129 0.090
2 2 3 3 1 0.140 0.800 0.060 2 3 1 3 1 0.768 0.080 0.152
2 2 3 3 2 0.084 0.766 0.150 2 3 1 3 2 0.802 0.130 0.068
2 2 3 3 3 0.120 0.801 0.079 2 3 1 3 3 0.782 0.076 0.142
2 3 2 1 1 0.113 0.731 0.157 2 3 3 1 1 0.075 0.785 0.141
2 3 2 1 2 0.159 0.765 0.076 2 3 3 1 2 0.114 0.795 0.091
2 3 2 1 3 0.109 0.755 0.135 2 3 3 1 3 0.097 0.774 0.129
2 3 2 2 1 0.752 0.098 0.150 2 3 3 2 1 0.778 0.059 0.163
2 3 2 2 2 0.766 0.129 0.106 2 3 3 2 2 0.783 0.143 0.074
2 3 2 2 3 0.787 0.087 0.126 2 3 3 2 3 0.770 0.061 0.169
2 3 2 3 1 0.776 0.102 0.121 2 3 3 3 1 0.088 0.781 0.131
2 3 2 3 2 0.786 0.098 0.116 2 3 3 3 2 0.148 0.760 0.092
2 3 2 3 3 0.768 0.156 0.075 2 3 3 3 3 0.113 0.785 0.101
3 1 1 1 1 0.107 0.224 0.669 3 1 2 1 1 0.147 0.752 0.101
3 1 1 1 2 0.192 0.104 0.704 3 1 2 1 2 0.095 0.798 0.107
3 1 1 1 3 0.078 0.212 0.710 3 1 2 1 3 0.143 0.762 0.095
3 1 1 2 1 0.773 0.111 0.116 3 1 2 2 1 0.772 0.107 0.121
3 1 1 2 2 0.792 0.146 0.062 3 1 2 2 2 0.838 0.041 0.121
3 1 1 2 3 0.776 0.133 0.092 3 1 2 2 3 0.777 0.153 0.070
3 1 1 3 1 0.862 0.093 0.046 3 1 2 3 1 0.822 0.073 0.105
3 1 1 3 2 0.788 0.090 0.122 3 1 2 3 2 0.762 0.129 0.109
3 1 1 3 3 0.786 0.113 0.101 3 1 2 3 3 0.800 0.070 0.130
3 1 3 1 1 0.130 0.772 0.097 3 2 1 1 1 0.230 0.085 0.685
3 1 3 1 2 0.100 0.777 0.123 3 2 1 1 2 0.062 0.231 0.706
3 1 3 1 3 0.128 0.786 0.086 3 2 1 1 3 0.190 0.105 0.705
25Table 1: (continued)
yt yt
yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3 yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3
3 1 3 2 1 0.848 0.091 0.061 3 2 1 2 1 0.789 0.132 0.079
3 1 3 2 2 0.791 0.095 0.114 3 2 1 2 2 0.775 0.054 0.171
3 1 3 2 3 0.795 0.148 0.056 3 2 1 2 3 0.810 0.139 0.051
3 1 3 3 1 0.143 0.799 0.058 3 2 1 3 1 0.756 0.093 0.150
3 1 3 3 2 0.084 0.773 0.143 3 2 1 3 2 0.791 0.122 0.087
3 1 3 3 3 0.143 0.749 0.108 3 2 1 3 3 0.778 0.102 0.120
3 2 2 1 1 0.088 0.807 0.105 3 2 3 1 1 0.092 0.769 0.139
3 2 2 1 2 0.141 0.768 0.091 3 2 3 1 2 0.093 0.830 0.077
3 2 2 1 3 0.082 0.781 0.138 3 2 3 1 3 0.068 0.767 0.165
3 2 2 2 1 0.766 0.097 0.137 3 2 3 2 1 0.793 0.099 0.109
3 2 2 2 2 0.771 0.153 0.076 3 2 3 2 2 0.739 0.165 0.097
3 2 2 2 3 0.793 0.071 0.136 3 2 3 2 3 0.776 0.065 0.159
3 2 2 3 1 0.777 0.126 0.096 3 2 3 3 1 0.105 0.777 0.118
3 2 2 3 2 0.856 0.037 0.108 3 2 3 3 2 0.092 0.861 0.047
3 2 2 3 3 0.768 0.157 0.075 3 2 3 3 3 0.068 0.769 0.163
3 3 1 1 1 0.089 0.236 0.674 3 3 2 1 1 0.144 0.776 0.080
3 3 1 1 2 0.202 0.099 0.699 3 3 2 1 2 0.101 0.797 0.102
3 3 1 1 3 0.102 0.228 0.670 3 3 2 1 3 0.092 0.785 0.123
3 3 1 2 1 0.774 0.112 0.114 3 3 2 2 1 0.774 0.106 0.120
3 3 1 2 2 0.814 0.132 0.054 3 3 2 2 2 0.787 0.080 0.133
3 3 1 2 3 0.765 0.070 0.164 3 3 2 2 3 0.769 0.142 0.089
3 3 1 3 1 0.705 0.173 0.122 3 3 2 3 1 0.825 0.068 0.107
3 3 1 3 2 0.786 0.101 0.113 3 3 2 3 2 0.790 0.127 0.082
3 3 1 3 3 0.855 0.087 0.059 3 3 2 3 3 0.801 0.077 0.122
3 3 3 1 1 0.136 0.794 0.071
3 3 3 1 2 0.106 0.788 0.106
3 3 3 1 3 0.104 0.840 0.056
3 3 3 2 1 0.824 0.126 0.050
3 3 3 2 2 0.761 0.105 0.135
3 3 3 2 3 0.786 0.130 0.084
3 3 3 3 1 0.120 0.799 0.082
3 3 3 3 2 0.123 0.765 0.112
26Table 1: (continued)
yt yt
yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3 yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3
3 3 3 3 3 0.098 0.834 0.068
Table 2: Transition probability matrix B. Each row shows the
transition probabilities from states at times t ¡ 3, t ¡ 2 and t ¡ 1
(yt¡3, yt¡2 and yt¡1) to states at time t (yt). States are labeled 1,
2 and 3.
yt yt
yt¡3 yt¡2 yt¡1 1 2 3 4 5 yt¡3 yt¡2 yt¡1 1 2 3 4 5
1 1 1 0.400 0.471 0.129 0.000 0.000 1 2 1 0.440 0.438 0.122 0.000 0.000
1 1 2 0.450 0.450 0.100 0.000 0.000 1 2 2 0.350 0.500 0.120 0.030 0.000
1 1 3 0.500 0.401 0.099 0.000 0.000 1 2 3 0.500 0.405 0.095 0.000 0.000
1 1 4 0.400 0.404 0.096 0.100 0.000 1 2 4 0.550 0.304 0.126 0.020 0.000
1 1 5 0.320 0.460 0.200 0.000 0.020 1 2 5 0.280 0.550 0.130 0.000 0.040
1 3 1 0.150 0.457 0.323 0.000 0.070 1 4 1 0.120 0.504 0.276 0.000 0.100
1 3 2 0.220 0.452 0.328 0.000 0.000 1 4 2 0.220 0.505 0.275 0.000 0.000
1 3 3 0.100 0.502 0.328 0.070 0.000 1 4 3 0.100 0.554 0.276 0.070 0.000
1 3 4 0.150 0.402 0.328 0.100 0.020 1 4 4 0.150 0.453 0.277 0.100 0.020
1 3 5 0.150 0.401 0.369 0.050 0.030 1 4 5 0.150 0.452 0.318 0.050 0.030
1 5 1 0.100 0.357 0.323 0.000 0.220 2 1 1 0.420 0.454 0.126 0.000 0.000
1 5 2 0.210 0.358 0.322 0.000 0.110 2 1 2 0.450 0.450 0.100 0.000 0.000
1 5 3 0.200 0.402 0.328 0.070 0.000 2 1 3 0.500 0.406 0.094 0.000 0.000
1 5 4 0.250 0.305 0.325 0.100 0.020 2 1 4 0.400 0.405 0.095 0.100 0.000
1 5 5 0.250 0.300 0.370 0.050 0.030 2 1 5 0.350 0.460 0.150 0.000 0.040
2 2 1 0.430 0.448 0.122 0.000 0.000 2 3 1 0.130 0.452 0.328 0.000 0.090
2 2 2 0.350 0.507 0.133 0.010 0.000 2 3 2 0.220 0.457 0.323 0.000 0.000
2 2 3 0.550 0.401 0.049 0.000 0.000 2 3 3 0.100 0.502 0.328 0.070 0.000
2 2 4 0.530 0.245 0.125 0.100 0.000 2 3 4 0.150 0.402 0.328 0.100 0.020
2 2 5 0.250 0.560 0.140 0.000 0.050 2 3 5 0.150 0.405 0.365 0.050 0.030
2 4 1 0.130 0.504 0.276 0.000 0.090 2 5 1 0.100 0.351 0.329 0.000 0.220
2 4 2 0.220 0.504 0.276 0.000 0.000 2 5 2 0.220 0.355 0.325 0.000 0.100
2 4 3 0.100 0.552 0.278 0.070 0.000 2 5 3 0.200 0.407 0.323 0.070 0.000
27Table 2: (continued)
yt yt
yt¡3 yt¡2 yt¡1 1 2 3 4 5 yt¡3 yt¡2 yt¡1 1 2 3 4 5
2 4 4 0.150 0.450 0.280 0.100 0.020 2 5 4 0.250 0.305 0.325 0.100 0.020
2 4 5 0.150 0.455 0.315 0.050 0.030 2 5 5 0.250 0.301 0.369 0.050 0.030
3 1 1 0.420 0.446 0.124 0.010 0.000 3 2 1 0.410 0.441 0.119 0.000 0.030
3 1 2 0.450 0.450 0.100 0.000 0.000 3 2 2 0.350 0.500 0.130 0.020 0.000
3 1 3 0.500 0.401 0.099 0.000 0.000 3 2 3 0.500 0.351 0.099 0.050 0.000
3 1 4 0.400 0.403 0.097 0.100 0.000 3 2 4 0.540 0.254 0.146 0.060 0.000
3 1 5 0.340 0.420 0.160 0.060 0.020 3 2 5 0.270 0.530 0.150 0.000 0.050
3 3 1 0.120 0.450 0.330 0.000 0.100 3 4 1 0.110 0.507 0.273 0.000 0.110
3 3 2 0.220 0.456 0.324 0.000 0.000 3 4 2 0.220 0.503 0.277 0.000 0.000
3 3 3 0.100 0.502 0.328 0.070 0.000 3 4 3 0.100 0.557 0.273 0.070 0.000
3 3 4 0.150 0.401 0.329 0.100 0.020 3 4 4 0.150 0.453 0.277 0.100 0.020
3 3 5 0.150 0.400 0.370 0.050 0.030 3 4 5 0.150 0.451 0.319 0.050 0.030
3 5 1 0.100 0.353 0.327 0.000 0.220 4 1 1 0.420 0.458 0.122 0.000 0.000
3 5 2 0.230 0.352 0.328 0.000 0.090 4 1 2 0.450 0.456 0.094 0.000 0.000
3 5 3 0.200 0.401 0.329 0.070 0.000 4 1 3 0.500 0.401 0.099 0.000 0.000
3 5 4 0.250 0.306 0.324 0.100 0.020 4 1 4 0.400 0.405 0.095 0.100 0.000
3 5 5 0.250 0.300 0.370 0.050 0.030 4 1 5 0.330 0.520 0.140 0.000 0.010
4 2 1 0.420 0.457 0.123 0.000 0.000 4 3 1 0.140 0.457 0.323 0.000 0.080
4 2 2 0.350 0.507 0.103 0.040 0.000 4 3 2 0.220 0.455 0.325 0.000 0.000
4 2 3 0.500 0.403 0.097 0.000 0.000 4 3 3 0.100 0.502 0.328 0.070 0.000
4 2 4 0.560 0.317 0.093 0.030 0.000 4 3 4 0.150 0.406 0.324 0.100 0.020
4 2 5 0.230 0.580 0.110 0.000 0.080 4 3 5 0.150 0.405 0.365 0.050 0.030
4 4 1 0.120 0.502 0.278 0.000 0.100 4 5 1 0.100 0.353 0.327 0.000 0.220
4 4 2 0.220 0.507 0.273 0.000 0.000 4 5 2 0.220 0.353 0.327 0.000 0.100
4 4 3 0.100 0.556 0.274 0.070 0.000 4 5 3 0.200 0.401 0.329 0.070 0.000
4 4 4 0.150 0.455 0.275 0.100 0.020 4 5 4 0.250 0.304 0.326 0.100 0.020
4 4 5 0.150 0.456 0.314 0.050 0.030 4 5 5 0.250 0.304 0.366 0.050 0.030
5 1 1 0.420 0.451 0.129 0.000 0.000 5 2 1 0.420 0.450 0.130 0.000 0.000
5 1 2 0.450 0.454 0.096 0.000 0.000 5 2 2 0.350 0.506 0.094 0.050 0.000
5 1 3 0.500 0.407 0.093 0.000 0.000 5 2 3 0.500 0.400 0.100 0.000 0.000
5 1 4 0.400 0.403 0.097 0.100 0.000 5 2 4 0.570 0.310 0.060 0.060 0.000
5 1 5 0.320 0.520 0.130 0.000 0.030 5 2 5 0.280 0.540 0.130 0.000 0.050
28Table 2: (continued)
yt yt
yt¡3 yt¡2 yt¡1 1 2 3 4 5 yt¡3 yt¡2 yt¡1 1 2 3 4 5
5 3 1 0.150 0.458 0.322 0.000 0.070 5 4 1 0.120 0.502 0.278 0.000 0.100
5 3 2 0.220 0.457 0.323 0.000 0.000 5 4 2 0.220 0.501 0.279 0.000 0.000
5 3 3 0.100 0.503 0.327 0.070 0.000 5 4 3 0.100 0.551 0.279 0.070 0.000
5 3 4 0.150 0.404 0.326 0.100 0.020 5 4 4 0.150 0.456 0.274 0.100 0.020
5 3 5 0.150 0.401 0.369 0.050 0.030 5 4 5 0.150 0.456 0.314 0.050 0.030
5 5 1 0.100 0.358 0.322 0.000 0.220
5 5 2 0.210 0.355 0.325 0.000 0.110
5 5 3 0.200 0.403 0.327 0.070 0.000
5 5 4 0.250 0.300 0.330 0.100 0.020
5 5 5 0.250 0.303 0.367 0.050 0.030
29Table 3: Reduced 5-path transition probability matrix A.
yt
yt¡5 yt¡4 yt¡3 yt¡2 yt¡1 1 2 3
- - 1 2 - 0:780 0:118 0:102
- - 1 3 - 0:791 0:106 0:104
- - 2 2 - 0:778 0:106 0:116
- - 2 3 - 0:785 0:101 0:113
- - 3 2 - 0:786 0:111 0:103
- - 1 1 - 0:137 0:164 0:699
- - 2 1 - 0:110 0:780 0:111
- - 3 1 - 0:105 0:791 0:104
- - 3 3 - 0:116 0:787 0:097
This table refers to case I. (matrix A).
Each row represents a sequence of process states
at active times t-3 and t-2.
Since there are other three \non critical" times (t-5, t-4, and t-1)
and the series can take 3 values,
we have 27 (i.e. 33) alternative sequences for each row.
The transition probabilities are obtained averaging
the 27 corresponding rows of the original matrix A.
Horizontal lines help visualize possible clusters of rows.
30Table 4: Reduced 3-path transition probability matrix B.
yt
yt¡3 yt¡2 yt¡1 1 2 3 4 5
- 5 1 0:100 0:354 0:326 0:000 0:220
- 3 3 0:100 0:502 0:328 0:070 0:000
- 4 3 0:100 0:554 0:276 0:070 0:000
- 4 1 0:120 0:504 0:276 0:000 0:100
- 3 1 0:138 0:455 0:325 0:000 0:082
- 3 4 0:150 0:403 0:327 0:100 0:020
- 3 5 0:150 0:403 0:367 0:050 0:030
- 4 4 0:150 0:453 0:277 0:100 0:020
- 4 5 0:150 0:454 0:316 0:050 0:030
- 5 3 0:200 0:403 0:327 0:070 0:000
- 5 2 0:218 0:355 0:325 0:000 0:102
- 3 2 0:220 0:455 0:325 0:000 0:000
- 4 2 0:220 0:504 0:276 0:000 0:000
- 5 5 0:250 0:302 0:368 0:050 0:030
- 5 4 0:250 0:304 0:326 0:100 0:020
- 2 5 0:262 0:552 0:132 0:000 0:054
- 1 5 0:332 0:476 0:156 0:012 0:024
- 2 2 0:350 0:504 0:116 0:030 0:000
- 1 4 0:400 0:404 0:096 0:100 0:000
- 1 1 0:416 0:456 0:126 0:002 0:000
- 2 1 0:424 0:447 0:123 0:000 0:006
- 1 2 0:450 0:452 0:098 0:000 0:000
- 1 3 0:500 0:403 0:097 0:000 0:000
- 2 3 0:510 0:392 0:088 0:010 0:000
- 2 4 0:550 0:286 0:110 0:054 0:000
This table refers to case II. (matrix B).
Each row represents a sequence of process states
at active times t-2 and t-1.
Since there is another \non critical" time (t-3)
and the series can take 5 values,
we have 5 alternative sequences for each row.
The transition probabilities are obtained averaging
the 5 corresponding rows of the original matrix B.
Horizontal lines help visualize possible clusters of rows.
31Table 5: Non dominated partitions of 5-path transition probability matrix A according to similarity
indicator d¸ and multiplicity indicator m¸.
E±cient solutions ¸ = (¸1;¸2;¸3;¸4;¸5) Partition
m¸ d¸ ¸1 ¸2 ¸3 ¸4 ¸5 times
0 0 ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg 5,4,3,2,1
0.019946897 0.04906 ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,3g,f2gg ff1g,f2g,f3gg 5,4,3,2,1
0.045698229 0.08856 ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,3g,f2gg ff1,3g,f2gg 5,4,3,2,1
0.078943057 0.12332 ff1,3g,f2gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,3g,f2gg ff1,3g,f2gg 5,4,3,2,1
0.084729177 0.18522 ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2,3gg ff1,2,3gg 4,3,2,1
0.129331794 0.20846 ff1,3g,f2gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2,3gg ff1,2,3gg 4,3,2,1
0.137094688 0.22067 ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,2,3gg ff1,2,3gg 3,2,1
0.196935378 0.23826 ff1,3g,f2gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,2,3gg ff1,2,3gg 3,2,1
0.287635104 0.27774 ff1,2,3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,2,3gg ff1,2,3gg 3,2
0.391282219 0.56537 ff1,2,3gg ff1g,f2g,f3gg ff1,2g,f3gg ff1,2,3gg ff1,2,3gg 3,2
0.525090069 0.879 ff1,2,3gg ff1,3g,f2gg ff1,2g,f3gg ff1,2,3gg ff1,2,3gg 3,2
0.548378753 1.17143 ff1,2,3gg ff1g,f2g,f3gg ff1,2,3gg ff1,2,3gg ff1,2,3gg 2
0.727900822 1.19585 ff1,2,3gg ff1,3g,f2gg ff1,2,3gg ff1,2,3gg ff1,2,3gg 2
1 1.67032 ff1,2,3gg ff1,2,3gg ff1,2,3gg ff1,2,3gg ff1,2,3gg -
Column \m¸" lists the values of the multiplicity indicator (see Eq. (14)).
Column \d¸" lists the values of the similarity indicator \Absolute di®erence of 5-path transition probabilities" (see Eq. (9)).
The 5 columns labeled \E±cient solutions" show explicitly the partition sets of the time series values - 1, 2, and 3 -
for each of the ¹ k = 5 time lags.
Column \Partition times" lists the time lags whose partitions of states are di®erent from ¸ = ff1;2;3gg.
32Table 6: Non dominated partitions of 5-path transition probability matrix A according to similarity
indicator v¸ and multiplicity indicator m¸.
E±cient solutions ¸ = (¸1;¸2;¸3;¸4;¸5) Partition
m¸ v¸ ¸1 ¸2 ¸3 ¸4 ¸5 times
0 0 ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg 5,4,3,2,1
0.019946897 0.00018 ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,3g,f2gg ff1g,f2g,f3gg 5,4,3,2,1
0.045698229 0.0003 ff1,3g,f2gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,3g,f2gg 5,4,3,2,1
0.078943057 0.00038 ff1,3g,f2gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,3g,f2gg ff1,3g,f2gg 5,4,3,2,1
0.084729177 0.0009 ff1,2,3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,3g,f2gg 5,4,3,2
0.129331794 0.00094 ff1,2,3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,3g,f2gg ff1,3g,f2gg 5,4,3,2
0.137094688 0.00102 ff1,2,3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,2,3gg ff1g,f2g,f3gg 5,3,2
0.196935378 0.00103 ff1g,f2,3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,2,3gg ff1,2,3gg 3,2,1
0.287635104 0.00106 ff1,2,3gg ff1g,f2g,f3gg ff1g,f2g,f3gg ff1,2,3gg ff1,2,3gg 3,2
0.391282219 0.01451 ff1,2,3gg ff1g,f2g,f3gg ff1,2g,f3gg ff1,2,3gg ff1,2,3gg 3,2
0.525090069 0.02631 ff1,2,3gg ff1g,f2,3gg ff1g,f2,3gg ff1,2,3gg ff1,2,3gg 3,2
0.548378753 0.04196 ff1,2,3gg ff1g,f2g,f3gg ff1,2,3gg ff1,2,3gg ff1,2,3gg 2
0.727900822 0.04727 ff1,2,3gg ff1g,f2,3gg ff1,2,3gg ff1,2,3gg ff1,2,3gg 2
1 0.08246 ff1,2,3gg ff1,2,3gg ff1,2,3gg ff1,2,3gg ff1,2,3gg -
Column \m¸" lists the values of the multiplicity indicator (see Eq. (14)).
Column \v¸" lists the values of the similarity indicator \Variance-type measure of 5-path transition probabilities" (see Eq. (11)).
The 5 columns labeled \E±cient solutions" show explicitly the partition sets of the time series values - 1, 2, and 3 -
for each of the ¹ k = 5 time lags.
Column \Partition times" lists the time lags whose partitions of states are di®erent from ¸ = ff1;2;3gg.
33Table 7: Non dominated partitions of 3-path transition probability matrix B according to similarity
indicator d¸ and multiplicity indicator m¸.
E±cient solutions ¸ = (¸1;¸2;¸3) Partition
m¸ d¸ ¸1 ¸2 ¸3 times
0 0 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg 3,2,1
0.017997037 0.00708 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4,5gg 3,2,1
0.047467934 0.01766 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg ff1,4,5g,f2g,f3gg 3,2,1
0.060160226 0.02965 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg ff1,4,5g,f2,3gg 3,2,1
0.082895945 0.03208 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg ff1,2,4,5g,f3gg 3,2,1
0.121417162 0.05284 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg f1,2,3,4,5g 2,1
0.161659761 0.09464 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.196457095 0.15868 ff1g,f2g,f3g,f4g,f5gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.209275446 0.16166 ff1,2g,f3g,f4g,f5gg ff1g,f2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.227558688 0.21209 ff1,2,3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg f1,2,3,4,5g 2,1
0.250448207 0.22161 ff1g,f2g,f3,4g,f5gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.287248108 0.25329 ff1,2,3g,f4g,f5gg ff1g,f2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.29713373 0.28486 ff1,2g,f3,4g,f5gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.306778129 0.30733 ff1,2,3,4g,f5gg ff1g,f2g,f3g,f4g,f5gg f1,2,3,4,5g 2,1
0.338860896 0.31512 ff1g,f2,3,4g,f5gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.380981815 0.35215 ff1,2,3,4g,f5gg ff1g,f2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.384992013 0.36943 ff1,2,3g,f4g,f5gg ff1g,f2g,f3,4,5gg f1,2,3,4,5g 2,1
0.445144929 0.42507 ff1,2,3,4g,f5gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.502493433 0.45761 ff1,2,3,4g,f5gg ff1g,f2g,f3,4,5gg f1,2,3,4,5g 2,1
0.554825096 0.53052 ff1,2,3,4g,f5gg ff1,2g,f3,4,5gg f1,2,3,4,5g 2,1
0.560708581 0.59216 f1,2,3,4,5g ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2
0.630253858 0.59453 f1,2,3,4,5g ff1g,f2g,f3,4,5gg f1,2,3,4,5g 2
0.693715321 0.6887 f1,2,3,4,5g ff1,2g,f3,4,5gg f1,2,3,4,5g 2
0.807393913 0.89526 f1,2,3,4,5g ff1,3,4,5g,f2gg f1,2,3,4,5g 2
1 1.06 f1,2,3,4,5g f1,2,3,4,5g f1,2,3,4,5g -
Column \m¸" lists the values of the multiplicity indicator (see Eq. (14)).
Column \d¸" lists the values of the similarity indicator \Absolute di®erence of 3-path transition probabilities"
(see Eq. (9)). The 3 columns labeled \E±cient solutions" show explicitly the partition sets
of the time series values - 1, 2, 3, 4, and 5 - for each of the ¹ k = 3 time lags.
Column \Partition times" lists the time lags whose partitions of states are di®erent from ¸ = ff1;2;3;4;5gg.
34Table 8: Non dominated partitions of 3-path transition probability matrix B according to similarity
indicator v¸ and multiplicity indicator m¸.
E±cient solutions ¸ = (¸1;¸2;¸3) Partition
m¸ v¸ ¸1 ¸2 ¸3 times
0 0 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg 3,2,1
0.017997037 0.00001 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4,5gg 3,2,1
0.047467934 0.00002 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg ff1,4,5g,f2g,f3gg 3,2,1
0.060160226 0.00004 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg ff1,4,5g,f2,3gg 3,2,1
0.082895945 0.00005 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg ff1,2,4,5g,f3gg 3,2,1
0.121417162 0.00008 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3g,f4g,f5gg f1,2,3,4,5g 2,1
0.161659761 0.00018 ff1g,f2g,f3g,f4g,f5gg ff1g,f2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.196457095 0.00044 ff1g,f2g,f3g,f4g,f5gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.209275446 0.00047 ff1g,f2,5g,f3g,f4gg ff1g,f2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.250448207 0.00068 ff1g,f2g,f3,4g,f5gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.287248108 0.00093 ff1,2,5g,f3g,f4gg ff1g,f2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.29713373 0.00094 ff1,2g,f3,4g,f5gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.338860896 0.00114 ff1,2,5g,f3g,f4gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.376937773 0.00138 ff1,2,5g,f3,4gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.380981815 0.00155 ff1,2,3,5g,f4gg ff1g,f2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.384992013 0.00158 ff1,2,5g,f3g,f4gg ff1g,f2g,f3,4,5gg f1,2,3,4,5g 2,1
0.445144929 0.00165 ff1,2,3,4g,f5gg ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2,1
0.472850297 0.00202 ff1,2,5g,f3,4gg ff1,2g,f3,4,5gg f1,2,3,4,5g 2,1
0.482899376 0.00213 f1,2,3,4,5g ff1,2g,f3g,f4g,f5gg f1,2,3,4,5g 2
0.502493433 0.00215 ff1,2,3,5g,f4gg ff1g,f2g,f3,4,5gg f1,2,3,4,5g 2,1
0.560708581 0.00224 f1,2,3,4,5g ff1,2g,f3,4g,f5gg f1,2,3,4,5g 2
0.630253858 0.0028 f1,2,3,4,5g ff1g,f2g,f3,4,5gg f1,2,3,4,5g 2
0.693715321 0.00281 f1,2,3,4,5g ff1,2g,f3,4,5gg f1,2,3,4,5g 2
0.807393913 0.006 f1,2,3,4,5g ff1g,f2,3,4,5gg f1,2,3,4,5g 2
1 0.00792 f1,2,3,4,5g f1,2,3,4,5g f1,2,3,4,5g -
Column \m¸" lists the values of the multiplicity indicator (see Eq. (14)).
Column \v¸" lists the values of the similarity indicator \Variance-type measure of 3-path transition probabilities"
(see Eq. (11)). The 3 columns labeled \E±cient solutions" show explicitly the partition sets
of the time series values - 1, 2, 3, 4, and 5 - for each of the ¹ k = 3 time lags.
Column \Partition times" lists the time lags whose partitions of states are di®erent from ¸ = ff1;2;3;4;5gg.
35Figures Captions
Figure 1: The points represent e±cient solutions ¸ = (¸1;¸2;¸3;¸4;¸5) of case I. through the
values of the multiplicity indicator m¸ (horizontal axis) and the similarity indicator d¸ (vertical
axis). Each point also shows the partition times, i.e. for which time lags the corresponding parti-
tions of states are di®erent from ¸ = ff1;2;3gg.
Figure 2: The points represent e±cient solutions ¸ = (¸1;¸2;¸3;¸4;¸5) of case I. through the
values of the multiplicity indicator m¸ (horizontal axis) and the similarity indicator v¸ (vertical
axis). Each point also shows the partition times, i.e. for which time lags the corresponding parti-
tions of states are di®erent from ¸ = ff1;2;3gg.
Figure 3: The points represent e±cient solutions ¸ = (¸1;¸2;¸3) of case II. through the val-
ues of the multiplicity indicator m¸ (horizontal axis) and the similarity indicator d¸ (vertical axis).
Each point also shows the partition times, i.e. for which time lags the corresponding partitions of
states are di®erent from ¸ = ff1;2;3;4;5gg.
Figure 4: The points represent e±cient solutions ¸ = (¸1;¸2;¸3) of case II. through the val-
ues of the multiplicity indicator m¸ (horizontal axis) and the similarity indicator v¸ (vertical axis).
Each point also shows the partition times, i.e. for which time lags the corresponding partitions of
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