I. INTRODUCTION AND NUMERICAL IMPLEMENTATION
A S is well known, numerical time-domain (TD) techniques are very useful to calculate the response of objects excited by transient electromagnetic signals [1] - [7] . When the objects present a resonant or multiband response with narrowband resonances of high , these TD techniques can offer some advantages over the frequency-domain (FD) methods because FD analysis is naturally limited to discrete-frequency samples. Before using an FD code, it is necessary to intuitively select those frequencies expected to be significant. If this choice is not adequate, further calculations are required until such significant behavior is found. The drawback of the TD transient analysis of such structures is that it involves the calculation of the transient response over a long period with the consequent requirement of CPU time. This drawback can be overcome using parametric modeling techniques for extracting the complex resonant frequencies (CRF) of the antennas from a series of evenly spaced data [8] , [9] . These data are taken, according to the Nyquist criterion, from their late-time response to a transient electromagnetic wave. From these CRF, it is possible to construct the complete transient response as the sum of the corresponding -complex exponentials (1) In (1) are the residues or complex amplitudes.
In this paper, we apply these parametric techniques to the transient response of a resonant antenna and a fractal multiband antenna both formed by conducting surfaces. To obtain the transient response of the antennas, we have used the computer code DOTIG4 [10] , [11] . This code is based on the solution using the moment of methods (MoM) and a marching-on-in-time procedure [5] , [12] - [14] , of the timedomain electric-field integral equation (TD-EFIE) (2) where is an unitary vector normal to the surface of the antenna at position ; is the unknown surface current distribution induced at source points at retarded time , with being the velocity of light in a vacuum and and is the incident electric field applied at the space-time observation point . To solve (2), we discretize in space and time and the unknown distribution of current at a given timestep is expressed in terms of previously calculated current values and of the known incident field. The conducting surfaces are modeled by planar triangular patches and, to represent the spatial variation of the surface current, we use the triangular-patch basis functions proposed by Rao [15] to solve the frequency domain EFIE. The TD-EFIE is enforced at the center of the time intervals using delta functions and the values of the current at intermediate time values are obtained via a second order Lagrangian interpolation [7] , [16] . To avoid the possibility of exponentially increasing oscillations in the late-time response due to the accumulation of discretization errors, the algorithm includes a high-frequency filter [17] .
In order to calculate the CRF of the antennas we consider that the late-time response starts after a time equal to twice the one-way maximum transit time of the antenna and we use two linear algorithms: the extended Prony method coupled with singular value decomposition (SVD-Prony) [18] and the 0018-926X/98$10.00 © 1998 IEEE generalized pencil-of-function (GPoF) [19] method. Using both methods facilitates detecting the true CRF by observing which ones have similar locations when each method is applied assuming a number of CRF that exceeds its true number [20] . The noncoincident poles are considered to be spurious.
In the next section, the results obtained from the analysis of the resonant antenna and the fractal multiband antennas are compared with experimental measurements.
II. RESULTS
As a first example, we study the resonant antenna. Its geometry, dimensions, and the triangular mesh used to model Fig. 4 . Current at the feed point on the resonant antenna versus time.
DOTIG4; ---Synthesized signal from the true CRF (Table I) .
it are illustrated in Fig. 1 , including the source region that is discretized according to [21] . The mesh contains a total of triangular patches with internal edges. The antenna is fed with a Gaussian source voltage , with (light-meters and a peak magnitude of 1 V. Fig. 2 shows the early-time current distribution at the feed edge of the antenna and the part of the late-time current that was sampled for analysis with the parametric techniques. The number of samples taken is 50, the sampling interval 0.57 (light-meters , and 20 CRF are estimated. The CRF obtained from these samples using the SVD-Prony and GPoF methods are represented on the complex plane in Fig. 3 normalized with respect to (with mm being the length of the longest side of the antenna plate). In order to construct the total late-time history of the current we consider as true CRF the complex conjugate ones obtained with each method that present coincident locations [20] . The values of their normalized damping factors , normalized frequencies , and amplitudes are specified in Table I . In Fig. 4 , the signal synthesized using the CRF given in Table I is compared with the original signal obtained from the DOTIG4 code. It can be observed that there is an excellent agreement between the two signals in the time interval where both were calculated [from 0.35 to 3.4 (light-meters)]; besides, it should be pointed out that to obtain the total signal [up to eight (light-meters)] directly from DOTIG4, it would be necessary to have a CPU time more than 20 times that needed to obtain the synthesized signal (for a Sun SPARCstation of 12 Mflops, the time decreased from 66.63 to 3.25 h). Next, the input impedance of the antenna is calculated from the reconstructed time history of the current via a Fourier transformation and this is presented in Fig. 5(a) -(c) compared with the experimental values. In Fig. 5(c) the impedance values are normalized to 50 .
The second example is the fractal multiband antenna based on the Sierpinski gasket proposed in [22] and [23] , which is presented in Fig. 6 . This example has been chosen because it is hard to model and besides, due to its fractal structure, it presents relevant, unusual and very interesting behavior not shared by common Euclidean shapes [22] - [27] . The mesh contains a total of triangular patches with internal edges. The antenna is fed with the same Gaussian pulse as in the previous example. Fig. 7 shows the early-time and the late-time currents at the feed point on the Sierpinski antenna from which the CRF have been calculated. In Fig. 8 , these CRF are represented on the complex plane normalized with respect to ( cm is the side of the external triangular plate). The CRF are obtained using the SVD Prony and GPoF algorithms with samples. The sampling period is 0.006 (light-meters) and the number of expected poles is set equal to 40. Again, we consider as the true poles those that are coincident when calculated with each method; these are summarized in Table II . In Fig. 9 , the actual signal is plotted (solid line) versus time and compared with the one generated using the poles specified in Table II (broken line) . In this case the reduction in CPU time using parametric modeling techniques was more than 12 times (for a Sun SPARCstation of 12 Mflops, the time decreased from 160.94-13.17 h). The real and imaginary parts of the input impedance of the antenna (obtained via a Fourier transformation) are plotted in Fig. 10(a) and (b) where the experimental measurements are included for comparison. Fig. 10(c) shows (on the Smith chart) the input impedance relative to 50 where, to enhance legibility, experimental results are not shown. It can be observed that there is an excellent agreement of the numerical results with the expected similarity at five bands (electrical sizes) over which the fractal structure appears to be similar and, with the experimental results, mainly at low frequencies. The differences at the higher frequencies are due to deterioration of the modeling of the fractal structure for these frequencies. Of course, the results could have been improved by the use of a greater number of triangles to model the antenna with the consequent rise in CPU time and memory requirements. The number of triangles chosen was the greatest possible for the particular computer used.
III. CONCLUSION
In this paper, we have considered the transient excitation of two arbitrary perfect electric conductor antennas. Their transient response was calculated solving, by the method of moments, the time-domain electric-field integral equation using a marching-on-in-time procedure. We have applied linear techniques of parametric modeling to estimate the CRF of the antennas from the first samples of their late-time response. These techniques considerably reduced the computation time Fig. 9 . Current at the feed point on the fractal antenna versus time.
DOTIG4; ---synthesized signal from the true CRF (Table II) .
needed to obtain the complete late-time response, in the cases analyzed of a resonant and a multiband antenna. As an example for a multiband antenna, we have chosen a fractal antenna based on the Sierpinski gasket. To calculate the true CRF, two different linear modeling techniques, SVD-Prony, and the GPoF approaches were used. The combination of both techniques was useful to determine the true CRF. 
ACKNOWLEDGMENT
The authors would like to thank Prof. Mosig from the Laboratory of Electromagnetics and Acoustics, Ecole Polytechnique Federale, Lausanne, Switzerland, for kindly allowing them to measure the input impedance of the resonant antenna during the stay of the first author, J. Fornieles Callejón, at his laboratory and C. Puentes and Dr. R. Pous, Universitat Politecnica de Catalunya, Spain, for facilitating the fractal antenna experimental results and for useful discussions on fractal antennas.
