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Abstract. Photoelectron holography constitutes a powerful tool for the ultrafast
imaging of matter, as it combines high electron currents with subfemtosecond
resolution, and gives information about transition amplitudes and phase shifts.
Similarly to light holography, it uses the phase difference between the probe and
the reference waves associated with qualitatively different ionization events for the
reconstruction of the target and for ascertaining any changes that may occur. These are
major advantages over other attosecond imaging techniques, which require elaborate
interferometric schemes in order to extract phase differences. For that reason, ultrafast
photoelectron holography has experienced a huge growth in activity, which has led
to a vast, but fragmented landscape. The present review is an organizational effort
towards unifying this landscape. This includes a historic account in which a connection
with laser-induced electron diffraction (LIED) is established, a summary of the main
holographic structures encountered and their underlying physical mechanisms, a broad
discussion of the theoretical methods employed, and of the key challenges and future
possibilities. We delve deeper in our own work, and place a strong emphasis on
quantum interference, and on the residual Coulomb potential.
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1. Overview
Attosecond (10−18s) science deals with some of the shortest time scales in nature,
and has emerged from the study of the interaction of matter with strong laser fields,
typically of intensities around I = 1013W/cm2 or higher. The key idea behind it is
to probe and ultimately steer electron dynamics in real time (for reviews see, e.g.,
[1, 2, 3]). Among other applications, electrons create or destroy chemical bonds, carry
energy in biomolecules, and information in human-made devices, so that the above-
mentioned control has the potential to revolutionize many areas of knowledge. For
that reason, strong-field phenomena such as high-order harmonic generation (HHG) or
above-threshold ionization (ATI) have established themselves as powerful imaging tools.
This is made possible because their underlying physical mechanisms, laser-induced
recollision or recombination [4], take place within a fraction of a field cycle. In ATI, an
electron is released close to the peak of the field and, if it reaches the detector without
further interaction, it is called a direct ATI electron. If it is driven back by the field
and rescatters with the parent ion, it is known as a rescattered electron [5]. For HHG,
instead of a laser-induced collision, recombination with a bound state of its parent ion
will occur, and the kinetic energy acquired in the continuum will be released as high-
frequency radiation [6]. The time for which the electron will return will be close to a
field crossing. Hence, the driving field will dictate the time window for which ionization
and recollision occur. This has led to a wide range of applications such as attosecond
pulses [7, 8], high-order harmonic spectroscopy [9] and photoelectron holography [10].
The information about the target obtained upon recollision is imprinted in the
high-harmonic or photoelectron spectra. Particularly in the case of photoelectrons,
light-induced electron diffraction (LIED) has called a great deal of attention since it
has been first proposed [11], due to the high electron recollision currents of around
1011A/cm2 incident on the target [12]. This is several orders of magnitude higher
than what is available in conventional time-resolved electron microscopy [13]. The
physical picture outlined above also makes it possible to associate specific transition
amplitudes with electron trajectories. Since there may be many pathways for an
electron to reach the detector with the same final energy, the corresponding transition
amplitudes will interfere. Due to allowing an intuitive physical interpretation, this
trajectory-based picture has been incorporated in a myriad of theoretical approaches
that allow for quantum interference. Examples are the Strong-Field Approximation
(SFA), the Eikonal Volkov Approximation (EVA), Analytical R-Matrix theory (ARM),
the Quantum Trajectory Monte Carlo method (QTMC), the Semiclassical Two-Step
model (SCTS), the Coulomb Volkov Approximation (CVA), Quantitative Rescattering
Theory (QRS), the Coulomb-Corrected Strong-Field Approximation (CCSFA), and the
Coulomb Quantum-orbit Strong-Field Approximation (CQSFA). For a review of many
of these methods see, e.g., [14] and Sec. 3.2.
Throughout the years, ultrafast imaging has moved from purely structural questions
such as the reconstruction of molecular orbitals [15], to dynamic effects such as electron
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migration in larger molecules [16, 17, 18, 8]. In all these studies, quantum interference
plays a huge role. A vital and highly non-trivial issue has been how to retrieve relative
phases from the high-order harmonic or photoelectron signal. This is exemplified by
the fact that it took six years between the seminal paper reconstructing the highest
molecular orbital (HOMO) of N2 using HHG, and the experimental retrieval of the
molecular phase shifts using the Reconstruction of Attosecond Burst By Interferences
of Two-photons Transitions (RABBIT) technique [19]. In fact, in [15] it was necessary to
postulate such phase shifts in order to achieve a successful bound-state reconstruction.
The wish to record the magnitude and the phase of photoelectron scattering
amplitudes has led to the inception of ultrafast photoelectron holography. In
conventional holography [20], interference patterns between a reference and a probe wave
are recorded and the phase differences are used to construct the hologram. Similarly,
in ATI one may employ the quantum interference between different types of electron
trajectories to obtain this information. This has been first proposed in [21]. Originally,
the definition “holographic structures” referred to those generated by the interference
of direct trajectories, for which there is no interaction with the core subsequent to
ionization, i.e., “the reference”, with those recolliding elastically with the core, i.e.,
“the probe” [22]. As the field progressed this idea has been relaxed and generalized
by some research groups, which refer to holographic patterns also as resulting from the
interference between trajectories undergoing different types of rescattering.
Within this generalized framework, several holographic patterns have been
predicted theoretically, some of which are easily identified in experiments, and some
of which are fairly obscure. Well known examples are the spider-like structure caused
by the interference of two types of forward-scattered trajectories [10, 23], and fork- [24] or
fishbone-like [25, 26, 27] structures resulting from backscattered trajectories interfering
with forward-scattered orbits. The fishbone holographic pattern is particularly sensitive
to the target structure and has been employed in [26] to probe diatomic molecules. A
largely unexplored and to a certain extent contentious issue is how the residual long-
range potential influences the contributing trajectories and the holographic patterns.
While earlier models incorporate the binding potential only upon rescattering and
employ Coulomb-free orbits during the propagation in the continuum [21, 10, 22, 25],
in the past few years there have been detailed studies of Coulomb-distorted orbits
[28, 29, 30, 31, 32, 33], whose topology is significantly altered by the residual potential
[34, 35]. A recent example is the fan-shaped structure that forms near the ionization
threshold. It is a known fact that this pattern is caused by the joint influence of the
external field and the long range of Coulomb potential, but the precise mechanism
behind it has raised considerable debate. For instance, in [36, 37, 38, 39, 40] it has
been attributed to resonances with specific bound states of the Coulomb potential
with a well-defined orbital angular momentum. In [34], it has been related to the
interference of several types of trajectories. In [28, 29] we have shown that this structure
is a type of holographic pattern resulting from the interference of direct and forward-
deflected trajectories. The residual Coulomb potential causes an angle-dependent, radial
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distortion in a pattern known as the “temporal double slit”. If Coulomb distortions are
not incorporated, the temporal double slit corresponds to the interference between two
reference, non scattering events and it is thus not classified as holographic [41, 37].
There are currently three main research trends related to photoelectron holography:
more complex targets, longer wavelengths, in the mid- or far-IR regime, and tailored
fields. These trends are not mutually exclusive and may be combined in subfemtosecond
imaging and control of electron dynamics. Longer wavelengths λ lead to larger
ponderomotive energies Up ∼ Iλ2, and thus provide the electron with larger kinetic
energies upon return [42]. This implies that the holographic patterns will be clearer
and closer to those predicted by simplified models, as Coulomb distortions become
less prominent [43]. Furthermore, large ponderomotive energies may be achieved
with lower driving-field intensities, which means that ionization of the target may
be substantially reduced. This makes the mid-IR regime more favourable for probing
complex systems, as for larger molecules the ionization potentials are typically lower.
Longer wavelengths have been successfully used in LIED of organic molecules, in order
to retrieve bond lengths and track bond dynamics in real time [44]. They have also
been used in key publications on photoelectron holography, such as those in which
spider-like patterns were first identified [10, 43, 23]. Targets such as molecules or
multielectron atoms allow for assessing/probing dynamic changes such as those involving
the coupling of electronic and nuclear degrees of freedom, core polarization, resonances,
electron-electron correlation or charge migration. Finally, external driving fields can be
tailored with the purpose of manipulating specific types of trajectories, and thus expose
holographic patterns which are obfuscated by more prominent structures. Examples are
orthogonally polarized [45, 46] or bicircular [47, 48, 49, 50] fields.
However, this hugely popular research field has evolved in a highly fragmented
way. This lack of consensus includes the main holographic patterns encountered, the
theoretical approaches developed and the current trends. The aim of the present review
is to compare, unify and organize the vast research landscape around photoelectron
holography, from its early days to the current trends, with special emphasis on
our own work on the subject. This includes a summary of the main interference
patterns identified in experiments (Sec. 2), and the theoretical models used to model
photoelectron diffraction and holographic structures (Sec. 3). In Sec. 4, we delve deeper
into the Coulomb Quantum-orbit Strong-Field Approximation, which is the method
derived and employed in our publications. Subsequently, in Sec. 5, we discuss the
key results obtained with the CQSFA. This includes the types of orbits encountered
(Sec. 5.1), single-orbit photoelectron momentum distributions (Sec. 5.2) and several
types of holographic structures (Sec. 5.3). Finally, in Sec. 6 we conclude the review
with a summary of the existing trends. We use atomic units throughout.
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2. Holographic patterns and types of rescattering
In order to understand photoelectron holography, one must first discuss laser-induced
photoelectron diffraction (LIED). In LIED, photoelectrons emitted in above-threshold
ionization (ATI) are employed to image specific targets. As an imaging tool, LIED
exhibits three key advantages: (i) It allows for high electron currents, which are orders
of magnitude higher than those in standard photoelectron microscopy; (ii) The electron
emission is highly coherent, as it is controlled by the external laser field; (iii) It allows
for resolving dynamic changes in the target with subfemtosecond resolution. Since
its early days in the late 1990s [11], LIED has led to a wide range of applications
such as the tracking of the coupling between electronic and nuclear degrees of freedom,
giant resonances, multi-orbital effects [51] and bond dynamics in real time [44]. One
should note, however, that the concept of LIED is broader than that of photoelectron
holography, as it does not necessarily involve rescattered trajectories. In fact, even
direct ATI trajectories, in which the electron reaches the detector without rescattering,
carry information about the electron’s parent ion. Rescattered trajectories are however
expected to be far more sensitive with regard to the target, so that they have been
widely studied in the context of LIED and photoelectron holography. In this section, we
will commence by discussing both and will subsequently focus on specific holographic
patterns that have been predicted or measured. Examples of laser-induced electron
diffraction patterns that are not holographic structures are ATI rings, the spatial and
the temporal double slit.
2.1. ATI rings
Ionization events associated to ATI happen at specific times, which repeat with the
periodicity of the laser field. Thus, the transition amplitudes related to events separated
by an integer number of cycles will interfere. The periodicity of the field will lead to
discrete peaks of energy
p2f
2
= nω − Up − Ip, (1)
where pf is the electron momentum at the detector, ω the field frequency, Up is the
ponderomotive energy, n is an integer and Ip the ionization potential. The remaining
frequencies will be averaged out. In photoelectron momentum distributions, this inter-
cycle interference will manifest itself as concentric rings centered around the origin of
the plane spanned by the electron momentum components parallel and perpendicular to
the driving-field polarization. In the limit of an infinitely long pulse Nc →∞, intercycle
interference is described by a Dirac-delta comb [52], i.e., the peaks given by (1) are
infinitely sharp. In [29] we show that, for a monochromatic field with a finite number
Nc of cycles, the probability modulation associated with inter-cycle interference reads
as
ΩNc(pf ) =
cos
[
2piiNc
ω
(
Ip + Up +
1
2
p2f
)]− 1
cos
[
2pii
ω
(
Ip + Up +
1
2
p2f
)]− 1 (2)
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and that the ATI rings remain invariant if the Coulomb potential is incorporated.
2.2. Temporal and spatial double slits
Temporal and spatial double slits are interference patterns that were first defined for
direct ATI, in a theoretical framework for which the residual Coulomb potential is
neglected in the electron propagation. A well-known approach that allows for tunneling
and quantum interference and falls within this category is the strong-field approximation
(SFA). The SFA neglects the electric field when the electron is bound and the binding
potential when the electron is in the continuum. Formally, the SFA may be viewed as a
Born series with a field-dressed basis, for which there is a clear-cut definition of whether
rescattering events are present or absent. Direct ATI electrons correspond to the zeroth
order term of such a series, and do not undergo any act of rescattering. The energy of
the direct ATI electrons extends up to 2Up. This corresponds to the maximal kinetic
energy that a classical electron may acquire in the absence of the Coulomb potential.
Rescattered ATI electrons correspond to the events determined by the first-order term
of the abovementioned series, for which a single act of rescattering is present.
A spatial double-slit type of interference is present for direct ATI in aligned diatomic
molecules. There will be electron emission at different centers in the molecule, so that
the associated transition amplitudes will carry different phases. This will leave quantum-
interference imprints in the ATI spectra and photoelectron angular distributions, which
will provide structural information about the molecule, such as the internuclear distance
[53]. This idea has been initially proposed in [54], and subsequently explored by several
research groups both theoretically [55, 56, 53, 57, 58, 59] and experimentally [60, 61, 62].
Since the mid 2000s, it has also been generalized to account for more complex types of
molecules, with many scattering centers, multi-electron dynamics, coupling of different
degrees of freedom, and different orbital shapes (for a review see, e.g., [1]). Spatial
double slits are also present for high-order harmonic generation [63].
The temporal double slit involves the interference of the two different types of
trajectories that occur in direct ATI, i.e., the long and the short orbits. An electron
along the short orbit will be released in the continuum towards the detector, while the
electronic wave packet following the long orbit will start on the opposite side of the
ion, return and eventually reach the detector [41, 37, 64]. The electric field at both
instants will have opposite signs and the same amplitude. Diffraction patterns coming
from ATI direct trajectories also carry information about the geometry of the bound
state from which the electron has been released, and can be manipulated using tailored
fields. This is exemplified in our previous work for both the temporal and spatial double
slits in elliptically polarized fields [57]. It is important to stress that, for the long direct
ATI orbit, return is allowed but not rescattering. This is a particularity of the methods
used in these studies, which neglect the residual binding potential in the continuum.
If the residual Coulomb potential is incorporated, the distinction between direct and
rescattered electrons become blurred. More details will be provided in Sec. 5.1.
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The role of rescattering in laser-induced electron diffraction in diatomics has been
first proposed in [65]. Therein, the emphasis was on how recollision at spatially separated
centers would affect the above-threshold ionization photoelectron angular distributions.
Nonetheless, key ideas of how to construct simplified classical models in order to compute
phase shifts are already to be found. Similar ideas have been used in [22] in order to
construct holographic patterns.
2.3. Rescattered trajectories and photoelectron holography
Photoelectron holography uses the phase difference between a recolliding (“the probe”)
and a direct (“the reference”) ATI electronic wave packet to map a specific target, as
briefly mentioned in Ref. [21]. These wavepackets may be associated with different
types of trajectories, employing the recollision physical picture. This seminal paper
touches upon the possibility of photoelectron holography as an imaging tool and hints
at it being able to resolve amplitudes and phases. Its main focus is however on images
obtained by electron-self diffraction of atoms and diatomic molecules, and on how to
maximize their resolution. A detailed account of the possible distortions that may be
caused by the external driving field is provided, together with prescriptions for avoiding
them. Nonetheless, there is an extensive discussion of the types of interference that
may occur, and on rescattered trajectories, which are classified as forward-scattered and
backscattered according to their scattering angle. Backscattered trajectories may lead
to very high photoelectron energies and have been widely studied since the 1990s, in the
context of the ATI plateau‡. Forward-scattered trajectories, in contrast, typically yield
a much lower photoelectron energy range, which is comparable to that of the direct ATI
trajectories. They have only called the attention of the strong-field community much
more recently. This sudden shift of focus may be attributed to two main reasons:
• The existence of a myriad of low-energy structures, which have been identified
in experiments and theoretical studies. Within the past decade, there have been
several measurements of near-threshold enhancements in ATI spectra for long-
wavelength driving fields. An example of such enhancements is the so-called Low-
Energy Structure (LES) reported in [68] and attributed to the interplay between the
binding potential and the external field. Other examples are the very low-energy
structure (VLES)[69] and zero energy structure (ZES)§ [71]. Although classical
in nature, these features require a strong interaction with the core, which may be
viewed as scattering. Indeed, in [72] it has been shown that the energy bunching
of neighboring low-energy trajectories that turn around the core lead to a series
of peaks whose existence neither depends on the range nor on the shape of the
potential [72, 73]. The binding potential however serves to focus these trajectories
and determines the strength and absolute position of these peaks [73]. Support
‡ The plateau is a well-known structure with ATI peaks of comparable intensities, which may extend
up to the energy of 10Up. For a review see [66], and for seminal plateau measurements see [67].
§ Sometimes called the near-zero energy structure (NZES)[70]
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for this interpretation has been provided in subsequent work, in which a detailed
investigation of the LES has been performed using classical trajectories, analytical
models and a systematic mapping of the initial conditions on the plane of the final
momentum [74]. Therein, it has been shown that the binding potential considerably
influences the transverse and longitudinal momentum components, and the role of
Coulomb focusing and Coulomb defocusing is investigated. The residual Coulomb
potential leads to looplike orbits that give rise to a caustic, and a bunching similar
to that described in [72] occurs. The changes in the electron transverse momenta
caused by the potential also play an important role. The existence of caustics,
orbits whose transverse momenta are modified by the potential, and their relation
to the LES have also been discussed in [34, 75]. Within the context of the analytical
R-Matrix theory (ARM), the LES and the near-zero energy structure are associated
with steep changes in the imaginary part of the action, which may be related to
the presence of cusps [76, 70]. Multiple forward-scattering events in the LES have
been addressed in [77]. For seminal work on Coulomb focusing see, e.g., [78].
• Recent SFA results for Coulomb-type potentials show that the contributions from the
rescattered trajectories are not obfuscated by those of the direct trajectories. It was
widely believed that, for photoelectrons whose energies extend up to the direct-
ATI cutoff energy 2Up, the direct electron contributions would prevail and thus
obfuscate those from scattered trajectories. A largely overlooked issue is however
the large scattering cross section of the Coulomb potential, which enhances the
contributions from rescattered electrons by several orders of magnitude. Extensive
studies of such types of rescattering have been done in the context of photoelectron
holography. Features such as a three-pronged fork-type structure and rhombi that
occur for scattering angles almost orthogonal to the polarization axis have been
associated with such trajectories [24, 79].
The interference between direct and rescattered trajectories and its relation to
photoelectron holography was first explored in detail in [22]. Therein, four types of
holographic structures, provided for clarity in Fig. 1, have been obtained assuming
several types of intra-cycle interference. The phase shifts between the probe and the
reference depend on the instant of ionization and recollision. Explicitly, holographic
patterns are attributed to the interference between (i) long direct orbits and forward
scattered trajectories; (ii) short direct orbits and forward scattered trajectories; (iii) long
direct orbits and backscattered trajectories; (iv) short direct orbits and backscattered
trajectories. Therein, it is argued that only pattern (i) would be easily identified in
experiments, as it is located along the polarization axis. One should note, however,
that the patterns in [22] markedly differ from those in experiments and in ab-initio
computations. An exception is perhaps pattern (i), which resembles the spider-like
structure identified in [10], and is attributed to the same type of interference (see
discussion below). Nonetheless, the model in [22] does not reproduce the converging
fringes near the origin.
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Figure 1. Fig. 3 of [22] showing the various types of holographic patterns obtained
from different types of interfering orbits. Here the notations A and B refer to the probe
and reference orbits, respectively.
This follows from the fact that, in [22], simplifying assumptions have been
performed. First, the influence of the residual Coulomb potential has been neglected,
which means that the real topology of the orbits and the Coulomb phases are not taken
into consideration. Second, the distance from the origin at which the electron is born
and the ionization rates are kept fixed. This means that contributions from ionization
times close to a field crossing are overestimated. Recent work [32] has shown that, if the
residual Coulomb potential is taken into consideration, one must considerably change
the time intervals used in order to reproduce the features reported in [22].
2.4. Most common holographic structures
2.4.1. The spider. The so-called “spider” is possibly the best known ultrafast
holographic structure. It consists of broad fringes nearly parallel to the polarization axis
extending up to very high photoelectron energies. It has been first measured in ATI
from a metastable state of Xenon in fields of intensities of the order of 1011W/cm2 and
wavelengths around 7µm [10, 22] (for even lower frequencies see [80]). Shortly thereafter,
this structure has been identified experimentally for ATI in rare gases starting from the
ground state, with near- and mid-IR driving fields [43, 23] of much higher intensities
(∼ 1013W/cm2) and has been reported by several groups in atoms [24] and molecules
[43, 81]. Traces of the spider can also be seen in [82, 83].
In [10], the phase differences observed have also been associated with the
interference of two types of forward-scattered trajectories starting from the same half
cycle of the driving field. A simple model of this structure that considers the interference
of a plane wave with a Coulomb scattering wave has been proposed in [23]. It reproduced
not only the spider, but also inner spider-like structures that occur near the ionization
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Figure 2. Photoelectron angular distributions showing the the spider-like structure.
The upper left panel was taken from the experimental results in [23], while the
remaining panels are from the seminal paper [10]. The latter three panels (A-C) show
the experimental results and distributions from computations performed with ab-initio
methods and the Coulomb-corrected strong-field approximation (CCSFA).
threshold and are associated with multiply recolliding orbits. Some features observed in
this structure, such as the fringes parallel to the driving-field polarization, as well as the
contributing orbits, were predicted qualitatively and compared with the experiments
[22]. This early model was however too simple to account for the diverging patterns
close to the threshold and the finer details of the spider-like pattern. Trajectory based
models that allow for the residual Coulomb potential and carry quantum phases, such
as the Coulomb Corrected SFA (CCSFA) and its variations [84, 34, 35], the Coulomb
Quantum-orbit Strong-Field Approximation (CQSFA) [85, 29, 30, 31] and the Quantum
Trajectory Monte Carlo method (QTMC) [86] reproduce the spider in striking detail, in
agreement with experiments and ab-initio methods. An alternative explanation for the
spider in terms of glory rescattering has been proposed in [87]. The type of interference
that leads to the spider has also been associated with side lobes encountered in angle-
resolved ATI photoelectron distributions [10]. Studies of how the spider behaves with
regard to the field parameters have been reported in [80].
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It has been initially argued that the spider-like structure is not very sensitive to
the target due to being observed for many different species, and stemming from the
interference of two distinct types of forward scattered trajectories, whose interaction
with the core is brief. Further studies however reveal that the spider-like fringes exhibit
an offset for aligned molecules [81, 88], and carry information about nodal planes
and rotational degrees of freedom [89]. An ab-initio computation of photoelectron
momentum distributions for diatomic molecules has in fact found that the spider and
other structures are very sensitive with regard to the molecular orientation, nodal planes
and the coupling of different continua [90]. For traces of the spider in the context of a
multielectron computation for CO2 see [91]. Recently, it has been proposed that phase
differences in the spider-like pattern may be used to resolve electron motion in molecules
by preparing the system in a non-stationary coherent superposition of states [88].
2.4.2. The fishbone structure. A less prominent holographic pattern is a fishbone
structure that forms for moderate to high photoelectron energies, with fringes nearly
perpendicular to the polarization axis. This structure stems from the interference of
direct and backscattered trajectories. Since backscattered trajectories spend in principle
a longer time near the core region, it is expected that they will be more sensitive
to the target structure than the forward-scattered trajectories that lead to the spider
[25, 26, 27]. Typically, however, the fishbone structure is obfuscated by the spider-
like fringes, so that the latter must artificially be removed. A simple SFA computation
proposes several possible types of interfering trajectories for this structure [27]. Therein,
however, several disagreements with ab-initio methods are pointed out and related to
the absence of the residual Coulomb potential in the model. Recently, we have shown
that the presence of the Coulomb potential will lead to spiral-like structures that are
also usually obfuscated by the spider, but may be identified for large scattering angles
[30, 31]. Within the SFA framework, it has also been proposed that structures involving
backscattered trajectories could be retrieved in a realistic setting by using orthogonally
polarized fields [92]. For an early experimental example of the fishbone structure see
Fig. 3.
2.4.3. The fan. The “fan” is a widely known pattern consisting of radial interference
fringes, which forms near the ionization threshold [36, 93, 94]. This pattern does not
occur for short-range potentials, so that it requires the interplay between the laser
field and the Coulomb potential to be able to form. In fact, it is absent both in
SFA [38, 39] computations and in the photodetachment of negative ions [95, 96, 97],
which show fringes nearly perpendicular to the driving-field polarization in this region.
In the literature, the fan-shaped structure has been interpreted as a resonant process
involving intermediate bound states with a specific angular momentum, both in the
seminal experimental work [36, 93] and in subsequent theoretical papers [37, 38, 39, 40].
Specifically, in [36] the fan’s degradation for few-cycle pulses suggested a resonance-
like character, and in [37] the fan has been related to Ramsauer-Townsend fringes, by
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Figure 3. Measured photoelectron momentum distribution for aligned D2 showing the
ATI rings and the spider [panel (a)], together with differential momentum distributions
showing the fishbone structure [panel (b)] for H2 and D2. The coordinates pz and
pperp give the momentum components parallel and perpendicular to the laser-field
polarization. From [26].
Figure 4. Photoelectron angular distributions showing the near-threshold, fan-like
structure measured in the seminal publication [93]. The momentum components Pz
and Pt are oriented parallel and perpendicular to the driving-field polarization.
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comparing it to ab-initio methods and with CMTC computations. Therein, laser-dressed
hyperbolic orbits with neighboring angular momenta have been identified as those
responsible for the fan. One should note, however, that classical-trajectory methods
do not allow for quantum interference. This means that only indirect statements about
how the fan forms can be inferred from this method.
In [40, 38], the number of fringes in the fan have been related to a specific angular
momentum, which gives the minimal number of photons necessary for the electron to
reach the continuum, and empirical rules for predicting the number of fringes have been
provided. These rules, however, work well only in the multiphoton regime‖. This,
together with the fact that he fan-shaped structure is also present for a wide range of
species, much lower frequencies and higher intensities [93], indicates that resonances
cannot be the sole mechanism behind it.
It is worth mentioning that the fan-shaped structure has also been identified using
orbit-based methods that allow for quantum interference, such as the Coulomb-Volkov
Approximation (CVA)[39], the Coulomb-corrected strong-field approximation (CCSFA)
[34, 35], the Quantum Trajectory Monte Carlo (QTMC) method [86] the semiclassical
two-step model (SCTS) for strong-field ionization [98], and the Coulomb Quantum-orbit
Strong-Field Approximation (CQSFA) [28, 29, 30, 31, 33]. However, if such methods
employ Coulomb-distorted trajectories and solve the direct problem (see discussion
in Sec. 3), they require a huge number of contributed orbits to obtain converged
photoelectron momentum distributions. This makes it difficult to ascertain how the
fan forms. The CQSFA is an exception as it only needs a few contributed trajectories
for each value of the final momentum. This means that they can be switched on and off
at will. For that reason, in our previous publications [28, 29, 30, 31] we have focused
on the question of what types of orbits are responsible for specific patterns, including
the fan. We have found that the fan may be viewed as a holographic pattern resulting
from the interference of direct with forward deflected trajectories. The latter undergo
an angular-dependent distortion due to the presence of the Coulomb potential, which
is maximal for momenta parallel to the laser-field polarization, and cancels out for
momenta perpendicular to it. These distortions take place in a fraction of the laser field,
which are much shorter than typical timescales for which resonances occur. For short-
range potentials or the SFA, these distortions are absent. In this case, one may speak of
return, but not of deflection, and the temporal double slit is recovered. The CVA obtains
the fan by considering Coulomb distortions in the final continuum state, but keeps the
same orbits as the SFA. Thus, it does not assess how the Coulomb potential modifies the
orbits [39]. One should also note that the right number of fringes has only been obtained
with the CQSFA and the SCTC methods. This is made possible due to an extra phase,
which was overlooked in the remaining orbit-based methods mentioned in this section.
‖ Roughly speaking, the multiphotoen regine is characterized by a Keldysh parameter γ =√
Ip/(2Up) > 1, where Ip is the target’s ionization potential. In this regime, tunneling is not the
prevalent ionization mechanism, but, rather, the electron is freed by multiphoton absorption. In the
multiphoton regime, resonances are extremely important. For a a more rigorous definition see [14].
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More details about this phase will be provided in Sec. 4 and can be found in [98, 28, 29].
The CQSFA, in conjunction with analytic approximations, is also an excellent means to
disentangle sub-barrier and continuum distortions and the associated phase differences
[30]. Finally, near-threshold fan-shaped fringes have also been observed in molecules
[99, 100]. Interesting features encountered therein are a marked enhancement in the
fan-like fringes, which has been related to electronic-nuclear coupling in H2 [100], and
a suppression associated to the population of Rydberg states in dimers [99].
2.4.4. Fork and Rhombi-like structures. In [24], a three-pronged fork-like structure
was observed experimentally for photoelectron momentum distributions using xenon in
long, mid-IR driving pulses (see Fig. 5 for a depiction of this structure). This structure
is nearly orthogonal to the laser polarization axis and is very sensitive to the pulse
length and frequency. In fact, it is markedly enhanced with increasing wavelength and
disappears for few-cycle pulses. Physically, it has been explained in terms of low-energy
forward scattered trajectories. An SFA computation has shown that this structure is
universal and does not necessarily require Coulomb-type potentials to form. However,
the divergent Coulomb scattering cross section makes it visible by allowing it to rise
above the contributions of the direct electrons.
A key difference between the fork and the previous holographic patterns is that its
existence is of a classical nature, similar to that leading to the low-energy structures
(LES). The fork is not caused by quantum-interference effects, but, rather, stems from
the kinematical constraints imposed upon the electron’s returning energies. This is
particularly important for orbits whose excursion times are much longer than a field
cycle. This explains their absence for few-cycle pulses. Specifically, SFA studies provide
a detailed analysis of the role of forward- and backscattered trajectories in the energy
ranges for which the fork appears, and show that it is closely related to the LES [79].
This raises the question of whether the presence of the Coulomb potential is a necessary
condition for the LES to arise. Therein, rhombi-like structures of similar origin have also
been identified. To the present date, there is no study of the influence of the residual
Coulomb potential on the fork- or rhombi-shaped structure. Because, however, the
fork occurs for momenta nearly perpendicular to the field-polarization axis, the phase
distortions introduced by the Coulomb potential when the electron is in the continuum
are expected to cancel out [28]. This very likely explains the excellent agreement of the
SFA with existing experiments in which the fork is observed.
3. Theoretical methods
In order to compute ATI spectra or electron momentum distributions, one must
determine the evolution of an electronic wave packet from a bound state to a continuum
state associated to a final momentum pf when the electron reaches the detector. This
evolution is given by the time-dependent Schro¨dinger equation, which can either be
solved numerically, or approximately. For one-electron atoms, the ab-initio solution of
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Figure 5. Photoelectron angular distribution showing the fork-like structure measured
in [24], together with traces of the spider and of the low-energy structure. The
momentum components px and py are oriented parallel and perpendicular to the
driving-field polarization.
the TDSE is meanwhile straightforward, and there are well-established Schro¨dinger
solvers available to the strong-field community [101, 102, 103]. For multielectron
systems, however, ab-initio solutions are a formidable task. Key issues are how to model
electron-electron correlation, the core dynamics, and the coupling of different degrees of
freedom. A key difficulty of a full ab-initio solution is the so called “exponential wall”,
i.e., the fact that the numerical effort increases exponentially with regard to the degrees
of freedom. This implies that a series of approximations must be made in order to render
the problem tractable. Examples are the use of the time-dependent density functional
theory [104, 105], trajectory-based grids [106, 107], the time-dependent restricted-active-
space self-consistent-field theory with space partition (TD-RASSCF-SP) [108], and the
R Matrix with time dependence [109, 110]. For discussions of classical, semiclassical,
quantum and ab-initio methods for correlated two-electron systems in the context of
laser-induced nonsequential double ionization (NSDI) see the review [111]. Here, we
will consider single-electron systems and, unless otherwise stated, use atomic units
throughout.
Our starting point will be the Hamiltonian H(t) = Ha+HI(t), of an electron under
the influence of an external laser field and a binding potential. The field-free atomic
Hamiltonian is given by
Ha =
pˆ2
2
+ V (rˆ) (3)
Ultrafast holographic photoelectron imaging 16
and HI(t) gives the interaction with the external field. In Eq. (3), rˆ and pˆ denote the
position and momentum operators, respectively. The binding potential V (rˆ) is chosen
to be of Coulomb type, i.e.,
V (rˆ) = − C√
rˆ · rˆ , (4)
where 0 ≤ C ≤ 1 is an effective coupling. The interaction Hamiltonian in the length
and velocity gauge read
HI(t) = −rˆ · E(t) (5)
and
HI(t) = pˆ ·A(t) +A2/2, (6)
respectively, where E(t) = −dA(t)/dt is the electric field of the external laser field and
A(t) the corresponding vector potential. The evolution of the system is described by
the time-dependent Schro¨dinger equation
i∂t|ψ(t)〉 = H(t)|ψ(t)〉 , (7)
which is either solved fully numerically in a specific basis set or computed semi-
analytically using a series of approximations. Some of them will be discussed below,
but our emphasis will be the strong field approximation and beyond, more specifically
the Coulomb Quantum-orbit Strong-Field Approximation (CQSFA). It is instructive to
write the time-dependent Schro¨dinger equation (7) in integral form using time evolution
operators. This leads to
U(t, t0) = Ua(t, t0)− i
∫ t
t0
U(t, t′)HI(t′)Ua(t′, t0)dt′ , (8)
where the time evolution operators Ua(t, t0) = exp[iHa(t− t0)] and
U(t, t0) = T exp
[
i
∫ t
t0
H(t′)dt′
]
, (9)
where T denotes time-ordering, are associated with the field-free and full Hamiltonians,
respectively, evolving from an initial time t0 to a final time t. Above-threshold ionization
requires computing the transition amplitude
〈
ψpf (t)|U(t, t0)|ψ0
〉
from a bound state
|ψ0〉 to a final continuum state |ψpf (t)〉 with momentum pf , which may be written as
M(pf ) = −i lim
t→∞
∫ t
−∞
dt′
〈
ψpf (t)|U(t, t′)HI(t′)|ψ0(t′)
〉
, (10)
with |ψ0(t′)〉 = exp[iIpt′] |ψ0〉, where Ip is the ionization potential. One should note that
Eq. (10) is formally exact, and it is used to construct many of the approaches presented
below. Perturbation theory with regard to the laser field is obtained by iterating Eq. (8).
This specific series works well for weak fields, but breaks down in the parameter range of
interest. Below we will briefly discuss the theoretical orbit-based methods whose starting
point is Eq. (10) approximating the time-evolution operator (8). We will examine the
SFA and CQSFA in more depth, as these are the approaches that lead to our main
results and to our publications that are revised in this work.
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3.1. Strong-field approximation
The strong-field approximation, also known as the Keldysh-Faisal-Reiss (KFR) [112,
113, 114] theory, is the most widespread semi-analytical approach employed in the
modelling of strong-field ionization. In its standard form, it consists in replacing the
full time evolution operator (9) by the Gordon-Volkov [115, 116] time-evolution operator
U (GV ) related to the Hamiltonian
H(GV )(t) =
pˆ2
2
+HI(t) (11)
of a free particle in the presence of the laser field. This brings a key advantage as the time
dependent Schro¨dinger equation using the Hamiltonian (11) can be solved analytically.
This procedure will lead to the SFA transition amplitude for the ATI direct electrons.
The SFA may also be generalized to account for rescattering by proceeding as
follows. One commences by noticing that the full time-evolution operator may also be
written as
U(t, t0) = U
(GV )(t, t0)− i
∫ t
t0
U(t, t′)V U (GV )(t′, t0)dt′ , (12)
in terms of the Gordon-Volkov time evolution operator. If one now iterates Eq. (12)
to first order in V and inserts the resulting expression in Eq. (8), the zeroth and the
first-order term in the series will give the direct and the rescattered electrons when the
resulting time evolution operator is employed in (10). It is commonly accepted that the
“rescattered electrons” contain one act of rescattering. One may also write the direct
ATI transition amplitudes in terms of the binding potential V . Explicitly, this yields
Md(p) = −i
∫ ∞
−∞
dt′〈p+A(t′)|V |ψ0〉eiSd(p,t,t′), (13)
where
Sd(p, t, t
′) = − lim
t→∞
1
2
∫ t
t′
[p+A(τ)]2dτ + Ipt
′ (14)
is the action describing a process in which an electron is freed in the continuum by
tunnel ionization and reaches the detector without further interaction. For a thorough
explanation and detailed derivations we refer to [117, 118, 119, 120]. One may also
combine the direct and rescattered ATI transition amplitudes in order to obtain the
expression
Mr(p) = −
∫ ∞
−∞
dt
∫ t
−∞
dt′
∫
d3k exp[iSr(p,k, t, t
′)]Vk0Vpk, (15)
which allows for up to one act of rescattering and contains, apart from the ionization
time t′ and the final time t, the intermediate momentum k as integration variables.
Thereby, the action reads
Sr(p,k, t, t
′) =
− 1
2
∫ ∞
t
[p+A(τ)]2dτ − 1
2
∫ t
t′
[k+A(τ)]2dτ + Ipt
′. (16)
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In the SFA, the influence of the core is incorporated in the ionization prefactor
Vk0 = 〈k+A(t)|V |ψ0〉 (17)
and in the rescattering prefactor
Vpk = 〈p+A(t)|V |k+A(t)〉 . (18)
Although Eq. (15) also contains direct electrons, it is more convenient to employ the
transition amplitude (13) in this case. Calculating the direct electrons from Eq. (15)
would require the computation of limits and is thus more cumbersome. This is referred
to by some groups as ISFA (improved SFA).
A very intuitive description can be obtained if Eqs. (13) and (15) are solved using
saddle-point methods. This requires seeking the values of the ionization times t′, the
rescattering times t and of the intermediate momentum k so that the actions (14) and
(16) are stationary, i.e., their derivatives with regard to such variables must vanish. The
saddle-point equation obtained from the direct action Sd(p, t
′) reads
[p+A(t′)]2 = −2Ipt′, (19)
which gives the kinetic energy conservation at the ionization time. Eq. (19) has no real
solutions, as a direct consequence of tunnel ionization having no classical counterpart. If
the condition ∂Sr(p,k, t, t
′)/∂t′ = 0 is imposed upon (16), a formally identical equation
will follow, with the final momentum p being replaced by the intermediate momentum
k. This gives
[k+A(t′)]2 = −2Ipt′. (20)
The condition ∂Sr(p,k, t, t
′)/∂t = 0 leads to the conservation of energy
[p+A(t)]2 = [k+A(t)]2 (21)
upon recollision, and ∂Sr(p,k, t, t
′)/∂k = 0 restricts the electron’s intermediate
momentum k, such that it must return to the site of its release, i.e., the origin. Explicitly,
k = − 1
t− t′
∫ t′
t
A(τ)dτ. (22)
Physically, the approximations introduced above have the following consequences:
• The influence of the laser field is neglected when the electron is bound. This means
that the SFA does not take into consideration processes involving bound states
only, such as excitation, the core dynamics, or field-induced distortions such as
Stark shifts. It is also quite common to neglect bound-state depletion. One may
however modify the SFA in order to include such effects to a certain extent. Bound-
state polarization has for instance been introduced in [121]. Furthermore, electron-
electron correlation and excitation have been incorporated in our previous work
[122] and [123], respectively. For a thorough review on these issues see [124].
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• The influence of the residual binding potential is neglected when the electron is in the
continuum. This implies that the field-dressed momentum is conserved, and that
the influence of the core is incorporated via prefactors at a single point, namely the
origin. Relaxing this approximation leads to several Coulomb-distorted approaches,
whose overview will be provided here.
• Formally, the SFA may be viewed as the Born series with a modified, field-dressed
basis. This allows a clear distinction between direct and rescattered events. This
becomes even clearer if one looks at the saddle-point equations stated above and
the corresponding actions. Eqs. (14) and (19), in principle, allow return, but not
rescattering, while Eqs. (16), (20), (21) and (22) allow a rescattering event to occur.
• If the steepest descent method is used, one gains an intuitive orbit-based
interpretation but loses the spatial and momentum widths at the instant of
ionization and recombination that would stem from the uncertainty relation.
Relaxing these approximations has shown some softening on phase jumps in
molecular HHG [125] and quantitative differences in the HHG spectra [126].
One should note, however, that there exists a more general formulation of the SFA
which takes into consideration exact scattering waves instead of Volkov states. This
formulation has been developed in [127] and is reviewed in [124].
3.2. Beyond the strong-field approximation
In this section, we summarize several orbit-based theoretical methods and models
that incorporate Coulomb effects in the continuum. Some of them, such as the
Coulomb Volkov approximation (Sec. 3.2.1) and the Quantitative Rescattering Theory
(Sec. 3.2.2), rely on factorization and modified continuum states, but employs
orbits from the SFA, either direct or rescattered. The low-frequency approximation
(Sec. 3.2.3) is developed along similar lines, but employs a higher-order Born expansion.
Other methods either include Coulomb distortions in the orbits approximately or
perturbatively. For instance, the Coulomb-corrected Strong-Field Approximation
(CCSFA) (Sec. 3.2.4) expand the orbits perturbatively around the SFA, while the
Eikonal Volkov Approximation (EVA) (Sec. 3.2.6), employ a field-dressed Wentzel-
Krammers-Brillouin (WKB) and further approximations in the scattering angles. This
makes it possible to compute the orbits recursively starting from the SFA, and makes
the EVA suitable for the outer region in the Analytical R-Matrix (ARM) theory
(Sec. 3.2.7). One may also treat the Coulomb potential and the laser field on
equal footing by solving classical equations of motion in which both are present in
order to describe the continuum propagation, but incorporating these equations in
the action, so that quantum interference is included. This is the procedure taken
in the Trajectory-Based Coulomb SFA (TCSFA) (Sec. 3.2.5), which is similar to the
CCSFA, but non-perturbative with regard to the residual potential, and in path-integral
strong-field approaches such as the Quantum Trajectory Monte Carlo (QTMC) method
(Sec. 3.2.8), the semiclassical two-step model (SCTS), the semiclassical approximation
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Figure 6. Timeline with a schematic “family tree” of the orbit-based approaches
discussed in this review. The blue boxes signal changes in the orbits from the
plain, direct SFA, by including rescattering (pale blue), incorporating the orbits
approximately or perturbatively (sky blue), treating the Coulomb potential and laser
field on equal footing (dark blue). The orange color indicates changes in the scattering
states, which can either be performed via factorization (CVA, CVA2, QRS), or by
including higher-order terms in the field-dressed Born series (LFA). White and pale blue
stripes indicate that the direct or rescattered SFA orbits are included, respectively. The
outlines of the boxes and arrows indicate to which “family” a specific approach belongs.
Dark blue outlines refer to approaches which used KFR/SFA methods as a starting
point, red outlines refer to those derived from path integral methods using time slicing
techniques, and green outlines indicate those for which, in addition to path integral
methods, the quasi-static Ammosov-Delone Krainov (ADK) rate has been used to
weight the initial distribution of orbits. For the Eikonal Volkov Approximation (EVA),
we used a black outline as it is strongly based on the WKB approximation, although
it is indirecty related to the KFR theory. The magenta boxes and contours indicate
that a partition in space and boundary conditions have been employed, in the spirit of
the R-Matrix theory. The approach in [128] is called ”Semiclassical Approximation”
as it is constructed as the semiclassical limit of the path-integral transition amplitude,
but no specific name so far has been given the author. Most approaches in the dark
blue boxes use real trajectories in the continuum, with the exception of the complex
CQSFA. This is explicitly indicated by the words “real” or “complex”.
for strong-field processes, and the Coulomb-Quantum Orbit Strong-Field Approximation
(CQSFA). The latter is the method employed by us and will be discussed in more detail
in Sec. 4. In order to facilitate the discussion, a brief timeline with these methods is
shown in Fig. 6.
Further approximations and differences in implementation exist in all the above-
mentioned methods, the most important of which are:
• Real orbits in the continuum. All methods with full Coulomb distortion in the
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orbits (see dark blue boxes in Fig. 6), except a very recent version of the CQSFA,
employ real orbits in order to describe the electron’s continuum propagation. This
is due to the fact that complex orbits lead to branch cuts, which are tractable if
the orbits are Coulomb free or if approximate methods are employed around the
SFA, but are much more difficult to tackle otherwise.
• Adiabatic tunneling rates. Because sub-barrier dynamics are not easy to address
if Coulomb-corrected or Coulomb-distorted orbits are taken (sky blue and dark
blue boxes in Fig. 6, respectively), some methods, such as the QTMC and the
SCTS employ adiabatic, cycle-averaged tunneling rates to weight the initial orbit
distributions (see dark blue boxes in Fig. 6 outlined in green). Methods that go
beyond that must make several approximations in order to deal with this part of the
problem, which includes cusps and singularities. A proper treatment of sub-barrier
dynamics also requires complex orbits, and the above-mentioned tunneling rates
provide a way to avoid them.
• Direct vs inverse problem. The full presence of the Coulomb potential in the
continuum significantly alters the topology of the orbits. This makes it difficult
to guess their shapes, relevance or main features. For that reason, methods such
as the TCSFA, QTMC and SCTS solve the direct problem, i.e., given the initial
momentum distribution, they employ a shooting method and a large number of
contributed orbits (typically 108 − 109). Once these orbits have been propagated
in time, they are binned according to the resulting final momentum. An advantage
of this type of implementation is that it is versatile, as it can be easily adapted
to different targets and driving-field shapes. Furthermore, the initial momentum
distribution is also known. Two major disadvantages are however the presence of
cusps and caustics if sub-barrier corrections are included, and the huge number of
contributed orbits. Another possibility is to solve the inverse problem, i.e., given a
final momentum, find the corresponding initial momentum assuming a specific type
of orbit and sub-barrier corrections. This approach is typically used if the Coulomb
potential is only incorporated approximately around the SFA (see sky blue boxes
in Fig. 6), and, for fully Coulomb-distorted orbits, in the CQSFA. Advantages of
solving the inverse problem are: (i) a much smaller number of contributed orbits,
typically four for fixed final momentum components; (ii) “cleaner” interference
patterns and a better control over cusps and caustics, which facilitates the inclusion
of sub-barrier corrections and complex trajectories. A drawbacks is the loss of
versatility, i.e., prior knowledge of the approximate behavior of the orbits and
precise initial guess conditions are required. This is because the inverse problem is
harder to solve.
One should bear in mind that this is only a short summary. A discussion of these
methods, focused on their advantages, shortcomings, approximations, implementation
and on their success in reproducing specific holographic structures, is provided below.
For a summary of the the features included in many of these models see Table 1 presented
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subsequent to the discussion.
3.2.1. Coulomb-Volkov approximation (CVA) In order to account for Coulomb effects
in the continuum one approach one may replace the Gordon-Volkov states with so
called Coulomb-Volkov states, which approximately account for both the laser field and
the Coulomb potential. To make the problem tractable it is assumed that the laser
distorts the Coulomb continuum adiabatically. Then, the resultant Coulomb-Volkov
wavefunction is the product of a Coulomb continuum scattering state and a Gordon-
Volkov state. Explicitly, the final state of the system reads
〈r|ψ(CV )p (t)〉 = ψ(CV )p (r, t) = ψ(C)p (r)ψ(GV )p (r, t), (23)
where ψ
(C)
p is the field-free Coulomb scattering wave for the (final) continuum state and
〈r|ψ(GV )p (t)〉 = ψ(GV )p (r, t)
=
exp[i[p+A(t)] · r]
(2pi)3/2
exp iSd(t, t
′), (24)
is the Gordon-Volkov wavefunction. In (24), Sd(t, t
′) is given by the SFA action for
direct ATI [Eq. (14)]. This ansatz is then used in the direct ATI transition amplitude.
The above-stated equations show that, in the CVA, the propagation from the instant
of ionization to the instant of detection is Coulomb-free, as it is dictated by the Volkov
propagator. A summary of the history and main results of the CVA can be found
in the review [14]. This method was originally proposed in a strong field context in
Refs. [129, 130] and since then there has been a wealth of publications further developing
it [131, 132, 133, 134, 135, 136, 137, 138, 39, 139, 64].
One of the early successes of the CVA was that it was found to break a four-
fold symmetry in the momentum distributions for photoelectrons ionized via elliptically
polarized fields [133, 135] that was exhibited by SFA-like approaches but was not
observed in experiments [140]. In the case of relatively high frequency and low
intensity linearly polarised laser fields it was found [39] that the CVA had markedly
better agreement with ab-initio solutions than the SFA (left panels in Fig. 7) for low
photoelectron momenta in the multiphoton regime.
On the other hand, this agreement worsens for higher photoelectron momenta
or lower-frequency fields (right panels in Fig. 7). In fact, because the continuum
propagation uses Volkov states, the CVA is only suitable for a parameter range in which
significant Coulomb distortion of the continuum propagation is not required. Thus, it
is not surprising that the CVA reproduces the fan in the multiphoton regime, as the
Coulomb factor in Eq. (23) can describe a resonant behavior appropriately. However, the
CVA does not satisfactorily reproduce interference effects in the low-frequency regime,
as in this case the Coulomb potential would exert a strong influence on the electron
continuum propagation. In the right panels of Fig. 7, one clearly sees that, in this latter
caase, the CVA neither reproduces the correct number of fringes in the near-threshold
fan, nor the spider-like structure, which is almost absent.
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Recently however, an alternative version of the CVA [141], known as the second
order CVA or CVA2 has been used to account for rescattering by using the Born
expansion, introduced in the above section, replacing the scattering states in the SFA
with Coulomb-Volkov states. This enables the CVA to account for hard-rescattering in
the same way as the SFA and extends its description to the high energy photoelectron
momentum distributions. Care should be taken with this method, as Coulomb-Volkov
states are not solutions of the Schro¨dinger equation and their use will introduce errors
in a non-standard way. Additionally, there is some inconsistency using Coulomb-Volkov
states in direct terms if a Born series about the potential has been applied. The direct
terms will contain only a Gordon-Volkov time evolution operator so should not contain
any Coulomb effects, only the rescattered term will contain the full time evolution
operator that will warrant this. Hence, it is not clear what effects are neglected and
some parts may be “doubly”/ over accounted for. However, as the original CVA did not
reproduce effects due to rescattering electrons there is an empirical reason to construct
such a model and “doubly” counted effects will most likely be small.
In its original form the CVA was not suited for use in electron holography, adding
no real improvement over the SFA for the typical parameter range. Furthermore,
the lack of quantum trajectories/orbits made it difficult to interpret any interference
holographically. In its current form, the CVA has been used to study some holographic
effects [141, 142] in some cases exploiting the new-found ability to account for
rescattering. However, the CVA still tends to closely mimic the SFA for the low
frequency fields used in holography (see Fig. 5 in Ref. [142]). This prevents a good
description of effects that deviate non-perturbatively from the ‘traditional’ SFA such
as the LES¶ [144], which the CVA does not correctly reproduce. Thus, the CVA can
be used to interpret and understand holographic interference, but mainly by exploiting
and improving the mechanisms that already qualitatively exist in the SFA.
3.2.2. Quantitative rescattering theory (QRS). The QRS, also referred to as scattering-
wave SFA (SW-SFA) in earlier papers [145, 146, 147, 148, 149, 150, 151, 152], uses
a particular factorization of the momentum dependent transition amplitude. This
can be employed to describe processes in which electron recollision or recombination
occurs, such as HHG, high-order above-threshold ionization (HATI) and NSDI. For
more information on the QRS method and its current status see the review [152] and the
tutorial [153]. With this factorization the momentum dependent probability distribution
is then written as
M(p) = W
(
p(r)
)
σ
(
p(r), θ
)
, (25)
where σ(p(r), θ) is the differential elastic scattering cross section between free electrons
with momentum p(r) at the instant of rescattering, and scattering angle θ and the ion,
¶ In fact, it has been shown [143] that, by considering previously neglected forward scattered
trajectories, the LES can be reproduced within the SFA. Thus, if this were applied to the CVA,
presumably it would be able to reproduce the LES as well.
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Figure 7. Photoelectron momentum distributions plotted in a logarithmic scale
computed using the SFA, CVA, and an ab-initio TDSE calculation, [panels (a), (b)
and (c), respectively]. The left and the right columns are Figs. 1 and 3 in Ref. [39],
respectively. The field strength F0, its frequency ω and the pulse length τ are given at
the the top of both columns.
while W (p(r)) describes the flux of a returning wavepacket. It is shown that the flux term
can be treated accurately by the SFA, while the dipole term uses a Coulomb scattering
wave to account for effect of the Coulomb attraction of the ion. The final momentum p
is given in terms of the momentum of the returning wavepacket by
p = p(r) −A (t(r)) , (26)
where t(r) denotes the rescattering time. This factorization was tested both theoretically
[145, 146, 149] and experimentally [154] and found to work well in key cases for atoms
[145, 147, 149] and molecules [146, 150], in comparison with ab-intio solutions. For an
example of a photoelectron spectra for ATI calculated with the QRS see Fig. 8, where
it is compared with ab-initio methods. Following this success it was used to explain the
species dependence of the high-energy plateau in HHG [145, 147, 146] and HATI [148]
and was applied to HHG of small [150] and even polyatomic [155, 156, 157] molecules
where ab-intio solutions would be too intensive. Despite this, it has been stated that
[152] using the QRS to model HHG for complex polyatomic molecules is troublesome
as it is a single active electron model that does not account for the electron or nuclear
correlations. Recently, in Ref. [51], it was argued that for CF3I there are contributions
from many orbitals for the photoelectron distributions. Thus, single active electron
models, where only the highest-occupied molecular orbitals are considered (such as the
QRS) will not be successful.
The QRS method works well for the range of intensities of interest for photoelectron
holography. However, in contrast to CVA it does not describe the direct electrons in
ATI and thus is not suited to study most holographic interference patterns as it will not
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Figure 8. Momentum dependent ATI photoelectron distributions of Na (a) and K
(b) atoms computed using the TDSE and the QRS model for a field of peak intensity
1.0 × 1012 Wcm−2 and wavelength 3.2 µm over five optical cycles. The plots use a
logarithmic scale. Fig 2 of [148].
account for the reference signal. Despite employing a trajectory-based approach for the
returning wavepacket this description uses SFA orbits. Thus the Coulomb potential is
neglected in the continuum propagation besides hard scattering events. Then, although
this method can certainly be used for imaging purposes such in HHG spectroscopy (e.g.
[151, 156]) or using a LIED technique in ATI [68, 48], the target information will not
be encoded in the trajectories but in the scattering cross-section term.
3.2.3. Low-Frequency Approximation (LFA). The idea behind the LFA is to factorize
the transition amplitude in a similar fashion to the QRS. However, this is achieved by
extending the Born series expansion about the potential to beyond first order. A early
form of the LFA was proposed in [158] but it was developed and used in a strong field
context in the following publications [159, 160, 161, 162, 163, 164]. Eqs. (13) and (15)
give the zeroth and first-order terms in the Born expansion, which are usually associated
with direct and rescattered electrons, respectively. The inclusion of the first-order term
is sometimes referred to as the improved SFA (ISFA) or SFA2. The Born series is
obtained by iteratively substituting Eq. (12)+ into Eq. (10). Both equations are formally
exact and an approximation is only made when, after iteration, the remaining full time-
evolution operators are replaced by their Gordon-Volkov counterparts. Repeating this
process twice and retaining the full time time evolution operator adds an additional
“correction” term to the standard rescattering transition amplitude, namely
M (2)r (p) = (−i)2 lim
t→∞
∫ t
−∞
dt′
∫
d3k
∫ t
t′
dt′′
[
VpkVk0e
iSr(p,k,t,t′)
− i
∫ t
t′′
dt′′′ 〈ψ(GV )p (t′′′)|V U(t′′′, t′′)V |ψ(GV )k (t′′)〉︸ ︷︷ ︸
M(c)(p,k)
〈ψ(GV )k (t′)|HI(t′)|ψ0(t′)〉
]
,
(27)
+ Note that an alternative form of Eq. (12) is used for LFA, where the full and Gordon-Volkov time
evolution operators are swapped in the integrand.
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where the Gordon-Volkov states are defined in Eq. (24). The extra term can be
interpreted as describing two rescattering events. Including it makes the total transition
amplitude formally exact. Now as in [159], one of the seminal papers, the LFA is used to
further evaluate M (c)(p,k). The assumption is made that, if the laser intensity is high
and its frequency is low, the laser-dressed momentum will change only a little between
rescattering events. This means that one may use a stationary approach in the second-
order term in Eq (27). Explicitly, the time evolution operator U(t′′′, t′′) is replaced by
the time-independent Green’s operator GV (Ek+A(t′′′))δ(t
′′′− t′′) calculated at time t′′′ for
the field-dressed instantaneous energy
Ek+A(t′′′) =
1
2
[k+A(t′′′)]2 . (28)
Using this approximation, it is possible to write the whole rescattered contribution,
in a similar fashion to the QRS, as a product of a differential cross section of the
laser-free continuum electron back to the initial bound state and a returning electron
wavepacket part. This procedure changes the scattering states but leads to the same
orbits as the improved SFA as given by Eq. (16), and the resulting transition amplitude
can be evaluated using the saddle-point or uniform approximation.
In [162], it was argued that the QRS is equivalent to taking only a single (short)
orbit in the above expression. It has even been stated [165, 163] that the QRS can be
derived entirely from the LFA by making some additional approximations. However, an
exact correspondence between these two methods is not completely clear as the cross-
section in the QRS is between a continuum-scattering state (accounting for the Coulomb
potential) and the ion, which is evaluated exactly using ab-initio techniques. However,
in the LFA the cross-section is between Gordon-Volkov states and the initial atomic
state. A further difference with regard to the QRS is that the transition amplitude in
the LFA is in integral form, due to applying the relations for the time-evolution operator.
This integral is then evaluated using the saddle-point approximation.
There has been extensive comparison between the LFA and the ISFA with
improvements found both in the high-energy ATI spectra [159, 160, 162] and in the
low-energy part when studying the LES [163]. Reasonable agreement has been found
when compared to experiment for the ATI spectra of atoms [161, 162]. A comparison
with ab-initio methods has been performed for the case of photodetachment of F−
[162], see Fig. 9, and in the extension of the LFA to HHG [164] with bicircular laser
fields. In both cases very good agreement with the TDSE was found. The LFA has also
been extended to beyond the dipole approximation for ATI of H+2 , where good agreement
was found along the momentum components parallel to the laser field polarization when
compared to ab-initio methods [166].
The LFA is a fully fledged quantum-orbit method and unlike the QRS it has been
shown to give improvements in the low and high-energy part of the ATI spectrum.
For these reasons, it seems appropriate to apply this method to electron holography.
Despite this, the LFA does not satisfactorily reproduce the holographic interference of
interest that arises for linearly polarized fields. This may be because only hard-scattering
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Figure 9. Computations from Fig. 2 of [162] using the ISFA, LFA and TDSE, left,
middle and right, respectively, which show the photoelectron detachment rate of F−
over the electron emission angle θL and the detached electron energy Ep/Up in a
logarithmic scale. The driving field was taken to be linearly polarized, with a peak
intensity of 1.3×1013W/cm2 and wavelength of 1800 nm. The TDSE computation
employed a pulse with a cos2 envelope over 15 optical cycles.
Coulomb effects are considered and Coulomb-distortion of the orbits is not incorporated.
These distortions include deflections and soft collisions, which may happen away from
the origin. For linearly polarized fields these “soft” Coulomb effects have been shown to
be crucial for the correct formation of interference structures present in the distributions
[28, 29]. The Born series will in theory, if taken to high enough order, describe all
Coulomb effects. However, the direct orbits in Born-series approaches neglect Coulomb
distortion and deflection. Instead, these effects will be described in terms of the higher
order terms that relate to orbits undergoing multiple hard recollisions. This is an
inappropriate basis with which to describe “soft” Coulomb effects and as such should
not be expected to converge quickly for cases where this plays an important role.
3.2.4. Coulomb-Corrected SFA (CCSFA). The CCSFA [167, 168, 84, 169] introduces
Coulomb effects perturbatively to the SFA in the action. For a detailed introduction
to the CCSFA see the review [14]. The peturbative expansion is implemented after the
application of the saddle-point approximation to Eq. (10). Both the action and the
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trajectories can be expanded in the following way
r(pf , t) = r
(0)(pf , t) + r
(1)(pf , t) + . . . (29)
p(pf , t) = p
(0)(pf , t) + p
(1)(pf , t) + . . . (30)
S(pf , t) = S
(0)(pf , t) + S
(1)(pf , t) + . . . , (31)
where the zeroth order gives the Coulomb-free trajectories and the direct SFA action
[Eq. (14)]. The first order correction to the action is then given by
S(1)(pf , t) =
∫ t
ts
dτ
C
|r(0)(pf , τ)| , (32)
where a hydrogenic Coulomb potential has been used and C is the Coulomb correction
factor, set to unity for singly charged ions. The corrections are all dependent on the
final momentum, thus the CCSFA uses an inverse solution approach. The final transition
amplitude can be written as
M(pf ) =
∑
s
C(ts) exp (iS(pf , ts) + iF (pf , ts)) , (33)
where ts are the corrected times of ionisation given by inserting a corrected initial
momentum p0 into to the solutions of the saddle-point equation (19), C(ts) is the SFA
prefactor,
F (pf , t) = r · [pf +A(τ)]
∣∣∣∣t
ts
≈ F (0)(pf , t)± C/
√
2Ip, (34)
The Coulomb phase is integrated along the whole temporal contour, even up to the
singularity. A regularization procedure has been introduced to remove the singularity,
in which the asymptotic form of the initial bound state wavefunction is matched to the
action for a matching time t∗, where the laser is dominant over the Coulomb force but
only a fraction of a laser cycle has taken place since ionization. A detailed formulation
of the procedure is given in [167, 14]. Bound-state regularization was also applied to
other methods that use a Coulomb phase such as the EVA [170] and the CQSFA [33]
discussed below.
This method is in theory very quick to calculate. However, a particularly
debilitating issue that affects it (and all methods that employ a Coulomb phase)
is branch cuts, which arise due to the complex trajectories in the square root of
Eq. (32). This causes defects in the momentum distributions if crossed in the temporal
integration contour. Recently, algorithms that avoid the branch cuts have been
introduced [171, 76, 33], these work well for such perturbative methods, enabling 2D
photoelectron momentum distributions to be produced without defects or additional
approximations. (For an example see Fig. 20). This will be discussed in more detail
later in this review in Secs. 4.0.3, 5.1.2 and 5.5. The CCSFA, together with branch-cut
corrections, was successfully used to explain orders of magnitude difference between ab-
initio methods and the SFA around the direct ATI cutoff, in terms of soft recollisions
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[172]. This description required complex trajectories so that the overall probability
could be modified during recollision.
The CCSFA provides a consistent and clear extension of the SFA but as a
perturbative extension of the direct SFA there are many effects it can not account for.
One obvious extension is to solve Newton’s equations for the trajectories, including both
the laser and Coulomb interaction on an equal footing, instead of using a perturbative
expansion. This extension of the CCSFA is referred to as the TCSFA and will be
discussed next. Another option could be to, similar to the CVA, include the SFA
rescattered electrons. However, using two alternative perturbative series could make
the method lose consistency and it may be unclear what effects are included or left
out. Recently, the CCSFA has been extended to describe HHG [173], which shows it is
possible to incorporate the returning wavepacket in this method.
3.2.5. Trajectory-Based Coulomb SFA (TCSFA) In the TCSFA [34, 35] the CCSFA
is built on by including equations of motion that include the Coulomb potential for
continuum trajectories. Thus the trajectories are now described by
r˙(τ) = p+A(τ) p˙(τ) = −∇V (r(τ)). (35)
Solving these equations of motion in conjunction with the tunnel ionization [Eq. (19)]
led to a new categorization of quantum orbits [34] (later also used in the CQSFA)
of four possible contributing trajectories for each final momentum point. Methods
that solve the full Newton’s equations of motion including the Coulomb potential
are some times called Coulomb-distorted trajectory approaches. This approach led
to unprecedented qualitative agreement with ab-initio methods for the direct ATI 2D
momentum distributions. In an additional publication the TCSFA was used to show
the importance of including the Coulomb phase in the action for the tunnelling part
of the trajectory, known as sub-barrier Coulomb-corrections (sub-CC), see Fig. 10. It
was shown that as well as influencing the overall tunnelling probability, the interference
patterns in momentum distributions were also affected by sub-CC [35]. Recently, a
version of the TCSFA was formulated that goes beyond the dipole approximation [174].
In contrast to the CCSFA and CQSFA, the TCSFA solves the direct problem by
specifying the initial rather than final momentum in a shooting method. The resulting
final momenta are binned similar to some Monte Carlo approaches such as the QTMC
and SCTS methods, see Table 1. Because the momentum is not conserved, an extra
p˙ · r term must be incorporated in the action, as it is written in phase space. This
term is not included in the TCSFA. It has been conjectured [29] that this results in
some discrepancies when compared with ab-initio solutions, such as the wrong number
of fringes appearing on the inner ATI ring for the fan-like structure [35]. Branch cuts
are an even bigger problem for Coulomb-distorted trajectory models because of the
complex square root in equations of motion. There are no full solutions to this branch
cut problem, but a partial one has been suggested in [33]. In the TCSFA (and most
other models of this type), branch cuts are avoided by taking real trajectories in the
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Figure 10. Photoelectron momentum distribution for H(1s), computed using the
TDSE, plain SFA and TCSFA without and with sub-CC, [panels (a-d), respectively].
The driving field has a peak intensity of 1014 W/cm2 wavelength of 2µm, and a sin2-
envelope over four optical cycles. The plots are presented in a logarithmic scale. Fig. 2
of [35].
continuum. This is only a partial remedy because, as shown in Refs. [175, 171, 172],
complex trajectories are essential for capturing certain physical effects, such as the
effective deceleration of the electron wavepacket due to the Coulomb potential. In
principle, the TCSFA could be used for holographic imaging. However, the caustics in
the 2D momentum distributions may cause some difficulties. Additionally, the binning of
trajectories into final momenta makes it is more difficult to isolate particular interference
effects than other methods. On the other hand, the binning approach means that classes
of solutions for the trajectories do not have to be known in advance. This makes it much
easier to generalize the TCSFA to more complex systems and/or driving fields, for which
the classes of solutions for the trajectories may change significantly.
3.2.6. The Eikonal-Volkov Approximation (EVA). The EVA [170, 176, 177] uses a
totally different approach to most quantum trajectory methods. The Coulomb field is
accounted for by corrections to Gordon-Volkov states using the eikonal approximation.
The wavefunction is written using the WKB (Wentzel-Kramers-Brilliouin) ansatz
ψ(r, t) = P (r, t) exp(iS(r, t)/~). (36)
Here S(p, t) = SGVk (r, t)+Gk(r, t), where the first term is the phase of a Gordon-Volkov
and the second is a correction/ distortion due to the Coulomb potential. This is then
inserted into the Schro¨dinger equation, expanded about ~ and terms of the same order
are collected. This results in an equation that determines Gk, which can be solved to
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integral form
Gk(r, t) = −
∫ t
T
dτV (r0(τ)) +G0k(r0(τ)), (37)
where r0 denotes the Coulomb-free electronic coordinate in the laser field. Note that,
in order to get to Eq. (37), the approximation that the change in electron momentum
during scattering is small i.e. |∇Gk(r, t)|  |k| is used. When an electron travels close
to the core, in many cases, the large change in momentum will cause this condition to
fail. However, in conjunction with this method the analytical R-Matrix (ARM) method
was developed, which enables the use of an alternative approach for electrons that come
close to the core. This is discussed in the next section.
Using the EVA one can construct continuum states |pEV AT (t)〉, that are defined by
backpropagating the field-free eikonal states from after the laser is off at time T to the
desired time t. These continuum states in position representation are given by
〈r|pEV AT (t)〉 =
1
(2pi)3/2
exp
[
i (p+A(t)) · r− i
2
∫ t
T
dτ(p+A)2
−i
∫ t
T
dτV (r0(τ)) + iG0p(r0(T ))
]
. (38)
3.2.7. Analytical R-Matrix (ARM) Method The ARM method [178, 179, 180] splits
the space into an inner and outer region, near and away from the atom/ molecule,
respectively. In the inner region, exact ab-initio methods are used, while in the outer
region the EVA is employed. This has the capacity to give very accurate results, while
retaining the concept of quantum trajectories. The Hamiltonian can be split into two
parts that describe the dynamics in the inner and outer regions, denoted + and −,
respectively, given by Hˆ± = Hˆ+Lˆ±(a), where Lˆ± is the Bloch operator, which preserves
the hermiticity of the both the regions and is defined in position notation as
Lˆ± = ±δ(r − a)
(
d
dr
+
1− b
r
)
, (39)
where a is the radius of the circular boundary which separates the two region and b is
an arbitrary constant. In Ref. [178] b is ultimately set to b = C/
√
2Ip, which is unity
in the case of hydrogen. A solution of the TDSE for the inner and outer region may be
written integral form
ψ±(r, t) = −
∫ t
−∞
dt′
∫
d3r′G±(r, t, r′, t′)L±ψ(r′, t′), (40)
where G±(r, t, r′, t′) = 〈r|U±(t, t′)|r′〉 is the Green’s function in the inner or outer region.
The initial wavefunction ψ(r′, t′) can be taken as the atomic ground state before the laser
is turned on. This can be inserted into the outer equation to describe the ionization
process
ψ−(1)(r, t) = −
∫ t
−∞
dt′
∫
d3r′G−(r, t, r′, t′)
× L−ψ0(r′) exp(iIpt′). (41)
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To describe a wavepacket returning to the region of the core ψ−(1) may be substituted
into the inner equation to get ψ+(2), then finally the scattered wavepacket is described
by inserting ψ+(2) into the outer equation to get ψ
−
(3). In theory this process could be
repeated for further recollision processes but the parameter a is chosen such that return
to the inner region results in a “hard” recollision and thus the electron wavepacket is
unlikely to return. The saddle point approximation is applied to the integrals stemming
from Eq. (40), resulting in a complex time of ionization in common with other quantum
orbit approaches. For the propagation in the outer region the EVA is exploited to make
this region easy to solve. The Green’s function for the outer region is replaced with one
constructed via the EVA
G−(r, t, r′, t′) = 〈r|UEV A(t, t′)|r′〉 (42)
= θ(t− t′)
∫
dp 〈r|pEV AT (t)〉 〈pEV AT (t′)|r′〉 , (43)
where the states |pEV AT (t)〉 are given by Eq. (38). One of the main benefits of the ARM
method is that it incorporates a rigorous approach to “hard” scattering, something that
is missing from many approaches such as the CCSFA, TCSFA and CQSFA. Additionally,
it is easy to extend to many electron systems, shown in [181], as the R-matrix method
is already designed for this.
The combination of the EVA and ARM has given very good results. For example it
has been used in the case of nearly circularly polarized fields leading to the interpretation
of ionization times in the attoclock∗ [180, 182]. This demonstrates that, for hydrogen,
there is no tunnelling delay once effects due to the Coulomb potential have been
accounted for. A high level of accuracy was achieved for the ARM computations
for nearly circularly polarized light, as, in comparison with three different ab-initio
solutions, deviations did not exceed 2% [182]. Furthermore, it was used to show that
including the imaginary part of the complex trajectories improves agreement with ab-
initio solutions of the TDSE and can be related to wave-packet deceleration by the
Coulomb potential [175]. In a recent set of three companion papers [183, 184, 185], the
ARM method is extended to look at the effect of fields with non-vanishing ellipticity
upon initial bound electronic states with co- and counter-rotating orbital angular
momentum. Thereby, differences in ionization yields, the interplay of the Coulomb
potential, its effect on the tunnel exit velocities and coordinate, and the high level of
spin polarization possible in the photoelectrons were examined.
Despite the high level of success of the ARM method, it has not been used
to calculate 2D photoelectron momentum distributions in order to understand the
holographic interference structures present for linearly polarised fields. Given that the
EVA is ultimately perturbative and assumes small changes in momentum, the strong
deflections by the Coulomb potential that are not quite classified as “hard” collision
by the ARM method may not be fully accounted for. These intermediate interactions
∗ The attoclock exploits nearly circularly polarized fields to use the offset in photoelectron ejection
angle away from the peak of the field to give a measure of time taken for the electron to tunnel.
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occur much more commonly for linear polarized fields. Since the EVA employs complex
trajectories, it will also suffer from branch cuts. Unlike the TCSFA and CQSFA, the
incomplete solution to take the trajectories to be real in the continuum does not seem
to have been used, perhaps to preserve consistency of the method. It seems likely that a
proper treatment of branch cuts is the main stumbling block for modelling holographic
patterns from linear polarized fields for the ARM method.
3.2.8. Quantum-Trajectory Monte Carlo (QTMC). The QTMC [86, 186, 187, 188,
189, 190, 191] is an extension upon the classical-trajectory Monte Carlo (CTMC)
method [192], which uses the quasi-static Ammosov-Delone-Krainov (ADK) tunnelling
theory [193] to describe the first step of ionization, while continuum propagation is
described by classical trajectories using Newton’s equations of motion accounting for
both the Coulomb and laser fields. The final momentum distribution is then constructed,
via a direct approach, by randomly choosing a spread of initial conditions, in the
Monte Carlo fashion. These initial conditions are used to both provide a weight via
the ADK tunnelling rate and to compute trajectories in order to calculate the final
momenta. Then all the trajectories are binned via their final momentum, such that
ADK probabilities are summed if they correspond to trajectories with momenta that
lies in a particular bin.
In the classical case, the probability distribution in the i−th bin corresponding to
a momentum pif reads
Ω(pif ) =
∑
pjf∈Sbini
W (t0, pj0⊥),
Sbini : = {pf : |pfk − pifk| <  ∀k ∈ {‖,⊥}} , (44)
where W (t0, pj0⊥) is the ADK rate and   1. Note that computed trajectories are
denoted by the index j, with final momentum pjf , initial transverse momentum pj0⊥
and tunnelling time t0. The probability distribution is calculated for a discrete set of
momenta pif , each centred on a bin. Square bins are shown here but in theory any
shapes could be used.
The CTMC is improved on by the QTMC by including a phase (the action) with
each trajectory, allowing for interference effects. The phase is given by the classical
action and no additional fluctuation factor/prefactor term is included. Hence, this
corresponds to a zeroth-order expansion of the action in the continuum propagator
given by Feynman’s path integral around classical saddle-points (a.k.a. the classical
limit).
〈pf |U(t, t0)|r0〉 ≈ (2pi)−3/2 exp(iS[r]− ipf · rf ). (45)
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The probability in the QMTC is given by
Ω(pif ) =
∣∣∣∣∣∣
∑
pjf∈Sbini
√
W (tj0, pj0⊥) exp(iS[rj])
∣∣∣∣∣∣
2
S[rj] =
∫ ∞
tj0
dt
(
1
2
r˙j(t)
2 + Ip + V (rj(t))
)
. (46)
Some approximations have been used to arrive at this formula. Firstly, only a real
probability is provided by the ADK tunnelling rate formula, so that any phases
accumulated in the tunnelling process will be lost. It has been shown in various studies
that important phases are picked up in this process (e.g. see [35, 183, 29] for a small
sample of such work). Secondly, the Monte Carlo approach only approximately solves
the saddle-point equation and there is an error dependent on the bin size, something
shared by all direct approaches. Given that the use of the saddle-point approximation is
motivated by a fast varying action, the bin size may have to be very small to account for
this. Also the initial momenta may vary considerably from the final, thus a large spread
of initial momenta should be taken. All this means that many trajectories must be used
in order to populate the bins and resolve interference features. Thirdly, as shown in
[194], there should be a factor of two in front of the potential. In the QTMC, this does
not appear because the term p˙ · r that should appear in a phase-space action has been
neglected. The use of the ADK rate does remove the caustics that were present in the
TCSFA. This is because the ionization time and initial conditions will all be real. Thus,
the problem of branch cuts is avoided.
The 2D-momentum dependent probability distributions produced by the QTMC
have been compared with ab-initio methods in [186] and many qualitative features
agree. For an example see Fig 11. However, in the same study [186] it was shown
that the QTMC does not reproduce many qualitative features in the 2D-momentum
dependent probability distributions, if fields with very high ellipticity are used. For
instance, the peak of the momentum distribution over the radial momentum component
differed by more 50% over a range of intensities. This is due to the adiabatic/quasi-
static approximation used in the ADK tunnelling rate. On the other hand, it was found
the CCSFA (which is a non-adiabatic method) was able to give very good agreement
with solutions of the TDSE. In response to this, in [190] an extension of the QTMC was
proposed, where the non-adiabatic features of the SFA were introduced to replace the
ADK tunnelling rate. In this new version of the theory, the SFA is used to calculate
a tunnel-ionization rate, while the the Monte Carlo approach is used for continuum
propagation. This makes it more similar to the TCSFA, but the phases and sub-barrier
Coulomb-corrections in the ionization step are neglected [35]. Given that the QTMC
now uses a complex time, the tunnel exit is also complex. Thus, its imaginary part must
be neglected to circumvent the difficulty of branch cuts.
The QTMC has been used to model the fan-like structure [187], the spider-
like structure [186, 188] and distributions that contain features from both of these
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Figure 11. Photoelectron momentum distributions computed for H in a laser field
of wavelength λ = 800 nm over four optical cycles. In the left panels, three different
values of ellipticity have been employed:  = 0 [panels (a) and (b)],  = 0.15 [panels (c)
and (d)] and  = 0.75 [panels (e) and (f)]. Therein, the distributions were calculated
using the QTMC (left column) and TDSE (second column from left). In the right
panels, a circularly polarized field and three different Keldysh parameters were taken:
γ = 1.51 [panels (a)-(c)], 1.95 [panels (d)-(f)], and 3.37 [panels (g)-(i)]. Therein,
the distributions were calculated using the QTMC (the middle column), the CCSFA
(the column second from right), and the TDSE (the right column). Throughout, a
logarithmic scale has been used. The figure was presented as Figs. 1 and 2 of [186]
(left and right panels, respectively).
[86, 189, 190]. Because the QTMC is a trajectory-based description with a phase
associated to each path, it is well placed to analyze holographic interference. However,
given that a tunnelling rate is used, phases that come from the ionization step or the
initial bound state of the atom or molecule are ignored. Such phases may be very
important to capture some interference features [35, 183, 29].
3.2.9. Semiclassical Two-Step Model (SCTS). In the SCTS [194, 195, 196, 141] a
similar approach to the QTMC is used, with a tunnelling rate calculated by ADK theory
weighting the initial conditions. In order to improve the speed of the calculation, this
weight is included via importance sampling, where initial conditions are chosen with a
biased random distribution instead of a uniform one. This means that less computational
time is wasted calculating trajectories with very low probabilities. Additionally, the SFA
is used to provide an initial condition for the initial momentum coordinate parallel to
the laser field. Just as in the QTMC, the trajectories are propagated using Newton’s
equations of motion, the action is included for each trajectory via the classical limit and
they are combined via a binning method is of the final momenta. This gives the final
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Figure 12. Momentum-dependent probability distributions computed for H in a laser
pulse with peak intensity of 0.9 × 1014 W/cm2, wavelength of 800 nm and duration of
eight optical cycles. The distributions were calculated using the QTMC (a), the TDSE
(b), and the SCTS (c). The bottom row is a magnification of the top for |ki| < 0.3
a.u., i = {z,⊥}. A logarithmic scale is used throughout. The figure was presented as
Figs 1 and 2 in [194].
momentum-dependent probability distribution as
Ω(pif ) =
∣∣∣∣∣∣
∑
pjf∈Sbini
exp(iS[rj])
∣∣∣∣∣∣
2
(47)
S[rj] =− pj0 · rj0 + Iptj0
+
∫ ∞
tj0
dt
(
1
2
r˙j(t)
2 + 2V (rj(t))
)
, (48)
with tunnelling times tj0 and pj0⊥, rj distributed via
√
W (tj0, pj0,⊥) in order to compute
the trajectories rj(t). In this work [194] a careful analysis of the action in different
representations (e.g. position space and phase-space) was presented, which leads to the
inclusion of the p˙·r term that was neglected in other approaches such as the TCSFA and
QMTC. This is what leads to the factor of two in front of the potential, which also is used
in the case of the CQSFA [29]. The SCTS also calculates the asymptotic momentum by
modelling the electron as a Kepler hyperbola once the laser field has been turned off at
tf . Using this the action from tf to ∞ may be calculated analytically, enabling a more
efficient and accurate computation.
In Refs. [194, 196, 141] a direct comparison of the SCTS, QTMC and ab-initio
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Method Non- Sub-Barrier Cont. Coulomb Complex Traj. Direct/ Collisions p˙ · r
Adiabatic Corrections Distortions. Sub. Cont. Inverse
CQSFA Yes Yes Full Yes No Inverse S/D Yes
CCSFA Yes Yes Approx. Yes Yes Inverse S/D N/A
TCSFA Yes Yes Full Yes No Direct S/D No
EVA Yes Yes Approx. Yes Yes ? D N/A
ARM Yes Yes Approx. Yes Yes ? H/S/D N/A
QTMC No/Yes No Full No No Direct S/D No
SCTS No No Full No No Direct S/D Yes
Table 1. Summary of main features in the methods discussed in the present
section whose orbits have been modified in order to incorporate the residual Coulomb
potentials. The acronyms D, S, and H refer to deflections, soft collisions and hard
collisions, respectively. The abbreviations Sub. and Cont. have been used to refer to
the sub-barrier/ tunnelling and continuum propagation, respectively.
methods is performed, see Fig. 12. In the low-energy region it was found the STMC has
an improved angular distribution, that is closer to the TDSE results than the QTMC.
This was traced back to the improved initial conditions given by the SFA. The SCTS, like
the QTMC, can be applied to understand holographic interference patterns. The SCTS
was also extended to model ionization of H2, and again discrepancies with regard to the
QTMC were identified in the low energy region [141]. With this extension, holographic
imaging of small molecules using the SCTS is not far off.
4. The Coulomb Quantum-Orbit Strong-Field Approximation
The CQSFA combines the power of the path integral description of the photoelectron
with the semi-classical approximation. This enables the use of quantum trajectories
that put the Coulomb and laser fields on the same footing, with neither being treated
perturbatively. The CQSFA bears some resemblance to the TCSFA method and contains
the same type of trajectories but there are a few key differences: 1) The CQSFA
solves the inverse problem enabling a description with much fewer trajectories. 2) The
TCSFA neglects the phase space action term p˙ · r, included in the CQSFA. 3) The
CQSFA considers perturbations in the action around the the saddle point solutions to
second order, which leads to a stability prefactor term not included in any of the other
models listed above. This term leads to important features that are visible in the final
probability distributions, such as the “holographic” sidelobes [29]. A new model that
also uses a similar path integral approach, which is still currently under development
[128], referred to as the semi-classical approximation, perforns an in-depth derivation of
this prefactor.
In order to derive the Coulomb-quantum orbit strong-field approximation, we insert
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the closure relation
∫
dp˜0|p˜0〉〈p˜0| = 1 in Eq. (10). This yields
M(pf ) =
− i lim
t→∞
∫ t
−∞
dt′
∫
dp˜0 〈p˜f (t)|U(t, t′)|p˜0〉 〈p˜0|HI(t′)|ψ0(t′)〉 , (49)
where |p˜f (t)〉 = |ψp(t)〉. The variables p˜0 = p0 + A(t′) and p˜f (t) = pf + A(t) give
the electron’s initial and final field-dressed momenta, respectively. The matrix element
〈p˜f (t)|U(t, t′)|p˜0〉 is then calculated using time-slicing techniques [197, 198]. This leads
to the CQSFA transition amplitude
M(pf ) = −i lim
t→∞
∫ t
−∞
dt′
∫
dp˜0
∫ p˜f (t)
p˜0
D′p˜
∫ Dr
(2pi)3
× eiS(p˜,r,t,t′)〈p˜0|HI(t′)|ψ0〉 , (50)
where D′p and Dr are the integration measures for the path integrals [197, 85], and the
prime indicates a restriction. The action in Eq. (50) is given by
S(p˜, r, t, t′) = Ipt′ −
∫ t
t′
[p˙(τ) · r(τ) +H(r(τ),p(τ), τ ]dτ, (51)
and the Hamiltonian reads as
H(r(τ),p(τ), τ) =
1
2
[p(τ) +A(τ)]2 + V (r(τ)), (52)
where both the intermediate momentum p and coordinate r have been parameterized
in terms of the time τ and the tilde indicates laser dressing, i.e., p˜ = p(τ) +A(τ).
Eq. (52) is then solved using saddle-point methods. This means that we must seek
variables p, r and t′ such that the action is stationary, i.e., its partial derivatives with
regard to these variables vanish. This gives
[p(t′) +A(t′)]2
2
+ V (r(t′)) + p˙(t′) · r(t′) = −Ip, (53)
p˙ = −∇rV (r(τ)) (54)
and
r˙ = p+A(τ). (55)
Eq. (53) gives the tunneling probability at t′, and Eqs. (54) and (55) give the subsequent
electron propagation. These equations are quite different from their SFA counterparts
in the sense that, according to (54) the field-dressed momentum is no longer conserved
due to the presence of the Coulomb potential.
Within the saddle-point approximation, the ATI transition amplitude reads
M(pf ) ∝ −i lim
t→∞
∑
s
{
det
[
∂ps(t)
∂rs(ts)
]}−1/2
C(ts)eiS(p˜s,rs,t,ts), (56)
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where ts, ps and rs are determined by Eqs. (53)-(55), the term in brackets is associated
with the stability of the orbit, and C(ts) is given by
C(ts) =
√
2pii
∂2S(p˜s, rs, t, ts)/∂t2s
〈p+A(ts)|HI(ts)|Ψ0〉. (57)
In practice, we use the stability factor ∂ps(t)/∂ps(ts) instead of that stated in Eq. (56),
which may be obtained employing a Legendre transformation. As long as the electron
starts from the origin, this choice will not affect the action. We normalize Eq. (56) so
that the SFA transition amplitude is obtained in the limit of vanishing binding potential,
and, unless otherwise stated, take the electron to be initially in a 1s state [85]. We will
refer to the product of the stability factor with Eq. (57) as “the prefactor”.
One should note that, although the initial momentum states |p˜0〉 form a complete
basis, by inserting the above closure relation we pay a price. While the CQSFA is very
good for reproducing the dynamics of continuum and possibly high-lying bound states,
it is not accurate for describing processes involving deeply bound excited states, such
as excitation. For that purpose, a closure relation
∫
dφ˜c|φ˜c〉〈φ˜c| +
∑
n |ψn〉〈ψn| = 1
involving the exact continuum states and the system’s bound states would be more
appropriate. In this case, however, how to apply the time slicing in order to obtain
path integrals would be much less straightforward. Furthermore, the presence of the
Coulomb potential, together with the fact that Eq. (53) has complex solutions, brings
a great deal of difficulty. First, since the initial conditions are taken at the origin, a
singularity is expected at V (r(t′)). Second, strictly speaking, Eqs. (53)-(55) should be
solved in the complex plane. This means that such equations themselves will contain
poles or branch cuts. In order to solve these equations, we have performed a series of
approximations, which have been improved from publication to publication. They will
be briefly outlined below. For details, we refer to the original papers [28, 29, 30, 31, 33].
4.0.1. Contours and explicit expressions Unless otherwise stated, we compute the ATI
transition amplitude along a two-pronged contour, whose first and second parts are
parallel to the imaginary and real-time axis, respectively. This is the most widespread
contour used in the implementation of Coulomb-corrected approaches [84, 35, 178, 175],
and it is very convenient for subsequent approximations. The contour starts at the
complex time t′ = t′r + it
′
i. Its first arm, from t
′ to t′r, may be related to the sub-barrier
dynamics, and the second arm of the contour, from the real ionization time t′r to the
final time t, can be associated with continuum propagation. The total action is then
given by
S(p˜, r, t, t′) = Stun(p˜, r, t′r, t
′) + Sprop(p˜, r, t, t′r). (58)
In the first arm of the contour, the electron momentum is assumed to be constant
and is kept as p0. Physically, this means that the acceleration caused by the Coulomb
potential is neglected in the under-the-barrier dynamics. The action in the first arm of
Ultrafast holographic photoelectron imaging 40
the contour then reads
Stun(p˜, r, t′r, t
′) = Ip(it′i)−
1
2
∫ t′r
t′
[p0 +A(τ)]
2 dτ
−
∫ t′r
t′
V (r0(τ))dτ, (59)
where r0 is defined by
r0(τ) =
∫ τ
t′
(p0 +A(τ
′))dτ ′, (60)
which will be referred to as “the tunnel trajectory”. This type of trajectory has also
been defined in many publications, in which the EVA [177] or the CCSFA [34, 35] have
been used. For the Coulomb potential, this approximation renders Eq. (53) formally
identical to its SFA counterpart (19). This is highly advantageous as in some cases, such
as monochromatic linearly polarized fields, this can be solved analytically. In practice,
however, the CQSFA solution for the tunnel ionization equation will be different from
that obtained with the SFA. It must be matched to the saddle-point equations (54)
and (55) giving the continuum propagation in the presence of the Coulomb potential.
Thus, we must use the initial rather the final momentum as the independent variable.
The action Stun(p˜, r, t′r, t
′) inside the barrier is then calculated from the origin until the
tunnel exit r0(t
′
r).
A widely used approximation is to take a real tunnel exit
z0 = Re[r0z(t
′
r)]. (61)
Although this will considerably simplify the computations by rendering the trajectories
in the continuum real, this makes the problem contour dependent. The main issue is
that, while the actual problem should be contour independent and satisfy the Cauchy
Riemann conditions, with this approximation analyticity is lost. Furthermore, from a
physical point of view, this assumption cannot be justified, as the only variable that
must be real is the final momentum at the detector. Still, as we will discuss next this will
lead to an overall good agreement with ab-initio computations and avoids the issue of
branching points and branch cuts. Under assumption (61), the imaginary parts of the
variables that will determine the single-orbit ionization probabilities, and probability
densities, will be “picked up” in the sub-barrier part of the contour. The subsequent
propagation will mainly lead to phase shifts in the real part of the action, which will
influence the holographic patterns. Inclusion of the imaginary part of the tunnel exit will
lead to complex trajectories, which may cause further suppression or enhancement in
the ATI transition amplitudes during the continuum propagation. Complex trajectories
may also lead to effective, further deceleration or acceleration, with regard to their real
counterparts. This latter effect has been highlighted in [175], and is related to the
shifting probabilities of the trajectories in the continuum.
Another issue that must be addressed is the fact that there will be a logarithmic
divergency at the endpoint t′ of the contour, as in this case the tunnel trajectory (60)
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vanishes. We have applied several strategies in order to deal with this issue, such as
introducing a very small imaginary time, close to t′ and computing the limit of this extra
term tending to zero [85, 29], or using the regularization method outlined in [14, 171],
in which the contribution to the action coming from the Coulomb potential is matched
to the asymptotic value of the bound-state Coulomb wave function. Further restrictions
to the contour will be dictated by the condition r2 = 0, which is not necessarily at the
origin. For more detailed discussions we refer to our recent publication [33].
In the second part of the contour, the action reads
Sprop(p˜, r, t, t′r) = Ip(t
′
r)−
1
2
∫ t
t′r
[p(τ) +A(τ)]2 dτ
− 2
∫ t
t′r
V (r(τ))dτ, (62)
where the factor 2 in front of the Coulomb integral is obtained as, for the specific,
Coulomb-type potential used in our publications, r · p˙ = V (r(τ)). This extra factor is
essential in order to obtain a good agreement with ab-initio methods, such as the right
number of fringes in the near-threshold fan-shaped structure [28, 29, 98]. It is important
to bear in mind that concepts such as “the tunnel exit” have raised considerable debate.
Indeed, if analyticity is preserved, the problem should be contour independent. This
would render the tunnel exit arbitrary and hence of no physical significance [171]. It
is convenient to write the action (62) in terms of p(τ) = P(τ) + pf , such that P → 0
when τ → t. This leads to
Sprop(p˜, r, t, t′r) = Ip(t
′
r)−
1
2
∫ t
t′r
[pf +A(τ)]
2 dτ
+ SP(P , t, t′r) + SpropC (r, t, t′r), (63)
where
SP(P , t, t′r) = −
1
2
∫ t
t′r
P(τ) · [P(τ) + 2pf + 2A(τ)] (64)
is the phase difference due to the acceleration caused by the Coulomb potential, and
SpropC (r, t, t
′
r) =
∫ t
t′r
2C√
r(τ) · r(τ)dτ (65)
is the Coulomb phase acquired during the electron’s propagation in the continuum.
These two phases, together with the sub-barrier Coulomb phase
StunC (r, t
′
r, t
′) =
∫ t′r
t′
C√
r0(τ) · r0(τ)
dτ, (66)
vanish if the Coulomb coupling is zero, i.e., in the limit C → 0. Then V (r) → 0,
pf → p0 → p and P → 0, so that the SFA action (14) is recovered.
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4.0.2. Analytic approximations For a monochromatic, linearly polarized driving field,
Eqs. (59) and (62) describing the action in the sub-barrier and continuum parts of the
contour can be computed analytically using a series of approximations. Thereby, a key
issue is how to calculate the phases (64), (65) and (66). This was the main topic of
our previous publication [30], to which we refer for details. Below we briefly sketch the
main points to be considered.
1) Sub-barrier dynamics. In order to compute the sub-barrier action analytically, we
apply the long wavelength approximation to the imaginary part of the ionization
time to first order. This leads to convenient approximations for the tunnel
trajectory, and to an analytic solution for the sub-barrier Coulomb phase (66).
It is worth stressing that this is an excellent approximation to the full CQSFA
solution. This is justified by the fact that, in the full CQSFA, the momentum along
the tunnel trajectory is already approximated by a constant value p0. Thus, the
only difference between both models is the long wavelength approximation applied
to Im[t′] and to hyperbolic functions that depend on it. The resulting transition
amplitudes may then be factorized into a Coulomb- and an SFA-like part, which
are very useful for interpretational purposes [29, 30].
2) Continuum propagation. To find approximations that render the action
SpropC (r, t, t
′
r) analytically solvable is more involved, as one cannot assume the
intermediate momentum is fixed. It is however possible to find analytic expressions
that make physical sense by (i) using the long-wavelength approximation around
relevant times (not necessarily the ionization time); (ii) finding simple approximate
functions for the intermediate momentum when dealing with the acceleration
integral (64); (iii) assuming that the field-dressed momentum is constant or
piecewise constant when computing the Coulomb phase (65). Typically, we take
the difference P(τ) between a generic momentum pj at a relevant time and the
final momenta pf to be exponentially decaying and to vanish at the final time t.
The relevant times for the long-wavelength approximation in (i) and the number
of subintervals chosen in (iii) will depend on the orbit considered and will carry
different physical meanings. One may construct a single or more subintervals using
the time of ionization, recollision, etc. If the CQSFA orbit is relatively close to
its Coulomb free, SFA counterpart, it suffices to assume a single interval from t′r
to t for the continuum propagation, use the final momentum pf to compute the
Coulomb phase SpropC (r, t, t
′
r) and impose that, in this time interval, the momentum
will tend monotonically from p0 to pf .
3) Incorporating soft recollision. If, for a particular orbit, there is pronounced
interaction with the core, apart from the approximations employed in 1) and 2), one
must incorporate one act of rescattering in order to obtain a good approximation
for the full CQSFA solution. Specifically, the continuum propagation will require
two subintervals: (i) from the ionization time t′r to the time tc of closest approach
to the core, for which the electron coordinate parallel to the core vanishes, and (ii)
Ultrafast holographic photoelectron imaging 43
from tc to the final time t. We also assume that, in the first subinterval, the electron
momentum perpendicular to the laser field polarization will remain the same, while
the parallel momentum can be computed using∫ tc
t′r
(poc‖ + A(τ))dτ + zo0 = 0, (67)
where poc‖ is the parallel component of the momentum at the instant of recollision,
and zo0 is the tunnel exit for a generic orbit o that interacts strongly with the core.
Upon recollision, the energy of the electron is conserved, the momentum changes
instantaneously poc to po and the rescattering angle does not change until the end
of the pulse. These assumptions were “borrowed” from rescattered ATI, with the
difference that, in our analytic approach, rescattering does not occur at the origin,
but at a distance rc perpendicular to the polarization axis. In the last subinterval,
we assume the same monotonic behavior as for the previous orbits for the phase
SPo(Po, t, t′r) associated with the acceleration caused by the Coulomb potential in
the continuum.
An advantage of these analytical expressions is that they allow a detailed assessment
of how the phases (66), (65), and (64) influence the continuum dynamics and the
holographic patterns. A drawback of the present analytic approach is that it is not
a stand-alone model and requires the times of closest approach tc to be obtained from
the full CQSFA.
4.0.3. Treatment of branch cuts and singularities The ideal scenario and most rigorous
way to proceed would be to relax the assumptions in the previous section and solve the
full complex problem. One should note, however, that the Coulomb phases (65) and
(66) present in CQSFA the transition amplitude contain a square root of the complex
variable u = r(τ) · r(τ). This means that, if saddle-point methods are used, there will
be branch cuts and two Riemann sheets for nonvanishing perpendicular final momenta.
If the standard convention is applied, the branch cuts will lie in the negative real half
axis of r(τ) · r(τ), i.e., for
Re (r(τ) · r(τ)) < 0 and Im (r(τ) · r(τ)) = 0. (68)
Thereby, an important issue is that only one of the two Riemann sheets leads to
physically meaningful results. Hence, it is vital to define a contour so that branch
cuts are not crossed and the physical Riemann sheet is employed. This implies that
the branch cuts must be mapped into the complex time domain, as τ is the variable
with regard to which r · r is parametrized. This is a non-trivial task if the residual
Coulomb potential is incorporated in the electron’s (complex) equations of motion
for r(τ) and p(τ), as they will have branch cuts themselves. A first approximation
is to employ Coulomb-free trajectories. Physically, this approximation works if the
Coulomb acceleration is not substantial, such as for driving fields of large ellipticity, but
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Figure 13. Contour around a branch cut built for hydrogen in a linearly polarized
monochromatic field of intensity I = 2 × 1014 W/cm2 and wavelength λ = 800 nm
following the steps outlined in this section, using Coulomb-free trajectories and
the momentum components (pf‖, pf⊥) = (−1.4 a.u., 0.7 a.u.). Panel (a) shows the
standard contour in the complex time plane, while panel (b) provides a zoom in of the
region around the branch cut. Panel (c) provides the contour and the branch cut in
terms of the complex variable u = r · r. From [33].
is inaccurate for linearly polarized fields [33]. Still, it illustrates the branch cuts’ overall
behavior even in the latter case.
A temporal mapping using Coulomb-free trajectories for linearly polarized fields
shows that the branch cuts occur in pairs and are separated by gaps [171, 76]. In
[76], a prescription for building contours that make use of this structure has been
proposed. First, one calculates the middle point of each of the above-mentioned
gaps. Subsequently, for a specific momentum value, a contour that passes through
the middle point of each such gates is sought. The branching point pairs are solutions
of r(τ) · r(τ) = 0, while the condition r(τ) · v(τ) = 0 give the times of closest approach,
which are located at the center of the gate, as well as the classical turning points.
This method has been applied in [172] to above-threshold ionization in the context
of soft recollisions under the Coulomb barrier. Therein, the trajectories were taken to
be Coulomb-free. It was shown to improve the agreement of the SFA and ab-initio
computations in orders of magnitude, especially near the direct ATI cutoff energy
of 2Up. This was a counter-intuitive and rather intriguing result related to under-
the-barrier collisions. Nonetheless, its implementation poses a series of difficulties.
First, one must find the midpoints in advance, which may not always be possible.
For instance, this could prove particularly difficult for Coulomb-distorted trajectories.
Second, to calculate photoelectron momentum distributions using this method, it would
be necessary to construct and apply a different contour for each pair of final electron-
momentum components.
Therefore, we apply a different method: we keep the standard two-pronged contour
discussed in Sec. 4.0.1, whose first and second arms are parallel to the imaginary and the
real time axis, respectively. After computing the trajectory, we test whether it crosses
a branch cut. If it does, we deform the contour in such a way that it goes around
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the branch cut. If a specific time tb along the second arm of the contour satisfies the
branch-cut conditions (68), it may be employed to find the branching point tk defined
by
r(tk) · r(tk) = 0 + 0i. (69)
The intersection tb of the branch cut with the real axis and the complex time tk
associated with the branching point can then be used to build a three-pronged contour
along which the Coulomb phase is computed. Explicitly,
S
(cut)
C =
∫
c1
V [r(τ)]dτ +
∫
c2
V [r(τ)]dτ +
∫
c3
V [r(τ)]dτ, (70)
where c1 goes from tb to tk following the upper side of the branch cut, c2 returns from
tk to tb along the other side of the cut and c3 connects them together with a semi-circle
around tk. This approach is applicable if the transverse momentum component is non-
vanishing. For vanishing transverse momentum the branching points will merge into a
pole and the integrals along c1 and c2 become divergent. An example of this contour is
presented in Fig. 13. Physically, a branch cut may be associated with a collision (see a
detailed discussion in [33] and a brief explanation in Sec. 5.1.2).
In order to make the problem tractable for Coulomb-distorted complex trajectories,
additional approximations must be made. First, we assume that their imaginary parts
behave as their Coulomb-free counterparts during the continuum propagation. This
means that they will be kept constant when the time contour is chosen to be along
the real time axis. This approximation may be loosely justified as follows: (i) In the
sub-barrier part of the contour, we neglect the Coulomb potential for the CQSFA, thus
describing the dynamics in the same way as in the standard, Coulomb-free SFA; (ii)
The final momentum pf must be real, as it is an observable, which means that the
lim
t→∞
Im[r(t)] = const. If a branch cut is met, we move vertically in the complex time
plane by assuming that the influence of the slowly varying Coulomb field on the electron
intermediate momentum can be neglected. This is consistent with the physical picture
for which collisions happen in much shorter time scales than the driving-field cycle. The
approximations described in (ii) simplify the problem by rendering all momenta real in
the second part of the contour.
One should note that the treatment of branch cuts and singularities in Coulomb-
distorted strong-field approaches is a contentious issue. For instance in [199, 200] it has
been suggested that, when the electron is close to the core, such features are absent.
Therein, an effective potential has been derived with no singularities or branch cuts,
and it has been argued that the classical action employed in most Coulomb-distorted
approaches is a limit that is only valid for negligible quantum spreading of the electronic
wave packet. A softened effective potential is also obtained in the coupled coherent
states method, in which the full Hamiltonian is expanded into a trajectory-guided,
coupled coherent state basis [201]. Rigorous ways of treating branch cuts, caustics and
singularities are more established in other areas of research (see, e.g., [202, 203] for in
depth discussions).
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5. Orbits, transition amplitudes and holographic patterns
In this section, we highlight the main results of our previous publications, but provide a
more unified, broader discussion. Such results have been obtained with linearly polarized
monochromatic fields of frequency ω and amplitude E0 = 2ω
√
Up, where Up is the
ponderomotive energy. The corresponding vector potential reads
A(t) = 2
√
Up cosωteˆz. (71)
This simplifying assumption has several advantages. First, the ionization times
can be written analytically as functions of the momentum components parallel and
perpendicular to the driving-field polarization. Second, the periodicity of the field
facilitates the interpretation of many holographic patterns and can be used in analytical
estimates. For this particular case, the CQSFA action obtained combining the sub-
barrier and continuum contributions reads
S(p˜, r, t, t′) = (Ip + Up) t′ +
1
2
p2f t
′
r +
i
2
p20t
′
i +
Up
2ω
sin(2ωt′)
+
2
√
Up
ω
[
p0‖ sin(ωt′)− (p0‖ − pf‖) sin(ωt′r)
]− ∫ t′r
t′
V (r0(τ))dτ
− 1
2
∫ t
t′r
P(τ) · (P(τ) + 2pf + 2A(τ))dτ − 2
∫ t
t′r
V (r(τ))dτ, (72)
where pν‖ and pν⊥, with ν = 0, f , give the momentum components parallel and
perpendicular to the laser-field polarization. The explicit expression for the direct ATI
transition amplitude within the SFA is given by
Sd(p, t
′) =
(
p2‖ + p
2
⊥
2
+ Ip + Up
)
t′
+
2p‖
√
Up
ω
sin[ωt′] +
Up
2ω
sin[2ωt′], (73)
where the electron momentum remains constant throughout (i.e., p0 = pf = p). A
direct inspection of the SFA transition amplitude (73) shows that their dominant term
is proportional to t′. The remaining terms are either bounded, or increase more slowly.
This implies that the rough behavior of the action is expected to mirror that of the
solutions of the saddle-point equations. For the CQSFA transition amplitude (72), this
will depend on the orbit in question. If the orbits remain in regions for which the laser
field is dominant, i.e., if it is a direct orbit or if the Coulomb potential merely deflects
the electron, then the dominant term will be proportional to t′. If the electron crosses
a region in which the residual binding potential becomes dominant, then the Coulomb
phase may prevail and further investigation is necessary.
5.1. Trajectory classification
The solutions of the CQSFA saddle-point equations and of their SFA counterparts can be
associated with electron trajectories, whose quantum interference leads to the ultrafast
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holographic patterns. For the SFA transition amplitude(13) leading to direct ATI, the
only integration variable is the ionization time t′. Within the steepest descent method,
t′ can be obtained by solving Eq. (19). Specifically for linearly polarized monochromatic
fields, this equation has an analytical solution. Thus, one may parametrize the ionization
times in terms of the electron momentum components parallel and perpendicular to the
laser-field polarization. The general SFA solution related to an event e within a cycle c
is
t′ec =
2pin
ω
± 1
ω
arccos
(
−p‖ ∓ i
√
2Ip + p2⊥
2
√
Up
)
, (74)
where n is an integer. The times predicted by Eq. (74) occur in conjugate pairs, and
only those in the upper half complex plane, i.e., fulfilling the condition Im[t′ec] > 0, have
physical significance.
Within a single cycle, the SFA exhibits two solutions: the electron may either be
released in the direction of the detector, or half a cycle later in the opposite direction.
In the latter case, the electron will be freed in the “wrong” direction, brought back to
its parent ion and then reach the detector. These solutions are known as the short orbit
and the long orbit, respectively, and have been briefly mentioned in the context of the
temporal double slit (Sec. 2.2). Specifically, we use the solutions
t′1c =
2pi
ω
− 1
ω
arccos
(
−p‖ + i
√
2Ip + p2⊥
2
√
Up
,
)
(75)
t′2c =
1
ω
arccos
(
−p‖ − i
√
2Ip + p2⊥
2
√
Up
)
(76)
for each cycle. Solution t′1c (t
′
2c) corresponds to the short (long) orbit for p‖ > 0, with the
scenario reversing for p‖ < 0. Their imaginary parts will be the same, and their real parts
will differ. Fig. 14 shows the behavior of the real parts of the two SFA solutions and of
the corresponding actions, as functions of the parallel momentum component. Therein,
analytic expressions for the SFA case can also be found. In general, the expression for
the coordinate r obtained from the SFA is complex. This will also be the case in the
CQSFA as the tunnel exit r(t′r) is not real if no further approximations are used.
Once the Coulomb potential has been included, the number and the topology of the
orbits will change. The central Coulomb force will act upon the transverse momentum
component of the electron and thus considerably alter the dynamics. We will first
analyze these changes for real trajectories by neglecting the imaginary part of the tunnel
exit. This is the approach employed in most Coulomb-distorted strong-field approaches,
and significantly simplifies the computations. Subsequently, we will discuss the complex-
trajectory case.
5.1.1. Real trajectories The following classification has been first proposed in [34] and
has been successfully employed by us. It makes use of the initial and final momentum
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Figure 14. Real parts of the ionization times and actions as functions of the electron
momentum component p‖ parallel to the driving-field polarization [panels (a) and (b),
respectively], computed using the direct SFA for vanishing perpendicular momentum
component p⊥. The circles (squares) indicate interfering orbits for which the difference
Re][t′2c − t′1c] is less than (greater than) half a cycle, which lead to type A (type B)
intracycle interference. We have renormalized p‖ in terms of
√
Up. From [29].
components, and of the direction of the tunnel exit with regard to the detector. It may
be summarized as follows:
• Type 1 orbits: the tunnel exit is located on the same side as the detector, i.e.,
z0pf‖ > 0, and the transverse momentum component does not change sign during
the continuum propagation, i.e., p0⊥pf⊥ > 0. They can be related to the short SFA
orbit in direct ATI. The residual binding potential decelerates an electron along
this orbit.
• Type 2 orbits are related to those events in which the electron is ionized from
the opposite direction to the detector, i.e., z0pf‖ < 0 but eventually changes its
direction. It is deflected by the combined action of the field and the residual binding
potential. Its Coulomb-free counterpart would be the long SFA orbit in direct ATI.
Nonetheless, the presence of the Coulomb potential distorts this orbit and leads
to field-dressed Kepler hyperbolae. The net effect of the Coulomb potential for an
electron along this orbit is to accelerate it [85].
• Type 3 orbits are similar to type 2 orbits with regard to the direction of the tunnel
exit (z0pf‖ < 0), and, in typical scenarios, its hyperbolic shape. The key difference
is that, for type 3 orbits, the interaction with the core is stronger. This means
that (i) the momentum component perpendicular to the laser-field polarization will
change sign, i.e., p0⊥pf⊥ < 0, and (ii) this type of orbit has no counterpart in the
direct SFA. Our recent work has in fact shown that rescattering is an important
assumption with regard to type 3 orbits, if one is willing to recover the spider-like
structures [31].
• Type 4 orbits start in the same direction as the detector, but, unlike orbit 1, they
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Figure 15. Illustration of the four types of CQSFA orbits in the laser-polarization
plane for electrons with fixed final momentum p, computed for Hydrogen (Ip = 0.5 a.u.
and C = 1 in Eq. (4) in a linearly polarized square pulse of intensity I = 2×1014W/cm2
and frequency ω = 0.057 a.u. The black dot denotes the position of the nucleus, and
the inset shows the core region. From [85].
go around the core. This means that z0pf‖ > 0, but p0⊥pf⊥ < 0, and that these
orbits are very strongly influenced by the Coulomb potential. These orbits can
be loosely associated with backscattered trajectories in high-order ATI, although,
strictly speaking, the rescattered SFA does not allow for events encircling the core.
For clarity, we provide an illustration of these orbits (Fig. 15), together with a summary
of their classification criteria (Table 2). In the language employed in photoelectron
holography, one may say that orbits type 2 and 3 are forward-scattered trajectories,
and this scattering may in principle range from a light deflection to a hard collision.
Type 4 orbits are backscattered trajectories. On a more rigorous note, the two laser-
dressed hyperbolae in Fig. 15 actually form a torus in the three-dimensional space for
ionization events parallel to the driving-field polarization, which becomes tilted for non-
vanishing scattering angle. For the SFA, this torus decreases to a point, so that orbits
type 2 and 3 become degenerate. For details see our previous publication [85].
The orbit classification presented above invites the following questions:
Q1: Can one systematically relate the CQSFA orbits to those obtained with the SFA, be
it direct or rescattered? The main difficulty here lies on the fact that, while the
SFA is constructed as a field-dressed Born series, the CQSFA is not. It is difficult
to establish when and at what point in configuration space the electron “returns”
or “rescatters” if the binding potential and the driving field are considered on equal
footing. In contrast, for the SFA the electron may only return to the origin, and
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Orbit z0pf‖ pf⊥p0⊥
1 + +
2 - +
3 - -
4 + -
Table 2. Summary of types of orbits identified in the CQSFA and the criteria employed
in their classification. The + and - signs in the second and third columns indicate a
positive or negative product, respectively. From [31].
Figure 16. Schematic representation of the different scattering regimes encountered
in the CQSFA. In the figure, rT refers to the tunnel exit, which is used to define a
perimeter within which soft collisions occur, and rB denotes the Bohr radius.
.
its very structure ensures that either no, or a single act of rescattering occurs.
Q2: Does the classification provided suffice to describe the dynamics? This is an
important question as it could be that the conditions provided in Table 2 are
satisfied for orbits of different topology.
In order to address the question Q1, it was necessary to devise ad-hoc criteria for
when the electron recollides and whether this collision is “soft” or ”hard”, based on
(i) the Bohr radius rB; (ii) the perimeter rT defined by the (real) tunnel exit; (iii) the
distance of closest approach rc of the electron subsequently to rescattering. We then
assume that a hard collision will happen if an electron orbit enters the region defined by
the Bohr radius. In this region, the Coulomb forces will be dominant. A soft collision
will occur if rc is larger than the Bohr radius, but smaller than rT . Finally, if the
electron’s orbit does not cross the region delimited by rT , it may be related to the ATI
direct orbits, as the laser field will be dominant. A schematic representation of this
region is provided in Fig. 16. A boundary-based approach is also employed in the ARM
to separate hard collisions from deflection.
The real parts of the ionization times as functions of the final parallel momentum
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Figure 17. Real and imaginary parts of the ionization times t′ as functions of the final
momentum component parallel to the driving field polarization (panels (a) and (b),
respectively) computed using the CQSFA for final transverse momentum p⊥ = 0.25
a.u. and the same parameters as in the previous figures.
Figure 18. Distances rc and time tc of closest approach for the CQSFA, and the SFA
direct and rescattered ATI solutions (labeled DATI and HATI, respectively), computed
for Hydrogen (Ip = 0.5 a.u.) in a field of wavelength λ = 800 nm, intensity I0 = 2×1014
W/cm2, as functions of the scattering angle θf [panels a) and c)] and of the absolute
value of the final parallel momentum component [panel (b)]. In panels a) and c) a
fixed energy of E = 0.26 a.u was taken. In panel b), rc is plotted for three fixed angles
for the CQSFA. The indices i, ii and iii correspond to θf = 0.25pi, θf = 1.10pi and
θf = 1.75pi, respectively. For the DATI and HATI, rc is plotted for a fixed angle of
θf = 1.75pi. In panel c), the time of closest approach tc is plotted for a fixed energy of
E = 0.26 a.u. for the CQSFA, DATI and HATI. For HATI we compute θf as given in
[79]. In all cases, the tunnel exit for the CQSFA and the Bohr radius are marked with
a dashed and solid black line, respectively. From [31].
and scattering angle are good indicators of how the CQSFA orbits behave. For instance,
Fig. 17(a) shows that the real parts t′r of the CQSFA ionization times for orbits type 1,
2 and 3 follow the direct SFA solutions from below, but, depending on the orbit, behave
differently in the high-energy limit, i.e., when |pf‖| is large. For orbit 1, t′r tends to
the SFA solution, because increasing the photoelectron energy renders the influence of
the Coulomb potential less and less relevant. In contrast, the real parts t′r associated
with the CQSFA orbits 2 and 3 never tend to the direct SFA solutions. For orbit 4,
this behavior is particularly extreme and never follows that of the SFA. Instead, the
ionization times are practically constant. The marked discrepancies for orbits 3 and 4
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Figure 19. Different subtypes of orbit 3 and 4 that can occur for a final momentum
pf = (0.086, 0.22) a.u., computed using the CQSFA. Panel a), b) and c) show the
standard trajectories, the multi-pass orbits (denoted i) and the directly recolliding
orbits (denoted ii), respectively. The Bohr radius is marked by a black circle. From
[31].
are a consequence of the fact that these types of orbit interact much more with the core.
This means that to relate them to a direct ATI orbit is inaccurate for a broad parameter
range. Fig. 17(b) also shows that the imaginary parts of such orbits do not approach
those predicted by the SFA. This issue will be discussed in more detail in Sec. 5.2.
Other good indicators are the time and distance of closest approach, denoted tc
and rc in our previous publications [30, 31]. These quantities are plotted in Fig. 18,
as functions of the final scattering angle [panels a) and c)] and of the absolute value
of the final momentum |pf | [panel (b)]. The figure shows that the distances of closest
approach determined by the direct and rescattered SFA are limits to what is obtained
from the CQSFA. This is particularly clear if one looks at the behavior with regard to
the final scattering angle, which, within the CQSFA framework, should encompass from
direct orbits to hard scattering. If one considers an orbit with small scattering angles,
the distance of closest approach is the tunnel exit and follows what can be obtained if
the Coulomb coupling is taken to zero from above, i.e., what one would expect from the
direct SFA. Once the angle θf = 1.1pi is reached, the distance of closest approach drops
drastically, crossing the region delimited by the Bohr radius and tending towards the
origin. That would be precisely the expected return coordinate for high-order ATI. An
even clearer pattern can be observed for the CQSFA times of closest approach, which
follow the solution of the saddle-point equation determined for direct and rescattered
ATI very closely.
With regard to question Q2, i.e., of the classification discussed in this work
being sufficient, Fig. 19 provides a very good example of topologically very different
trajectories, which however fall under the umbrella of type 3 and type 4 orbits, according
to the classification in Table 2. The standard case for such orbits, shown in Fig. 15 and
described above, is only represented in panel a). Panel b) shows multi-pass orbits,
which are driven past the core many times before recollision, and panel c) displays
orbits that undergo hard scattering before the laser field changes sign. These orbits,
and in particular their influence on holographic patterns have not yet been investigated
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in detail. There is however a strong indication that multipass orbits are responsible
for near-threshold effects, and patterns such as the “inner spider”, both from simplified
methods [23] and from the CQSFA [29, 30, 31]. A proper study of these orbits will
however require novel asymptotic expansions, as there are radical changes in the number
and nature of the saddles [31].
It is important to stress that this is not the only classification employed in the
literature. For instance, in [86], orbits leading to holographic patterns have been
classified as direct (D1), and forward scattered (R1 and R2). Trajectories R1 have
large, initial positive transverse momenta, while for trajectories R2 the initial transverse
momenta are small and negative. Although we cannot directly state, as the direction of
the final transverse momenta are not given, it seems that R1 and R2 may be associated
with type 2 and type 3 orbits, respectively. This impression is supported by the stronger
influence of the core and higher ionization rate that exists for the R2 trajectories in [86]
(see also supplemental material therein).
5.1.2. Complex trajectories and branch cuts If complex trajectories are taken, two
legitimate questions are: (i) Will any of the trajectories discussed above, either Coulomb-
free or Coulomb-distorted, meet a branch cut? (ii) If so, what is the physical meaning
of this encounter? In order to understand the problem and ultimately answer these
questions, we will map the branch cuts in the complex momentum plane and match this
behavior with that of qualitatively different trajectories.
In Fig. 20, such a mapping is presented for Coulomb-free trajectories, i.e., the SFA
orbits 1 and 2. The figure shows two sets of branch cuts separated by gaps that may
get closer or distance themselves from the real axis depending on the parameters used.
For orbit 1, the branch cuts do not cross the real time axis in the time range of interest,
i.e, for Re[τ ] > t′r. However, they do for orbit 2. This implies that the contour must be
altered for this latter orbit.
If the Coulomb potential is incorporated, as shown in Fig. 21, we also see that orbit
1 does not encounter a branch cut, but the other three types of orbits do depending
on the choice of the electron momentum components. In Fig. 21(a), orbit 2 crosses the
branch cut, while for the other types of orbits, branch cuts are avoided. In Fig. 21(b),
the final momentum has been carefully chosen as to lead to a final momentum almost
perpendicular to the driving-field polarization direction. In this case, the branch cuts
intersect the real time axis for orbits 3 and 4. The situation is particularly complex
in Fig. 21(c), for which the branch cuts associated with orbit 4 cuts through the real
time axis twice within a field cycle. A closer inspection [Fig. 21(d)] even shows that, in
this case, the branch cuts overlap, which would rule out the applicability of the present
procedure. Physically, a trajectory encountering a branch cut is strongly associated
with an act of return or rescattering. For that reason, this may occur for all orbits
except orbit 1. The fact that orbit 4 may cross twice a branch cut within a field cycle
reflects its behavior of going around the core. This physical meaning has already been
mentioned in [76], and in [172], which state that, every time a contour pass through the
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Figure 20. Branch cuts in the complex time plane calculated for the Coulomb-
free orbits 1 [panel(a)] and 2 [panel (b)] using the same field and atomic
parameters as in Figs. 18 and 19. The red (gray), green (light gray) and blue
(dark gray) curves were computed using the final the momentum components
(pf‖, pf⊥) = (−0.63 a.u., 0.53 a.u.), (pf‖, pf⊥) = (−0.80 a.u., 1.05 a.u.) and
(pf‖, pf⊥) = (−0.82 a.u., 0.01 a.u.). The start times t′ of each contour are indicated
by the dots in the figure, while the times tb at which a branch cut crosses the real
time axis under the condition that tb > Re[t
′] are indicated by squares. The triangles
mark the branching points tk. The left hand side of panel (b) provides a blow up of
the region where the branch cuts meet the real axis for physically relevant parameters.
From [33].
gates, soft recollisions do occur. Because the variables are complex, such recollisions
influence not only the phases, but also the amplitudes associated with specific orbits.
One should note that, due to the restrictions associated with the method in [76, 172], in
such studies only Coulomb-free trajectories were taken into consideration. In contrast,
our method allow us to treat Coulomb-distorted trajectories.
5.2. Sub-barrier dynamics and single-orbit distributions
In the standard formulation of the CQSFA, understanding the contributions of each
orbit to the overall probability density means having a closer look at the sub-barrier
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Figure 21. Branch cuts in the complex time plane calculated using Coulomb-
distorted trajectories for the same field and atomic parameters as in Fig. 20. In
panels (a), (b) and (c), respectively, the momentum components (pf‖, pf⊥) =
(−0.475 a.u., 0.400 a.u.), (pf‖, pf⊥) = (−0.604 a.u., 0.980 a.u.) and (pf‖, pf⊥) =
(−0.619 a.u., 0.0113 a.u.) were chosen. The branch cuts associated with orbits 1, 2,
3 and 4 are shown as the red (gray), green (light gray), blue (dark gray) and black
lines. The corresponding ionization times, branching times and the intersection times
of the branch cut with the real time axis are marked with dots, triangles and squares,
respectively, using the same color convention. The number close to the ionization
times indicate the type of orbit. In panel (d), we present arg(
√
r(τ) · r(τ)) for the
parameters in panel (b), near the overlapping branch cuts. From [33].
dynamics and the imaginary parts of the ionization times. In the CQSFA framework,
the ionization probability is proportional to exp[−2Im[S(p˜, r, t, t′)]], where the variables
upon which the action depends are determined using the saddle-point equations in the
first part of the integration contour discussed in Sec. 4.0.1.
Fig. 22 presents the single-orbit distributions computed for orbits type 1, 2 and 3,
without and with prefactors. For the contributions of orbits 1 and 2 (left and middle
panels), one may easily identify two peaks along the parallel polarization axis, for pf‖ 6= 0
and elongated shapes near the pf‖ axis. This behavior mirrors that of the imaginary
parts of the CQSFA action, which are plotted in the upper panels of Fig. 24, and that
observed for Im[t′], plotted in Fig. 17(b). The figure clearly shows two minima in both
cases, whose positions correspond to the maxima in this distributions. Qualitatively,
this doubly-peaked shape is very different from that observed for the SFA. In the SFA
case, Im[Sd(p, t
′)] and Im[t′] exhibit a single minimum for vanishing momentum, which
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Figure 22. CQSFA single-orbit electron momentum probability distributions plotted
in arbitrary units and computed for the same field and atomic parameters as in the
previous figures. The left, middle and right columns correspond to orbit 1, 2 and 3,
respectively. The upper and lower panels have been computed without and with the
prefactors, respectively. The upper panels have been multiplied by 103. From [29].
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Figure 23. CQSFA single-orbit angle-resolved electron probability distributions in
arbitrary units and computed using orbit 4 and the same field and atomic parameters
as in the previous figures. Panels (a) and (b) have been computed without and with
the prefactors, respectively.
leads to a single peak in the corresponding electron-momentum distribution. This
may be understood as a result of the fact that the barrier to be overcome by the
electron is narrowest at peak field. For peak-field times, the electron tunnels with
vanishing momentum. Such events, however, are highly suppressed in the CQSFA due
to the residual Coulomb attraction. This may be easily understood as an electron with
vanishing momentum at the tunnel exit will be pulled back by the core. For orbit 3,
one observes a much broader momentum range delimited by caustics. This is consistent
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Figure 24. In panel (a), we present the imaginary parts of the actions Si (i=1,2,3)
associated to the orbits 1, 2 and 3 of the CQSFA, as functions of the final parallel
momentum for perpendicular momentum pf⊥ = 0.05 a.u. For comparison, we also
plot the SFA counterpart. In panel (b), we show the approximate analytic expressions
obtained for orbit 2, with and without the integral over the binding potential (dashed
and dotted lines, respectively), compared with the full CQSFA solution (solid line). In
panels (c) and (d), we plot the single-orbit electron momentum distributions computed
analytically with and without the sub-barrier Coulomb phase, respectively. The atomic
and field parameters are the same as in the previous figures. From [29].
with the fact that the imaginary part of the ionization time is very flat and much closer
to zero for this orbit. Once the prefactor is included, however, the probability density
associated with this orbit is restricted to a narrow range along the polarization axis. For
orbit 4 the significant contributions are located perpendicular to the polarization axis,
so that they only start to play a role for nearly right scattering angles. It is noteworthy
that, for orbits 3 and 4, the shapes of the electron momentum distributions are strongly
influenced by the prefactors, which also causes a drastic reduction of the yield. This is
a strong indicator that these orbits are far less stable than orbits 1 and 2.
Hence, we conclude that, for orbits 1 and 2, the key influence on these distributions
comes from the Coulomb potential modifying the SFA-like part of the sub-barrier
action Stun(p˜, r, t′r, t
′) via the ionization times, while for orbits 3 and 4 the prevalent
contribution is less clear. Thus, it is legitimate to ask what role the sub-barrier Coulomb
phase plays. Analytical estimates for each term can be used to disentangle both
contributions. The imaginary parts of the action with and without the Coulomb integral
are shown in Fig. 24(b), while the corresponding single-orbits distributions for orbit 2
Ultrafast holographic photoelectron imaging 58
are shown in the lower panels of the figure. The main effect of the Coulomb integral is
to broaden the distributions in the direction perpendicular to the polarization axis, and
lead to secondary maxima.
More detailed information is given in Fig. 25, which shows the analytic estimates
together with the full CQSFA electron momentum distributions for a wide parameter
range, computed using orbits 1 and 2. Throughout, the SFA-like terms lead to elongated
shapes along the polarization axis, while the contributions from the sub-barrier Coulomb
phase have non-trivial behavior. In most cases, the latter are located at or around the
pf⊥ axis. This is consistent with the momentum regions occupied by the probability
distributions associated with orbits 1 and 2, along the polarization axis, and for orbit 4,
in the direction perpendicular to it (see Fig. 23). For orbits 1 and 2, the coupling with
the laser field dominates, while for orbit 4 the binding potential prevails. For very long
wavelengths, the influence of StunC (r, t
′
r, t
′) is minimal. This may be attributed to the long
electron excursion amplitudes for the electron in this regime, which reduce the influence
of the core. As the wavelength decreases, the sub-barrier Coulomb phase becomes more
important by modifying the shape of the electron momentum distributions. Our studies
also show that sidelobes are already present for single-orbit distributions, so that they
are primarily caused by sub-barrier contributions. In the seminal work [10], they were
attributed to quantum-interference effects. Quantum interference does enhance the
sidelobes, but it is only a contributory cause. This assertion was only made possible
because the CQSFA allows one to separate and visualize the contributions of specific
types of orbits in the presence of the binding potential and assess the influence of sub-
barrier dynamics in each. Interestingly, features that could be associated with sidelobes
have also been reproduced by a classical model and associated with rescattering in ATI
[67].
Finally, it is noteworthy that many semi-classical approaches that include the
residual Coulomb potential weight the electron’s release in the continuum with the
quasi-static ADK tunnelling rate, such as the QTMC [86, 189], and the SCTS [98, 32]
methods. It is a well-known fact, however, that these rates are maximal at peak field.
However, the results presented in this section do not seem to support this picture.
Still, both the QTMC and the SCTS exhibit a good agreement with ab-initio methods
and reproduce many of the holographic features encountered in experiments. This
apparent contradiction may be understood if one considers that an electron freed with
vanishing momentum would be recaptured by the core into a high-lying excited state.
This mechanism is known as frustrated tunnel ionization (FTI) [204], and has been
recently incorporated in the SFA in [205]. For early studies of transient recapture of an
electron in a high-lying state see [206]. This mechanism is explicitly mentioned in the
context of the QTMC [86], and of an in-depth study using classical-trajectory methods
[207]. It is important to note the resemblance between our single-orbit distributions
for orbits 1 and 2 and those in [207], with two peaks stretched along the direction of
the laser-field polarization. Frustrated tunneling ionization has also been studied in
conjunction with the attoclock [208], with the very low energy structure [209] and with
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Figure 25. Single-orbit CQSFA photoelectron momentum distributions computed
without prefactors for hydrogen (Ip = 0.5 a.u.) and orbits 1 and 2, for the field
parameters (I, λ) = (7.5 × 1013W/cm2, 1300 nm) [panels (a) and (b)], (I, λ) = (2.0 ×
1014W/cm
2
, 800 nm) [panels (c) and (d)] and (I, λ) = (3.75 × 1014W/cm2, 590 nm)
[panels (e) and (f)], where I and λ give the field intensity and wavelength, respectively.
The acronyms Fn (n = 1, 2), An (n = 1, 2) on the right top corner indicate the full and
analytic CQSFA solution for orbits 1 or 2, respectively, while Ln (n = 1, 2) and Cn
(n = 1, 2) give the laser and Coulomb terms, respectively, in the analytic expressions.
Each panel has been plotted in the logarithmic scale and normalized to its highest
yield. The thick horizontal lines separate panels with different field parameters. From
[30].
the fan-shaped holographic fringes [210]. Nonetheless, the issue is not fully settled, as
recent studies indicate that non-adiabatic ionization conditions play an important role
in enhancements that occur for the ATI signal near photoelectron energy 2Up [200].
For a thorough discussion of several tunneling criteria see [211], a phase-space analysis
of tunneling using initial value representations see [201], and non-adiabatic effects in
circularly polarized fields see [212, 213, 214].
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Figure 26. Electron momentum distributions computed with the direct SFA for
Hydrogen Ip = 0.5 a.u. in a linearly polarized monochromatic field of intensity
I = 2 × 1014W/cm2 and frequency ω = 0.057 a.u.. In panels (a) to (c), we display
inter-cycle interference patterns obtained using orbit 1 using different cycles. In panels
(d) to (f), we present intracycle interference patterns computed using the times t′1 and
t′2 within the first field cycle. Panels (d) and (e) exhibit type A and B intracycle
interference, for which Re[t′2 − t′1] and is less than or greater than half a cycle,
respectively. Panel (f) was computed following the solutions t′1 and t
′
2 from negative to
positive parallel momenta without imposing any restriction upon the time difference.
The white dashed and full lines give exact and approximate analytic interference
conditions derived in [29]. From [29].
5.3. Holographic patterns: well-known and overlooked
The objective of this section is to discuss the key types of interfering trajectories
contributing to specific patterns encountered in ATI photoelectron momentum
distributions. This will include not only the fan and the spider-like structures, but
also patterns not yet reported in experiments.
5.3.1. Preamble: several types of temporal double slits. Thereby, a good place to start is
the direct SFA. An example of several possible types of inter- and intracycle interference
within the SFA is provided in Fig. 26 (left and right panels, respectively). Intercycle
interference leads to the ATI rings, which become finer if more and more cycles are
added, while intracycle interference leads to double-slit patterns. A striking feature
is that, even if only two solutions per cycle exist, several intra-cycle patterns can be
constructed. This follows from the variety of phase differences that may be obtained
depending on the time difference between both solutions is chosen. One may for instance
choose the interfering orbits so that Re[t′2c− t′1c] is smaller (panel (d)) or greater (panel
(e)) than half a cycle, respectively, or if no restriction is imposed (panel (f)). We denote
the interference stemming from the conditions Re[t′2c−t′1c] < pi/ω as type A interference,
while that coming from pi/ω ≤ Re[t′2c − t′1c] ≤ 2pi/ω is called type B interference. The
former restriction has been widely used in the literature, while the latter case has only
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Figure 27. Angle-resolved photoelectron momentum distributions for hydrogen
(Ip = 0.5 a.u.) in a linearly polarized laser field of intensity I = 2 × 1014 W/cm2
and wavelength λ = 800 nm, for momenta pf < 0.3 a.u as functions of the momentum
component pf,z along the laser polarization direction. Panels (a), (b) and (c) refer to
the CQSFA, SFA, and TDSE, respectively. In panels (a) and (b), we have employed
a monochromatic linearly polarized field over five cycles, while in panel (c) we have
used a trapezoidal pulse (up and down-ramped over 2 cycles, and constant over 8
cycles). the TDSE results have been computed with Qprop [101]. All panels have been
normalized to the same range. From [28].
been addressed systematically in our previous publication [29]. A methodical study of
the type A double-slit interference is presented in [64]. The present classification is not
related to that used in the seminal paper [22]. Type A interference, when symmetrized
with regard to p‖ = 0, leads to the double slit pattern reported in [64]. Fig. 26(d)
shows such fringes, which are nearly vertical and slightly divergent at the origin. Type
B interference, shown in Fig. 26(e), leads to much finer, slightly convergent fringes. The
differences in the widths may be understood by inspecting the differences in the real
parts of the ionization times and actions of the two contributing orbits (see Fig. 14).
The further apart they are, the finer the fringes they will be. If no restriction is imposed
upon Re[t′2c − t′1c], the fringes move from finer to thicker in the example presented. In
Fig. 14, types A and B intracycle interference are marked by circles and rectangles,
respectively. Analytic interference conditions for all double-slit cases were derived in
our previous publication [29].
5.3.2. The fan and the spider. We will now view the fan-shaped pattern discussed in
Sec. 2.4.3 in the light of the CQSFA. In Fig. 27, we plot photoelectron momentum spectra
computed in the polarization plane, using only orbits 1 and 2 over five cycles. Apart
from the ATI rings caused by inter-cycle interference, the figure shows the fan-shaped
structure, both in the CQSFA and ab-initio results. This is in striking disagreement with
the SFA results, which exhibit the nearly vertical fringes that are characteristic of the
type A interference. One should note as well that there is excellent agreement between
the number of fringes in the fan for the CQSFA and the TDSE. This is not the case
in many Coulomb corrected approaches, such as the CCSFA and CVA (see Sec. 3.2).
If only type A intra-cycle interference is allowed, the fan becomes even clearer (see
Fig. 28). A comparison with the SFA results, displayed on the right panels of Figs. 27
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Figure 28. (Color online) Same as Fig. 27(a) and Fig. 27(b), but calculated over a
single cycle restricting the differences between the real parts of ionization times t′1c
and t′2c to at most half a cycle. Both panels have been normalized to the same range
to facilitate a direct comparison. From [28].
Figure 29. Photoelectron momentum distributions calculated with the CQSFA using
orbits 2 and 3 for the same parameters as in Fig. 27, without and with prefactor [panels
(a) and (b), respectively] and plotted in a logarithmic scale. From [29].
and 28, supports the statement that the fan is due to unequal angular distortions in
the temporal double-slit pattern caused by the Coulomb potential. The influence of the
binding potential decreases with photoelectron energy and scattering angle, being very
pronounced near the polarization axis, but practically cancelling out close to θ = 90◦.
Thus, resonances with excited bound states are not necessary to reproduce the fan.
In Fig. 29, we plot the spider-like pattern calculated with the CQSFA. In agreement
with previous studies in the literature [10], our results show that its main contributors
are trajectories 2 and 3, which are forward-scattered orbits starting in the same half
cycle. However, the CQSFA allows a much deeper analysis as we can use it to probe
directly how the spider forms. An interesting feature is that there is a caustic around the
spider, which is very visible if the prefactor is not included. If the prefactor is inserted,
the fringes become much more localized near the pf‖ axis. One should note that there
are no type A or B interferences for the spider.
One may also use the analytic approximations mentioned in Sec. 4.0.2 to dissect
what each of the phases SP(P , t, t′r) and SpropC (r, t, t′r) given by Eqs. (64) and (65), as well
as soft recollision, does to the spider-like fringes. This can be seen in Fig. 30, in which
we also include the outcome of the full CQSFA and that of its analytic approximation
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Figure 30. Photoelectron momentum distributions computed with the full CQSFA
[panel (a), indicated by F] and its analytical counterparts [remaining panels] without
prefactors, for the same parameters as in Figs. 27 and 28. Panel (b), denoted A1,
depicts the analytic solution with all phases. Panel (c), denoted A2, shows the
analytical approximation without rescattering. In panels (d), (e) and (f) we have
omitted the Coulomb phase SpropC (r, t, t
′
r) (NC), the phase SP(P, t, t′r) associated with
the acceleration caused by the residual potential in the continuum (SFA), and both
phases together with rescattering (NR). From [30].
including all phases [Fig. 30(a) and (b), respectively]. The sub-barrier Coulomb phase
in taken into consideration in all cases. If soft recollision is neglected [Fig. 30(c)], the
central part of the spider and its fringes are poorly reproduced. This shows that it is an
essential part of the physics leading to the spider. The role of the Coulomb phase is to
modify the slope of the spider-like fringes. If it is removed, they are “bent down” beyond
the polarization axis [Fig. 30(d)], but are still present as they are caused by rescattering
and the phase SP(P , t, t′r) related to the acceleration caused by the Coulomb potential.
A remarkable example of this is provided in Fig. 30(e), for which the acceleration phase
has been removed. This leads to the spider-like fringes being truncated at the direct-
ATI cutoff energy 2Up prescribed by the SFA. If rescattering is removed [Fig. 30(f)],
the electron momentum distribution bears a striking resemblance to those obtained for
direct ATI using the SFA if only the long orbits are taken. This is expected as the
ionization times for orbits 2 and 3 are relatively close.
It is important to mention that there exist interpretations for the spider that are
alternatives to the assumption that it is caused by the interference of two types of
trajectories. For instance, in [23], spider-like fringes are obtained by considering the
interference of a spherical wave with an incoming plane wave, and, in [87], the spider
is attributed to an axial caustic singularity and to glory effects in rescattering. This
is justified by computing the transverse width of the electron momentum distributions
and the positions of the fringes. Nonetheless, the issue is not yet settled as the glory
trajectories in [87] resemble orbits 2 and 3, which form a torus in the three-dimensional
space (see discussion in Sec. 5.1.1 and [85]). Furthermore, the trajectory-based methods
used in the comparisons therein were less sophisticated than many of those reported
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Figure 31. Photoelectron momentum distributions calculated with the CQSFA
without and with prefactors (upper and lower panels, respectively) for the same field
and atomic parameters as in Figs. 27 and 28 using pairwise combinations of orbits 1,
2 and 3 with orbit 4. The orbits used to compute the distributions are indicated on
the top left corner of the figure. All distributions have been normalised by their peak
intensity and are plotted in a logarithmic scale. No restriction has been imposed upon
the real parts of the ionization times. From [31].
here as it used either the plain SFA or trajectories in which the binding potential has
been added perturbatively. Still, it raises important questions with regard to the role
of caustic singularities along the polarization direction.
5.3.3. Overlooked holographic patterns. Apart from the fan and the spider, there are
many overlooked patterns that may be obtained if (i) type 4 orbits are taken into
consideration; (ii) if one considers ionization times displaced by more than one half cycle
and different types of orbits. Below we provide a few examples, taken from [29, 31].
In Fig. 31, we show spiral-like patterns that are obtained if orbit 4 is incorporated. In
experiments and ab-initio computations, these patterns can be easily obfuscated and/or
mistaken for ATI rings. They are most visible close to the perpendicular momentum
axis and relatively high photoelectron energies, because in this region the spider-like
fringes and the fan-shaped structure are strongly suppressed. Caustics associated with
this orbit and with orbit 3 are also visible in the figure.
By restricting the real parts of the ionization times to specific intervals, one
may obtain a myriad of patterns. One such pattern is the fan-shaped structure
given in Fig. 27 and 28, which results from differences smaller than half a cycle and
symmetrization with regard to pf‖ = 0 [see also Fig. 32(a)]. Another possibility is to take
this difference to lie between half a cycle and a whole cycle (type B interference according
to the notation in [29]). Examples of these patterns are provided in Fig. 32. Depending
on the choice of interfering orbits, the interference can be divergent [Figs. 32(a) and (f)],
convergent [Figs. 32(b), (c) and (d)], spiral-like [Figs. 32(e) and (g)] or borderline cases.
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Figure 32. CQSFA photoelectron momentum distributions computed for the same
parameters as in the previous figure using pairwise combinations symmetrized with
regard to p‖ = 0 and the time restrictions A and B as explained in Sec. 5.3.1. The
two interfering orbits and the type of interference are indicated on the top left corner
of each panel. All distributions have been normalised by their peak intensity and are
plotted in a logarithmic scale. No prefactors have been employed. From [31].
Clearly, if no symmetrization or restriction is employed, we will find quite different
fringes on the left and right sides of pf‖ = 0.
One may also shift Re[t′] in a whole cycle for one of the interfering orbits in a
pair, and this will lead to strikingly different patterns. However, because the types of
orbits in the interfering pairs are different, the patterns are very distinct from ATI rings.
In Fig. 33, we display results obtained using orbits starting from the same side of the
core, i.e., 2 and 3 (upper panels), and 1 and 4 (lower panels). For forward scattered
trajectories, apart from the spider [33(a)], if one of the orbits are shifted of a full cycle,
the fringes will become much finer, and either convergent [Fig. 33(b)] or spiral-like
[Fig. 33(c)]. Finer fringes indicate that the phase shift between orbits 2 and 3 has
been increased. If one considers the interference of backscattered and direct trajectories
(lower panels of Fig. 33), it is clear that, if orbit 1 starts one cycle later [Fig. 33(e)], the
fringes become much broader and there is a fan-shaped structure. This is due to the
fact that it will be more “in phase” with a backscattered orbit that started much earlier
but went around the core. Clearly, if orbit 4 starts later, or within the same cycle as
orbit 1, the fringes will be much finer [Fig. 33(d) and (f)].
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Figure 33. CQSFA photoelectron momentum distributions computed using forward
scattered or backscattered trajectories (upper and lower panels, respectively), no
prefactors and the same field and atomic parameters as in the previous figures. The
prime indicates orbits starting one cycle later, with regard to their counterparts. The
orbit combinations are provided on the top left corner of each panel. The yield in each
panel has been normalized to its peak value and is plotted in a logarithmic scale. From
[31].
The message to be taken out of this section is that the interplay between the
Coulomb potential and the driving field leads to a far more complex scenario than
anticipated in the seminal paper [22]. Those pictures have been drawn by assuming
that the tunnel exit remained fixed, the amplitudes associated with each orbit were
equal and that rescattering took place at one single point: the origin. The CQSFA
made it possible for us to blur many of these distinctions. First, both the weight of the
orbit and the tunnel exit are dictated by the sub-barrier dynamics and the first part of
our contour, as discussed in Sec. 5.2. This means that the tunnel exits will vary with
regard to the field and that the probability amplitudes associated with each interfering
orbits will be unequal, which, in some instances, will lead to the blurring of the fringes.
Second, the phase shifts acquired in the continuum will be determined by the interplay
between the laser field and the long-range binding potential, which means that they will
differ a lot from those predicted in [22]. Finally, it is not trivial to define whether an
electron has returned to the core, or suffered rescattering, and what type of rescattering
it underwent. Indeed, to make this kind of statement we followed two strategies: (i) to
employ analytic approximations in which individual contributions to the overall action
were switched on and off at will; (ii) to compare the CQSFA orbits with those in the
direct or rescattered SFA. Thus, some of the patterns predicted in [22] that have been
sought in experiments are an over simplification and may need to be reassessed.
5.4. Comparison with ab-initio methods
Apart from allowing the in-depth analysis presented above, the CQSFA exhibits a good
agreement with the ab-initio solution of the time-dependent Schro¨dinger equation over
a wide momentum range. This is shown explicitly in the following three figures, which
also provide information about what types of interference would be prominent in a
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Figure 34. Photoelectron momentum distributions computed with the CQSFA using
the orbits 1, 2 and 3 (upper and middle panels) compared with the ab-initio solution
of the time-dependent Schro¨dinger equation (lower panels), for Hydrogen in a field
of intensity I = 2 × 1014W/cm2 and wavelength λ = 800nm. The left, middle and
right panels have been computed using one, two and four cycles of constant amplitude.
For the TDSE, we have employed the freely available software Qprop [101], using and
additional half a cycle linear turn on and off. All distributions are given in arbitrary
units. The upper and middle panels exclude and include the prefactors, respectively.
From [29].
Figure 35. Photoelectron momentum distributions computed with the full CQSFA for
the same parameters as in Fig. 34 excluding and including the contributions of orbit 4
(left and middle panels, respectively). The far right panels provide the outcome of the
TDSE, obtained using Qprop [101]. The upper and lower panels have been computed
over a single and four laser cycles, respectively. From [31].
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Figure 36. Photoelectron momentum distributions calculated for hydrogen (Ip = 0.5
a.u.) using orbits 1 to 3 over four driving-field cycles, using the field parameters (I, λ) =
(7.5 × 1013W/cm2, 1300 nm) [panels (a) to (d)], (I, λ) = (2.0 × 1014W/cm2, 800 nm)
[panels (e) to (h)] and (I, λ) = (3.75× 1014W/cm2, 590 nm) [panels (i) to (l)], where I
and λ give the field intensity and wavelength, respectively. The far left (denoted by A),
left (denoted by NP), right (denoted by F) and far right (denoted by TDSE) columns
have been computed using the analytic approximations for the CQSFA, the CQSFA
without prefactors, the full CQSFA solution and the TDSE, respectively. The density
plots have been plotted in a logarithmic scale and normalized to the highest yield in
each panel. The numbers on the top left corner of each panel give the driving-field
wavelength. From [30].
realistic setting, and how this is influenced by the field parameters. The CQSFA electron
momentum distributions were computed without any restriction upon the real parts of
the ionization times and using no symmetrization.
Fig. 34 displays the results from the CQSFA taking into consideration the
contributions of orbits 1, 2 and 3. Throughout, both the near-threshold fan and the
spider-like pattern are very visible, and become more and more symmetric as the pulse
length increases. For the shortest pulses, one may see traces of the converging fringes
that result from the interference of orbits 1 and 3. Once the number of cycles increases,
these fringes become washed out and there is the presence of very clear ATI rings. The
effect of the prefactor is mainly to suppress contributions of high-energy photoelectrons
for large scattering angles, improving the resemblance of the CQSFA with the TDSE
computation.
It is noteworthy that the number and approximate location of the spider-like and
fan-shaped fringes agree both in the CQSFA and TDSE. This agreement is particularly
good for moderate and near-threshold photoelectron energy. The slope of the spider-
like structure is however slightly steeper for the ab-initio computation. In the CQSFA,
this slope is caused by the interplay of the phases SP(P , t, t′r) and SpropC (r, t, t′r), which
undergo some approximations as the continuum trajectories are taken to be real.
Furthermore, all CQSFA results reveal a caustic for high-energy photoelectrons, which
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marks a boundary within which the present asymptotic expansions are valid for orbit
3. This caustic is also exacerbated by the continuum trajectories being real. Finally,
one may see that, close to the perpendicular momentum axis, the ATI rings appear to
be “broken” for the TDSE distributions, while they remain intact for the CQSFA. This
caustic has also been reported in [215].
Fig. 35 shows that this effect is caused by the contributions of orbit 4. If this orbit
is included in the computations, the spiral-like structures resulting from its interference
with orbit 3 will cause the ATI rings to break close to the pf⊥ axis. In [216], the broken
rings have been attributed to the constructive and destructive interference of the direct
SFA short and long orbits. However, in the energy range for which they occur, one
expects rescattering to play an important role. Therein, discrepancies with regard to
the experimental results have also been reported. This means that the problem is still
open to a great extent. Orbit 4 will also lead to an additional caustic in the distribution
[see Figs. 35(b) and (e)]. This caustic has been identified in [215] using the adiabatic
theory, and has been rightly attributed to backscattered trajectories. In [159], this
shape has been obtained from backscattered SFA orbits with maximum photoelectron
momentum, and was explained analytically using the mapping (26).
Finally, in Fig. 36, we show that, depending on the driving field parameters, the
agreement between the CQSFA and the TDSE may improve or worsen. For instance,
in the limit of long wavelengths (see upper panels in the figure), the slope of the spider
obtained in the TDSE computation decreases, so that it becomes more similar to the
outcome of the CQSFA. Overall, in this wavelength regime the similarity between the
result of both approaches is striking. This is possibly due to the long electron excursion
amplitudes involved, which reduce the influence of the core. For the very same reason,
the agreement worsens with decreasing wavelength (see middle and lower panels in the
figure). The figure also shows that the analytic approximations employed in order to
analyze the patterns in greater depth work well together and bear a strong resemblance
to the results obtained with the full CQSFA (see far left and left panels in the figure).
5.5. Branch-cut corrections
In the following, we incorporate complex trajectories in the CQSFA and analyze the
effect of branch cuts in the photoelectron momentum distributions. The simplest
scenario is given in Fig. 37, in which the Coulomb phase has been incorporated in
the electron propagation but Coulomb-free, SFA orbits were used. The ovals in Fig. 37
and in the lower panels of the figure delimit the region for which orbit 2 does not
cross a branch cut. In the absence of branch-cut corrections, fringe discontinuities
and a trumpet-shaped structure near the pf‖ axis closely following the oval boundary
are very visible [Figs. 37(a) and (e)]. These features are eliminated once the branch-
cut corrections have been applied [Figs. 37(c) and (f)]. Overall, we also see that the
distributions computed with the strong-field approximation [Fig. 37(d)], or with real
trajectories [Fig. 37(e)] are much broader and decay more slowly. This supports the
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Figure 37. Photoelectron momentum distributions computed using Coulomb-free
trajectories for the same atomic and field parameters as in Figs. 34 and 35 including
the Coulomb phase [panels (a) to (c)], together with the outcome of the standard SFA
[panel (d); acronym SFA]. In panels (a) and (c) we have employed complex trajectories
without (acronym NB) and with branch-cut corrections (acronym B), while in panel
(b) we have used only their real parts in the continuum part of the contour (acronym
Re). Panels (e) and (f) exhibit blow ups of the distributions in panels (a) and (c)
in the momentum region for which the branch cut corrections are applied. The red
(gray), green (light gray) and black dots in panels (a) and (c) mark the momentum
components (pf‖, pf⊥) = (−0.63 a.u., 0.53 a.u.) (pf‖, pf⊥) = (−0.80 a.u., 1.05 a.u.)
and (pf‖, pf⊥) = (−0.82 a.u., 0.01 a.u.) used in the branch-cut mapping in Fig. 20.
For clarity, the same colors have been employed. The thin black lines in panels (a), (e)
and (f) separate the regions in momentum space for which branch cuts cross (outside
the oval) and do not cross (inside the oval) the real axis for orbit 2. All panels have
been displayed in a logarithmic scale and plotted in arbitrary units. From [33].
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Figure 38. Contributions from specific pairs of orbits to the ATI photoelectron
momentum distributions computed using different versions of the CQSFA for the same
field and atomic parameters as in the previous figure. In the left, middle and right
panels, we have employed real trajectories (acronym Re), complex trajectories and
no branch cut corrections (acronym NB), and complex trajectories with branch-cut
corrections (acronym B), respectively. The first row [panels (a) to (c)] considers
orbits 1 and 2, the middle row [panels (d) to (f)] orbits 2 and 3, and the lower
row [panels (g) to (h)] to orbits 3 and 4. The red (gray), green (light gray)
and black dots corresponds to the momenta (pf‖, pf⊥) = (−0.475 a.u., 0.400 a.u.),
(pf‖, pf⊥) = (−0.604 a.u., 0.980 a.u.) and (pf‖, pf⊥) = (−0.619 a.u., 0.0113 a.u.) that
have been used to compute the branch cuts in Fig. 21. All plots have been displayed
in a logarithmic scale. From [33].
statement that complex trajectories may lead to an effective deceleration of the electronic
wave packet [175]. One should bear in mind, however, that their imaginary parts may
also lead to enhancements in the photoelectron yield, as reported in [172]. Throughout,
the Coulomb phase considerably modifies the shape of the quantum-interference fringes,
although the holographic structures discussed in the previous section are absent. The
figure also makes it clear that our procedure does not work well on the pf‖ axis, as
previously stated [see Fig. 37(c)].
If Coulomb-distorted orbits are used, similar features are observed. An example
is provided in Fig. 38, in which specific holographic patterns are shown. For the
interference between orbit 1 and 2, one clearly sees that the distributions computed
with complex orbits [Fig. 38(b) and (c)] decay much faster than that in which real orbits
are taken into the continuum propagation [Fig. 38(a)]. Furthermore, orbit 2 crossing a
branch cut also leads to discontinuities, which our method eliminates. Similar features
can also be observed for the spider, and the spiral (middle and lower rows in the figure,
respectively). Furthermore, employing complex trajectories alters the slope of the spider
and changes the spacing and the contrast of the spiral. Finally, the fringes near the pf⊥
axis that exist for the spider if real trajectories are taken are softened in the complex-
trajectory case. This is due to a faster decay in the contributions of orbit 2. In Fig. 39,
we show a direct comparison of all the versions of the CQSFA developed and employed by
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Figure 39. Photoelectron momentum distributions computed using several versions
of the CQSFA [panels (a) to (e)] over four cycles of the same driving field as in the
previous figures, compared with the outcome of an ab-initio computation performed
with the freely available software Qprop [101, 102] [panel (f)]. In panels (a) to
(d) we have employed complex trajectories without (left panels; acronyms NB) and
with (right panels; acronyms B) branch-cut corrections, while panel (e)(acronym
Re) was calculated with real trajectories. In panels (c) and (d) (acronyms NB2
and B2, respectively) the contributions of orbits 3 and 4 to the overall transition
amplitude have been reduced multiplying by a factor 0.2, while in panels (a) and
(b) (acronyms NB1 and B1, respectively) no ad-hoc adjustment was made. The
red (gray), green (light gray) and black dots mark the momentum components
(pf‖, pf⊥) = (−0.475 a.u., 0.400 a.u.), (pf‖, pf⊥) = (−0.604 a.u., 0.980 a.u.) and
(pf‖, pf⊥) = (−0.619 a.u., 0.0113 a.u.) that have been used to compute the branch
cuts in Fig. 21. All plots have been displayed in a logarithmic scale. From [33].
us with the ab-initio solution of the time-dependent Schro¨dinger equation. If branch-
cut corrections are taken into consideration, complex trajectories make the electron
momentum distribution decay faster for increasing transverse momentum components
pf⊥. This means that they become more localized near the polarization axis, improving
the agreement with the ab-initio solution. Furthermore, the slope of the spider-like
fringes is nearly horizontal if real trajectories are taken, but becomes closer to the TDSE
outcome in the complex-trajectory case. There is however a drawback in the present
procedure for correcting branch cuts, which tends to worsen the overall agreement
between the CQSFA and ab-initio computations. The approximations employed in
the Coulomb-distorted case to render the problem tractable (see Sec. 4.0.3) work well
for orbit 1, reasonably for orbit 2, but less so for orbits 3 and 4. This is expected,
as those two latter orbits interact very strongly with the core, and are therefore quite
different from their direct SFA counterparts (see upper panels of Fig. 39). An immediate
consequence is that the contributions of orbits 3 and 4 to the overall probability densities
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Figure 40. Schematic representation of the current trends for subfemtosecond imaging
in general and ultrafast photoelectron holography in particular.
are over-enhanced. This is caused by the imaginary parts of orbits 3 and 4 being
overestimated. In order to counteract this problem, we reduce the contributions of orbits
3 and 4 by employing an empirical factor. This considerably improves the agreement,
as a direct comparison of Figs. 39(d) and (f) shows.
6. Trends
Overall, the existing trends for photoelectron holography reflect those one may observe
for ultrafast imaging as a whole. There is a shift from merely structural questions
towards the aim of steering electron and core dynamics in real time, which requires more
sophisticated modeling, more complex targets and tailored fields, which are chosen in
such a way as to probe specific properties of these targets. Thereby, an important issue
is to move from an unstructured continuum, which can be approximated by field-dressed
plane waves, towards a structured continuum. This, together with an appropriate
treatment of multielectron dynamics, is a key requirement for photoelectron holography
in polyatomic molecules, solids and nanostructures. A schematic representation is
presented in Fig. 40.
The simplest possible example of modeling a structured continuum, which is to
include the residual Coulomb potential and compute photoelectron spectra for a one-
electron atom, has been extensively discussed in this review, with particular emphasis
on the CQSFA. Our results show that the interplay between the residual potential and
the laser field plays a huge role. The very fact that the Coulomb potential alters the
ionization dynamics and the number and topology of the interfering orbits means that
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the resulting holographic patterns are strikingly different from those predicted with
the strong-field approximation and in the seminal papers [21, 22]. Clearly, the present
studies have only paved the way for the understanding and control of this interplay in
more complex systems. Below we elaborate on some of the present trends:
• Molecules and multielectron atoms. These are the quintessential ultrafast imaging
targets, and have called a great deal of attention since the mid 2000s. Apart
from the geometry of the bound states involved, that may not be spherically
symmetric, removing one electron will alter the dynamics of the the core. This
removal may for instance create a hole that will migrate and/or induce further
rearrangement processes in the remaining charge, such as relaxation, excitation
and electron migration. The external field may also polarize the core electrons, or
even induce double and multiple ionization. In case of molecules, there may be
also the coupling of electronic and nuclear degrees of freedom, such as vibration
and rotation, or even dissociation and fragmentation. The latter effects will be
particularly important for large systems, or highly excited states. To be able to
probe such systems using photoelectrons, one must ensure that a strong interaction
with the core takes place. This can be achieved by focusing on the near-threshold
energy regime, for which the electron orbits are substantially distorted by the core,
or on patterns involving orbits that undergo appreciable acceleration by the residual
ion. Well-known examples of the former and the latter situation are the fan and
the spider, respectively. Enhancements in the fan have for instance been related to
resonances with Rydberg states in dimers [99], nuclear-electronic coupling of degrees
of freedom [100], and suppression of the fan-shaped fringes has been attributed
to frustrated tunnel ionization [210]. Phase shifts related to molecular alignment
[81, 191, 88], as well as imprints of nodal planes and evidence of coupling with
nuclear degrees of freedom have been identified in the spider [89, 90]. Recent
computations indicate that polarization effects influence both the fan and the spider
[217]. Backscattered trajectories and the resulting quantum interference may also
be employed. For instance, in [218] backscattered trajectories have been used to
retrieve information about multiple orbitals in LIED of an aligned organic molecule,
and required modelling beyond the single-active orbital and plane rescattering wave
approximation. However, special care must be taken that they are not obfuscated
by more prominent patterns. An example is the fishbone structure in [26], which
could only be identified by using differential holograms in which the spider was
removed. This fishbone pattern is highly dependent on the internuclear separation,
and thus could be used for tracking nuclear dynamics.
• Tailored fields, such as linearly [219, 220, 221, 222, 223, 224] or orthogonally
polarized [225, 226, 227] two-color fields, few-cycle pulses [228, 229], elliptically
or circularly polarized fields [230, 231, 232, 213, 233, 208], or bicircular fields
[47, 48, 49, 50], allow a greater deal of control in the electron ionization, propagation
and deflection/recollision by the potential. Hence, they may be used to probe a
Ultrafast holographic photoelectron imaging 75
myriad of properties such as tunneling times [234, 230, 231, 232, 213, 233, 208, 182,
235], the influence of the Coulomb potential [45] and holographic patterns that
are not easily resolved [92]. In principle, obfuscated holographic patterns could be
revealed by (a) moving more prominent holographic patterns to other momentum
regions or suppressing them altogether; (b) changing the curvature and shapes
of specific holographic fringes. For instance, in [92] it has been proposed, within
the SFA framework, that orthogonal two-color (OTC) fields may be employed to
distinguish the fishbone holographic patterns related to backscattered orbits from
those stemming from the temporal double slit. The SFA predictions, however, are
very distinct from the outcome of ab-initio computations in which the residual
potential is taken into consideration. Still, OTC fields may move overlapping
holographic patterns into distinct momentum regions. Furthermore, orthogonally
polarized fields provide a good testing ground for the influence of the Coulomb
potential on photoelectron momentum distributions. In [45], asymmetries in
photoelectron momentum distributions for neon in orthogonally polarized two-color
fields could be traced back to the influence of the Coulomb potential using classical-
trajectory Monte Carlo (CMTC) methods. Thereby, a strong deviation from the
mapping p0 = −A(t′) has been encountered, which has been related to the Coulomb
potential holding back departing electrons, i.e., to frustrated tunnel ionization.
Bicircular fields are of paramount interest as they may be used for probing chiral
molecules, and also allow for rescattering. Above-threshold ionization in such fields
is expected to reveal a myriad of LES and interference patterns [47, 49, 50], some
of which exist only due to nonvanishing initial momenta and the presence of the
Coulomb potential [49].
• Plasmonically enhanced fields. It has been suggested that plasmon-induced resonant
enhancements may amplify modest fields in several orders of magnitudes [236]. This
amplification does however lead to driving fields with an inhomogeneous spatial
profile. Effective models in which this inhomogeneity is approximated within a
one-electron framework show that this causes significant distortions in electron-
momentum distributions [237]. A quantum-orbit analysis using the SFA also shows
that the photoelectron orbits significantly change in this case [238]. It is noteworthy
that even very simplified models as those used in both papers may already reveal
a very rich, non-trivial dynamics. For instance, in [239], in the context of HHG,
we have found that even very small inhomogeneities lead to spatial confinement,
bifurcations, symmetry breaking, two very distinct time scales and different stability
regimes. This all plays a huge role in the continuum electron dynamics, and is
expected to influence above-threshold ionization as well.
• Longer wavelengths. Typically, the complex systems mentioned above have lower
ionization potentials. Furthermore, in specific cases, such as in the seminal work
of [10], it is advantageous to prepare the target in an excited metastable state.
This means that, to probe such systems, it is desirable (i) to reduce the driving-
field intensity and keep the ponderomotive energy fixed; (ii) to ensure tunneling
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is still the dominant ionization mechanism. Condition (i) implies that high-
energy photoelectrons may be created, as the ATI cutoffs both for direct and
rescattered electrons are functions of Up, and that one is still operating below the
saturation intensity. Condition (ii) means that all the formalism and the physical
interpretations developed for the quasi-static regime are valid, and that ionization
is very much dependent on the instantaneous field strength. Both conditions can
be achieved by using fields of longer wavelengths, which have become increasingly
popular since the beginning of decade [240, 42]. For that reason, many of the studies
reported in this review have been performed in the mid-IR regime. Thereby, another
difficulty arises: if the magnetic field associated with the laser field causes the
electron motion perpendicular to the driving-field polarization to become greater
than a Bohr radius, then the dipole approximation breaks down [241]. This will alter
several features described in this work, such as Coulomb focusing and defocusing
[242], and the topology of the electron orbits [174]. For studies of radiation pressure
in the context of LIED see, e.g., [243, 166], and for non-dipole effects with elliptically
polarized fields see [244].
The above-stated list is obviously non-exhaustive, and ultrafast photoelectron
holography will bring with itself many challenges and questions, both theoretical and
experimental. With the present review, we hope to have provided a thorough and
multifaceted contribution to the understanding of photoelectron holography’s past,
present and future.
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SFA Strong-field approximation
RABITT Attosecond Burst By Interferences of
Two-photons Transitions
TCSFA Trajectory-based Coulomb strong-field
approximation
TDSE Time-dependent Schro¨dinger equation
VLES Very low energy structure
WKB Wentzel-Krammers-Brillouin
ZES Zero energy structure
References
[1] Lein M 2007 Journal of Physics B: Atomic, Molecular and Optical Physics 40 R135 URL
http://stacks.iop.org/0953-4075/40/i=16/a=R01
[2] Krausz F and Ivanov M 2009 Rev. Mod. Phys. 81(1) 163–234 URL https://link.aps.org/doi/
10.1103/RevModPhys.81.163
[3] Salie`res P, Maquet A, Haessler S, Caillat J and Ta¨ıeb R 2012 Reports on Progress in Physics 75
062401 URL http://stacks.iop.org/0034-4885/75/i=6/a=062401
[4] Corkum P B 1993 Phys. Rev. Lett. 71(13) 1994–1997 URL https://link.aps.org/doi/10.
1103/PhysRevLett.71.1994
Ultrafast holographic photoelectron imaging 78
[5] Milosˇevic´ D B, Paulus G G, Bauer D and Becker W 2006 Journal of Physics B: Atomic, Molecular
and Optical Physics 39 R203 URL http://stacks.iop.org/0953-4075/39/i=14/a=R01
[6] Lewenstein M, Balcou P, Ivanov M Y, L’Huillier A and Corkum P B 1994 Phys. Rev. A 49(3)
2117–2132 URL https://link.aps.org/doi/10.1103/PhysRevA.49.2117
[7] Agostini P and DiMauro L F 2004 Reports on Progress in Physics 67 813 URL http://stacks.
iop.org/0034-4885/67/i=6/a=R01
[8] Calegari F, Trabattoni A, Palacios A, Ayuso D, Castrovilli M C, Greenwood J B, Decleva P,
Mart´ın F and Nisoli M 2016 Journal of Physics B: Atomic, Molecular and Optical Physics 49
142001 URL http://stacks.iop.org/0953-4075/49/i=14/a=142001
[9] Marangos J P 2016 Journal of Physics B: Atomic, Molecular and Optical Physics 49 132001 URL
http://stacks.iop.org/0953-4075/49/i=13/a=132001
[10] Huismans Y, Rouze´e A, Gijsbertsen A, Jungmann J H, Smolkowska A S, Logman P S W M,
Le´pine F, Cauchy C, Zamith S, Marchenko T, Bakker J M, Berden G, Redlich B, Van Der
Meer A F G, Muller H G, Vermin W, Schafer K J, Spanner M, Ivanov M Y, Smirnova
O, Bauer D, Popruzhenko S V and Vrakking M J J 2011 Science 331 61–65 URL http:
//science.sciencemag.org/content/331/6013/61
[11] Zuo T, Bandrauk A and Corkum P 1996 Chemical Physics Letters 259 313 – 320 ISSN 0009-2614
URL http://www.sciencedirect.com/science/article/pii/0009261496007865
[12] Niikura H, Le´gare´ F, Hasbani R, Bandrauk A D, Ivanov M Y, Villeneuve D M and Corkum P B
2002 Nature 417 917 URL https://doi.org/10.1126/science.291.5503.458
[13] Ihee H, Lobastov V A, Gomez U M, Goodson B M, Srinivasan R, Ruan C Y and Zewail A H 2001
Science 291 458–462 ISSN 0036-8075 URL http://science.sciencemag.org/content/291/
5503/458
[14] Popruzhenko S V 2014 Journal of Physics B: Atomic, Molecular and Optical Physics 47 204001
URL http://stacks.iop.org/0953-4075/47/i=20/a=204001
[15] Itatani J, Levesque J, Zeidler D, Niikura H, Pe´pin H, Kieffer J C, Corkum P B and Villeneuve
D M 2004 Nature 432(6) 867 URL https://doi.org/10.1038/nature03183
[16] Calegari F, Ayuso D, Trabattoni A, Belshaw L, De Camillis S, Anumula S, Frassetto F, Poletto
L, Palacios A, Decleva P, Greenwood J B, Mart´ın F and Nisoli M 2014 Science 346 336–339
ISSN 0036-8075 URL http://science.sciencemag.org/content/346/6207/336
[17] Le´pine F, Ivanov M Y and Vrakking M J J 2014 Nature Photonics 8 195 URL https:
//doi.org/10.1038/nphoton.2014.25
[18] Kuleff A I, Kryzhevoi N V, Pernpointner M and Cederbaum L S 2016 Phys. Rev. Lett. 117(9)
093002 URL https://link.aps.org/doi/10.1103/PhysRevLett.117.093002
[19] Haessler S, Caillat J, Boutu W, Giovanetti-Teixeira C, Ruchon T, Auguste T, Diveki Z,
Breger P, Maquet A, Carre´ B, Ta¨ıeb R and Salie`res P 2010 Nature Physics 6 200206 URL
https://www.nature.com/articles/nphys1511#supplementary-information
[20] Lundqvist S 1992 Nobel Lectures in Physics 1971 1980 (WORLD SCIENTIFIC) URL https:
//www.worldscientific.com/doi/abs/10.1142/1455
[21] Spanner M, Smirnova O, Corkum P B and Ivanov M Y 2004 J. Phys. B 37 L243 URL
https://iopscience.iop.org/article/10.1088/0953-4075/37/12/L02
[22] Bian X B, Huismans Y, Smirnova O, Yuan K J, Vrakking M J J and Bandrauk A D 2011 Phys.
Rev. A 84(4) 043420 URL https://link.aps.org/doi/10.1103/PhysRevA.84.043420
[23] Hickstein D D, Ranitovic P, Witte S, Tong X M, Huismans Y, Arpin P, Zhou X, Keister K E,
Hogle C W, Zhang B, Ding C, Johnsson P, Toshima N, Vrakking M J J, Murnane M M and
Kapteyn H C 2012 Phys. Rev. Lett. 109(7) 073004 URL https://link.aps.org/doi/10.
1103/PhysRevLett.109.073004
[24] Mo¨ller M, Meyer F, Sayler A M, Paulus G G, Kling M F, Schmidt B E, Becker W and Milosˇevic´
D B 2014 Phys. Rev. A 90(2) 023412 URL https://link.aps.org/doi/10.1103/PhysRevA.
90.023412
[25] Bian X B and Bandrauk A D 2012 Phys. Rev. Lett. 108(26) 263003 URL https://link.aps.
Ultrafast holographic photoelectron imaging 79
org/doi/10.1103/PhysRevLett.108.263003
[26] Haertelt M, Bian X B, Spanner M, Staudte A and Corkum P B 2016 Phys. Rev. Lett. 116 133001
ISSN 10797114 URL https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.
116.133001
[27] Li M, Sun X, Shao Y, Deng Y, Wu C, Gong Q and Liu Y 2015 Sci. Rep. 5 8519
[28] Lai X Y, Yu S, Huang Y, Hua L, Gong C, Quan W, Faria C F D M and Liu X 2017 Phys. Rev. A
96 013414 ISSN 24699934 (Preprint 1703.04123) URL http://arxiv.org/abs/1703.04123
[29] Maxwell A S, Al-Jawahiry A, Das T and Faria C F d M 2017 Phys. Rev. A 96 023420 (Preprint
1705.01518)
[30] Maxwell A S, Al-Jawahiry A, Lai X Y and Figueira de Morisson Faria C 2018 J. Phys. B At.
Mol. Opt. Phys. 51 044004
[31] Maxwell A S and Figueira de Morisson Faria C 2018 J. Phys. B At. Mol. Phys. 51 124001
(Preprint 1802.00789) URL http://arxiv.org/abs/1802.00789
[32] Shvetsov-Shilovski N I and Lein M 2018 Phys. Rev. A 97(1) 013411 URL https://link.aps.
org/doi/10.1103/PhysRevA.97.013411
[33] Maxwell A S, Popruzhenko S V and Faria C F d M 2018 Phys. Rev. A 98(6) 063423 URL
https://link.aps.org/doi/10.1103/PhysRevA.98.063423
[34] Yan T M, Popruzhenko S V, Vrakking M J J and Bauer D 2010 Phys. Rev. Lett. 105(25) 253002
URL https://link.aps.org/doi/10.1103/PhysRevLett.105.253002
[35] Yan T M and Bauer D 2012 Phys. Rev. A 86 053403 ISSN 1050-2947 URL http://link.aps.
org/doi/10.1103/PhysRevA.86.053403
[36] Rudenko A, Zrost K, Schro¨ter C D, de Jesus V L B, Feuerstein B, Moshammer R and
Ullrich J 2004 Journal of Physics B: Atomic, Molecular and Optical Physics 37 L407 URL
http://stacks.iop.org/0953-4075/37/i=24/a=L03
[37] Arbo´ D G, Persson E and Burgdo¨rfer J 2006 Phys. Rev. A 74(6) 063407 URL https://link.
aps.org/doi/10.1103/PhysRevA.74.063407
[38] Chen Z, Morishita T, Le A T, Wickenhauser M, Tong X M and Lin C D 2006 Phys. Rev. A 74(5)
053405 URL https://link.aps.org/doi/10.1103/PhysRevA.74.053405
[39] Arbo´ D G, Miraglia J E, Gravielle M S, Schiessl K, Persson E and Burgdo¨rfer J 2008 Phys. Rev.
A 77(1) 013401 URL https://link.aps.org/doi/10.1103/PhysRevA.77.013401
[40] Arbo´ D G, Dimitriou K I, Persson E and Burgdo¨rfer J 2008 Phys. Rev. A 78(1) 013406 URL
https://link.aps.org/doi/10.1103/PhysRevA.78.013406
[41] Lindner F, Scha¨tzel M G, Walther H, Baltusˇka A, Goulielmakis E, Krausz F, Milo sˇ evic´
D B, Bauer D, Becker W and Paulus G G 2005 Phys. Rev. Lett. 95(4) 040401 URL
https://link.aps.org/doi/10.1103/PhysRevLett.95.040401
[42] Wolter B, Pullen M G, Baudisch M, Sclafani M, Hemmer M, Senftleben A, Schro¨ter C D,
Ullrich J, Moshammer R and Biegert J 2015 Phys. Rev. X 5 1–16 ISSN 21603308 (Preprint
1506.03636v1)
[43] Marchenko T, Huismans Y, Schafer K J and Vrakking M J J 2011 Phys. Rev. A 84(5) 053427
URL https://link.aps.org/doi/10.1103/PhysRevA.84.053427
[44] Wolter B, Pullen M G, Le A T, Baudisch M, Doblhoff-Dier K, Senftleben A, Hemmer M, Schro¨ter
C D, Ullrich J, Moshammer R, Gra¨fe S, Vendrell O, LIn C D and Biegert J 2016 Science 6310
308–312
[45] Zhang L, Xie X, Roither S, Kartashov D, Wang Y, Wang C, Scho¨ffler M, Shafir D, Corkum P B,
Baltusˇka A, Ivanov I, Kheifets A, Liu X, Staudte A and Kitzler M 2014 Phys. Rev. A 90(6)
061401 URL https://link.aps.org/doi/10.1103/PhysRevA.90.061401
[46] Xie X, Wang T, Yu S, Lai X, Roither S, Kartashov D, Baltusˇka A, Liu X, Staudte A and
Kitzler M 2017 Phys. Rev. Lett. 119(24) 243201 URL https://link.aps.org/doi/10.1103/
PhysRevLett.119.243201
[47] Milosˇevic´ D B and Becker W 2016 Phys. Rev. A 93(6) 063418 URL https://link.aps.org/
doi/10.1103/PhysRevA.93.063418
Ultrafast holographic photoelectron imaging 80
[48] Hoang V H, Le V H, Lin C D and Le A T 2017 Phys. Rev. A 95(3) 031402 URL https:
//link.aps.org/doi/10.1103/PhysRevA.95.031402
[49] Eckart S, Kunitski M, Ivanov I, Richter M, Fehre K, Hartung A, Rist J, Henrichs K, Trabert D,
Schlott N, Schmidt L P H, Jahnke T, Scho¨ffler M S, Kheifets A and Do¨rner R 2018 Phys. Rev.
A 97(4) 041402 URL https://link.aps.org/doi/10.1103/PhysRevA.97.041402
[50] Milosˇevic´ D Band Becker W 2018 Journal of Physics B: Atomic, Molecular and Optical Physics
51 054001 URL http://stacks.iop.org/0953-4075/51/i=5/a=054001
[51] Krecˇinic´ F, Wopperer P, Frusteri B, Brauße F, Brisset J G, De Giovannini U, Rubio A, Rouze´e
A and Vrakking M J J 2018 Phys. Rev. A 98(4) 041401 URL https://link.aps.org/doi/
10.1103/PhysRevA.98.041401
[52] Becker W, Grasbon F, Kopold R, Milosˇevic´ D B, Paulus G G and Walther H 2002 Advances in
Atomic Molecular and Optical Physics 48 35–98
[53] Hetzheim H, Figueira de Morisson Faria C and Becker W 2007 Phys. Rev. A 76(2) 023418 URL
https://link.aps.org/doi/10.1103/PhysRevA.76.023418
[54] Muth-Bo¨hm J, Becker A and Faisal F H M 2000 Phys. Rev. Lett. 85(11) 2280–2283 URL
https://link.aps.org/doi/10.1103/PhysRevLett.85.2280
[55] Jaro n´ Becker A, Becker A and Faisal F H M 2004 Phys. Rev. A 69(2) 023410 URL https:
//link.aps.org/doi/10.1103/PhysRevA.69.023410
[56] Milosˇevic´ D B 2006 Phys. Rev. A 74(6) 063404 URL https://link.aps.org/doi/10.1103/
PhysRevA.74.063404
[57] Lai X and Faria C F d M 2013 Phys. Rev. A 88(1) 013406 URL https://link.aps.org/doi/
10.1103/PhysRevA.88.013406
[58] Sua´rez N, Chaco´n A, Ciappina M F, Wolter B, Biegert J and Lewenstein M 2016 Phys. Rev. A
94(4) 043423 URL https://link.aps.org/doi/10.1103/PhysRevA.94.043423
[59] Sua´rez N, Chaco´n A, Pisanty E, Ortmann L, Landsman A S, Pico´n A, Biegert J, Lewenstein M
and Ciappina M F 2018 Phys. Rev. A 97(3) 033415 URL https://link.aps.org/doi/10.
1103/PhysRevA.97.033415
[60] Ansari Z, Bo¨ttcher M, Manschwetus B, Rottke H, Sandner W, Verhoef A, Lezius M, Paulus
G G, Saenz A and Milosˇevic´ D B 2008 New Journal of Physics 10 093027 URL http:
//stacks.iop.org/1367-2630/10/i=9/a=093027
[61] Zhang C, Feng T, Raabe N and Rottke H 2018 Phys. Rev. A 97(2) 023417 URL https:
//link.aps.org/doi/10.1103/PhysRevA.97.023417
[62] Kunitski M, Eicke N, Huber P, Ko¨hler J, Zeller S, Voigtsberger J, Schlott N, Henrichs K, Sann
H, Trinter F, Schmidt L P H, Kalinin A, Scho¨ffler M S, Jahnke T, Lein M and Do¨rner R 2019
Nat Commun 10(1) 2041–1723
[63] Augstein B B and De Morisson Faria C F 2012 Modern Physics Letters B 26 1130002
[64] Arbo D G, Ishikawa K L, Persson E and Burgdorfer J 2012 Nucl. Instrum. Methods B 279 24–30
ISSN 0168583X (Preprint 0912.5470)
[65] Lein M, Marangos J P and Knight P L 2002 Phys. Rev. A 66(5) 051404 URL https://link.
aps.org/doi/10.1103/PhysRevA.66.051404
[66] Becker W, Goreslavski S P, Milosˇevic´ D B and Paulus G G 2018 Journal of Physics B: Atomic,
Molecular and Optical Physics 51 162002 URL http://stacks.iop.org/0953-4075/51/i=
16/a=162002
[67] Paulus G G, Nicklich W, Xu H, Lambropoulos P and Walther H 1994 Phys. Rev. Lett. 72(18)
2851–2854 URL https://link.aps.org/doi/10.1103/PhysRevLett.72.2851
[68] Blaga C I, Catoire F, Colosimo P, Paulus G G, Muller H G, Agostini P and DiMauro L F 2009
Nat. Phys. 5 335–338 ISSN 1745-2473 URL http://www.nature.com/doifinder/10.1038/
nphys1228
[69] Quan W, Lin Z, Wu M, Kang H, Liu H, Liu X, Chen J, Liu J, He X T, Chen S G, Xiong
H, Guo L, Xu H, Fu Y, Cheng Y and Xu Z Z 2009 Phys. Rev. Lett. 103(9) 093001 URL
https://link.aps.org/doi/10.1103/PhysRevLett.103.093001
Ultrafast holographic photoelectron imaging 81
[70] Pisanty E and Ivanov M 2016 Journal of Physics B: Atomic, Molecular and Optical Physics 49
105601 URL https://iopscience.iop.org/article/10.1088/0953-4075/49/10/105601
[71] Wolter B, Lemell C, Baudisch M, Pullen M G, Tong X M, Hemmer M, Senftleben A, Schro¨ter
C D, Ullrich J, Moshammer R, Biegert J and Burgdo¨rfer J 2014 Phys. Rev. A 90(6) 063424
URL https://link.aps.org/doi/10.1103/PhysRevA.90.063424
[72] Ka¨stner A, Saalmann U and Rost J M 2012 Phys. Rev. Lett. 108(3) 033201 URL https:
//link.aps.org/doi/10.1103/PhysRevLett.108.033201
[73] Lemell C, Dimitriou K I, Tong X M, Nagele S, Kartashov D V, Burgdo¨rfer J and Gra¨fe S 2012
Phys. Rev. A 85(1) 011403 URL https://link.aps.org/doi/10.1103/PhysRevA.85.011403
[74] Kelvich S A, Becker W and Goreslavski S P 2016 Phys. Rev. A 93(3) 033411 URL https:
//link.aps.org/doi/10.1103/PhysRevA.93.033411
[75] Daneˇk J c v, Hatsagortsyan K Z and Keitel C H 2018 Phys. Rev. A 97(6) 063410 URL
https://link.aps.org/doi/10.1103/PhysRevA.97.063410
[76] Pisanty E and Ivanov M 2016 Phys. Rev. A 93 1–17 ISSN 10941622 (Preprint 1507.00011) URL
https://journals.aps.org/pra/pdf/10.1103/PhysRevA.93.043408
[77] Liu C and Hatsagortsyan K Z 2010 Phys. Rev. Lett. 105(11) 113003 URL https://link.aps.
org/doi/10.1103/PhysRevLett.105.113003
[78] Brabec T, Ivanov M Y and Corkum P B 1996 Phys. Rev. A 54(4) R2551–R2554 URL https:
//link.aps.org/doi/10.1103/PhysRevA.54.R2551
[79] Becker W and Milosˇevic´ D B 2015 Journal of Physics B: Atomic, Molecular and Optical Physics
48 151001 URL http://stacks.iop.org/0953-4075/48/i=15/a=151001
[80] Huismans Y, Gijsbertsen A, Smolkowska A S, Jungmann J H, Rouze´e A, Logman P S W M,
Le´pine F, Cauchy C, Zamith S, Marchenko T, Bakker J M, Berden G, Redlich B, van der Meer
A F G, Ivanov M Y, Yan T M, Bauer D, Smirnova O and Vrakking M J J 2012 Phys. Rev.
Lett. 109(1) 013002 URL https://link.aps.org/doi/10.1103/PhysRevLett.109.013002
[81] Meckel M, Staudte A, Patchkovskii S, Villeneuve D M, Corkum P B, Dorner R and Spanner M
2014 Nat Phys 10 594–600 ISSN 1745-2473 URL http://dx.doi.org/10.1038/nphys3010
[82] Bergues B, Zherebtsov S, Deng Y, Gu X, Znakovskaya I, Kienberger R, Krausz F, Marcus G and
Kling M F 2011 New Journal of Physics 13 063010 URL http://stacks.iop.org/1367-2630/
13/i=6/a=063010
[83] Weger M, Maurer J, Ludwig A, Gallmann L and Keller U 2013 Opt. Express 21 21981–21990
URL http://www.opticsexpress.org/abstract.cfm?URI=oe-21-19-21981
[84] Popruzhenko S V and Bauer D 2008 J. Mod. Opt. 55 2573–2589 ISSN 09500340 (Preprint
0803.1972)
[85] Lai X Y, Poli C, Schomerus H and Figueira De Morisson Faria C 2015 Phys. Rev. A 92 1–12
ISSN 10941622
[86] Li M, Geng J W, Liu H, Deng Y, Wu C, Peng L Y, Gong Q and Liu Y 2014 Phys. Rev. Lett.
112(11) 113002 URL https://link.aps.org/doi/10.1103/PhysRevLett.112.113002
[87] Xia Q Z, Tao J F, Cai J, Fu L B and Liu J 2018 Phys. Rev. Lett. 121(14) 143201 URL
https://link.aps.org/doi/10.1103/PhysRevLett.121.143201
[88] He M, Li Y, Zhou Y, Li M, Cao W and Lu P 2018 Phys. Rev. Lett. 120(13) 133204 URL
https://link.aps.org/doi/10.1103/PhysRevLett.120.133204
[89] Walt S, Bhargava R, Atala M, Shvetsov-Shilovski N I, von Conta A, Baykusheva D, Lein M and
Wo¨rner H 2017 Nat Commun 8 15651
[90] Ferna´ndez J and Madsen L B 2009 Journal of Physics B: Atomic, Molecular and Optical Physics
42 021001 URL https://doi.org/10.1088%2F0953-4075%2F42%2F2%2F021001
[91] Majety V P and Scrinzi A 2017 Phys. Rev. A 96(5) 053421 URL https://link.aps.org/doi/
10.1103/PhysRevA.96.053421
[92] Li Y, Zhou Y, He M, Li M and Lu P 2016 Opt. Express 24 23697–23706 URL http://www.
opticsexpress.org/abstract.cfm?URI=oe-24-21-23697
[93] Maharjan C M, Alnaser A S, Litvinyuk I, Ranitovic P and Cocke C L 2006 J. Phys. B At.
Ultrafast holographic photoelectron imaging 82
Mol. Opt. Phys. 39 1955–1964 ISSN 0953-4075 URL http://stacks.iop.org/0953-4075/
39/i=8/a=013{%}5Cnhttp://stacks.iop.org/0953-4075/39/i=8/a=013?key=crossref.
e1f5ca3c593f5c912c1645bc5ba658b3
[94] Gopal R, Simeonidis K, Moshammer R, Ergler T, Du¨rr M, Kurka M, Ku¨hnel K U, Tschuch
S, Schro¨ter C D, Bauer D, Ullrich J, Rudenko A, Herrwerth O, Uphues T, Schultze M,
Goulielmakis E, Uiberacker M, Lezius M and Kling M F 2009 Phys. Rev. Lett. 103(5) 053001
URL https://link.aps.org/doi/10.1103/PhysRevLett.103.053001
[95] Korneev P A, Popruzhenko S V, Goreslavski S P, Becker W, Paulus G G, Feti B and Miloevi
D B 2012 New Journal of Physics 14 055019 URL http://stacks.iop.org/1367-2630/14/
i=5/a=055019
[96] Shearer S F C and Monteith M R 2013 Phys. Rev. A 88(3) 033415 URL https://link.aps.
org/doi/10.1103/PhysRevA.88.033415
[97] Gribakin G F and Law S M K 2016 Phys. Rev. A 94(5) 057401 URL https://link.aps.org/
doi/10.1103/PhysRevA.94.057401
[98] Shvetsov-Shilovski N I, Lein M, Madsen L B, Ra¨sa¨nen E, Lemell C, Burgdo¨rfer J, Arbo´ D G
and To˝ke´si K 2016 Phys. Rev. A 94(1) 013415 URL https://link.aps.org/doi/10.1103/
PhysRevA.94.013415
[99] von Veltheim A, Manschwetus B, Quan W, Borchers B, Steinmeyer G, Rottke H and
Sandner W 2013 Phys. Rev. Lett. 110(2) 023001 URL https://link.aps.org/doi/10.1103/
PhysRevLett.110.023001
[100] Mi Y, Camus N, Fechner L, Laux M, Moshammer R and Pfeifer T 2017 Phys. Rev. Lett. 118(18)
183201 URL https://link.aps.org/doi/10.1103/PhysRevLett.118.183201
[101] Bauer D and Koval P 2006 Computer Physics Communications 174 396 – 421 ISSN 0010-4655
URL http://www.sciencedirect.com/science/article/pii/S0010465505005825
[102] Mosert V and Bauer D 2016 Computer Physics Communications 207 452 – 463 ISSN 0010-4655
URL http://www.sciencedirect.com/science/article/pii/S0010465516301801
[103] Patchkovskii S and Muller H 2016 Computer Physics Communications 199 153 – 169 ISSN 0010-
4655 URL http://www.sciencedirect.com/science/article/pii/S001046551500394X
[104] Runge E and Gross E K U 1984 Phys. Rev. Lett. 52(12) 997–1000 URL https://link.aps.org/
doi/10.1103/PhysRevLett.52.997
[105] Burke K, Werschnik J and Gross E K U 2005 The Journal of Chemical Physics 123 062206 URL
https://doi.org/10.1063/1.1904586
[106] Shalashilin D V and Child M S 2000 The Journal of Chemical Physics 113 10028–10036 URL
https://doi.org/10.1063/1.1322075
[107] Shalashilin D V and Child M S 2008 The Journal of Chemical Physics 128 054102 URL
https://doi.org/10.1063/1.2828509
[108] Miyagi H and Madsen L B 2017 Phys. Rev. A 95(2) 023415 URL https://link.aps.org/doi/
10.1103/PhysRevA.95.023415
[109] Hassouneh O, Law S, Shearer S F C, Brown A C and van der Hart H W 2015 Phys. Rev. A 91(3)
031404 URL https://link.aps.org/doi/10.1103/PhysRevA.91.031404
[110] Clarke D D A, Armstrong G S J, Brown A C and van der Hart H W 2018 Phys. Rev. A 98(5)
053442 URL https://link.aps.org/doi/10.1103/PhysRevA.98.053442
[111] Figueira de Morisson Faria C and Liu X 2011 Journal of Modern Optics 58 1076–1131 URL
https://doi.org/10.1080/09500340.2010.543958
[112] Faisal F H M 1973 Journal of Physics B: Atomic and Molecular Physics 6 L89 URL http:
//stacks.iop.org/0022-3700/6/i=4/a=011
[113] Reiss H R 1980 Phys. Rev. A 22(5) 1786–1813 URL https://link.aps.org/doi/10.1103/
PhysRevA.22.1786
[114] Keldysh L 1965 Sov. Phys. JETP 20 1307
[115] Gordon W 1926 Zeitschrift fu¨r Physik 40 117–133 ISSN 0044-3328 URL https://doi.org/10.
1007/BF01390840
Ultrafast holographic photoelectron imaging 83
[116] Volkov D M 1935 Zeitschrift fu¨r Physik 94 250–260 ISSN 0044-3328 URL https://doi.org/10.
1007/BF01331022
[117] Fring A, Kostrykin V and Schrader R 1996 Journal of Physics B: Atomic, Molecular and Optical
Physics 29 5651 URL http://stacks.iop.org/0953-4075/29/i=23/a=011
[118] Becker W, Lohr A, Kleber M and Lewenstein M 1997 Phys. Rev. A 56(1) 645–656 URL
https://link.aps.org/doi/10.1103/PhysRevA.56.645
[119] Lohr A, Kleber M, Kopold R and Becker W 1997 Phys. Rev. A 55(6) R4003–R4006 URL
https://link.aps.org/doi/10.1103/PhysRevA.55.R4003
[120] Ivanov M Y, Spanner M and Smirnova O 2005 Journal of Modern Optics 52 165–184 URL
https://doi.org/10.1080/0950034042000275360
[121] S´piewanowski M D and Madsen L B 2014 Phys. Rev. A 89(4) 043407 URL https://link.aps.
org/doi/10.1103/PhysRevA.89.043407
[122] Figueira de Morisson Faria C, Schomerus H, Liu X and Becker W 2004 Phys. Rev. A 69(4) 043405
URL https://link.aps.org/doi/10.1103/PhysRevA.69.043405
[123] Shaaran T, Nygren M T and Figueira de Morisson Faria C 2010 Phys. Rev. A 81(6) 063413 URL
https://link.aps.org/doi/10.1103/PhysRevA.81.063413
[124] Amini K, Biegert J, Calegari F, Chaco´n A, Ciappina M F, Dauphin A, Efimov D K, Figueira
de Morisson Faria C, Giergiel K, Gniewek P, Landsman A S, Lesiuk M, Mandrysz M,
Maxwell A S, Moszyn´ski R, Ortmann L, Pe´rez-Herna´ndez J A, Pico´n A, Pisanty E, Prauzner-
Bechcicki J, Sacha K, Sua´rez N, Za¨ır A, Zakrzewski J and Lewenstein M 2018 arXiv e-prints
arXiv:1812.11447 (Preprint 1812.11447)
[125] Chirila˘ C C and Lein M 2009 Phys. Rev. A 80(1) 013405 URL https://link.aps.org/doi/10.
1103/PhysRevA.80.013405
[126] Pe´rez-Herna´ndez J A, Roso L and Plaja L 2009 Opt. Express 17 9891–9903 URL http:
//www.opticsexpress.org/abstract.cfm?URI=oe-17-12-9891
[127] Lewenstein M, Kulander K C, Schafer K J and Bucksbaum P H 1995 Phys. Rev. A 51(2) 1495–
1507 URL https://link.aps.org/doi/10.1103/PhysRevA.51.1495
[128] Milosˇevic´ D B 2017 Phys. Rev. A 96(2) 023413 URL https://link.aps.org/doi/10.1103/
PhysRevA.96.023413
[129] Jain M and Tzoar N 1978 Phys. Rev. A 18 538
[130] Cavaliere P, Ferrante G and Leone C 1980 J. Phys. B At. Mol. Opt. Phys. 13 4495
[131] Dorr M and Shakeshaft R 1987 Phys. Rev. A 36 421
[132] Shakeshaft R and Tang X 1987 Phys. Rev. A 36 3193
[133] Basile S, Trombetta F and Ferrante G 1988 Phys. Rev. Lett. 61 2435 ISSN 00319007
[134] Reiss H R and Krainov V P 1994 Phys. Rev. A 50 R910 ISSN 10502947
[135] Jaron´ A, Kamin´ski J Z and Ehlotzky F 1999 Opt. Commun. 163 115–121 ISSN 00304018
[136] Groeger S, Bison G, Schenker J, Wynands R and Weis A 2000 Eur. Phys. J. D 11 191–196
[137] Macri P A, Miraglia J E and Gravielle M S 2003 J. Opt. Soc. Am. B 20 1801 ISSN 0740-3224
[138] Rodr´ıguez V D, Cormier E and Gayet R 2004 Phys. Rev. A - At. Mol. Opt. Phys. 69 053402
ISSN 10502947
[139] Arbo´ D G, Ishikawa K L, Schiessl K, Persson E and Burgdo¨rfer J 2010 Phys. Rev. A 82 043426
ISSN 10502947
[140] Bashkansky M, Bucksbaum P H and Schumacher D W 1988 Phys. Rev. Lett. 60 2458 ISSN
00319007
[141] Lo´pez S D and Arbo´ D G 2019 Eur. Phys. J. D 73 28 ISSN 1434-6060 URL http://link.
springer.com/10.1140/epjd/e2018-90528-5
[142] Borbe´ly S, To´th A, Arbo´ D G, Toke´si K and Nagy L 2019 Phys. Rev. A 99 013413 ISSN 24699934
[143] Becker W, Goreslavski S P, Milosˇevic´ D B and Paulus G G 2014 J. Phys. B At. Mol. Opt. Phys.
47 204022 ISSN 13616455
[144] Lemell C, Burgdo¨rfer J, Gra¨fe S, Dimitriou K I, Arbo´ D G and Tong X M 2013 Phys. Rev. A -
At. Mol. Opt. Phys. 87 013421 ISSN 10502947
Ultrafast holographic photoelectron imaging 84
[145] Morishita T, Le A T, Chen Z and Lin C D 2008 Phys. Rev. Lett. 100 013903 ISSN 00319007
(Preprint 0707.3157)
[146] Le A T, Picca R D, Fainstein P D, Telnov D A, Lein M and Lin C D 2008 J. Phys. B At. Mol.
Opt. Phys. 41 081002 ISSN 0953-4075 URL http://stacks.iop.org/0953-4075/41/i=8/a=
081002?key=crossref.aecb71fb902c333175e4a4f2e2e5cda5
[147] Le A T, Morishita T and Lin C D 2008 Phys. Rev. A - At. Mol. Opt. Phys. 78 023814 ISSN
10502947
[148] Chen Z, Le A T, Morishita T and Lin C D 2009 J. Phys. B At. Mol. Opt. Phys. 42 061001 ISSN
09534075
[149] Micheau S, Chen Z, Le A T and Lin C D 2009 Phys. Rev. A - At. Mol. Opt. Phys. 79 013417
ISSN 10502947
[150] Le A T, Lucchese R R, Tonzani S, Morishita T and Lin C D 2009 Phys. Rev. A - At. Mol. Opt.
Phys. 80 013401 ISSN 10502947 (Preprint 0903.5354)
[151] Le A T, Lucchese R R, Lee M T and Lin C D 2009 Phys. Rev. Lett. 102 203001 ISSN 00319007
[152] Lin C D, Le A T, Jin C and Wei H 2018 J. Phys. B At. Mol. Opt. Phys. 51 104001 ISSN 13616455
[153] Le A T, Wei H, Jin C and Lin C D 2016 J. Phys. B At. Mol. Opt. Phys. 49 053001 ISSN 13616455
[154] Minemoto S, Umegaki T, Oguchi Y, Morishita T, Le A T, Watanabe S and Sakai H 2008 Phys.
Rev. A - At. Mol. Opt. Phys. 78 061402(R) ISSN 10502947
[155] Wong M C, Le A T, Alharbi A F, Boguslavskiy A E, Lucchese R R, Brichta J P, Lin C D and
Bhardwaj V R 2013 Phys. Rev. Lett. 110 033006 ISSN 00319007
[156] Le A T, Lucchese R R and Lin C D 2013 Phys. Rev. A - At. Mol. Opt. Phys. 87 063406 ISSN
10502947
[157] Le A T, Lucchese R R and Lin C D 2013 Phys. Rev. A - At. Mol. Opt. Phys. 88 021402(R) ISSN
10502947
[158] Kroll N M and Watson K M 1973 Phys. Rev. A 8 804
[159] Cˇerkic´ A, Hasovic´ E, Milosˇevic´ D B and Becker W 2009 Phys. Rev. A - At. Mol. Opt. Phys. 79
033413 ISSN 10502947
[160] Milosˇevic´ D B, Cˇerkic´ A, Fetic´ B, Hasovic´ E and Becker W 2010 Laser Phys. 20 573–580 ISSN
1054-660X
[161] Milosˇevic´ D B, Becker W, Okunishi M, Pru¨mper G, Shimada K and Ueda K 2010 J. Phys. B At.
Mol. Opt. Phys. 43 015401 ISSN 09534075
[162] Fetic´ B, Milosˇevic´ D B and Becker W 2011 J. Mod. Opt. 58 1149–1157 ISSN 0950-0340 URL
http://www.tandfonline.com/doi/abs/10.1080/09500340.2011.583695
[163] Milosˇevic´ D B 2014 Phys. Rev. A - At. Mol. Opt. Phys. 90 063423 ISSN 10941622
[164] Milosˇevic´ D B 2018 Phys. Rev. A 97 013416 ISSN 24699934
[165] Frolov M V, Manakov N L and Starace A F 2009 J. Phys. Conf. Ser. 194 033406 ISSN 17426596
[166] Brennecke S and Lein M 2018 Phys. Rev. A 98 063414 ISSN 24699934
[167] Popruzhenko S V, Mur V D, Popov V S and Bauer D 2008 Physical Review Letters 101 193003
ISSN 00319007 (Preprint 0807.2226)
[168] Popruzhenko S V, Paulus G G and Bauer D 2008 Phys. Rev. A 77 053409 ISSN 10502947
[169] Popruzhenko S B, Mur V D, Popov V S and Bauer D 2009 Journal of Experimental and
Theoretical Physics 108 947 ISSN 1063-7761 URL http://link.springer.com/10.1134/
S1063776109060053
[170] Smirnova O, Spanner M and Ivanov M 2006 Journal of Physics B: Atomic, Molecular and Optical
Physics 39 S307 ISSN 0953-4075 URL http://stacks.iop.org/0953-4075/39/i=13/a=S05?
key=crossref.40061f0310d7ad2c5e5ca129f5f90d9c
[171] Popruzhenko S V 2014 J. Exp. Theor. Phys. 118 580–586 ISSN 1063-7761 URL http://link.
springer.com/10.1134/S1063776114040062
[172] Keil T, Popruzhenko S V and Bauer D 2016 Phys. Rev. Lett. 117 5 ISSN 0031-9007 (Preprint
1608.03844) URL http://arxiv.org/abs/1608.03844
[173] Popruzhenko S V 2018 Journal of Physics B: Atomic, Molecular and Optical Physics 51 144006
Ultrafast holographic photoelectron imaging 85
URL http://stacks.iop.org/0953-4075/51/i=14/a=144006
[174] Keil T and Bauer D 2017 Journal of Physics B: Atomic, Molecular and Optical Physics 50 194002
URL https://doi.org/10.1088%2F1361-6455%2Faa8ab1
[175] Torlina L, Kaushal J and Smirnova O 2013 Phys. Rev. A 88(5) 053403 URL https://link.aps.
org/doi/10.1103/PhysRevA.88.053403
[176] Smirnova O, Spanner M and Ivanov M 2008 Phys. Rev. A 77(3) 033407 URL https://link.
aps.org/doi/10.1103/PhysRevA.77.033407
[177] Smirnova O, Spanner M and Ivanov M 2008 Phys. Rev. A 77(3) 033407 URL https://link.
aps.org/doi/10.1103/PhysRevA.77.033407
[178] Torlina L and Smirnova O 2012 Phys. Rev. A 86(4) 043408 URL https://link.aps.org/doi/
10.1103/PhysRevA.86.043408
[179] Kaushal J and Smirnova O 2013 Phys. Rev. A 88 013421 ISSN 10502947 (Preprint 1302.2609)
[180] Torlina L, Morales F, Muller H G and Smirnova O 2014 J. Phys. B At. Mol. Opt. Phys. 47 204021
ISSN 13616455
[181] Torlina L, Ivanov M, Walters Z B and Smirnova O 2012 Phys. Rev. A - At. Mol. Opt. Phys. 86
043409 ISSN 10502947
[182] Torlina L, Morales F, Kaushal J, Ivanov I, Kheifets A, Zielinski A, Scrinzi A, Muller H G,
Sukiasyan S, Ivanov M and Smirnova O 2015 Nature Physics 11 503 EP – URL https:
//doi.org/10.1038/nphys3340
[183] Kaushal J and Smirnova O 2018 J. Phys. B At. Mol. Opt. Phys. 51 174001 ISSN 0953-4075 URL
http://stacks.iop.org/0953-4075/51/i=17/a=174001
[184] Kaushal J and Smirnova O 2018 J. Phys. B At. Mol. Opt. Phys. 51 174002 ISSN 13616455
[185] Kaushal J and Smirnova O 2018 J. Phys. B At. Mol. Opt. Phys. 51 174001 ISSN 13616455
[186] Geng J W, Qin L, Li M, Xiong W H, Liu Y, Gong Q and Peng L Y 2014 J. Phys. B At. Mol.
Opt. Phys. 47 204027 ISSN 13616455
[187] Li M, Sun X, Xie X, Shao Y, Deng Y, Wu C, Gong Q and Liu Y 2014 Sci. Rep. 5 8519 ISSN
20452322
[188] Richter M, Kunitski M, Scho¨ffler M, Jahnke T, Schmidt L P, Li M, Liu Y and Do¨rner R 2015 J.
Phys. Conf. Ser. 635 143001 ISSN 17426596
[189] Xie H, Li M, Li Y, Zhou Y and Lu P 2016 Opt. Express 24 27726–27737 URL http://www.
opticsexpress.org/abstract.cfm?URI=oe-24-24-27726
[190] Li M, Geng J W, Han M, Liu M M, Peng L Y, Gong Q and Liu Y 2016 Phys. Rev. A 93 013402
ISSN 24699934
[191] Liu M M, Li M, Wu C, Gong Q, Staudte A and Liu Y 2016 Phys. Rev. Lett. 116(16) 163004
URL https://link.aps.org/doi/10.1103/PhysRevLett.116.163004
[192] Liu J, Chen S G and Hu B 1998 Phys. Lett. A 236 533–542 (Preprint 9801011) URL http:
//arxiv.org/abs/chao-dyn/9801011
[193] Ammosov M V, Delone N B and Krainov V P 1986 Sov. Phys. JETP 64 1191 ISSN 0044-4510
[194] Shvetsov-Shilovski N I, Lein M, Madsen L B, Ra¨sa¨nen E, Lemell C, Burgdo¨rfer J, Arbo´ D G,
Tke´si K, Rasanen E, Lemell C, Burgdorfer J, Arbo´ D G, Tokesi K, Ra¨sa¨nen E, Lemell C,
Burgdo¨rfer J, Arbo´ D G and Tke´si K 2016 Phys. Rev. A 94 013415 ISSN 10941622 (Preprint
1604.05123) URL http://arxiv.org/abs/1604.05123{%}0Ahttp://dx.doi.org/10.1103/
PhysRevA.94.013415
[195] Shvetsov-Shilovski N I and Lein M 2018 Phys. Rev. A 97 013411 ISSN 2469-9926 (Preprint
1711.01838) URL http://arxiv.org/abs/1711.01838
[196] Shvetsov-Shilovski N I, Lein M and Tke´si K 2019 Eur. Phys. J. D 73 37 ISSN 14346079
[197] Kleinert H 2009 Path Integrals in Quantum Mechanics, Statistics, Polymer Physics, and Financial
Markets (World Scientific)
[198] Milosˇevic´ D B 2013 Journal of Mathematical Physics 54 042101 URL https://doi.org/10.
1063/1.4797476
[199] Cajiao Ve´lez F, Krajewska K and Kamin´ski J Z 2015 Phys. Rev. A 91(5) 053417 URL
Ultrafast holographic photoelectron imaging 86
https://link.aps.org/doi/10.1103/PhysRevA.91.053417
[200] He P L, Klaiber M, Hatsagortsyan K Z and Keitel C H 2018 Phys. Rev. A 98(5) 053428 URL
https://link.aps.org/doi/10.1103/PhysRevA.98.053428
[201] Zagoya C, Wu J, Ronto M, Shalashilin D V and de Morisson Faria C F 2014 New Journal of
Physics 16 103040 URL http://stacks.iop.org/1367-2630/16/i=10/a=103040
[202] Koch W and Tannor D J 2018 The Journal of Chemical Physics 148 084108 URL https:
//doi.org/10.1063/1.5019449
[203] Koch W and Tannor D J 2018 The Journal of Chemical Physics 148 101102 URL https:
//doi.org/10.1063/1.5024467
[204] Nubbemeyer T, Gorling K, Saenz A, Eichmann U and Sandner W 2008 Phys. Rev. Lett. 101(23)
233001 URL https://link.aps.org/doi/10.1103/PhysRevLett.101.233001
[205] Popruzhenko S V 2017 Journal of Physics B: Atomic, Molecular and Optical Physics 51 014002
URL https://doi.org/10.1088%2F1361-6455%2Faa948b
[206] Yudin G L and Ivanov M Y 2001 Phys. Rev. A 63(3) 033404 URL https://link.aps.org/doi/
10.1103/PhysRevA.63.033404
[207] Shvetsov-Shilovski N I, Goreslavski S P, Popruzhenko S V and Becker W 2009 Laser Physics 19
1550–1558 ISSN 1555-6611 URL https://doi.org/10.1134/S1054660X09150377
[208] Landsman A S, Pfeiffer A N, Hofmann C, Smolarski M, Cirelli C and Keller U 2013 New Journal
of Physics 15 013001 URL https://doi.org/10.1088/1367-2630/15/1/013001
[209] Wolter B, Lemell C, Baudisch M, Pullen M G, Tong X M, Hemmer M, Senftleben A, Schro¨ter
C D, Ullrich J, Moshammer R, Biegert J and Burgdo¨rfer J 2014 Phys. Rev. A 90(6) 063424
URL https://link.aps.org/doi/10.1103/PhysRevA.90.063424
[210] Liu H, Liu Y, Fu L, Xin G, Ye D, Liu J, He X T, Yang Y, Liu X, Deng Y, Wu C and Gong Q 2012
Phys. Rev. Lett. 109(9) 093001 URL https://link.aps.org/doi/10.1103/PhysRevLett.
109.093001
[211] Ni H, Eicke N, Ruiz C, Cai J, Oppermann F, Shvetsov-Shilovski N I and Pi L W 2018 Phys. Rev.
A 98(1) 013411 URL https://link.aps.org/doi/10.1103/PhysRevA.98.013411
[212] Barth I and Smirnova O 2011 Phys. Rev. A 84(6) 063415 URL https://link.aps.org/doi/10.
1103/PhysRevA.84.063415
[213] Ivanov I A and Kheifets A S 2014 Phys. Rev. A 89(2) 021402 URL https://link.aps.org/doi/
10.1103/PhysRevA.89.021402
[214] Hofmann C, Landsman A S, Zielinski A, Cirelli C, Zimmermann T, Scrinzi A and Keller U 2014
Phys. Rev. A 90(4) 043406 URL https://link.aps.org/doi/10.1103/PhysRevA.90.043406
[215] Morishita T and Tolstikhin O I 2017 Phys. Rev. A 96(5) 053416 URL https://link.aps.org/
doi/10.1103/PhysRevA.96.053416
[216] Korneev P A, Popruzhenko S V, Goreslavski S P, Yan T M, Bauer D, Becker W, Ku¨bel M,
Kling M F, Ro¨del C, Wu¨nsche M and Paulus G G 2012 Phys. Rev. Lett. 108(22) 223601 URL
https://link.aps.org/doi/10.1103/PhysRevLett.108.223601
[217] Shvetsov-Shilovski N I, Lein M and Madsen L B 2018 Phys. Rev. A 98(2) 023406 URL
https://link.aps.org/doi/10.1103/PhysRevA.98.023406
[218] Krecˇinic´ F, Wopperer P, Frusteri B, Brauße F, Brisset J G, De Giovannini U, Rubio A, Rouze´e
A and Vrakking M J J 2018 Phys. Rev. A 98(4) 041401 URL https://link.aps.org/doi/
10.1103/PhysRevA.98.041401
[219] Xie X, Roither S, Grfe S, Kartashov D, Persson E, Lemell C, Zhang L, Schffler M S, Baltusˇka A,
Burgdrfer J and Kitzler M 2013 New Journal of Physics 15 043050 URL https://doi.org/
10.1088%2F1367-2630%2F15%2F4%2F043050
[220] Arbo´ D G, Nagele S, Tong X M, Xie X, Kitzler M and Burgdo¨rfer J 2014 Phys. Rev. A 89(4)
043414 URL https://link.aps.org/doi/10.1103/PhysRevA.89.043414
[221] Skruszewicz S, Tiggesba¨umker J, Meiwes-Broer K H, Arbeiter M, Fennel T and Bauer D 2015
Phys. Rev. Lett. 115(4) 043001 URL https://link.aps.org/doi/10.1103/PhysRevLett.
115.043001
Ultrafast holographic photoelectron imaging 87
[222] Xie X, Roither S, Kartashov D, Zhang L, Baltusˇka A and Kitzler M 2016 High Power Laser
Science and Engineering 4 e40
[223] Luo S, Li M, Xie H, Zhang P, Xu S, Li Y, Zhou Y, Lan P and Lu P 2017 Phys. Rev. A 96(2)
023417 URL https://link.aps.org/doi/10.1103/PhysRevA.96.023417
[224] Porat G, Alon G, Rozen S, Pedatzur O, Kru¨ger M, Azoury D, Natan A, Orenstein G, Bruner
B D, Vrakking M J J and Dudovich N 2018 Nature Communications 9 2805 ISSN 2041-1723
URL https://doi.org/10.1038/s41467-018-05185-6
[225] Gong X, Lin C, He F, Song Q, Lin K, Ji Q, Zhang W, Ma J, Lu P, Liu Y, Zeng H, Yang W
and Wu J 2017 Phys. Rev. Lett. 118(14) 143203 URL https://link.aps.org/doi/10.1103/
PhysRevLett.118.143203
[226] Han M, Ge P, Shao Y, Liu M M, Deng Y, Wu C, Gong Q and Liu Y 2017 Phys. Rev. Lett. 119(7)
073201 URL https://link.aps.org/doi/10.1103/PhysRevLett.119.073201
[227] Han M, Ge P, Shao Y, Gong Q and Liu Y 2018 Phys. Rev. Lett. 120(7) 073202 URL https:
//link.aps.org/doi/10.1103/PhysRevLett.120.073202
[228] Shvetsov-Shilovski N I, Ra¨sa¨nen E, Paulus G G and Madsen L B 2014 Phys. Rev. A 89(4) 043431
URL https://link.aps.org/doi/10.1103/PhysRevA.89.043431
[229] Ooi C H R, Ho W L and Bandrauk A D 2017 Scientific Reports 7 6739 ISSN 2045-2322 URL
https://doi.org/10.1038/s41598-017-05915-8
[230] Pfeiffer A N, Cirelli C, Smolarski M, Dimitrovski D, Abu-samha M, Madsen L B and Keller U
2011 Nature Physics 8 76 EP – URL https://doi.org/10.1038/nphys2125
[231] Pfeiffer A N, Cirelli C, Landsman A S, Smolarski M, Dimitrovski D, Madsen L B and Keller U 2012
Phys. Rev. Lett. 109(8) 083002 URL https://link.aps.org/doi/10.1103/PhysRevLett.
109.083002
[232] Li M, Liu Y, Liu H, Ning Q, Fu L, Liu J, Deng Y, Wu C, Peng L Y and Gong Q 2013 Phys. Rev.
Lett. 111(2) 023006 URL https://link.aps.org/doi/10.1103/PhysRevLett.111.023006
[233] Han M, Li M, Liu M M and Liu Y 2017 Phys. Rev. A 95(2) 023406 URL https://link.aps.
org/doi/10.1103/PhysRevA.95.023406
[234] Eckle P, Pfeiffer A N, Cirelli C, Staudte A, Do¨rner R, Muller H G, Bu¨ttiker M and Keller U 2008
Science 322 1525–1529 ISSN 0036-8075 URL http://science.sciencemag.org/content/
322/5907/1525
[235] Klaiber M, Hatsagortsyan K Z and Keitel C H 2018 Phys. Rev. Lett. 120(1) 013201 URL
https://link.aps.org/doi/10.1103/PhysRevLett.120.013201
[236] Park I Y, Kim S, Choi J, Lee D H, Kim Y J, Kling M F, Stockman M I and Kim S W 2011
Nature Photonics 5 677 URL https://doi.org/10.1038/nphoton.2011.258
[237] Ciappina M F, Pe´rez-Herna´ndez J A, Shaaran T, Roso L and Lewenstein M 2013 Phys. Rev. A
87(6) 063833 URL https://link.aps.org/doi/10.1103/PhysRevA.87.063833
[238] Shaaran T, Ciappina M F and Lewenstein M 2013 Phys. Rev. A 87(5) 053415 URL https:
//link.aps.org/doi/10.1103/PhysRevA.87.053415
[239] Zagoya C, Bonner M, Chomet H, Slade E and Figueira de Morisson Faria C 2016 Phys. Rev. A
93(5) 053419 URL https://link.aps.org/doi/10.1103/PhysRevA.93.053419
[240] Colosimo P, Doumy G, Blaga C I, Wheeler J, Hauri C, Catoire F, Tate J, Chirla R, March A M,
Paulus G G, Muller H G, Agostini P and DiMauro L F 2008 Nature Physics 4 386 EP – URL
https://doi.org/10.1038/nphys914
[241] Reiss H R 2008 Phys. Rev. Lett. 101(4) 043002 URL https://link.aps.org/doi/10.1103/
PhysRevLett.101.043002
[242] Ludwig A, Maurer J, Mayer B W, Phillips C R, Gallmann L and Keller U 2014 Phys. Rev. Lett.
113(24) 243001 URL https://link.aps.org/doi/10.1103/PhysRevLett.113.243001
[243] Chelkowski S, Bandrauk A D and Corkum P B 2015 Phys. Rev. A 92(5) 051401 URL https:
//link.aps.org/doi/10.1103/PhysRevA.92.051401
[244] Maurer J, Willenberg B, Daneˇk J, Mayer B W, Phillips C R, Gallmann L, Klaiber M,
Hatsagortsyan K Z, Keitel C H and Keller U 2018 Phys. Rev. A 97(1) 013404 URL https:
Ultrafast holographic photoelectron imaging 88
//link.aps.org/doi/10.1103/PhysRevA.97.013404
