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The Relationship between Population Growth and Standard-of-Living Growth Over 
Introduction
The causal linkages between population growth and standard-of-living growth remain an important issue, not only for demographers and economists, but also for policy makers. The standard of living equals the ratio of real GDP to population, giving real GDP per capita.
Thus, the standard of living increases (decreases) when economic growth (i.e., the growth rate of real GDP) exceeds (falls below) the population growth rate.
Researchers typically attribute the development of the linkages between the standard of living and population growth to Malthus (1798) . Malthusian theory includes several assumptions. First, a fixed supply of arable land and the absence of improvements in production technology ensure diminishing returns to population. Second, a higher standard of living leads to faster population growth. Third, faster population growth, leads to a declining standard of living. Finally, the economy reaches a steady state either through "preventative"
(intentional lowering of fertility) or "positive" (malnutrition, illness, and famine) checks. Galor and Weil (2000) develop and analyze a model of economic growth that introduces technical change and demographic transition between three different, but related, models --Malthusian, Post-Malthusian, and Modern Growth models. The Malthusian model incorporates the assumptions outlined above. The Post-Malthusian model relies on technical change to break the link between faster population growth and a lower standard of living.
Finally, the Modern Growth model adds demographic transition to the Post-Malthusian model to break the link between a higher standard of living and faster population growth.
This paper considers the causal link between population growth and standard-of-living growth, using long historical time-series data over 1870 experience in economic dynamics shows that turbulence in one region may easily transmit to other regions through international trade and economic and financial integration, implying the importance of considering cross-section dependence in empirical analysis. Previous studies that examine the correlation between population growth and economic growth do not 3 examine the possible two-way inter-relationship. Even though strong dependence exists between countries, each country experiences its own dynamics in the process of development.
The panel causality method that this paper uses controls for dependency across countries as well as country-specific characteristics. When examining the causal linkages between the variables of interest, we separately test for both cross-section dependence and cross-region heterogeneity, using recently developed, statistically powerful tests instead of arbitrarily assuming the existence of these features in the panel data set. We contribute to the existing literature by addressing these two concerns jointly, which will bias estimation in panel data structure, if not accounted for. Afzal (2009) argues that cross-national evidence on the relationship between population growth and economic growth is inconsistent because the underlying parameters and assumptions vary across countries. We apply the bootstrap panel causality test proposed
by Kónya (2006) to discover the dynamic and causal relationships between population growth and economic growth for 21 countries over the period 1870-2013, testing for both dependency and heterogeneity across countries. The panel data Granger causality approach, instead of time-series methods, includes information not only from a time-series dimension, but also from a cross-sectional dimension. As a result, we control for country-specific effects.
Based on this advantage, non-stationary panel tests (unit root, cointegration, and causality) introduce a more powerful econometric methodology.
To the best of our knowledge, we are the first to examine the relationship between population and standard-of-living growth for 21 countries, using such a long time data series and a bootstrap panel Granger causality test. We adopt the econometric methodology of Kónya (2006) that permits contemporaneous correlation across regions. We use this more meaningful and effective methodology, because the cross-country interaction between economic sectors usually exists, as compared to cross-country analysis or time-series analysis on a country-by-country basis. This study fills the void in current literature regarding 4 population and standard-of-living growth.
This paper is organized as follows. Section 2 reviews some previous literature.
Section 3 presents the data and hypotheses. Section 4 describes the bootstrap panel Granger causality test proposed by Kónya (2006) . Section 5 presents our empirical results. Section 6 concludes.
Literature on the Population and Economic Growth Nexus
The existing literature on the relationship between population and economic growth is not only huge, but also diverse, trying to validate different schools of thought. According to Luigi et al. (2010), we can group these schools into three main categories, indicative of either a negative, positive, or neutral relationship. As noted earlier, Malthus (1798) argued that population growth decreases per capita output, because output growth cannot keep pace with that of population growth. Malthus (1798) also argued that higher per capita output increases population growth. In other words and according to Malthus (1798) , the causal relationship between population growth and economic growth can exhibit a bi-directional relationship, where the sign of the relationship contingent on which variable serves as the causal variable.
Building on Malthus' (1798) first proposition that population growth negatively affects economic growth, much theoretical literature followed. In the neoclassical growth model, Solow (1956) treated population as an exogenous variable and assumed that population growth followed an arithmetic pattern instead of a geometric one. Based on this, Solow (1956) built a model using an exogenous population growth rate, where it produced two distinct effects on output growth. On the one hand, an increase in the population growth rate will increase the amount of labor and, thus, both the absolute level of output and the steady-state output growth rate. On the other hand, it will also reduce the physical capital stock per worker; therefore, decreasing productivity and the steady state output per worker. In general, this school of thought implies that higher population growth, which is exogenously determined, will limit economic growth and, therefore, it supports population control policies, especially in developing countries. Decreasing population growth proves a necessary and important step to improve living conditions, because it will increase the available per capita resources (see Easterlin, 1967) . According to Toney et al. (1981) , the Malthusian and neo-Malthusian position receives a wide consensus with few exceptions.
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Other researchers in the second school of thought (Modern Growth and
Post-Malthusian models) challenge Malthusian theories from an economic point of view (Kuznets et al., 1960) . These authors highlight the positive effect of population growth on economic growth. They consider three major economic activities (production, consumption, and saving), which, in turn, contribute to economic growth. Kuznets (1976) provided more empirical evidence on the beneficial effects of population growth as a counter to Malthusian theories. Kremer (1993) empirically confirmed that larger population growth associated with higher population growth and faster technology improvement, which is a consequence of population growth, and leads to an increase of labor productivity, per capita income, and living standards. These researchers shift the focus from natural and reproducible physical capital to knowledge and innovation. Therefore, production was freed from the diminishing 6 returns that characterized the previous economic analysis. According to Espenshade (1978) , this view calls for policy advice that supports increased fertility and immigration in countries with declining or stationary population.
More recently, another group of researchers in the final school of thought argue that the increase in population does not affect economic growth, but the former variable does not hamper the latter (Simon, 1987) . The issue relates to the employment, development, and distribution of the increased population (Kuznets, 1955; Todaro and Smith, 2006) for high-population countries.
Recall that Malthus (1798) also suggested that that higher per capita output increases population growth, support for which appears in studies such as Dasgupta (2000), Drèze and Murthi (2001), Huang and Xie (2013) , and Yao et al. (2013) . McNicoll (1984) formalized this line of reasoning (Post-Malthusian theory) by stressing that strong economic growth causes population growth either through increased birth rates or migration. Weil (1996, 2000) , and Li and Zhang (2007) (also part of the Modern Growth theory) suggested a negative causal relationship running from economic growth to population. Galor and Weil (1996) claimed that since economic growth increases women's relative wages, the opportunity cost of raising children increases simultaneously with economic growth, thus reducing fertility, and population.
So overall, we can conclude that theoretically (and also empirically), causality, if it exists, between economic growth and population growth can run in both directions with either positive or negative signs. Thus, it is important for empirical researchers to formulate the relationship between economic growth and population growth in a causality-based framework, which treats both variables as potentially endogenous (see, Darrat and Al-Yousif, 1999; Thornton, 2001; Huang and Xie, 2013; Yao et al. 2013) . It is also possible, however, that no causal relationships exist between these two variables. Given that the issue involving the relationship between population and economic growth remains inconclusive (Birdsall, et 7 al. 2001) , it is importance to revisit this question based on updated data and econometric methods.
Data and Hypotheses

Data
This study uses annual population and per capita real GDP for 21 countries over the period of illustrate, growth in the standard of living shows more volatility than population growth rates.
Also, both variables exhibit sharp movements, especially toward the end of World War II.
Hypotheses
Our bivariate Granger causality tests between population and standard-of-living growth rates leads to four different outcomes with respect to causal effects. That is, population growth can
Granger cause standard-of-living growth, or vice versa. 4 Also, each causality linkage can generate positive or negative effects. Of course, we can also observe the neutrality hypothesis, whereby no evidence exists of causality in either direction. The 21 countries include Austria, Belgium, Brazil, Canada, Denmark, Finland, France, Germany, Italy, Japan, Netherlands, New Zealand, Norway, Portugal, Spain, Sri Lanka, Sweden, Switzerland, the U.K., the U.S. and Uruguay. Researchers estimated growth regressions over the years that use a large number of variables to explain economic growth. In our case, however, the lack of continuous data on these variables over the entire sample period restricts our analysis to a bivariate model rather than a multivariate model. 3 Summary statistics reveal that Japan and Uruguay experience the highest and lowest per capita real GDP growth rate of 2.4% and 1.1%, respectively. Brazil and France experience the highest and lowest mean population growth rate of 2.13% and 0.37%, respectively. 
Methodology
Bootstrap Panel Granger Causality Test
This paper applies the bootstrap panel causality method proposed by Kónya (2006) to measure the determinants of causality between population growth and standard-of-living growth. As emphasized by Kónya (2006) , 5 the results of the bootstrap panel causality method unit-root and cointegration tests are all robust, which implies that we do not need to test all variables for stationarity (Kónya, 2006) . 6 The robust feature of bootstrap panel causality arises from the generation of country-specific critical values from the bootstrapping method. Importantly, we use the levels of the variables in empirical analysis because differencing variables to make them stationary (i.e., using the difference form of variables) may lead to a loss of trend dynamics in the series. 
In the systems of equations in (1) and (2) 
Cross-Sectional Dependence Tests
One of the most important assumptions in the bootstrap panel causality method is the existence of cross-sectional dependence among the countries in the panel. In the case of cross-sectionally correlated errors, the estimator from the regression system described with the SUR is more efficient than the estimator from the pooled ordinary least squares (pooled OLS) model, because the country-by-country OLS approach does not consider cross-sectional dependence. Therefore, testing for cross-sectional dependence is the most crucial issue for the selection of an efficient estimator and, hence, for the panel causality results.
To test for cross-sectional dependence, the existing empirical literature uses extensively the Lagrange multiplier (LM) test by Breusch and Pagan (1980) . The LM test requires the estimation of the following panel data model:
In equation (3) Breusch and Pagan (1980) developed the LM test:
where ij  is the sample estimate of the pair-wise correlation of the residuals from the pooled OLS estimation of equation (3) 
Under the null hypothesis, the CD lm test converges to the standard normal distribution.
The CD lm test, however, may be subject to substantial size distortions when N is large and T is small. Pesaran (2004) developed a more general cross-sectional dependence test that is valid for large panels. This CD test is:
Under the null hypothesis, the CD test exhibits an asymptotic standard normal distribution. 
In equation (7), 
Slope Homogeneity Tests
The second important aspect of the bootstrap panel causality approach is testing for cross-country heterogeneity. We apply the Wald principal to test the null hypothesis of slope coefficient homogeneity against the alternative hypothesis. The Wald principle is valid for all cases where the cross-sectional dimension (N) is relatively small and the time dimension (T) of the panel is large, 9 the explanatory variables are strictly exogenous, and the error variances are homoscedastic. Swamy (1970) developed the slope homogeneity test to detect cross-sectional heteroscedasticity 
where i  is the estimator from the pooled OLS, WFE  is the estimator from the weighted fixed effect pooled estimation of the regression model in equation (3) 
Under the null hypothesis with the condition of ( , ) NT , so long as / NT  and the error terms are normally distributed, the  test has an asymptotic standard normal distribution. We can improve the small sample properties of the  test under normally distributed errors by using the following bias-adjusted version:
where the mean is () it E z k  and the variance is var( ) 2 (
Results and policy implications
Cross-sectional dependence and slope homogeneity
As we outlined earlier, testing for the cross-sectional dependence and slope homogeneity in the bootstrap panel causality analysis is crucial for selecting the appropriate estimator and for imposing restrictions for causality because countries that are highly integrated due to a high degree of globalization in economic or financial relations. Therefore, our empirical study 10 To save space, see Table 2 . We reject the null of no cross-sectional dependence at the conventional levels of significance, implying that the SUR method is more appropriate than country-by-country OLS estimation, which is assumed in the bootstrap panel causality approach. This finding implies that a shock occurring in one country appears to get transmitted to other countries.
The existence of cross-sectional dependency also implies that examining causal linkages between population and standard-of-living growth in these countries requires that we consider this dependency in the causality regressions. In the presence of cross-sectional dependency, the SUR approach is more efficient than the country-by-country ordinary least-squares (OLS) method (Zellner, 1962) . Therefore, the causality results obtained from the SUR estimator developed by Zellner (1962) will be more reliable than those obtained from the country-specific OLS estimations.
In Table 2 , we also report the results from the slope homogeneity tests of Both the cross-sectional dependency and the slope heterogeneity across the 21 countries provide evidence for the suitability of the bootstrap panel causality approach.
Causality
We report the empirical results from the bootstrap panel Granger causality analysis in Tables   15 11 These empirical findings support four major policy implications. First, in Canada, Germany, Japan, Norway, and Switzerland, we find evidence of one-way Granger causality running from standard-of-living growth to population growth. If we examine the signs of the effects, we find that in Canada, Norway, and Switzerland, positive effects exist, indicating that for these three countries standard-of-living growth exerts a positive effect on population growth. On the contrary, we find a negative effect in Germany and Japan. In these two countries, standard-of-living growth exerts a negative effect on population growth. That is, a higher standard-of-living causes people to enjoy a wealthier life style and to desire fewer children, causing fertility reductions.
Second, evidence shows one-way Granger causality running from population growth to standard-of-living growth in Finland, France, Portugal, and Sweden, indicating that population growth does affect standard-of-living growth. If we examine the signs of the coefficients, however, we find that Finland, Portugal, and Sweden experience negative effects.
That is, for these three countries, population growth exerts a negative effect on standard-of-living growth, which supports the arguments of Malthus (1798) , where population growth decreases per capita output, because output growth cannot keep up the at the same pace. To keep the natural balance between population, food, and consumption, preventive checks (i.e. fertility reduction) and positive checks (i.e. mortality increase) on population growth are necessary (Malthus, 1798) . On the contrary, we find the sign of the effect in France is positive. This result indicates that for France, population growth exerts a positive effect on standard-of-living growth, which supports the arguments of the Kremer (1993). Kremer (1993) has empirically confirmed that a larger population associates with higher population growth rates and faster technological improvement. That is, technological Finally, we find no causal relationship between population growth and standard-of-living growth in Belgium, Brazil, Denmark, Netherlands, New Zealand, Spain, Sri Lanka, the UK, the USA, and Uruguay. These results support the neutrality hypothesis for the population-income nexus, which indicates that population growth and standard-of-living growth do not influence each other.
Robustness check
terms of standard-of-living growth and population growth, we took cross-sectional averages for both standard-of-living and population growth rates and applied the CUSUM test to the two time series of averages across the 21 countries. We find a structural break in 1952, which is not surprising given the high growth rates in both population and GDP witnessed after World War II. Therefore, we divided the total sample into two sub-sample periods, 1871-1951 and 1952-2013 , to perform a robustness check.
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We report the 1871-1951 results in Tables 5 and 6 and the 1952-2013 results in Tables 7 and 8 . Based on the empirical results from Tables 5 and 6 , we find that population growth Granger cause standard-of-living growth for Finland and France. We also find a relationship from standard-of-living growth to population growth for Denmark, Japan, and
Norway and bidirectional causality between population growth and standard-of-living growth for both Austria and Italy. For the rest of 14 countries (i.e., Belgium, Brazil, Canada, Germany, Netherlands, New Zealand, Portugal, Spain, Sri Lanka, Sweden, Switzerland, the UK, the USA, and Uruguay), we find no causality between population growth and standard-of-living growth.
If we look at the sign of the coefficients from Table 5 for 1870-1951, we see that population growth exerts a significant negative effect on standard-of-living growth for
Finland. For France, we find that population growth exerts a significant positive effect on standard-of-living growth. In Table 6 , we also find that standard-of-living growth exerts a 12 Multiple other break dates exists, as rightly pointed out by an anonymous referee, in both the standard of living and population growth rate equations, based on the CUSM and Bai and Perron (2003) tests of structural breaks applied to each of the 21 countries separately-details of which are available on request. The approach that we undertake, however, does not allow us to model breaks using dummy variables (as suggested by the referee). Hence, we had to rely on the break determined by the CUSUM test based on cross-sectional averages. Using the Bai and Perron (2003) test on the cross-sectional averages also identified multiple structural breaks. But, we could not split our samples, since some of the sub-samples would imply that T is no longer greater than N, and would make the Kónya (2006) approach infeasible. In such a situation, an ideal methodology to pursue would be time-varying causality. Time-varying causality, however, is currently restricted to only time-series data. Hence, while our panel approach allows us to analyze causality for each of the cross-sectional units explicitly, unlike standard panel data approaches that provide an overall estimate for the panel, the inability to model breaks using dummy variables can be considered as a drawback of our approach. 18 significant negative effect on population growth for both Denmark and Japan. For Norway, we find that standard-of-living growth exerts a positive effect on population growth. For Austria and Italy, bidirectional causality exists between population growth and standard-of-living growth. The signs of the effects differ. On one hand, we find that population growth exerts a positive effect on standard-of-living growth; but, standard-of-living growth exerts a negative effect on population growth in Italy. For Austria, on the other hand, we find that population growth exerts a negative effect on standard-of-living growth, and standard-of-living growth also exerts a negative effect on population growth.
We report the results for 1952-2013 in Tables 7 and 8 . For this time period, we find that population growth Granger causes standard-of-living growth only for Sri Lanka and that standard-of-living growth Granger causes population growth for Belgium, Denmark, France, Germany, New Zealand, Spain, Switzerland, and Uruguay. We also find bidirectional causality between population growth and standard-of-living growth only for Japan. For the other 11 countries (i.e., Austria, Brazil, Canada, Finland, Italy, Netherlands, Norway, Portugal, Sweden, the UK, and the USA), we find no causality between population growth and standard-of-living growth.
If we examine the signs of the effects for Sri Lanka, we see a negative effect from population growth to standard-of-living growth. An opposite relationship from standard-of-living growth to population growth exists for Belgium, Denmark, France, Germany, New Zealand, Spain, Switzerland, and Uruguay. We find that the signs of the effects for all countries are significantly positive, with the exception of Uruguay. Looking at the effects in both equations for Japan, we find that population growth exerts a positive effect on standard-of-living growth and standard-of-living growth also exerts a positive effect on 19 population growth.
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Policy Conclusions
The robustness check, based on structural breaks, is not only important statistically, but is of paramount importance when it comes to policy recommendations. From a pure statistical point of view, the full-sample results cannot be completely relied upon in the presence of structural breaks (for a detailed discussion in this regard, refer to Balcilar et al., (2014)). That is, the assumption that the parameter estimates of the model are constant over the entire sample, upon which the Granger causality test relies upon, is violated. Hence, in our case, it makes sense to provide policy prescriptions based on the more recent sub-sample, namely:
1952-2013. For Japan, to improve the standard of living, population growth should increase, as these variables are positively related. And this process is likely to be sustainable, since higher per capita growth rate also leads to higher population growth rates for Japan, given the evidence of positive bi-directional causality in Japan. In Sri Lanka, however, population growth needs to be curtailed if one wants to promote the standard of living. For rest of the 21 countries, no evidence of significant causal relationship running from population growth rate to standard of living exists. The positive (negative) causality that was observed for Finland, France, and Italy (Austria), in the first sub-sample , running from population growth to standard of living growth, does not carry over to more recent periods. When 13 As suggested by an anonymous referee, we conducted the analysis for the full-sample, as well as the sub-samples by dropping Uruguay and Sri Lanka from our panel of 21 countries. For the 19 countries considered, the results for the sub-samples were virtually the same for the 21 countries. The only exceptions were that under the null that population growth does not Granger cause standard-of-living growth, we could not reject the null hypothesis for Austria and Finland. The differences between the 19 country case and the 21 country case were quite stark when we dropped Uruguay and Sri Lanka from the full-sample. Under the null that population growth (standard-of-living growth) does not Granger cause standard-of-living growth (population growth), we rejected the null hypothesis for only 3 (2) countries, namely Austria, Italy and the Netherlands (Italy and New Zealand). We believe that the weak results for the full-sample could reflect the existence of cross-sectional dependence between the 21 countries (i.e., with Uruguay and Sri Lanka included). Further, note that it is quite well-accepted that panel data results are sensitive to the cross-sectional units chosen, since there selection bias may exist. This is specifically why, we did not choose countries based on certain pre-conceived categorization, but went with these 21 countries for which data were available over the entire sample period of 1871-2013. But having said this, it is also true that Granger causality tests are sensitive to structural breaks. So, when we rely on the sub-sample analysis, our results are consistent for the included countries across the 19 and 21 countries cases. In other words, these countries would need to rely on other sources, such as technological advances, to ensure standard-of-living growth. Given this list of industrial countries (except the emerging market Brazil), the lack of causality makes sense, since these economies rely mainly on technological progress to sustain their standard-of-living growth.
Conclusions
This study applies the bootstrap panel causality test proposed by Kónya (2006) Due to the differences in the existence and direction of causality between countries and across time periods, our results provide important policy implications for these 21 countries. We must view our results with some caution as well. Note that our panel VAR approach is atheoretical in nature. It just captures the underlying dynamics of the data, and does not specify a proper theoretical framework that can explicitly pinpoint the underlying reasons behind the existence and non-existence of the relationships or the sign of that relationship. While analyzing data over 1871-2013 comes with the advantage of tracking the 22 developmental process of these countries based on a long span of data, the disadvantage is that we cannot choose additional variables (which is in line with a comprehensive theoretical framework justifying the relationship between standard of living growth and population growth), due to lack of data on other series over the entire period of study. Hence, some of the obtained results could become weaker in the presence of relevant variables, like capital formation. This is an interesting avenue of future research, but might entail looking at a shorter sample.
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Note: The growth rate of population and output equal n and g, respectively. Thus, the growth of output per capita equals (g-n). 
