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HILBERT SERIES OF MODULES OVER LIE ALGEBROIDS
ROLF KA¨LLSTRO¨M AND YOHANNES TADESSE
Abstract. We consider modules M over Lie algebroids gA which are of finite
type over a local noetherian ring A. Using ideals J ⊂ A such that gA · J ⊂ J
and the length ℓgA(M/JM) < ∞ we can define in a natural way the Hilbert
series of M with respect to the defining ideal J . This notion is in particular
studied for modules over the Lie algebroid of k-linear derivations gA = TA(I)
that preserve an ideal I ⊂ A, for example when A = On, the ring of convergent
power series. Hilbert series over Stanley-Reisner rings are also considered.
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1. Introduction
Let (A,mA, k) be an allowed local commutative noetherian k-algebra of charac-
teristic 0, which entails in particular that the (generic) rank of the A-module of
k-linear derivations TA/k coincides with the Krull dimension of A. Let I be an
ideal of A and TA(I) ⊂ TA be the A-submodule of k-linear derivations δ of A such
that δ · I ⊂ I, which we call the tangential Lie algebroid along I. More generally,
a Lie algebroid is an A-module gA equipped with a structure of Lie algebra over k
and a homomorphism of A-modules α : gA → TA satisfying natural compatibility
relations for the Lie algebra and module structures; the notion of module over a Lie
algebroid gA is more or less what can be expected (Def. 2.7). If M is a gA-module
of finite type as A-module, we say that a proper ideal J is a defining ideal for M if
1
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α(gA) · J ⊂ J and the length lgA(M/JM) < ∞. We prove that if J is a defining
ideal, then lgA(J
nM/Jn+1M) < ∞ for every positive integer n, so one can define
the Hilbert series of a gA-module M with respect to the defining ideal J
HJM (t) =
∑
n≥0
lgA(
JnM
Jn+1M
)tn ∈ Z[[t]].
This series extracts information about the complicated structure of gA-modules,
which in general do not have a finite length. Some basic examples of TA(I)-modules
are A, I, the integral closure of I, and the Jacobian ideal of I [22, Th. 3.2.2;
23, Sec 3.3]. In the study of regular singular DA-modules N , where DA is the
ring of differential operators on A, there is a need to understand TA(I)-submodules
N0 ⊂ N that are of finite type over A.
When α(gA) = 0, so gA is a Lie algebra over A, a defining ideal for A is the
same as mA-primary ideal. If moreover our gA-modules
JnM
Jn+1M have complete flags,
so lgA(
JnM
Jn+1M ) = dimk(
JnM
Jn+1M ), it follows from Hilbert’s theorem that H
J
M (t) is a
rational function. When (R, gR) is a Lie algebroid over an allowed local ring R such
that R is simple over gR (then R will also be regular) we define its fibre Lie algebra
by gk = k ⊗R Ker(gR → TR/k). For example, if J is a radical ideal in a regular
allowed local ring A of dimension n, defining a smooth variety of codimension r,
and gA = TA(J), then J is a maximal defining ideal of the gA-module A and the
fibre Lie algebra gk of gR = gA/JgA (R = A/J) is isomorphic to glr, the general
linear algebra. In general, the length of a gR-module M of finite type over R is less
than the length of the fibre k ⊗R M as module over the fibre Lie algebra gk, but
sometimes equality holds
(L) ℓgR(M) = ℓgk(k ⊗R M),
and we then sayM is a local system. Letting Jm be a maximal defining ideal of the
gA-module A we prove that Jm is a maximal defining ideal of any gA-module M
of finite type over A, and that R = A/Jm is a regular local ring. We can therefore
more generally sayM is a local system along the maximal defining ideal Jm if each
homogeneous component of the graded gR-module G
•
Jm
(M) = ⊕i≥0J imM/J i+1m M
is a local system.
A defining ideal J is contained in a unique maximal defining ideal Jm =
√
J , the
radical of J (Prop. 2.33).
Theorem 3.15. Let M be a gA-module of finite type, J a defining ideal, and Jm
be its maximal defining ideal. If M is a local system along Jm, then H
J
M (t) is a
rational function and the function n → ℓgA(M/Jn+1M) is a quasi-polynomial for
high n.
The proof of Theorem 3.15 is based on a reduction to modules over the fibre
Lie algebra gk and by taking invariants over a maximal nilpotent subalgebra of a
Levi factor of gk, applying Hilbert’s finiteness theorem on the finite generation of
invariant rings as extended by Hadziev [16], who used an idea that arguably can
be traced back to the classical invariant theorists [37].
Now the condition in Theorem 3.15 thatM be a local system along the maximal
defining ideal Jm, in the indicated graded sense, perhaps at a first glance seems to
be a rather special and technical one, but this is actually not so. On the contrary,
the condition is naturally satisfied in many important situations and local systems
are in fact abundant. Perhaps the most important example of local system appears
when the defining ideal is a maximal ideal in the ordinary sense, meaning simply
that R = k so that (L) is self-evident, which is what occurs in the study of complex
analytic singularities (see e.g. Theorem 5.7); another case is when A is regular and
is either mA-adically complete, or an analytic algebra over the complex numbers
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(Th. 2.24). If a Lie algebra a acts transitively on a regular allowed ring A then
we get local systems by localizing finite-dimensional a-modules (Th. 2.28). Yet
another favourable case is worked out in Section 4 , where we show how to compute
Hilbert series for monomial ideals in an allowed regular ring A (see Theorem 4.4
and Proposition 4.7); this Hilbert series reflects symmetries of the monomial ideal
unlike the ordinary Hilbert series. Finally, if a gA-module M is cyclic over A, then
the gR-module G
•
Jm
(M) is a direct sum of modules satisfying (L); this is proven for
principal ideals in Proposition 4.1, but the general case is similar.
In Section 5 we study Hilbert series of complex analytic singularities. The general
set-up is an ideal I ⊂ m, where m is the maximal ideal of the ring On of convergent
power series in n variables, and g = TOn(I), where we can assume also without loss
of generality that g ⊂ TOn(m), so that the fibre Lie algebra is gC = g/mg. The
Hilbert series
HM (t) =
∑
i≥0
ℓg(
miM
mi+1M
)ti =
∑
i≥0
ℓgC(
miM
mi+1M
)ti
is a useful summary of a g-module M of finite type over On. The first question to
settle is when the fibre Lie algebra gC is solvable, as the Hilbert series will then
coincide with the ordinary Hilbert series and thus give us a rather good control
of the g-module structure. We prove that if On/I is a complete intersection ring
with an isolated singularity and I ⊂ m2 (I ⊂ m3 when I is principal), then gC
is solvable (Th. 5.3), which was proven for hypersurfaces by Granger and Schulze
[13]. Now put J = (f + TOn · f), where f ∈ m, and assume that B = On/(f) has
an isolated singularity. We prove that the fibre Lie algebra of the Lie algebroid
TOn(J) is solvable (Th. 5.5), where the proof is based on Schulze and Yau’s result
[41,48] that the derivation algebra TA of the modular algebra A = On/J is solvable.
Allowing f also to have a non-isolated singularity we consider Hilbert series of J
both as g = TOn(I) - and g = TOn(J) -modules, HA(t) =
∑
i≥0 ℓg(J
i/J i+1)ti,
proving it is a rational function in either case; moreover by a theorem of Yau and
Mather [29] (isolated singularities) and Greuel, Lossen and Shustin [15] (general
case) it follows that HA(t) is completely determined by the algebraic structure of
its degree zero part A (see Theorem 5.7). So there arises a natural converse problem:
If two hypersurfaces B and B′ = On/(f ′) of equal dimension, have equal Hilbert
series HA(t) = HA′(t), how are the rings B and B
′ then related?
In Section 2 we work out some basic results for modules M over Lie algebroids
gA, which are of finite type over A. First we give some salient relations between
the length of A and M , where we want to emphasise the importance of Propo-
sition 2.12, (5), for the very definition of Hilbert series (Prop. 2.31). Then the
notion of local system is explained, and we give some examples; in particular we
show how representations of Lie algebras give rise to local systems after localisa-
tion (Th. 2.28). To determine the structure of fibre Lie algebras of Lie algebroids
that contain a (weakly) toral subalgebra we need a recognition theorem (Th. 3.21),
which determines the structure of the semi-simple part of a Lie algebra g ⊂ glk(V )
that contains a Cartan subalgebra of slk(V ). This is used in Section 4 to work
out the fibre Lie algebras of monomial rings. We give special attention to Stanley-
Reisner rings of simplicial complexes, showing how the structure of the fibre Lie
algebra is closely related to a certain stratification of the vertex set and that the
Lie algebroid Hilbert series turns out to be the ordinary Hilbert series of a certain
smaller simplicial complex given by the same stratification (Thms. 4.14 and 4.17).
We want to express our deep gratitude to Michel Granger and also for the impor-
tant input from an anonymous referee for pointing out several unclear or incorrect
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statements in earlier versions of this work, and also for help at improving the dis-
position. We thank Jan Stevens for the reference [15].
2. Lie algebroids, modules and defining ideals
2.1. Allowed rings. Let k be a field that contains the rational numbers Q. We
will deal with noetherian commutative k-algebras A/k such that the A-module of k-
linear derivations TA/k is “big enough”, so that in particular the Jacobian criterion
of regularity applies.
First we recall that any local ringA containing the rational numbers also contains
a quasi coefficient field, which is a subfield l ⊂ A such that l → kA = A/mA is 0-
etale, so in particular TkA/l = 0.
Theorem 2.1 ([33, Thms. 30.6, 30.8]). Let (R,mR) be a regular local ring of
dimension n containing the rational numbers Q. Let l be a quasi-coeffient field of
R and K be a coefficient field of its completion R∗ such that l ⊂ K. The following
conditions are equivalent:
(1) There exist ∂1, . . . , ∂n ∈ TR/l (l-linear derivations) and f1, . . . , fn ∈ mR
such that det ∂i(fj) 6∈ mR.
(2) If {x1, . . . , xn} is a regular system of parameters and ∂xi are the partial
derivatives of R∗ = K[[x1, . . . , xn]], ∂xi(xj) = δij , then ∂xi ∈ TR/l.
(3) TR/l is free of rank n.
Furthermore, if these conditions hold, then for any P ∈ SpecR, putting A = R/P ,
we have TA/l = TR/l(P )/PTR/l, and rankTA/l = dimA.
If the equivalent conditions in Theorem 2.1 hold, then we say that (R,mR) sat-
isfies the weak Jacobian condition (WJ)l. If we now should want to work over
an arbitrary base field k ⊂ A technical problems would appear, having to do with
difficulties in describing TA/k, and also for using weight structures for modules over
Lie algebras. To simplify the exposition we therefore make the following definition.
Definition 2.2. An allowed k-algebra is a local ring of the form A = R/I, where
R satisfies (WJ)k, I is an ideal of R, and k is an algebraically closed coefficient
field of characteristic 0.
In particular, A = R/I = k+mA, and if P is a minimal prime divisor of I, then
rankAP ⊗A TA/k = dimR/P .
The main examples of allowed k-algebras A = R/I appear when R is either: (1)
a localisation of a polynomial ring, (2) a formal power series ring and (3) a ring of
convergent power series, where l is either the field of real or complex numbers and
k is the field of complex numbers C.
For an ideal I of height r we let J be the ideal that is generated by all the deter-
minants det(∂i(fj)), where ∂i ∈ TR/l and fj ∈ I, 1 ≤ i, j ≤ r. It is straightforward
to see that TR/l(I) · J ⊂ J (see e.g. [23]). Therefore the Jacobian ideal J¯ = AJ is
a TA/l-submodule of A.
Recall that the ring of differential operators DA/l ⊂ Endl(A) is defined induc-
tively asDA/l = ∪m≥0DmA/l, D0A/l = EndA(A) = A, Dm+1A/l = {P ∈ Endl(A) | [P,A] ⊂
DmA/l}, where [P,A] = PA − AP ⊂ Endl(A). It is easy to see that TA/l ⊂ D1A/l ⊂
DA/l, and conversely, if P ∈ D1A/l, then P − P (1) ∈ TA/l; hence
D1A/l = A+ TA/l.
In general the algebra DA/l need not be generated by the A-submodule D1A/l, and
in fact need not even be noetherian, as was first exemplified in [4]. On the other
hand we have the following companion to Theorem 2.1:
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Proposition 2.3. Assume that R/l satisfies (WJ)l. Then D1R/l generates the
algebra DR/l.
Select xi and ∂xi as in Theorem 2.1. Given a multi-index α = (α1, . . . , αn), n =
dimR, we put Xα = xα11 x
α2
2 · · ·xαnn ∈ R, ∂α = ∂α1x1 ∂α2x2 · · · ∂αnxn ∈ DR/l, |α| =
∑
αi,
and α! = α1! · · ·αn!.
Lemma 2.4. If P ∈ DmR/l and P (Xα) = 0 when |α| ≤ m, then P = 0.
Proof. We use induction overm. If P ∈ D0R/l = R, then P = P (1) = 0. Assume the
assertion is true when P ∈ DmR/l, and let now P ∈ Dm+1R/l , such that P (Xα) = 0 when
|α| ≤ m+1. Then P (i) = [P, xi] ∈ DmR/l, and P (i)(Xα) = P (xiXα)− xiP (Xα) = 0
when |α| ≤ m, so by induction, P (i) = 0. Therefore [P,Xα] = 0, and since
P (1) = 0, we get P (Xα) = 0 for any monomial Xα. Expanding an element f ∈ R
in the form f =
∑
α cαX
α + fi+1, where cα ∈ k and fi+1 ∈ mi+1R , it follows that
P (f) ∈ ∩i>0miR = {0}, by Krull’s intersection theorem. Therefore P = 0. 
Proof of Proposition 2.3. Let D(TR/l) ⊂ DR/l be the subalgebra that is generated
by D1R/l. If P ∈ DmR/l, define inductively for α such that |α| ≤ m, a0 = P (1), and
aα =
1
α! (P (X
α) −∑|β|<|α| aβ∂β(Xα)), so ∑α aα∂α ∈ D(TR/l). One checks that
P −∑α aα∂α kills all monomials Xα such that |α| ≤ m, hence by Lemma 2.4
P =
∑
α aα∂
α ∈ D(TR/l). 
Proposition 2.3 was proven in [3, Th. 1.1.8; 18, Th. 2; 31, 15.5.6; 46, Th. 18.2],
assuming either that R is essentially of finite type or is the ring of convergent power
series. After the introduction of parameters, the methods in [loc cit] presumably
can be applied, but the argument above is maybe slightly more direct, and we also
want to stress that the result applies to any regular local l-algebra of characteristic
0 satisfying the weak Jacobian criterion.
For brevity we will write TA = TA/k and DA = DA/k.
2.2. Modules over Lie algebroids. The following definition is basic to this pa-
per.
Definition 2.5. A Lie algebroid over a k-algebra A/k is an A-module gA of finite
type, which is equipped with a structure of Lie algebra over k and a homomorphism
of Lie algebras and A-modules α : gA → TA, such that the compatibility condition
[δ, rη] = α(δ)(r)η + r[δ, η], δ, η ∈ gA, r ∈ A, is satisfied.
For example, if I is an ideal of A, then TA(I) = {δ ∈ TA | δ(I) ⊂ I} is a Lie
algebroid, where α is the inclusion map, and of course Lie algebras over A are Lie
algebroids, with α = 0.
Remark 2.6. Strictly speaking, given a sheaf of Lie algebroids gX on a scheme
X , it is the spectrum SpecSOX (g
∗
X) of the symmetric algebra of its dual that is
the infinitesimal version of a groupoid, and hence its associated “geometric Lie
algebroid”, while gX is the sheaf of sections of SpecSOX (g
∗
X) over X . For this
reason, and in differential geometry in particular [26], one wants to make a clear
distinction between the geometric Lie algebroid and its sheaf of sections, where the
latter often instead are called Lie-Rinehart algebras [20], and sometimes Atiyah
algebras, d-Lie algebras, or pseudo Lie algebras. All in all, we find our concise “Lie
algebroid” evocative of a sheaf of Lie algebras (over a base field) being represented
in a module as infinitesimal symmetries both along the fibres and horizontally for
nearby fibres of the module.
We want to define modules over a Lie algebroid in the same way as for Lie
algebras, where in the latter case it is a homomorphism gk → glk(V ) from a Lie
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algebra to the general Lie algebra of a vector space V . When dealing with A-
modules M there is in general no exact Lie algebroid counterpart to glk(V ), due to
the possibility that A does not act faithfully onM , but one gets fairly close to having
a “linear Lie algebroid” of M . Define the map i : A → Endk(M), i(a)(m) = am.
We have the A-submodule
cA(M) = {δ ∈ Endk(M) | [δ, i(A)] ⊂ i(A)},
and let D1A(M) = {p ∈ Endk(M) | [p,EndA(M)] ⊂ EndA(M)} be the module of
first order differential operators on M , so i(A) ⊂ D1A(M). By the Jacobi identity
for the Lie bracket [·, ·] in Endk(M) it follows that cA(M) ⊂ D1A(M), defining
moreover an A-submodule and Lie subalgebra over k. If AnnM = 0, so the map i
is injective, there exists a natural map β : cA(M)→ TA, giving cA(M) a structure
of Lie algebroid (see [23]); if δ ∈ cA(M), then β(δ) is determined by the relation
[δ, i(a)] = i(β(δ)(a)). More generally, we have the Lie algebroid β : cA(M) =
ci(A)(M)→ Ti(A), where M is considered as A- or i(A)-module.
Definition 2.7. (1) We say that gA acts on an A-module M if we are given
a map (not necessarily A-linear) ρ : gA → cA(M) such that ρ(δ)(rm) =
α(δ)(r)m + rρ(δ)(m), δ ∈ gA, r ∈ A,m ∈M .
(2) A module M over gA is given by a homomorphism ρ : gA → cA(M) both
as A-modules and Lie algebras, which moreover satisfies (1).
Remark 2.8. It is in a sense unnatural to require (1) for a module, i.e. the identity
i(α(δ)(r)) = [ρ(δ), i(r)]. For example, ifM is torsion free as A-module, M 6= 0, and
ρ(gA) ·M = 0 (trivial module), then (1) implies α = 0. However, (1) follows from
the first part of (2) if Anni(A)(ρ(gA)) = 0. Proof: Let δ, η ∈ gA, and r ∈ A. Then
[δ, rη] = α(δ)(r)η + r[δ, η], implying that i(α(δ)(r))ρ(η) = [ρ(δ), i(r)]ρ(η), which
implies i(α(δ)(r)) = [ρ(δ), i(r)]. Thus (1) is automatic when M is a non-trivial
gA-module and torsion free as A-module.
A Lie algebroid gA acts on itself by gA → cA(gA), δ 7→ [δ, ·], but this does not
define a gA-module when α 6= 0.
Naturally, we usually write δm = δ ·m = ρ(δ)(m), for δ ∈ gA and m ∈M , when
the map ρ is clear from the context. By Proposition 2.3, TR-modules are the same
as modules over the ring of differential operators DR when R is a regular allowed
local k-algebra over a field of characteristic 0. Since A is noetherian, if M is a
gA-module of finite type over A, then M is noetherian as gA-module and contains
in particular a maximal proper gA-submodule N ⊂ M , so the quotient M/N is a
simple gA-module.
The A-module A is always a gA-module, using the map α, and the nilradical
nilA is a gA-submodule, since Chark = 0 (see [23, 39]).
Proposition 2.9. Let A be an allowed ring, and consider the conditions:
(1) A is regular.
(2) α : gA → TA is surjective (we say that gA is transitive).
(3) A is a simple gA-module.
(4) A is integral, the depth depthα(gA) ≥ 2, and mdATA ⊂ α(gA) for some
integer d ≥ 0.
We have (3)⇒ (1), (1)&(2) ⇒ (3), and (4)⇒ (2).
Assume lgA(A) < ∞. If I ⊂ mA is an invariant ideal, i.e. gA · I ⊂ I, then
I ⊂ nilA, and the reduced ring A/ nilA is regular, and simple over gA.
Remark 2.10. (i) (3) in Proposition 2.9 does not imply (2). Derivations of
a regular noetherian ring which have no proper invariant ideals has been
much studied, for example in [8; 17; 21; 42, Th. 3 p. 26].
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(ii) If A is simple over gA, hence regular, and m
d
ATA ⊂ α(gA), one can prove
directly in local coordinates that (2) follows.
Proof. (3) ⇒ (1): The Jacobian ideal J¯ is a non-zero gA-submodule of the simple
gA-module A, hence J¯ = A. Since A is allowed, it follows that A is regular (Th. 2.1).
(1)&(2) ⇒ (3): Theorem 2.1 implies, since A is regular allowed, that TA is
free and also that A has a regular system of parameters x1, . . . , xr, r = dimA,
together with derivations ∂1, . . . , ∂r ∈ TA satisfying ∂i(xj) = δij . By the same
theorem the TA-invariant ring l ⊂ ATA ⊂ (∩i(A∗)∂xi ) ∩ A = K ∩ A = l (K is
determined by l [33, Th. 28.3, (iv)]), hence if f ∈ A \ l, then there exists ∂xi such
that ∂xi(f) 6= 0. Moreover, ∂xi(mA \m2A) ⊂ (A \mA) ∪ {0}, and by induction over
r ≥ 1, ∂xi · (mrA \ mr+1A ) ⊂ (mr−1A \ mrA). Let I be a TA-invariant non-zero ideal of
A and select f ∈ I ∩mrA with minimal r, so that f ∈ mrA \mr+1A . If r ≥ 1, selecting
∂xi such that δ(f) 6= 0, then implies that ∂xi(f) ∈ mr−1 \ mr, so that r cannot be
minimal. It follows that r = 0, and therefore A = Af ⊂ I. Since α is surjective
this implies that A is simple over gA.
(4) ⇒ (2): Put X = SpecA and let j : X0 = X \ {mA} → X be the open
inclusion. Letting g¯X and TX be the coherent sheaves of OX -modules that are
associated to the A-modules α(gA) ⊂ TA, we get an injective map of OX -modules
α : g¯X → TX . Since mdATA ⊂ α(gA), it follows that j∗(g¯X) = j∗(TX), and since
depthα(gA) ≥ 2, so the local cohomology group H1mA(α(gA)) = 0, we get
g¯X = j∗j
∗(g¯X) = j∗j
∗(TX).
Since g¯X ⊂ TX and as A is integral, hence TA is torsion free, so TX ⊂ j∗j∗(TX),
it follows that g¯X = TX = j∗j
∗(TX). Therefore the A-module of global sections
α(gA) of g¯X coincides with the A-module TA of global sections of TX .
We prove the last assertion. As mentioned above nilA is preserved by gA, so
A′ = A/ nilA is a gA-module of finite length. If, on the contrary, I¯ = I mod nilA
is a non-zero ideal in mA′ , by Nakayama’s lemma and since A
′ is reduced, I¯n ⊂ mA′ ,
n = 1, 2, . . . is a strictly descending sequence of gA-invariant ideals, so A
′ will not
have a finite length. Therefore I ⊂ nilA. It follows that nilA is a maximal gA-
submodule of A, hence A/ nilA is simple, and therefore it is regular, since (3)
implies (1). 
Condition (3) in Proposition 2.9 has the following implication:
Proposition 2.11. Let gA be a Lie algebroid over an allowed ring A such that A
is simple over gA. If gA acts on an A-module of finite type M , then M is free. In
particular, gA is free over A.
Proof. The Fitting ideals of M are gA-invariant ideals of A (see e.g. [23]). Since A
is simple it follows that all Fitting ideals equals either 0 or A, implying M is free.
A Lie algebroid gA acts on itself by the adjoint action ρ(δ)(η) = [δ, η], therefore gA
is free. 
Proposition 2.12. Let gA be a Lie algebroid over a local k-algebra A, and M be
gA-module of finite type as A-module.
(1) If M is simple and AnnM = 0, then A is simple and, in particular, M is
free over A.
(2) If ℓgA(M) <∞ and AnnAM ⊂ nilA, then A/ nilA is simple.
(3) If A is simple over gA, then ℓgA(M) ≤ rank(M).
(4) If ℓgA(A) <∞, then ℓgA(M) <∞.
(5) ℓgA(A/AnnM) ≤ ℓgA(M).
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Proof. (1): If I ⊂ A is a non-zero gA-invariant ideal, then since AnnA(M) = 0, IM
is a non-zero gA-submodule, hence IM = M since M is simple, hence I = A by
Nakayama’s lemma; hence A is simple. ThatM is free follows from Proposition 2.11.
(2): Recall that nilA is a gA-invariant ideal in A, so that A1 = A/ nilA andM1 =
M/ nilA ·M are gA-modules in a natural way. We have ℓgA(M1) ≤ ℓgA(M) < ∞,
and if on the contrary I ⊂ A1 is a non-zero gA-invariant ideal, I 6= A1, since A1 is
reduced, Nakayama’s lemma implies that In ·M1 is a strictly decreasing sequence of
submodules, which results in a contradiction. Therefore A1 is a simple gA-module.
(3): If 0 → M1 → M → M2 → 0 is a short exact sequence of gA-modules,
by Proposition 2.11 all these modules are free, and rankM = rankM1 + rankM2.
From this follows that in any descending chain of gA-modules each subquotient is
free over A, and hence it is stationary, and that the number of simple subquotients
cannot exceed rankM .
(4): Since ℓgA(A) <∞ it follows from Proposition 2.9 that the maximal proper
gA-submodule I of A equals the nilradical. Put B = A/I and gB = B ⊗A gA,
which is a Lie algebroid over the simple gB-module B. Since I
n = 0 for high n,
there exists a finite set Ω of indices, so that i ∈ Ω if and only if IiM/Ii+1M 6= 0.
Therefore by (2)
ℓgA(M) = ℓgA(⊕i∈Ω
IiM
Ii+1M
) =
∑
i∈Ω
ℓgB (
IiM
Ii+1M
) <∞.
(5): We can assume that ℓgA(M) < ∞, and we use induction over n = ℓgA(M).
Since α(gA)·AnnM ⊂ AnnM , putting A1 = A/AnnM , then gA1 = gA/(Ann(M)gA)
is a Lie algebroid over A1 and M is a gA1 -module such that AnnA1 M = 0. Since
ℓgA1 (A1) = ℓgA(A1) and ℓgA(M) = ℓgA1 (M), it suffices thus to prove
ℓgA1 (A1) ≤ ℓgA1 (M).
IfM is a simple, (1) implies thatA1 is simple, proving the assertion when n = 1. Put
J = nilA1 , B = A1/J , and G(M) = ⊕i≥0J iM/J i+1M . Put also gB = gA1/JgA1 ,
which is a Lie algebroid over B since α(gA1) · J ⊂ J ([23, 39]). Then G(M) and
G(A1) are gB-modules, and AnnB(G(M)) = 0. Moreover, ℓgA1 (A1) = ℓgB(G(A1))
and ℓgA1 (M) = ℓgB (G(M)), so it is equivalent to prove
ℓgB(G(A1)) ≤ ℓgB (G(M)),
when AnnB G(M) = {0}, which we thus know is true when M is simple. Since
ℓgB (G(M)) = ℓgA1 (M) = ℓgA(M) < ∞, (2) implies that B is a simple gB-module,
and so any gB-module of finite type is free over B (Prop. 2.12). Assume n > 1
and that the assertion is true for all gA and M such that ℓgA(M) ≤ n − 1; hence
the above inequality holds when ℓgB (G(M)) = ℓgA(M) ≤ n − 1. Since M is not
simple there exists a proper gA-submodule M1 ⊂ M , so that G(M1) is a non-zero
free B-module (Prop. 2.12), in particular AnnB G(M1) = {0}, hence by induction,
ℓgB (G(A1)) ≤ ℓgB (G(M1)) < ℓgB (G(M)). 
2.3. Fibre Lie algebras and Local systems. Let (R,mR) be a local allowed
k-algebra which is simple over a Lie algebroid gR, so we have the exact sequence
(2.1) 0→ g→ gR → g¯R → 0,
where g is a Lie algebra over R and g¯R is a Lie subalgebroid of TR, such that
R contains no g¯R-invariant ideals. In practice, most likely g¯R = TR when R is
g¯R-simple, but see Remark 2.10 (i), and if g¯R is a proper submodule of TR we have:
Lemma 2.13. The sequence of R-modules
0→ g¯R → TR → TR
g¯R
→ 0
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is split exact, and each module is free.
Proof. All terms in the sequence are of finite type over R due to Theorem 2.1, and
since g¯R acts on each of them we can conclude from Proposition 2.11. 
Remark 2.14. It follows from Theorem 2.1 that TR is a simple Lie algebroid, so
that if b is a Lie subalgebroid of TR such that [TR, b] ⊂ b, then either b = 0 or
b = TR. Therefore the exact sequence in Lemma 2.13 is not split as Lie algebroids
(see before Proposition 2.24) .
The quotient
gk = k ⊗R g
is a finite-dimensionaI Lie algebra over k, which we call the fibre Lie algebra of gR.
Example 2.15. Let A be an allowed regular ring (e.g. A = On), I an ideal, and
put gA = TA(I). Then gA preserves the (radical) ideal I1 of the singular locus of
V (I), gA ⊂ TA(I1). Similarly, TA(I1) preserves the ideal I2 of the singular locus of
V (I1), so gA ⊂ TA(I1) ⊂ TA(I2). Iterating one eventually arrives at an ideal In such
that An = A/In is regular, and gA ⊂ TA(In). However, A/In need not be a simple
module over gA/IngA (it can happen that gA ⊂ InTA), so let Jm be a maximal
ideal such that gA ⊂ TA(Jm), where now I ⊂ I1 ⊂ · · · ⊂ In ⊂ Jm; the ideal Jm
will be a so-called defining ideal of the gA-module A, discussed below (Sec. 2.5).
Putting R = A/Jm and gR = gA/JmgA we can consider the exact sequence (2.1),
where g¯R ⊂ TR = TA(Jm)/JmTA. Here g = (TA(I) ∩ JmTA)/(JmTA(I)) and the
fibre Lie algebra
gk =
g
mRg
=
TA(I) ∩ JmTA
mA(TA(I) ∩ JmTA) + JmTA(I) .
The fibre Lie algebra gk encodes symmetries of the singularites of V (I). For ex-
ample, if I = (x1, x2) ⊂ O3, then we get the commutative Lie algebra gk =
kx1∂x1 + kx2∂x2 , where xi∂xi is represented by xi∂xi ∈ TA(I).
In Theorem 4.4 the fibre Lie algebra is computed for monomial ideals and Sec-
tion 5 contains some complex analytic examples.
We have a natural specialisation homomorphism of Lie algebras f : g → gk,
δ 7→ 1 ⊗ δ, and given a gR-module M , which is of finite type over R, there is a
g-linear specialisation map M → k ⊗R M , so that its fibre
k ⊗R M
is a g-module in a natural way, and since clearly mRg · k ⊗R M = 0, the fibre is
even a gk-module, which we call the associated fibre module of the gR-module M .
Letting Modf (gR) be the category of gR-modules that are of finite type over R and
Modf (gk) the category of gk-modules that are of finite dimension over k, we thus
have defined the fibre functor
F : Modf (gR) → Modf (gk),
M 7→ k ⊗R M.
Since R is simple, so g and M are free over R (Prop. 2.11), any choice of basis
of M and g induces an isomorphism of R-modules
M → R⊗k k ⊗R M,
g → R⊗k gk.
However, the second map is in general not a homomorphism of Lie algebras over
R. Also the first map is not a homomorphism of g-modules, where g acts trivially
on R, and even less a homomorphism of gR-modules. Still, we have some good
behaviour:
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Proposition 2.16. Let M be a gR-module of finite type.
(1) The functor F is exact and faithful.
(2) lgR(M) ≤ lgk(k ⊗R M).
Simple examples show that F is not a full functor.
Lemma 2.17. If N is a gR-submodule of mRM , then N = 0.
Proof. Since R is a simple gR-module the gR-module M/N , being of finite type
over R, is fee over R Proposition 2.11. Hence the exact sequence 0 → N →
M → M/N → 0 is a split and therefore the map k ⊗R N → k ⊗R M is injective.
Since N ⊂ mRM this map is 0, hence N = mRN , so that by Nakayama’s lemma,
N = 0. 
Proof of Proposition 2.16. (1): That F is exact follows since the gR-modules are
free (Prop. 2.11). Having proved exactness we now prove faithfulness. A morphism
φ ∈ HomgR(M1,M2) maps to a morphism φ¯ ∈ Homgk(k ⊗R M1, k ⊗R M2), and
φ¯ = 0 means φ(M1) ⊂ mRM2. Now the assertion follows from Lemma 2.17.
(2): Let M1 be a proper submodule of M . Since F is exact, Nakayama’s lemma
implies that k⊗RM1 is a proper submodule of k⊗RM . From this observation the
assertion immediately follows. 
We are interested in modules whose structure is well reflected in its corresponding
fibre module.
Definition 2.18. Let gR be a Lie algebroid such that R is simple over gR. A local
system over gR is a gR-module M which is of finite type as R-module, such that
lgR(M) = lgk(F (M)).
Let Loc(gR) denote the category of local systems over gR.
This notion is important for computing Hilbert series of gR-modules in Sec-
tion 3.5. The seemingly trivial case when R = k, so gR = gk and therefore all
gR-modules of finite type belong to Loc(gR), is important in the study of analytic
algebras (Sec. 5). Other concrete examples will be worked out later: criteria to
have local systems are in Propositions 2.23 and 4.1; the complex analytic case
is described in Proposition 2.24; localisations of representations of Lie algebras,
Theorem 2.28; monomial ideals, Section 4.
Remark 2.19. On a complex manifold (X,OX) with tangent sheaf TX/C a TX/C-
module M is the same as an integrable connection, and its sheaf of horizontal
sections L =MTX/C forms a local system in the usual sense. Locally near a point x
the local system it is determined by its fibre, isomorphic to M/mxM , which can be
regarded as a vector space over the trivial fibre Lie algebra gC = 0 of gR = TX/C,x,
with R = OX,x. Thus “locally” on X local systems in the usual sense correspond
to a local systems in the sense of Definition 2.18, due to Cauchy’s theorem for
integrable connections.
Since all gR-subquotients of M are free over R (Prop. 2.11) it is straightforward
to see that M ∈ Loc(gR) if and only if each simple subquotient of M induces a
simple gk-subquotient of k ⊗R M .
Proposition 2.20. Assume that R is simple over the Lie algebroid gR and let
0→M1 →M →M2 → 0
be an exact sequence of gR-modules of finite type over R. Then M ∈ Loc(gR) if
and only if M1,M2 ∈ Loc(gR).
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Proof. Since M,M1,M2 are free over R, hence flat, Proposition 2.16 implies
ℓgR(M) ≤ ℓgk(k ⊗R M) = ℓgk(k ⊗R M1) + ℓgk(k ⊗R M2) ≥ ℓgR(M1) + ℓgR(M2).
Since ℓgR(M) = ℓgR(M1) + ℓgR(M2), if one of the inequalities is an equality, then
the other is too, so that ℓgk(k ⊗R M1) + ℓgk(k ⊗R M2) = ℓgR(M1) + ℓgR(M2); as
moreover ℓgk(k ⊗R Mi) ≥ ℓgR(Mi), i = 1, 2, the assertion follows. 
A simple TR-module, finitely generated over R, is a local system if and only if it
is of rank 1 as R-module, but still there exist a great many non-isomorphic modules
in Loc(TR).
Example 2.21. Let R = C[x](x) be the localisation of the polynomial ring at the
maximal ideal (x) so TR = R∂x and DR is the localisation of the first Weyl algebra
at (x). The fibre Lie algebra of gR = TR is 0.
(1) The TR-module M = DR/DR(∂2 + x) is simple of rank 2 over R [30, Prop.
5.18], while the fibre module is just a 2-dimensional vector space, so it is
not simple.
(2) The TR-module Mp = Re
p, p ∈ R, is a a simple TR -module (Prop. 2.12,
(3)); the exponential generator is interpreted symbolically by the relation
∂x · ep = ∂x(p)ep. We have Mp ∼= Mq if and only of there exists φ ∈ R
such that (∂x − ∂x(p))φeq = 0, i.e. ∂x(φ)/φ = ∂x(p− q). Such a φ exists if
and only of p− q ∈ C. Replacing R by the ring of convergent power series
C[[x]], then all modules Mp are isomorphic.
For general Lie algebroids it is a non-trivial task to decide if a given gR-module
belongs to Loc(gR), but we do have some general conditions ensuring this. Before
discussing these we need more notation.
Let D(gk) and D(g) be the universal enveloping algebra of the fibre Lie algebra
and the kernel g in (2.1). Let D(gR) be the enveloping ring of differential operators
of a Lie algebroid gR (see [2, 1.2.5]); one can, when considering a gR-module ρ :
gR → cR(M) (Sec. 2.2), instead of having to construct D(gR), consider its image
in Endk(M), which coincides with the k-algebra that is generated ρ(gR) and i(R)
in Endk(M).
We can extend the observation before Example 2.21. Say that a g-module M is
cyclic if there exists an element m ∈M such that M = D(g)m.
Lemma 2.22. Assume that M ∈ Loc(gR). Each simple subquotient of M is cyclic
over its restriction to g ⊂ gR. If M is simple and m ∈M \mRM , then D(g)m =M .
For any gR-moduleM of finite type over R such that k⊗kM is simple over gk, it
follows that M is simple over gR (Prop. 2.16, (2)) and that moreover M = D(g)m
when m ∈ M \ mRM . I can see no reason, however, why simple gR-modules that
are cyclic over g need have simple fibre modules.
Proof. If L is a simple subquotient of M , then L ∈ Loc(gR) (Prop. 2.20), so that
k ⊗R L is a simple gk-module. Therefore, if l ∈ L \mL, then
k ⊗R L = D(gk)1⊗ l = 1⊗D(g)l,
so that L ⊂ D(g)l+mRL, which by Nakayama’s lemma implies that D(g)l = L. 
Proposition 2.23. Let gR be a Lie algebroid where R is simple over g¯R, and
M be a gR-module which is of finite type over R. Assume that M contains a
finite-dimensional k-subspace V ⊂ M that generates M as R-module, and that gR
contains elements {δ1, . . . , δs} ⊂ gR whose image {α(δ1), . . . , α(δs)} generates the
Lie algebroid g¯R ⊂ TR, and satisfying the following condition:
(L) δiv ∈ D(g)v +mRM, v ∈ V, i = 1, . . . , s.
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Then M ∈ Loc(gR).
Proof. Let 0→M1 →M →M2 → 0 a short exact sequence of gR-modules, where
M contains a finite-dimensional generating subspace V satisfying (L). If V ′ is
another k-subspace of M that generatesM over R, by Nakayama’s lemma we have
V ′ ≡ V mod mRM,
so that V ′ will also satisfy (L). Therefore, if V1 is a k-subspace of M1 such that
M1 = RV1, V1 ⊂ V ′1 ⊂ M (identifying M1 with a subset of M), and M = RV ′1 , it
follows that
δiv ∈ (D(g)v +mRM) ∩M1 = D(g)v +mRM1, v ∈ V1, i = 1, . . . , s,
where the equal sign follows from the fact that D(g)v ∈M1 and M1 and M are free
(Prop. 2.11). Therefore V1 satisfies (L) for the module M1. Also, the image V2 of V
in M2 satisfies (L) for the module M2. Since M is of finite length (Prop. 2.12,(3)),
it follows therefore from Proposition 2.20 that it suffices to prove that k ⊗R M is
simple over gk when M is simple. Let g
′
R be the Lie subalgebroid of gR that is
generated by the δi, so gR = g+ g
′
R (see (2.1)). Let 1⊗ v ∈ k ⊗RM be a non-zero
element, where v ∈ V . We then get (as detailed below)
D(gk)(1 ⊗ v) = 1⊗D(g)v = 1⊗D(g)D(g′R)v = 1⊗ D(gR)v = 1⊗M.
The first equality follows since the gk-action on the fibre module comes by the
specialisation map f : g→ gk. Since δi ·v = Qiv+m′ where m′ ∈ mRM , Qi ∈ D(g),
we get for any P ∈ D(g′R) ⊂ D(gR) that Pv ≡ Qv mod mRM , for some Q ∈ D(g).
As moreover the g-action is R-linear, this explains the second equality. The third
equality follows from the fact that g and g′R together generates gR, and the last
equality follows since M is simple. 
Say that a Lie algebroid is split, or has an integrable connection, if the homo-
morphism α : gA → g¯A = Im(α) has a split φ : g¯A → gA as A-modules and Lie
algebras. If a split φ is chosen, we write gA = g ⋊ g¯A, where g = Ker(α), and call
it a semi-direct product of g¯A by g. Notice that a transitive Lie algebroid over an
allowed regular ring R always is of the form gR = g⊕TR as R-module (Prop. 2.11),
where TR is of finite type by Theorem 2.1, but in general gR need not be isomorphic
to g⋊ TR , i.e. gR has no integrable connection.
We have the following basic examples of split Lie algebroids, and some other
ones are in Lemma 2.26.
Proposition 2.24. Assume that R is either a formal power series ring over k or
a ring of convergent power series over k = C or k = R. Let gR be a transitive Lie
algebroid, i.e. α(gR) = TR, and M be a gR-module of finite type over R. Then
(1) gR ∼= g⋊ TR.
(2) M = RMTR = R⊗k M/mRM , where after a choice of split TR → gR, giv-
ing an isomorphism in (1), the subalgebroid TR acts trivially on M/mRM .
Hence M ∈ Loc gR.
Proof. (1): In the sequence (2.1), where g¯R = TR, all R-modules are free since R is
simple over TR (Prop. 2.11) , so there exists an R-linear split φ0 : TR → gR. It gives
rise to a map ω : ∧2TR → g defining a 2-cocycle in the de Rham complex Ω•R(g)
(the curvature), by ω(δ ∧ η) = [φ0(δ), φ0(η)]−φ0([δ, η]), δ, η ∈ TR. Since Poincare´’s
lemma holds when R is either complete or a ring of convergent power series, there
exists an R-linear map η : TR → g such that ω = dη. The map φ = φ0 − η then
defines an integrable connection on gR.
(2): This is standard (see [3, Th. 1.1.25]), but we still include a proof. Let
(x1, . . . , xd) be a regular system of parameters of mR, and let ∂i be an R-basis of
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TR such that ∂i(xj) = δij . We contend that there exist free generators mi of M
such that ∂i ·mj = 0. We know that M is free over R, so let m′ = (m′1, . . . ,m′n)
be a column matrix of free generators, so ∂dm = Φm for some n × n-matrix with
coefficients in R. Write
Φ =
∑
i≥0
xidΦi
where the Φi are independent of xd, and put
ψ = exp(−
∑
i≥0
xi+1d
i+ 1
Φi).
This series converges to a nonsingular matrix when R is the ring of convergent
power series k{x1, . . . , xd} (k = R or k = C) or the ring of formal power series
k[[x1, . . . , xd]], since the exponent is divisible by xd. Putting m = Ψm
′ we get our
basis of M , satisfying ∂dm = 0, i.e. we have free generators of M that belong to
M∂d . The space M∂d is a module over the Lie algebroid TR0 where R
0 = R∂d =
k{x1, . . . , xd−1} (resp. k[[x1, . . . , xd−1]]). Putting N =
∑
R0mi ⊂ M∂d we have
a TR0-module of finite type over the TR0 -simple module R
0. An induction over
d = dimR completes the proof that M has free TR-invariant generators. 
Remark 2.25. Let M be a gA-module of finite length and of finite type over the
allowed local ring A. The completed Aˆ-module Mˆ = Aˆ⊗AM is then a module over
the completed Lie algebroid gAˆ = Aˆ ⊗A gA. In general, the length increases upon
completion: ℓgA(M) ≤ ℓgAˆ(Mˆ).
2.4. Localisations of representations. Given a Lie algebra a over k and a ho-
momorphism of k-Lie algebras α : a → TR, we get a Lie algebroid gR = R ⊗k a,
where [r1 ⊗ δ, r2 ⊗ η] = r1α(δ)(r2) ⊗ η − r2α(η)(r1) ⊗ δ + r1r2 ⊗ [δ, η], r1, r2 ∈ R,
δ, η ∈ a. Define also αR : gR → TR, r ⊗ δ 7→ rα(δ). We first give conditions that
ensure that gR be split.
Lemma 2.26. If there exists a Lie subalgebra n ⊂ a such that the induced map
n→ k ⊗R TR is an isomorphism, then gR ∼= g⋊ TR.
Proof. The assumption together with Nakayama’s lemma implies that R⊗k n ∼= TR,
as R-modules. Define φ : TR → gR by rα(δ) → r ⊗ δ, r ∈ R, δ ∈ n, which is a
well-defined R-linear homomorphism such that αR ◦ φ = id. Since [n, n] ⊂ n it
follows that φ satisfies
φ([α(δ), α(δ′)]) = φ(α([δ, δ′])),
which implies that φ is a split. 
If V is an a-module, then ∆(V ) = R ⊗k V is a gR-module, such that r ⊗ δ(r′ ⊗
v) = rα(δ)(r′) ⊗ v + rr′ ⊗ δ(v), r, r′ ∈ R, v ∈ V . This defines an exact functor
∆ : Mod(a) → Mod(gR), which we call the localization functor. Let Modfd(a) be
the category of finite-dimensional a-modules.
Remark 2.27. Notice that although F (∆(V )) = k⊗R∆(V ) is isomorphic to V as
k-space, the left hand side is a gk-module, while V is defined to be an a-module. For
example, if a is a complex simple Lie algebra, X = G/B its associated Borel variety,
and R = OX,x for a point x in X , then gC is the kernel of the map a→ C⊗RTX/C,x;
i.e. gC is isomorphic to the Borel subalgebra of a that stabilizes x.
In general ∆(V ) need not be of finite length even if V ∈ Modfd(a) when R is
non-simple over gR, so it is satisfying to know, on the other hand, that if R contains
no non-trivial a-invariant ideals, it is in fact a local system.
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Theorem 2.28. Let a be a finite-dimensional Lie algebra over k, R be a regular
allowed k-algebra, and α : a→ TR be a homomorphism of Lie algebras such that R
has no a-invariant proper ideals. If V is a finite-dimensional a-module, then
ℓgR(∆(V )) = ℓgk(V ),
so that we have a functor ∆ : Modfd(a)→ Loc(gR), which is exact and faithful.
Theorem 2.28 can be regarded as a weak version of the well-known equivalence
between the category of G-equivariant sheaves on a homogeneous space G/H and
finite-dimensional H -modules, where H is a closed subgroup of an algebraic group
G (defined over k). In most important examples of Theorem 2.28 the Lie algebroid
gR is transitive, so that g¯R = Im(α : gR → TR) = TR, but we do not need this
assumption in the proof, essentially because of Lemma 2.13.
To get a rough idea of the proof assume for simplicity that gR is split, so that
we can regard TR as a Lie subalgebroid of gR, as in Lemma 2.26, although this
is not a requirement. Then the idea is to find a basis B of the R-module ∆(V )
that is adapted to a composition series of F (∆(V )), and which moreover satisfies
TR · B ⊂ mR∆(V ); compare also to Proposition 2.23.
Proof of Theorem 2.28. It suffices to prove that M = ∆(V ) is a local system
when V is simple over a (Prop. 2.20) and define g¯R as in (2.1). Let {δ1, . . . , δr} ⊂ a
be a minimal subset such that g¯R =
∑r
i=1 Rα(δi). Since g¯R is a free R-module
(Prop. 2.11) and TR is free of rank dimR (Th. 2.1), it follows that r ≤ dimR
(r = dimR if g¯R = TR). Since R is simple over g¯R it follows from Lemma 2.13
that there exists a subset {x1, . . . , xr} ⊂ mR such that α(δi)(xj) = δij +φij , where
φij ∈ mR (the Kronecker symbol δij clearly is not an element in gR). Therefore,
[δi, 1− xjδj ] = −(δij + φij)δi − xj [δi, δj] = −δijδi + ηij , ηij ∈ mRgR.
Putting Λ =
∏r
i=1(1− xiδi) ∈ D(gR), we get
δi · Λ = Λ · δi +
r∑
s=1
(
∏
1≤j≤s−1
(1− xjδj))[δi, 1− xsδs](
∏
s+1≤j≤r
(1− xjδj))(C)
= Λ · δi +
r∑
s=1
(
∏
1≤j≤s−1
(1− xjδj))(−δisδi + ηis)(
∏
s+1≤j≤r
(1− xjδj))
= Λ · δi − δi + ηi, ηi ∈ mRD(gR),
where for the last step we have made use of the observation
[(1− xjδj),−δisδi + ηis] = δis[xjδj , δi]− [xjδj , ηis]
= δis(xj [δj , δi]− (δij + φij)δj)− [xjδj , ηis]
= δsjδj + ǫis, ǫis ∈ mRgR.
Let Ws ⊂ · · · ⊂ Wi+1 ⊂ Wi ⊂ · · · ⊂ W1 ⊂ W0 = F (M) be a composition series
of the gk-module F (M) and select a basis of F (M) that is compatible with the
composition series. This basis can be lifted to a basis B′ = (v′1, . . . , v
′
n) of M , and
we let W˜i ⊂ M be the R-submodule that is generated by the part of the basis B′
that corresponds to a basis of Wi. We then have
(I) D(g)W˜i ⊂ W˜i +mRM.
Since Λ · v′i ≡ v′i mod mRM it follows that B = (Λv′i) = (v1, . . . , vn) is also a basis
of M , and by (C)
(K) δi · vj ∈ mRM, i = 1, . . . , r, j = 1, . . . , n.
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Set now Li = ΛW˜i, yielding a filtration of R-modules Ls ⊂ · · · ⊂ Li+1 ⊂ Li ⊂
· · · ⊂ L1 ⊂ L0 =M . Let g′R be the Lie subalgebroid of gR that is generated by the
δi. We have now (as detailed below)
(*) D(gR)Li = D(g)D(g′R)Li ⊂ D(g)(Li+mRM) ⊂ D(g)W˜i+mRM ⊂ W˜i+mRM.
The equality follows since gR = g+g
′
R and the first inclusion follows from (K). The
second inclusion follows since the g-action on M is R-linear, so that D(g)mRM ⊂
mRM , and since Li ⊂ W˜i +mRM . The last inclusion follows from (I).
The inclusion (*) implies that D(gR)Li+1 6= D(gR)Li when Wi+1 6= Wi, which
implies ℓgR(M) ≥ ℓgk(V ). Together with Proposition 2.16, (2), this completes the
proof that M ∈ Loc(gR). 
Here is a concrete computational illustration for the Lie algebra sl2, where we do
not lift the composition series of the fibre module in the same way as in the proof
of Theorem 2.28.
Example 2.29. Let R = k[x] be the polynomial ring of one variable over k. The
Lie algebra a = sl2(k) = kX−⊕kH⊕kX+, where [X+, X−] = H , [H,X±] = ±2X±,
acts on R by the map α : g→ TR, α(H) = 2x∂x, α(X+) = x2∂x and α(X−) = −∂x.
Then gR = R ⊗k a is a transitive Lie algebroid over R, g := Ker(gR → TR) =
R(x⊗H − 2⊗X+) +R(1⊗H + 2x⊗X−), and we have the integrable connection
TR → gR, a∂x 7→ a ⊗ X−, so gR = g ⋊ TR. The fibre Lie algebra gk = k ⊗R g
is 2-dimensional, hence it is a solvable Lie algebra. If V is a finite-dimensional
a-module, we have the gR-module M = ∆(V ). By Theorem 2.28
ℓgR(M) = ℓgk(V ) = dimk V,
so that each simple subquotient of M is of rank 1 over R, and M is a local system
over gR. Let us compute the composition series ofM when V is simple. The Cartan
algebra h = kH gives a weight decomposition M = ⊕λ∈ZMλ, where Hm = λm
when m ∈Mλ. Let λ0 be the lowest integer such that Mλ0 6= 0, so dimk Vλ0+2i = 1
when i = 0, 1, . . . ,−λ0, and dimk V = −λ0 + 1. We have Mλ = ⊕µ+i=λxi ⊗ vµ, so
that dimMλ − dimMλ−2 = 1 when λ = λ0 + 2i, i = 1, 2, . . . ,−λ0, and dimMλ =
dimM−λ0 when λ = −λ0 + 2i, i = 0, . . . . It follows that there exists a nonzero
vector mλ0+2i ∈ Mλ0+2i such that (1 ⊗X−)mλ0+2i = 0, when i = 0, . . . ,−λ0. In
fact, putting mλ0 = 1⊗k vλ0 , where vλ0 is a basis of Vλ0 , and
(*) mλ0+2i = (1⊗X+ − (λ0 + 2(i− 1))x)mλ0+2(i−1), i = 1, . . . ,−λ0,
we get
mλ0+2i = [
i∏
j=1
(1⊗X+ − (λ0 + 2(j − 1))x⊗ 1)]mλ0 .
This results in a filtration by gR-modules
D(gR)m−λ0 ⊂ · · · ⊂ D(gR)mλ0+2i ⊂ D(gR)mλ0+2(i−1) ⊂ · · · ⊂ D(gR)mλ0 =M.
The module D(gR)m−λ0 is simple and the remaining successive quotients are
D(gR)mλ0+2(i−1)
D(gR)mλ0+2i
∼= Rµi, i = 1, . . . ,−λ0,
where µi = mλ0+2(i−1) mod D(gR)mλ0+2i generates a module wich is cyclic over
R and satisfies the equations (1 ⊗X−)µi = 0, (1 ⊗H)µi = (λ0 + 2(i − 1))µi and
(1 ⊗ X+)µi = (λ0 + 2(i − 1))xµi (see (*)). Since R is simple, it follows that Rµi
is also simple as gR-module. This indeed results in a composition series of M of
length −λ0 + 1.
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2.5. Ideals of definition. When M is a gA-module and the length ℓgA(M) = ∞
it is interesting to study the length function n 7→ ℓgA(M/In+1M) for certain ideals
I of A. For this purpose we make the following fundamental definition.
Definition 2.30. Let (A/k, gA) be a Lie algebroid and M a gA-module. An ideal
of definition relative to M is an ideal J ⊂ A, J 6= A, such that α(gA) ⊂ TA(J)
and ℓgA(M/JM) < ∞. A defining ideal is an ideal of definition relative to the
gA-module A.
If α(gA) = 0, then an ideal J of definition (relative to A) is the same as the
“classical” one, that mlA ⊂ J ⊂ mA for some integer l ≥ 1 for some maximal ideal
mA. That defining ideals relative to A exist follows from Zorn’s lemma, and in fact
there exist defining ideals for any gA-module of finite type over A.
Proposition 2.31. Let M be a gA-module of finite type over A.
(1) If J is an ideal of definition relative to A, then J is an ideal of definition
relative to M .
(2) If J is an ideal of definition relative to M , then ℓgA(M/J
n+1M) < ∞ for
any positive integer n.
Proof. (1): Put B = A/J and gB = B ⊗A gA, so gB is a Lie algebroid over B and
since J is a defining ideal, B is of finite length over gB. Then apply Proposition 2.12,
(4), to the gB-module M/JM .
(2): Put J1 = Ann(M/JM) andA1 = A/J1. By Proposition 2.12, (5), ℓgA(A1) <
∞. Since J iM/J i+1M and A1 are modules over gA1 = gA/JgA, it follows by Propo-
sition 2.12, (4), that ℓgA(J
iM/J i+1M) = ℓgA1 (J
iM/J i+1M) < ∞, i = 0, 1, 2, . . . ,
implying ℓgA(M/J
n+1M) <∞, n = 0, 1, 2, . . . . 
Lemma 2.32. Let I and J be gA-stable ideals in A.
(1) If I ⊂ J and I is defining, then J is also defining.
(2) If I is a defining ideal, then In is a defining ideal for any positive integer
n.
(3) If J is defining and Jn ⊂ I for some positive integer, then I is also defining.
If
√
I =
√
J , then I is defining if and only of J is defining.
(4) If A is a local ring, there exists a unique maximal defining ideal.
(If CharA > 0, then
√
I need not be preserved by gA even if I is preserved.)
Proof. (1): Evident. (2): This follows from Proposition 2.31,(2). (3): Combine (1)
and (2). (4): Just notice that the sum of any maximal defining ideals belongs to
mA so is not equal to A. 
When a gA-module of finite type is not finitely generated over A there need not
exist a defining ideal. For example, the Weyl algebraM = k 〈x, ∂x〉 is a module over
the Lie algebroid Tk[x]/k (by left multiplication) that lacks a defining ideal. On the
other hand, if ℓgA(M) <∞ then any preserved ideal is defining, and if ℓgA(A) <∞
and M is of finite type over A, then ℓgA(M) <∞ (see Proposition 2.12, (4)).
Proposition 2.33. Let A/k be an allowed ring and gA a Lie algebroid over A.
(1) If J is a maximal defining ideal, then A/J is a regular ring, hence if A is
also a regular ring, then J = (x1, . . . , xr), where x1, . . . , xr are elements in
mA that form a subset of a regular system of parameters of A.
(2) If J is a gA-defining ideal in A, then its radical Jm =
√
I is the unique
maximal defining ideal containing J .
Proof. (1): By Proposition 2.9, A/J is a regular ring. If A is also regular it follows
that J is generated by subset of a regular system of parameters.
(2): This follows since A/J/ nil(A/J) is a simple module over gA (Prop. 2.9). 
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3. Hilbert series
In this section we will first discuss commutative graded algebras over Lie algebras,
and their graded modules, leading up to rational generating functions for the lengths
of the homogeneous components of a module. This is then applied to modules over
Lie algebroids.
3.1. Representation algebras. We refer to [5, §6; 6, §6-7] for unexplained notions
in this section pertaining to Lie algebras.
Let gk be a finite-dimensional Lie algebra over the algebraically closed field
k. By a graded gk-algebra we mean a graded Noetherian commutative k-algebra
S• = ⊕i≥0Si which at the same time is a gk-module by a homomorphism of k-
Lie algebras gk → TS•/k, such that gk · Si ⊂ Si. A graded (S•, gk)-module is
a graded S•-module and gk-module M
• = ⊕i∈ZM i such that δ ·M i ⊂ M i and
δ(sm) = δ(s)m + sδ(m), δ ∈ gk, m ∈ M•. We let Mod(S•, gk) be the category of
graded (S•, gk)-modules that are of finite type over S
•.
Let r be the radical of gk, s = [gk, r] = [gk, gk] ∩ r ⊂ r the nilpotent radical (see
[5, §5, Th 1, §6, Prop. 6]), and put
Q = (
r
s
)∗ = (
gk
[gk, gk]
)∗
where the isomorphism is induced from the inclusion r ⊂ gk. Here the character
group Ch(gk) = Q is a subgroup of the character group Ch(r) = (r/[r, r])
∗, where
the group structure is by addition of dual vectors. The group algebra k[Q] is the set
of functions Q→ k which has the value 0 for almost all points in Q; its elements are
commonly described by the expressions
∑
aqq, designating the function that maps
q to aq. The algebra k[Q] is also an r-module by defining r ·
∑
aqq =
∑
aqq(r)q and
since every element q ∈ Q satisfies q(s) = 0, so q extends to a homomorphism of
Lie algebras gk → k, it follows that k[Q] is also a gk-module. Since Q parametrizes
the isomorphism classes of simple 1-dimensional gk-modules we get that k[Q] is a
gk-algebra which is a semi-simple gk-module such that every simple 1-dimensional
gk-module occurs with multiplicity 1.
Let Lk = gk/r be the semi-simple quotient and h ⊂ bk a Cartan algebra and Borel
subalgebra of Lk. Let P++ ⊂ h∗ be the set of integral dominant weights, which
is a commutative sub-semigroup of h∗, and {ω1, . . . , ωl} be the set of fundamental
weights. For a weight φ ∈ P++ we let Lφ be the simple finite-dimensional Lk-module
of heighest weight φ. Put L = ⊕li=1Lωi and let S•(L) be its symmetric algebra,
which is a graded Lk-algebra. The length of a weight φ =
∑l
i=1miωi ∈ P++ is
l(φ) =
∑l
i=1mi. In each degree n, the weight space S
n(L)φ is 1-dimensional when
l(φ) = n. Therefore there exists an Lk- submodule Jn ⊂ Sn(L) such that
Sn(L)/Jn ∼=
⊕
l(φ)=n
Lφ.
Moreover, the Lk-submodule Sn(L)Jm is contained in Jn+m, since Sn(L)Jm con-
tains no weight vectors of length n + m. Therefore J• = ⊕m≥1Jm ⊂ S•(L) is
an Lk-invariant ideal, hence R•Lk := S•(L)/J• is an Lk-algebra, which clearly is
graded and noetherian. By construction,
R•Lk =
⊕
n≥0
⊕
l(φ)=n
Lω =
⊕
φ∈P++
Lω
as Lk-module, so that it contains every simple finite-dimensional Lk-module with
multiplicity 1. We note also that R•Lk is a gk-algebra such that r · R•Lk = 0. The
tensor product
R•gk = k[Q]⊗k R•Lk
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of the gk-algebras k[Q] andR•Lk is then a semi-simple gk-algebra, where each simple
gk-module has multiplicity 1. We call R•gk the representation algebra of gk.
Remark 3.1. (1) Let gk is a split semi-simple Lie algebra. The construction
of the representation algebra is then due to Cartan, and therefore the map
Lω ⊗ Lω′ → Lω+ω′ that arises from the ring structure is called “Cartan
multiplication” in R•gk . Generators and relations for R•gk are described by
Kostant [28]. A version for Lie groups was introduced in [16] under the name
“universal algebra”. Bernstein, Gelfand, and Gelfand [10] and Gelfand and
Zelevinsky [11] have made concrete realisations of representation algebras
(a.k.a. “models”) for different Lie groups.
(2) Assume that gk is semi-simple and Γ be a sub-semigroup of P++. Then
R•Γ = ⊕γ∈ΓLγ is naturally a sub gk-algebra of R•gk , and such algebras have
natural geometric interpretations. Let for example Γ = {nλ | n = 1, 2, . . . },
where λ ∈ P++. Let G be a semi-simple algebraic group over k and gk be
its Lie algebra. Then
Proj R•Γ = G/P,
where P is a parabolic subgroup of G [35]. Representation algebras are
studied geometrically in [27].
3.2. Algebras over solvable Lie algebras. Let (S•, gk) be a noetherian graded
gk-algebra, where gk is a finite-dimensional solvable Lie algebra. Let Ch(gk) =
(gk/[gk, gk])
∗ be the character group, and if χ ∈ Ch(gk), we put S•χ = {s ∈ S• | (X−
χ(X))ns = 0, n ≫ 1, X ∈ gk}. Similarly we define M•χ when M• ∈ Mod(S•, gk),
and put suppgk M
• = {χ ∈ Ch(gk) | M•χ 6= 0}. It is interesting to find noetherian
subalgebras S1 ⊂ S• and S1-submodules of finite type M1 ⊂M•. The theorem be-
low is one way to achieve this using subsets of C = suppgk S
• and CM = suppgk M
•;
this will be applied in Theorem 3.9 to get new rational Hilbert series from a given
one.
Note that C is a commutative sub-semigroup of Ch(gk), where the binary oper-
ation is induced by the ring structure of S•, and we have
S• =
⊕
χ∈C
S•χ,
M• =
⊕
φ∈CM
M•φ .
Theorem 3.2 ([24]). Let S• be a noetherian graded gk-algebra, where gk is a
solvable Lie algebra, and M• ∈Mod(S•, gk).
(1) Let Γ be a sub-semigroup of C, and put Γc = C \ Γ. Then
S•Γ =
⊕
χ∈Γ
S•χ
is a graded gk-algebra, and if moreover Γ+Γ
c ⊂ Γc, then S•Γ is noetherian.
(2) Let Γ be a sub-semigroup of C, Φ be a subset of CM , and put Φ
c = CM \Φ.
Consider the conditions:
(a) Γ · Φ ⊂ Φ,
(b) Γc · Φ ⊂ Φc.
Then (a) implies that
M•Φ =
⊕
φ∈Φ
M•φ
is a graded (S•Γ, gk)-module. If also (b) is satisfied, then M
•
Φ is of finite type
over S•Γ.
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We give a hint at how to prove Theorem 3.2. Since S• is graded noetherian there
exists an integer r such that the graded S0Γ-submodule of V = ⊕ri=1SiΓ ⊂ (S•Γ)+
generates S•(SΓ)
•
+ over S
•. Let B• be the subalgebra of S•Γ that is generated by
V and S0Γ, so in particular B
i = SiΓ when 0 ≤ i ≤ r; clearly, B• is noetherian. The
proof is then by showing that B• = S•Γ.
Remark 3.3. (1) Let (S•, rk) be an rk-algebra with rk a solvable Lie algebra.
Let Γ0 ⊂ Γ1 be sub-semigroups of C. Then S•Γ0 ⊂ S•Γ1 are rk-subalgebras
of (S•, rk), and S
•
Γ1/Γ0 := S
•
Γ1/S
•
Γ0 = ⊕χ∈Γ1\Γ0S•χ is again an rk-algebra.
We can generalize Remark 3.1, (2). Let, as in Section 3.1, rk be the
radical of a Lie algebra gk. If Γ ⊂ Q× P++ is a sub-semigroup we put
R•Γ = ⊕γ∈ΓLγ ⊂ R•gk ,
which a gk-subalgebra. More generally, if Γ
0 ⊂ Γ1 ⊂ Q × P++ are two
sub-semigroups, then
R•Γ1/Γ0 =
(R•gk )Γ1
(R•gk )Γ0
is a gk-algebra such that the multiplicty [R•Γ1/Γ0 : Lφ] = 1 when φ ∈ Γ1\Γ0,
and otherwise [R•Γ1/Γ0 : Lφ] = 0.
3.3. Hilbert series over solvable Lie algebras. Let Z[C] be the group ring of
the monoid C, and Z[C][t] the polynomial ring over Z[C]. Let Z[CM ][t] be the
set of functions f : CM × N → Z which take the value 0 for almost all points
in CM ×N. We write f =
∑
φ,n kφ,nφt
n (finite sum) for the function that maps
(φ, n) ∈ CM×N to the integer kφ,n. We regard f as a polynomial, though we do not
have a counterpart of polynomial products since CM is not a monoid. Similarly,
let Z[C][[t]] be the ring of formal power series with coefficients in the ring Z[C],
and Z[CM ][[t]] be the set of all functions CM ×N → Z. The action of C on CM
gives Z[CM ][t] (Z[CM ][[t]]) a structure of Z[C][t]-module (Z[C][[t]]-module), so that
mχtn
′ · f =∑mkφ,n(χ · φ)tn+n′ .
Let gk be a solvable Lie algebra, S
• a Noetherian graded gk-algebra, M
• ∈
Mod(S•, gk), and CM and C be defined as in (3.2). The equivariant Hilbert series
of M• is
HeqM•(t) =
∑
n≥n0,χ∈CM
dimk(M
n
χ )χt
n ∈ Z[CM ][[t]],
where n0 is an integer such that M
n = 0 when n < n0 (such an integer exists since
M• is a module of finite type over a Noetherian graded ring).
Lemma 3.4. Let M• ∈Mod(S•, gk). Then
HeqM•(t) =
f(t)∏
χ∈R(1− χtnχ)dχ
,
for some finite subset R ⊂ C and integers dχ > 0, and f ∈ Z[t]. The integers nχ
are determined by choosing generators of S• that belong to S
nχ
χ .
Proof. Proceed as in the ordinary proof of the rationality of Hilbert series of finitely
generated graded modules over commutative noetherian graded algebras, by induc-
tion over the number of generators, which are required to be homogeneous relative
to the grading CM × N (see [33, Th. 13.2] for the ordinary case, and for torus
actions, see [36]). 
Remark 3.5. Replacing the solvable Lie algebra by a torus, Renner [36] interpreted
the integers dχ in the rational presentation of H
eq
S•(t) in terms of the geometry of
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X = Proj S• and its line bundle OX(1), and also related it to the geometry of
R ⊂ C.
Let Γ ⊂ C be a sub-semigroup and Φ ⊂ CM a subset such that the natural
Γ-action on CM preserves Φ, Γ · Φ ⊂ Φ, so we have the (S•Γ, gk)-module M•Φ (see
Theorem 3.2). We define the Φ-Hilbert series
HΦM•(t) =
∑
n≥n0
dimk(M
n
Φ)t
n ∈ Z[[t]].
Recall that dimk(M
n
Φ) = ℓgk(M
n
Φ) since k is algebraically closed of characteristic 0,
and gk is solvable.
Lemma 3.6. Assume that Γ ⊂ C and Φ ⊂ CM satisfy the conditions in Theo-
rem 3.2, (1) and (2). Then
HΦM•(t) =
g(t)∏d
i=1(1− tni)
.
The integers ni are determined by the degrees of a choice of homogeneous generators
of S•Γ.
Proof. By Theorem 3.2 S•Γ is noetherian and M
•
Φ is finitely generated. Then the
result follows from Hilbert’s theorem [33, Th. 13.2]. 
For any finite subset Ω ⊂ CM we have a summation map
∫
: Z[Ω]→ Z,∑ aφφ 7→∑
aφ. It induces a map, which we denote the same,
∫
: Z[CM ][[t]]→ Z[[t]].
Remark 3.7. Clearly HΦM•(t) =
∫
(HeqM•Φ
(t)), but we can see no apparent other
reason why
∫
should map the rational function HeqM•Φ
(t) to a rational function of
the same form.
3.4. Case of general Lie algebras. We keep the notation in Section 3.2, so
(S•, gk) is a graded Noetherian gk-algebra, gk is a finite-dimensional Lie algebra,
and M• ∈ Mod(S•, gk). Let b¯k be a maximal solvable Lie subalgebra of gk, and
for a subset Φ ⊂ suppb¯k M we put
ℓΦgk(M
n) =
∑
φ∈Φ
[Mn : Lφ],
where [Mn : Lφ] is the multiplicity of the simple gk-module Lφ whose highest weight
is φ.
Remark 3.8. We can write b¯k = r ⊕ bk, where bk is a maximal solvable Lie
subalgebra of a Levi subalgebra of gk. This gives an inclusion Q⊕ h∗k = (rk/sk)∗ ⊕
h∗k ⊂ (rk/[rk, b¯k])∗⊕h∗k = (b¯k/[b¯k, b¯k])∗ = Ch(b¯k) (see Section 3.1), and the weights
φ ∈ Φ that give a non-zero contribution to the sum above in fact belong to the subset
Q⊕ h∗k.
The following theorem is crucial for proving the rationality of Hilbert series of
local systems (Th. 3.15), quoted in the introduction to this paper.
Theorem 3.9. Let S• be a Noetherian graded gk-algebra and M
• be graded mod-
ule over (S•, gk), which is of finite type over S
•. Let Γ be a sub-semigroup of
C = suppb¯k S
• and Φ ⊂ CM = suppb¯k M• a subset satisfying the conditions in
Theorem 3.2, (1) and (2).
Then the Hilbert series
Heq,ΦM• (t) =
∑
n∈Z,φ∈Φ
[Mn : Lφ]φt
n ∈ Z[Φ][[t]]
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and
HΦM•(t) =
∫
(Heq,ΦM (t)) =
∑
n∈Z
ℓΦgk(M
n)tn ∈ Z[[t]]
are rational functions of the form
Heq,ΦM• (t) =
feqM (χ, t)∏
χ∈Ξ(1− χtnχ)
,(3.1)
HΦM•(t) =
fM (t)∏r
i=1(1 − tni)
,(3.2)
where the polynomials feqM (χ, t) ∈ Z[Φ, t] and fM (t) ∈ Z[t], and Ξ ⊂ Γ is a finite
subset.
Letting Γ = C and Φ = CM , we note in particular that the full Hilbert series
HeqM• := H
eq,CM
M• (t) and the generating function HM•(t) := H
CM
M• (t) of the lengths
ℓgk(M
n) are rational functions.
Remark 3.10. The assertion (3.1) was noted in [36] when gk is a semi-simple Lie
algebra and Φ = P++.
Proof. There exists a Levi subalgebra Lk ⊂ gk, and a Borel algebra bk ⊂ Lk such
that b¯k = r+ bk. Put nk = [bk, bk].
We first make a remark: Recall that the length ℓgk(M) of a finite-dimensional
gk-module M equals dimkM
nk . Now the nk-invariant space (M
n)nk of the gk-
moduleMn is a bk-module, but need not be an r-module when the nilpotent radical
sk 6= 0 and Mn is not semi-simple. Therefore the ((S•)nk , bk)-module (M•)nk is
not provided with a structure of b¯k-module, which would be needed for applying
Lemma 3.6. We therefore need to eliminate the disturbance caused by the presence
of a non-trivial nilpotent radical.
For this purpose we construct a filtration of the (S•, gk)-module M
• by (S•, gk)-
submodules, which induces a gk-module composition series in each homogeneous
componentMn. Such a filtration can be constructed inductively. There is an integer
n0 such that M
n = 0 when n < n0. Let · · · γi+1n0 ⊂ γin0 ⊂ · · · be a composition
series of the gk-module M
n0 and Γi,•n0 ⊂ M• be the (S•, gk)-submodule that is
generated by γin0 , so Γ
i,n0
n0 = γ
i
n0 . Beware that we will below reuse the index i
several times to simplify the notation. Let γin0+1 be a refinement of the filtration
Γi,n0+1n0 into a composition series of M
n0+1, and Γi,•n0+1 ⊂ M• be the refinement of
the filtration Γi,•n0 that is determined by γ
i
n0+1. Then Γ
i,•
n0+1
⊂ M• is a filtration
by (S•, gk)-submodules which induces a composition series of the gk-modules M
n0
and Mn0+1. Inductively, knowing the filtration Γi,•n0+r we refine Γ
i,n0+r+1
n0+r into a
filtration γin0+r+1 of M
n0+r+1, and let Γi,•n0+r+1 be the (S
•, gk)-filtration which is
the refinement of Γi,•n0+r that is determined by γ
i
n0+r+1. The associated graded
(S•, gk)-module
⊕
n≥n0
⊕
i
Γi,nn0+r
Γi+1,nn0+r
is semi-simple over gk in degrees n ≤ n0 + r. Moreover, the sequence of filtrations
r 7→ Γi,•n0+r of M• has the property that for a fixed n and for all r such that
n ≤ n0 + r we have Γi,nn0+r = Γi,nn , so we can put
Gn(M•) =
⊕
i
Γi,nn
Γi+1,nn
,
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where thus on the right hand we have the common module ⊕i Γ
i,n
n0+r
Γi+1,nn0+r
for all r such
that n ≤ n0 + r. Put
G• =
⊕
n≥n0
⊕
i
Γi,nn
Γi+1,nn
=
⊕
n≥n0
Gn(M•).
Then G• is a (S•, gk)-module which is semi-simple over gk, so that the nilpotent
radical sk (the intersection of the kernels of all the simple gk-modules) acts trivially
on G•, i.e. sk ·G• = 0. Let Lφ be the simple module corresponding to the heighest
weight φ ∈ Q× P++. Then we have by a heighest weight argument for short exact
sequences, noting also that the multiplicity function [· : Lφ] is additive in short
exact sequences, that
[Mn : Lφ] = [G
n : Lφ] = dimk(G
n)nkφ ;
we also take notice that since sk ·Gn = 0 it follows that (Gn)nk is a module over b¯k,
and we can therefore define the weight space (Gn)nkφ . Let S¯
• be the image of S• in
EndkG
•. Then if s ∈ sk, u ∈ S¯•, and g ∈ G•, we have (s ·u)g = s · (ug)−u(s · g) =
s(ug) = 0, ug ∈ Gn and sk · Gn = 0; hence sk · S¯• = 0, and therefore (S¯•)nk is a
b¯k-algebra. We conclude that the Hilbert series H
eq
M•(t) coincides with the Hilbert
series of the ((S¯•)nk , b¯k)-module (G
•)nk .
Let R = RLk and U(Lk) be the representation algebra and enveloping algebra of
Lk, respectively. Note that ifM is a finite-dimensional Lk-module, then for any Lk-
linear map f : U(Lk)⊗U(nk) k →M , there exist maps g : U(Lk)⊗U(nk) k →R and
h : R→M such that f = h◦g, where g is uniquely determined up to multiplication
by a constant; hence
HomLk(U(Lk)⊗U(nk) k,M) = HomLk(R,M).
The graded dual gk-module R∗ = ⊕ω∈P++L∗ω is isomorphic to the gk-module R,
where the latter moreover is an algebra. We have now (as detailed below)
(S¯•)nk = Homnk(k, S¯
•) = HomLk(U(Lk)⊗U(nk) k, S¯•)
= HomLk(R, S¯•) = (R∗ ⊗k S¯•)Lk = (R⊗k S¯•)Lk .
The second equality is an adjunction isomorphism and the third was explained
above. Since each homogeneous component S¯n is of finite dimension it contains
only finitely many non-isomorphic Lk-modules, so that only finitely may terms in
R contributes to HomLk(R, S¯n). This implies the fourth equality.
Similarly,
(G•)nk = (R⊗k G•)Lk .
One can note that the grading of R induces a second grading of the invariant
ring and module, but we do not use this. By Hilbert’s theorem about invariant
rings and modules1 it follows that (S¯•)nk is a noetherian graded b¯k-algebra and
(G•)nk is a finitely generated graded ((S¯•)nk , b¯k)-module. Since Γ and Φ satisfy
the conditions in Theorem 3.2 it follows also that ((S¯•)nkΓ , b¯k) is noetherian and
(G•)nkΦ is a ((S¯
•)nkΓ , b¯k)-module of finite type. Lemma 3.4 now implies that the
Hilbert series Heq,ΦM• (t) = H
eq,Φ
G• (t) is of the form that is described in equation (3.1).
Similarly, Lemma 3.6 implies equation (3.2). 
Remark 3.11. The key idea of expressing nk-invariants as Lk-invariants was used
by Roberts [37], then again by Hadziev [16], to extend Hilbert’s finiteness theorem.
1The original argument is for groups, see [19] and a modern treatment [9, Th. 3.3]; the proof
for semisimple Lie algebras is similar, see [24] which also extends this result to Lie algebroids.
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Example 3.12. Let R• be the representation algebra of a free sub-semigroup
Γ ⊂ C ⊂ Q × P++, so Γ ∼= Nl for some integer l. If ω1, . . . , ωl are free generators
of Γ, then
Heq,ΓR• (t) =
∑
n≥0
(
∑
∑
l
i=1 ni=n
l∑
i=1
niωi)t
n =
l∏
i=1
1
1− ωit ,
HΓR•(t) =
∑
n≥0
(
n+ l − 1
l − 1
)
tn =
1
(1 − t)l .
Example 3.13. Let gk = sl2(k), so P++ = {1, 2, . . .} and the representation
algebra R•gk can be identified with the symmetric algebra S• = S•(V ), where V is
the simple 2-dimensional sl2(k)-module. The Hilbert series of the (S
•, gk)-module
M•d = S
•(Sd(V )) is the ordinary Hilbert series of the graded ring
(M•d )
nk = (M•d ⊗k R•)gk = S•(Sd(V )⊗k V )gk ,
where nk is a maximal nilpotent subalgebra of gk. Hence (M
•
d )
nk coincides with
the covariant algebra C•d of binary forms of degree d; see [43, §3.3]. The coeffi-
cients of the Hilbert series HC•d (t) can be determined using the Cayley-Sylvester
decomposition of Sn(Sd(V )),
dimk C
n
d =
∑
e≥0
[Sn(Sd(V )) : Se(V )] =
∑
e≥0
(p(n, d;
nd− e
2
)− p(n, d; nd− e
2
− 1)),
where p(d, n;m) is the number of partitions of size m inside the rectangle d ×
n. The rational representation of Hilbert series of invariant algebras is a classical
problem; a formula for the rational function HS•(W )(t) for simple sl2(k)-modules
W is presented in [44], and computations for some non-simple ones can be found in
[1]. In [43, §3.4] one can find descriptions of the algebra C•d for low d. For example:
C•2 = k[x1, x2] where x1 and x2 are algebraically independent elements of degree
1 and 2, respectively. We get
HM•2 (t) =
∑
n≥0
([
n
2
] + 1)tn =
∑
n≥0
(
n
2
− 1
2
| cos((n+ 1)π
2
)|+ 1)tn = 1
(1 − t)(1− t2) ,
where [·] denotes the integer part.
C•3 = k[x1, x2, x3, x4]/(x
2
1+x
3
2+x
2
3x4), where deg x1 = 3, deg x2 = 2, deg x3 = 1,
deg x4 = 4. The Hilbert series of the (S
•(V ), gk)-moduleM
•
3 can now be computed:
HM•3 (t) =
∑
n≥0
(
n2
8
+
n
2
+
3
16
(−1)n + 1
4
cos(
nπ
2
) +
9
16
)tn =
t2 − t+ 1
(1 − t)2(1− t4) .
We thank L. Bedratyuk for providing us with the Hilbert quasi-polynomial for C•3 .
3.5. Local systems. This section contains the main general theorems about Hilbert
series of local systems. Let A be an allowed local k-algebra and gA a Lie algebroid
over A. By a gA-algebra we mean a pair (S
•, gA) where S
• is a commutative
graded A-algebra with an action of ρ : gA → TS•/k such that gA · Si ⊂ Si, and
ρ(δ)(as) = α(δ)(a)s+ aρ(δ)(s), a ∈ A, s ∈ S•, δ ∈ gA.
Theorem 3.14. Let (S•, gR) be a graded gR-algebra where R is simple as gR-
module, and let M• be a (S•, gR)-module of finite type over S
•, such that Mn = 0
when n < n0. Assume that each M
n ∈ Loc(gR). Then the Hilbert series
HM•(t) =
∑
n≥n0
ℓgR(M
n)tn ∈ Z[[t]]
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is a rational function of the form
HM•(t) =
fM (t)∏r
i=1(1− tni)
where fM (t) ∈ Z[t].
We abstain from writing down the straightforward Γ-equivariant generalisations
that can be deduced from Theorem 3.9.
Proof. Since Mn ∈ Loc(gR) we have
HM•(t) =
∑
n≥n0
ℓgk(k ⊗R Mn),
so the assertion follows from Theorem 3.9. 
Note that if Jm is a maximal defining ideal in an allowed k-algebra A, and N
is a gA-module of finite length, then ℓgA(N) = ℓgR(G
•
Jm
(N)), where G•Jm(N) =
⊕i≥0J imN/J i+1m N and gR = gA/JmgA. Recall also that R is a simple gR-module
(Prop. 2.33).
Theorem 3.15. Let A be an allowed k-algebra and gA be a Lie algebroid over A.
Let M be a gA-module of finite type as A-module, J be a defining ideal of A (and
hence of M (Prop. 2.31)), and put M• = ⊕n≥0JnM/Jn+1M . Let Jm =
√
J be
the maximal defining ideal of A and put R = A/Jm and gR = gA/JmgA, which
is a Lie algebroid over R. Assume that GiJm(M
n) ∈ Loc(gR) for each integer
n, i = 0, 1, 2, . . . .
(1) The Hilbert series
HM (t) =
∑
n≥0
ℓgA(M
n)tn ∈ Z[[t]]
is a rational function of the form
HM (t) =
fM (t)∏r
i=1(1 − tni)
,
where fM (t) ∈ Z[t].
(2) The length function
n 7→ χJM (n) = ℓgA(M/Jn+1M)
is determined by a quasi-polynomial φJM (t) with integer coefficients for high
n (so χJM (n) = φ
J
M (n) for high n). The degree and leading coefficient of
this quasi-polynomial are well-defined numbers, so
φJM (t) =
e
d!
td + g(t),
where g(t) is a quasi-polynomial of degree at most d− 1.
Remark 3.16. (1) We do not know if it suffices that
Jnm(J
iM/J i+1M)
Jn+1m (J iM/J i+1M)
) =
JnmJ
iM
Jn+1m J iM + (JnmJ
iM) ∩ (J i+1M)
are local systems for finitely many n, i to conclude that they are local
systems for all n, i.
(2) The condition that JnmJ
iM/(Jn+1m J
iM + (JnmJ
iM) ∩ (J i+1M)) are local
systems for all n and i is satisfied when A is an analytic algebra (Prop. 2.24).
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(3) If M is not a local system, then the Hilbert series still is rational, but
the proof requires a different approach, using a Tannakian theorem for gA-
modules in connection with a field extension to make our gA-modules into
local systems. This will be treated in a separate work, where Theorem 3.15
will be extended to any local ring A and gA-moduleM of finite type over A.
Still, the actual computation of the Hilbert quasi-polynomial is much more
tractable for local systems since it is then reduced to that of a module of
invariants over a Lie subalgebra of the fibre Lie algebra, while the general
case involves the hard problem of computing differential Galois groups for
partial differential equations.
Proof. We have
HM (t) =
∑
n≥0
ℓgA(
JnM
Jn+1M
)tn =
∑
n≥0
ℓgR(G
•
Jm(
JnM
Jn+1M
))tn
=
∑
n≥0
ℓgR(G
•
Jm(
JnM
Jn+1M
))tn.
so the assertion follows from Theorem 3.14, for the pair (S• = ⊕n≥0Jnm/Jn+1m , gR),
applied to the graded module N•, where Nn = G•Jm(
JnM
Jn+1M ) (for fixed n the module
GiJm(
JnM
Jn+1M ) is non-zero only for finitely many i). It is well-known that (1) implies
(2). For a discussion why the quasi-polynomial has a well-defined degree d and
leading coefficient e, see [12]. 
Definition 3.17. Let (A, gA), M , and J be as in Theorem 3.15. The dimension
dgA(M,J) and multiplicity egA(M,J) of M is the integer d and rational number e
in Theorem 3.15, (2).
The number dgA(M,J) is independent of the choice of defining ideal J . To see
this, let J ′ be any other defining ideal. Then J1 = J + J
′ is a defining ideal and
J ⊂ J1. Since lgA((Jn+11 + J)/J) < lgA((Jn1 + J)/J) as long as (Jn1 + J)/J 6= 0,
it follows that Jn1 ⊂ J ⊂ J1 when n ≫ 1. Therefore there exist positive integers a
and b such that Ja ⊂ J ′ and J ′b ⊂ J . From this the assertion follows. Thus we can
write dgA(M), without reference to a choice of defining ideal.
Remark 3.18. It is straightforward to see that the dimension d(M) and multiplic-
ity e(J,M) have the same properties as expounded in [33, §13].
3.6. Structure of fibre Lie algebras. Recall that for a gk-module M of finite
dimension we have
ℓgk(M) = dimkM
nk ,
where nk is a maximal nilpotent subalgebra of a Levi subalgebra of gk, and thus
to compute lengths of gk-modules a first step is to find the structure of the Levi
factors of gk.
Let Cs(gk) denote the derived central series of a Lie algebra gk, so C0(gk) = gk,
Cs(gk) = [Cs−1(gk), Cs−1(gk)], s = 1, . . . , and gk is solvable if Cs(gk) = 0 when
s≫ 1. Since k is algebraically closed of characteristic 0, we have ℓgk(M) = dimkM
when gk is solvable. The following proposition shows more precisely the relevance
of knowing if the fibre Lie algebra of a Lie algebroid is solvable. Recall that if mA is
stable under gA then the maximal defining ideal is mA, and k = R in the notation
of Section 2.3.
We recall that if gA is a Lie algebroid and I and mA both are defining ideals of
the gA-module A, then
√
I = mA (Prop. 2.33, (2)), and R = A/mA = k, so the
fibre Lie algebra is gk = gA/mAgA.
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Proposition 3.19. Let gA be a Lie algebroid over a local ring A that preserves
the maximal ideal mA. Let I be a defining ideal of the gA-module A and M be a
gA-module which is of finite type over A. If the fibre Lie algebra gk = gA/mAgA is
solvable, then
∑
i≥0
ℓgA(
IiM
Ii+1M
)ti =
∑
i≥0
dimk(
IiM
Ii+1M
)ti =
f(t)
(1− t)d−1 ,
where f ∈ Z[t].
Proof. IfN is an A-module we put G•mA(N) = ⊕i≥0miAN/mi+1A N . The first equality
follows from the equalities
ℓgA(
IiM
Ii+1M
) = ℓgA(G
•
mA
(
IiM
Ii+1M
)) = ℓgk(G
•
mA
(
IiM
Ii+1M
)) = dimk(G
•
mA
(
IiM
Ii+1M
)).
The last equality follows from Hilbert’s theorem [33, Th. 13.2]. 
Given a maximal defining ideal J = Jm for a Lie algebroid gA one gets the
vector space VJ = J/mAJ , which is a module over the fibre Lie algebra gk = k⊗R g,
where R = A/J and g = Ker(gA/JgA → TR) (see Section 2.3). It turns out that
the gk-module VJ often gives the structure of Levi subalgebras of gk.
Proposition 3.20. Let gA be a Lie algebroid over a regular allowed k-algebra A
and let J be a maximal defining ideal of A. Put bA = Ker(α : gA → TA), and
assume that bk = bA/mAbA is a solvable Lie algebra. Then the Levi factors of
the fibre Lie algebra gk of gA/JgA act faithfully on VJ = J/mAJ . Hence the Levi
sub-algebras of gk are determined by the Levi sub-algebras of the image of gk in
gl(VJ ).
Proof. It suffices to see that ak := Ker(gk → gl(VJ )) is solvable. Let a ⊂ g ⊂
gA/JgA be the inverse image of ak for the projection g→ gk = g/mAg, and aA the
inverse image of a for the projection gA → gA/JgA. Then aA is a Lie sub-algebroid
of gA such that
bA ⊂ aA, α(aA) ⊂ JTA, α(aA)(J) ⊂ mAJ.
Therefore,
α(C1(aA)) = [α(aA), α(aA)] ⊂ mAJTA ⊂ m2ATA.
Since [mkATA,m
k
ATA] ⊂ m2k−1A TA, and ∩i≥1miATA = 0 by Krull’s intersection theo-
rem, we have
∩s≥1Cs(aA) ⊂ bA.
Since bk is solvable there exists a positive integer r such that Cr(bA) ⊂ mAbA.
Therefore
∩s≥1Cs(aA) ⊂ mAbA ⊂ mAaA.
Since dim ak < ∞ it follows that there exists a positive integer r1 such that
Cr1(aA) ⊂ mAaA, so Cr1(ak) = 0. 
By Proposition 3.20, if bk is solvable we can recognize the structure of the Levi
factors of gk from its image in glk(VJ ). A number of results dealing with the problem
of identifying Lie sub-algebras of glk(V ), where V is any finite-dimensional k-space,
can be found in [25, Ch. 1]. The following consequence of one of these results is
essential for determining the structure of fibre Lie algebras in the next section.
Theorem 3.21. Let g ⊂ glk(V ) be a Lie subalgebra with radical r ⊂ g, and h be
a Cartan subalgebra of slk(V ) ⊂ glk(V ), and assume that h ⊂ g. Let Vr+1 = 0 ⊂
Vr ⊂ Vr−1 ⊂ · · · ⊂ V1 ⊂ V0 = V be a composition series of V as g-module, and put
HILBERT SERIES OF MODULES OVER LIE ALGEBROIDS 27
ni = dimk Vi/Vi+1, i = 0, 1, . . . , r be the dimensions of the simple subquotients. Let
F be the subset of indices f such that nf ≥ 2. Then
g ∼= r⋊
⊕
f∈F
slnf .
Proof. Put Wi = Vi/Vi+1, which is a simple g-module, hence the nilpotent radical
s acts trivially on Wi, and by [5, §5, Th 1], [g, r] = [g, g] ∩ r = [g, r] = s, hence the
canonical homomorphism g → glk(Wi) maps r to k id ⊂ glk(Wi). Therefore there
exists an injective homomorphism
g/r→
⊕
f∈F
slk(Wf ).
Let gf be the image of g/r in slk(Wf ). Since h ⊂ g, the image of h in gf contains a
Cartan subalgebra of slk(Wf ). In particular, in a corresponding weight basis ofWf ,
the diagonal matrix Diag(nf − 1,−1, . . . ,−1) is contained in gf , and as g/r is semi-
simple, hence gf is semi-simple, it follows by Kostant’s theorem (see [25, Theorem
1.1]) that gf = slk(Wf ). 
4. Toral Lie algebroids
In (4.1) we first consider general ideals I in an allowed regular local k-algebra
A and Lie subalgebroids gA of the tangential derivations TA(I), showing how some
simple assumption on the existence of certain good elements in gA and a good basis
of I gives us local systems (Prop. 4.1). Then we make the assumption that gA
contains the derivations xi∂xi in some regular system of parameters of A, again
ensuring that we get local systems and therefore rational Hilbert series and polyno-
mial generalized Hilbert-Samuel functions (Th. 4.4). In (4.2) we switch from local
to graded rings, working instead with monomial ideals in a polynomial ring, and
describe the structure of the fibre Lie algebras in detail together with the Hilbert
series of a monomial ring. Finally in (4.3) we compute the Hilbert series of the
Stanley-Reisner ring of a simplicial complex ∆ by relating it to a certain stratifica-
tion of the vertex set of ∆, and show how it recovers the face vector of a certain
smaller simplicial complex ∆˜ that can be associated with ∆.
4.1. Local toric ideals. Let A be regular and allowed, and I = (f1, . . . , fs) ⊂ A
be an ideal. Let gA ⊂ TA(I) and Jm be a maximal defining ideal of the gA-module
A. Then R = A/Jm is a simple module over the Lie algebroid gR = gA/JmgA and
by Proposition 2.31 it follows that ℓgA(I/JmI) < ∞. We ask the question when
each homogeneous component of the gR-module
G•Jm(I) = ⊕n≥0
JnmI
Jn+1m I
belongs to Loc(gR). If moreover α(gR) = TR and R is as in Proposition 2.24 then
G•Jm(I) is always a local system, but in general it is a subtle question. The following
proposition, based on Proposition 2.23, shows that if one can select the generators
in such a way that the “differential part” of gA does not spread fi out too much,
then we do get local systems.
Let gA = {δ ∈ gA | α(δ) ∈ JmTA}. It is the inverse image in gA of g = Ker(gR →
TR). Let also D(g)A be the subalgebra of D(gA) that is generated by gA.
Proposition 4.1. Let gA be a Lie algebroid and I = (f1, . . . , fs) an ideal in a
regular allowed ring A such that gA · I ⊂ I. Let {x1, . . . , xn} be a regular system of
parameters for A such that Jm = (x1, . . . , xr) (see Proposition 2.33, (1)), and put
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R = A/Jm and gR = gA/JmgA. Assume that there exist δ1, . . . , δl ∈ gA that map
to generators of the Lie algebroid g¯R = Im(gR → TR) ⊂ TR such that
(L-I) δj · fi ∈ D(g)Afi mod (xr+1, . . . , xn) + I · (x1, . . . , xr), j = 1, . . . , l.
Then GpJm(I) ∈ Loc(gR), p = 0, 1, 2, . . . .
Thus if gA and I satisfy (L-I) it follows from Theorem 3.15 that the Hilbert series
HI(t) of the gA-module I is rational. In particular, if I = (f) is a principal ideal
and gA = TA((f)), then (L-I) is trivially satisfied, so the Hilbert series H(f)(t) is
always rational. An interesting situation is when we have ideals I1 and I of A such
that gA = TA(I1) ⊂ TA(I), where e.g. I = A (so that (L-I) is trivially true) or that
I is some ideal that is naturally associated with I1, e.g. I is the integral closure or
the Jacobian ideal of I1. One may ask when the condition (L-I) is satisfied in these
two cases.
Proof. The R-module GpJm(I) = J
p
mI/J
p+1
m I is generated by the vector space V ⊂
GpJm(I) that is generated by the elements mα,i = X
αfi mod J
p+1
m I, i = 1, . . . , s,
|α| = p, where Xα = xα11 xα22 · · ·xαrr . Since
α(δi) ∈ TA(Jm) = JmTA +
n∑
i=r+1
A∂xi
it follows that δj ·Xαfi ≡ Xαδj(fi) mod JmI. Hence by (L-I),
δj ·Xαfi ∈ XαD(g)Afi mod (JmI + (xr+1, . . . , xn))
Since mR = (xr+1, . . . , xn) mod JM this implies that δ¯j · mα,i ⊂ D(g)mα,i +
mRG
p
Jm
(I), where δ¯i = δi mod JmgA ∈ gR. Hence by Proposition 2.23 it follows
that GpJm(I) ∈ Loc(gR). 
Let qA be a Lie sub-algebroid of TA(mA) and qk = qA/mAqA its fibre Lie algebra.
Say that qA is a weakly toral Lie algebroid if the qk-module mA/m
2
A satisfies:
(i) ℓqk(mA/m
2
A) = dimk mA/m
2
A ⇔ qk is solvable.
(ii) mA/m
2
A is multiplicity free, i.e. every irreducible qk -submodule (defined
by a character of qk) occurs with at most multiplicity 1.
(iii) (mA/m
2
A)
qk = 0.
It follows that if qA is weakly toral, then there exists a regular system of coordinates
{x1, . . . , xn} such that mA/m2A = ⊕ni=1kx¯i, where xi ≡ xi mod m2A, and kx¯i ≇ kx¯j
as qk-modules when i 6= j. Say that qA is a toral Lie algebroid if the derivations
∇xi = xi∂xi , i = 1, . . . , n, are contained in qA for some choice of regular system
of parameters; clearly, toral Lie algebroids are weakly toral. The advantage of
the notion of weakly toral as opposed to toral Lie algebroids, besides being more
general, is of course that the former does not refer to a choice of parameters.
Say that an ideal I ⊂ A is monomial if there exists a toral algebra qA such that
qA ⊂ TA(I). We have the following characterisation:
Proposition 4.2. The following are equivalent for an ideal I ⊂ A and a toral Lie
algebroid qA:
(1) I is a monomial ideal with respect to the toral Lie algebroid qA.
(2) There exists a regular system of parameters {x1, . . . , xn} such that {∇x1 , . . . ,
∇xn} ⊂ qA and I is generated by monomials of the form Xα = xα11 · · ·xαnn .
Proof. (1)⇒ (2): Select a regular system of parameters such that {∇x1 , . . . ,∇xn}
⊂ qA. For any integer r ≥ 0 we can write f =
∑
|α|≤r fαX
α + fr, where fα ∈ k
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and fr ∈ mr+1A . Let contr(f) be the set of monomials Xα in this expression such
that fα 6= 0, put
Ir = (contr(f) | f ∈ I),
and Iˆ = ∪r≥0Ir. Since A is noetherian, Iˆ = Ir for sufficiently high r, hence Iˆ is
generated by certain monomials Xα. We assert that I = Iˆ.
If f ∈ I and f¯ is its projection in B = A/Iˆ, we have by the definition of Iˆ that
f¯ ∈ ∩i≥1miB = {0}, by Krull’s intersection theorem, since B is a local noetherian
ring. Therefore f ∈ Iˆ, showing that I ⊂ Iˆ. To see that Iˆ ⊂ I, let f ∈ I and
Xα ∈ contr(f) for some integer r. For any integer r′ ≥ r there exists a differential
operator P (∇) in the ∇xi such that P (∇)(f) = Xα + g, where g ∈ mr
′+1
A . Since
P (∇)(f) ∈ I, it follows that Xα ∈ ∩r>0(I + mrA) = I, by Krull’s intersection
theorem.
(2)⇒ (1): This is evident. 
Notice that although the maximal defining ideal of a weakly toral Lie algebroid
qA of TA is mA, and qA ⊂ α(gA), the maximal ideal mA need not be a defining
ideal of the Lie algebroid gA.
Proposition 4.3. Let qA be a weakly toral Lie algebroid in TA and gA be a Lie
algebroid such that qA ⊂ α(gA), and assume that Jm is the maximal gA-defining
ideal of A.
There exists a regular system of parameters {x1, . . . , xn} such that Jm = (x1, . . . , xr)
and mA/m
2
A = ⊕ni=1kx¯i as qk-module, and the Lie algebroid gR = gA/(JmgA) over
R = A/Jm is transitive. The following are equivalent:
(1) xi ∈ Jm.
(2) ∂xi 6∈ α(gA).
Proof. That Jm is generated by a subset of a regular system of parameters for A,
as stated, follows since A and R are regular rings. As gA preserves (x1, . . . , xr), we
get that qk acts stably on
∑r
i=1 kx¯i ⊂ mA/m2A. Therefore, by a k-linear change of
the parameters {xr+1, . . . , xn} and {x1, . . . , xr}, separately, we get a new regular
system of parameters which induces a decomposition of the qk-module mA/m
2
A.
We prove that the image g¯R of the map gR → TR equals TR by considering the
exact sequence 0→ g¯R → TR → TR/g¯R → 0. Since R is simple over g¯R and g¯R acts
with the adjoint action on the terms in the sequence, it follows that all the terms are
free over R (Prop. 2.11), so g¯R = TR will follow if their ranks agree, i.e. it suffices to
see that rank g¯R = n− r. Consider now the qk-module mA/m2A = ⊕ni=1kx¯i. There
exist elements δ¯1, . . . , δ¯n ∈ qk such that δ¯i · x¯j = δij . Let δi ∈ gA be elements that
map to the δ¯i, and δˆi be their image in K(R)⊗R g¯R, whereK(R) is the fraction field
of R. It suffices now to see that B = {δˆr+1, . . . δˆn} forms a basis of the vector space
K(R)⊗R g¯R, which will follow if it is linearly independent. Since δi maps to δ¯i it
follows that δi = uixi∂xi + ηi, where ηi ∈ m2ATA, and therefore δˆi = uˆixi∂xi + ηˆi,
i = r+1, . . . , n, where uˆi is a unit in R and ηˆi ∈ m2RTR. Put S = (δˆi(xj))r+1≤i,j≤n.
Then
detS = uˆr+1 · · · uˆnxr+1 · · ·xn + φ,
where φ ∈ mn−r+1R , so in particular detS 6= 0. This implies that B is a basis of
K(R)⊗R g¯R.
That (1) ⇒ (2) is evident since gA · Jm ⊂ Jm. The converse follows since
gR → TR is surjective. 
Theorem 4.4. Let gA be a Lie algebroid over a regular allowed algebra A and
I ⊂ A an ideal such that gA · I ⊂ I (e.g. I = A), and put b = Ker(gA → TA).
Make the following assumptions:
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(a) gA contains a Lie sub-algebroid q
′
A such that α(q
′
A) is a weakly toral Lie
sub-algebroid of TA.
(b) bk = b/mAb is solvable.
Let Jm be a maximal defining ideal of A, S
• = ⊕i≥0J im/J i+1m , R = A/Jm,
gR = gA/JmgA, and V = Jm/mAJm. Let gk = k⊗RKer(gR → TR) be the fibre Lie
algebra of gR.
(1) The fibre Lie algebra is the semi-direct product
gk = r⋊
⊕
f∈F
slnf
where r is the radical of gk, and the integers nf are the dimensions of the
simple subquotients of the gk-module V that are of dimension > 1.
(2) Let nk be a maximal nilpotent subalgebra of a Levi factor of gk. Then
(k ⊗R S•)nk = S•(V nk),
where S•(V nk) is the symmetric algebra of the nk-invariant subspace of V .
(3) Assume that the Lie algebroid α(q′A) in (a) is toral, and let J be any defining
ideal of the gA-module A. The generalized Hilbert-Samuel function
n 7→ χJI (n) = ℓgA(I/Jn+1I)
is a polynomial for high n. The gA-dimension and gA-multiplicity with
respect to Jm (see Definition 3.17) of the gA-module A are
dgA(A) = ℓgk(V ) and egA(A, Jm) = 1.
Proof of Theorem 4.4. (1): Put g = Ker(gR → TR), so gk = k ⊗R g, and let
φ : gk → glk(V ) define the representation of gk in V . By (a) there exists a regular
system of parameters as in Proposition 4.3 such that V = ⊕ri=1kx¯i. Letting q′R be
the image of q′A in gR, the image of q
′
R ∩g under the composed map q′R ∩g→ g→
gk → glk(V ) will then contain the commutative Lie algebra
∑r
i=1 k∇xj . Hence a
Cartan subalgebra of slk(V ) is contained in φ(gk). By Theorem 3.21 it follows that
φ(gk) = r1 ⋊ ⊕f∈F slnf , where r1 is the radical of φ(gk); therefore, since (b) holds,
Proposition 3.20 implies (1).
(2): We use the notation in the proof of Theorem 3.21. Put Lk = ⊕f∈F slnf ,
so V = ⊕ri=1Wi = V Lk ⊕ ⊕f∈FWf , where the Wi are simple Lk-modules. Each
symmetric product Sl(Wf ) is simple over slk(Wf ), and therefore the Lk-module
k ⊗R Jnm/Jn+1m = Sn(V ) has the semi-simple decomposition
Sn(V ) =
⊕
ki≥0,
∑
ki=n
Sk1(W1)⊗k Sk2(W2)⊗k · · · ⊗k Skr (Wr).
Therefore, if nk is a maximal nilpotent subalgebra of Lk, the corresponding highest
weight space is
Sn(V )nk =
⊕
ki≥0,
∑
ki=n
kXk11 ⊗Xk22 · · · ⊗Xkrr
where Xi is a basis of W
nk
i . Since k[X1, . . . , Xr] = k[X1]⊗k · · · ⊗k k[Xr], it follows
that (k ⊗R S•)nk = S•(V nk).
(3): Since b acts trivially on A we can assume that gA ⊂ TA(I). Put Nn =
k ⊗R G•Jm(JnI/Jn+1I) (note that GiJm(JnI/Jn+1I) = J imJnI/(J i+1m JnI + Jn+1I)
is non-zero only for finitely many indices i, since ℓgA(J
nI/Jn+1I) < ∞), so N• =
⊕n≥0Nn is a (S•(V ), gk)-module, which is finitely generated over S•(V ). We first
have
ℓgA(J
nI/Jn+1I) = ℓgR(G
•
Jm(J
nI/Jn+1I)),
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hence the Hilbert series of the (S•, gA)-module ⊕n≥0JnI/Jn+1I is the same as the
Hilbert series of the (S•, gR)-module⊕n≥0G•Jm(JnI/Jn+1I). Since I ⊂ Jm and J ⊂
Jm are inclusions of monomial ideals one can select a regular system of parameters
{x1, . . . , xn} of A as in Proposition 4.3, so that Jm = (x1, . . . , xr), and I and J
are generated by monomials in the parameters x1, . . . , xr (Prop. 4.2); note that the
same regular system of parameters works for all monomial ideals simultaneously.
Clearly, the R-module GiJm(J
nI/Jn+1I) is generated by elements {ms}js=1 where
ms is a product of monomial generators of I, J and Jm in the parameters x1, . . . , xr.
Since α : gR → TR is surjective (Prop. 4.3) there exist δ1, . . . , δn−r ∈ gA ⊂ TA(I)
that map to elements in gR that lift the partial derivatives ∂xr+1 , . . . , ∂xn ∈ TR.
Therefore δi = ∂xr+i + Jmηi, where ηi ∈ TA. Now since qA = ⊕Axi∂xi acts on gA,
a weight argument gives that ∂xr+i ∈ gA. We can therefore assume that δi = ∂xr+i ,
and thus δi · ms = 0. Hence Proposition 2.23 implies that GiJm(JnI/Jn+1I) ∈
Loc(gR). Therefore the Hilbert series of the (S
•, gR)-module⊕n≥0G•Jm(JnI/Jn+1I)
is the same as the Hilbert series of the (S•(V ), gk)-module N
•,
HN•(t) =
∑
n≥0
ℓgk(N
n)tn.
By Theorem 3.9 this is a rational function, and by (2) the invariant ring S•(V )nk =
S•(V nk) is generated in degree 1, so the exponents ni = 1 in the rational expression
for HN•(t), it follows in a standard way (see [33]) that the function n 7→ χJI (n) is
given by a polynomial for high n. If I = A and J = Jm, then N
• = S•(V ), and
ℓgk(S
n(V )) = dimSn(V )nk = dimSn(V nk), which implies that dgA(A) = ℓgk(V )
and egA(A, Jm) = 1. 
4.2. Monomial ideals in a polynomial ring. Put V = {1, . . . , n} and define the
polynomial ring B = k[xi|i ∈ V ]. To a subset Λ of Nn one associates the monomial
ideal I = IΛ = (X
α | α ∈ Λ) ⊂ B, and one gets the graded ring S• = B/I. Let
Bxj = k[x1, . . . , xˆj , . . . , xn] ⊂ B be the polynomial subring with the variable xj
excluded. The tangential Lie algebroid TB(IΛ) can be decomposed as vector space
over k
(4.1) TB(I) = (B ⊗k t)⊕
n⊕
j=1
Ixj∂xj ,
where t = ⊕k∇xi and the monomial ideal in Bxj
Ixj = (X
β | βj = 0, xβ−ej+αi ∈ IΛ, for all αi ∈ Λ) ⊂ Bxj ;
see ([7, Th. 2.2.1; 47, Th. 2.2]). Letting N = {i | Ixj 6= Bxj} ⊂ V , the maximal
defining ideal of the TB(I)-module B is Jm = (xi |i ∈ N) ⊂ B (Prop. 4.3), so that
R = B/Jm = k[xi]i6∈N . A Levi factor of the fibre Lie algebra gk(Λ) = k⊗Ker(R⊗B
TB(I)→ TR) can be determined by decomposing the gk(Λ)-module
V =
Jm
(x1 . . . , xn)Jm
=
⊕
i∈N
kx¯i,
where x¯i = xi mod Jm(x1, . . . , xn)(Props. 3.20 and 3.21). We denote this Levi
factor by L(Λ), so that upon restricting V to a L(Λ)-module, one can work out the
semisimple decomposition
V = V0 ⊕⊕fWf =
⊕
f∈F
⊕
i∈Nf
kx¯ji ,
where V0 is the trivial component, F is the set of isomorphism classes of the simple
L(Λ)-modules in V , and Nf ⊂ V indexes a basis of a module in f . We have a
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disjoint union
N = N0 ∪
⋃
f∈F
Nf ;
where the set {x¯s}s∈Nf forms a basis ofWf and N0 ⊂ V indices a basis of V0. Again
by Theorem 3.21 (and its proof), we have
L(Λ) =
⊕
f∈F
sl(Wf ).
A k-basis of sl(Wf ) ⊂ L(Λ) is formed by the fibres of the elements xi∂xj , xi∂xi −
xj∂xj ∈ TB(I), where i, j ∈ Nf , i 6= j.
Example 4.5. Let I = (x1X
γ , x2X
γ , x3X
γ , Xβ), where Xβ, Xγ 6∈ (x1, x2, x3).
Then the derivations xi∂xj , i, j = 1, . . . , 3, generate a Lie subalgebra of TA(I) that
is isomorphic to k ⊕ sl3.
Example 4.6. (1) If Λ = ∅, then gk(Λ) = k. If Λ = {ei, i = 1, . . . , n}, then
gk(Λ) = gln. If Λ = {ei + ej , i, j = 1, . . . , n}, then gk(Λ) = gln.
We want to compare the classical Hilbert series of S• = B/I to our Lie algebroid
Hilbert series:
Hcl(S
•, t) =
∑
i≥0
dimk(S
i)ti =
∑
i≥0
ℓt(S
i)ti(C)
≫ HLie(S•, t) =
∑
i≥0
ℓgR(GJm(S)
i)ti,
where the inequality signifies that the lengths ℓt(S
i) ≥ ℓgR(GJm(S)i) for all i. Here
the ring GJm(S)
• can be identified with S, but it should be decomposed
GJm(S)
• = S•1 ⊗k R,
were S•1 is a quotient of the subring k[xi | i ∈ N ] ⊂ B, and GJm(S)• is graded only
with respect to the total degree of the variables {xi}i∈N . Moreover, the canonical
map gR = R ⊗ TA(I) → TR is surjective, and in fact gR = g ⋊ TR. Since the
condition in Proposition 4.1 is satisfied for the basis (∂xi)i∈V\N of TR, so that
GJm(S)
• is a local system and ℓgR(GJm(S)
i) = ℓgk((k ⊗mB S)i), we also get from
Theorem 3.15:
Proposition 4.7. The Hilbert series HLie(S
•, t) is rational.
Notice again that ℓgk(k⊗R Si) = dim(k⊗B Si)nk is the invariant space in Si for
a maximal nilpotent subalgebra nk of Levi factor of gk(Λ). If the fibre Lie algebra
is solvable (Prop. 3.19) then in (C) we have HLie(S
•, t) = Hcl(S
•, t)(1− t)s, where
s = |V \N |, so that if moreover R = k, then we have equality in (C) .
Remark 4.8. The Euler derivations Ef =
∑
i∈Ωf
xi∂xi , f ∈ F form a basis of the
commutative Lie algebra h = r/[r, r], where r is the radical of the fibre Lie algebra
gk, so that the characters φ : r→ k are determined by the values of the Ef . Notice
also that the Euler operators commute with L(Λ). Since all the characters of S•
are integral, we can write the equivariant Hilbert series of S• with respect to the
solvable Lie algebra r as follows
HeqS•(t) =
∑∑
dimk(S
i
φ)
nφti =
∑∑
dimk(S
i
φ)
nXφtn,
where (Siφ)
n is the space of n-invariants of weight φ in Si, and Xφ = Xφ11 · · ·Xφll
(abusing the notation), φ(Ei) = φi, l = |F |. The Nn-grading of S• =
∑
Sα
results in a Nn-graded (so-called fine) Hilbert series of S•. The action of the Euler
operators Ef is what remains of the N
n-grading when we instead of dimk S
α study
the numbers ℓgk(S
i).
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4.3. Stanley-Reisner rings. In this section our set V is regarded as the vertex
set of an abstract simplicial complex ∆ ⊂ 2V , so that if σ ∈ ∆ and µ ⊂ σ it follows
that µ ∈ ∆. Elements in ∆ are called faces and the maximal faces with respect to
inclusion are facets. Let ∆fc ⊂ ∆ be the subset of facets. The dimension of a face
σ is dim σ = |σ| − 1.
For a function α : V → N, i 7→ αi we put suppα = {i ∈ V | αi 6= 0} ⊂ V and
xα = xα11 · · ·xαrr ; we identify a subset σ ⊂ V with its indicator function σi = 1,
i ∈ σ, σi = 0, i 6∈ σ. Letting Λ = 2V \∆ be the set of non-faces, the Stanley-Reisner
ideal and ring of ∆, respectively, are
I∆ = (x
σ | σ ∈ Λ), and k[∆] = k[x]
I∆
.
See [34] for an introduction to the basics of the Hilbert series of k[∆].
We now provide the vertex set V with a topology τ and also a stratification
of this topological space that will reflect the structure of the fibre Lie algebra of
the Lie algebroid of derivations of k[∆]. Finite topological spaces are discussed for
example in [32, 45]. The closed sets of the topology τ are generated by the facets
of ∆, so that the open sets are generated by the sets F c ∈ τ , F ∈ ∆fc; in this
topology the closed points in V are vertices that can be cut out by an intersection
of facets. In general the closure of a point i ∈ V is {i}− = ∩i∈F∈∆fcF , and the
closure of an arbitrary subset U ⊂ V is
U− =
⋃
i∈U
⋂
i∈F∈∆fc
F
(recall that V is a finite set ). A closed subset of V is irreducible if and only if it is
an intersection of facets. The topological space (V , τ) is clearly noetherian so that
any nonempty closed set M of V can be decomposed uniquely M = ∪Mt, where
Mt is closed and irreducible, and Mt 6⊂Ms when s 6= t.
For each subset λ ⊂ ∆fc, the closed set ∩F∈λF contains a closed subset formed
by the union of the closed sets G ∩ ∩F∈λF , where G ∈ ∆fc is a facet such that
∩F∈λF 6⊂ G. Then
Vλ =
⋂
F∈λ
F \
⋃
G∈∆fc,
∩F∈λF 6⊂G
(G
⋂ ⋂
F∈λ
F )
is a locally closed subset of V , which is closed if each facet G ∈ ∆fc either contains
Vλ or is disjoint with it. Notice that
⋂
F∈λ F may very well be a union of proper
subsets that are formed by intersections of facets, and then Vλ = ∅. If λ′ is another
subset of ∆fc, then Vλ ∩ Vλ′ = Vλ∪λ′ . Since Vλ is the set of vertices that belong
to all the facets F ∈ λ and all facets that contain the intersection ∩F∈λF , but no
other facets, it follows that if Vλ ∩ Vλ′ 6= ∅, then Vλ = Vλ′ ; we then say that λ and
λ′ are equivalent, defining an equivalence relation on the power set of ∆fc. Let Ω
be the set of equivalence classes and put (abusing the notation slightly) Vω = Vλ
when λ ∈ ω ∈ Ω. Say that ω dominates ω′, and write ω > ω′, if Vω′ ⊂ V¯ω; we also
say that Vω dominates Vω′ . The relation > makes Ω into a partially ordered set
(>,Ω). Then we get a stratification
V =
⋃
ω∈Ω
Vω
by mutually disjoint locally closed subsets; the closure of one stratum Vω is a union
of the strata that are dominated by it. Put dω = |Vω|. A face σ ∈ ∆ can be
decomposed σ = ∪ω∈Ωσω , where σω ∈ Vω. Let σ˜ be the subset of elements ω in Ω
such that σω 6= ∅. The following subset of the power set of Ω
∆˜ = {σ˜ | σ ∈ ∆} ⊂ 2Ω
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is then a simplicial complex on the vertex set Ω. We call ∆˜ the essential simplicial
complex of ∆. Since the facets of ∆˜ are induced by facets of ∆, it follows that
upon repeating the procedure the partitioning of Ω are all singleton subsets and ˜˜∆
can be identified with ∆˜.
We change notation slightly compared to Section 4.2 and instead let gk(∆) =
k ⊗R g denote the fibre Lie algebra, where g = Ker(R ⊗B TB(I∆) → TR). The
theorem below shows how the stratification of V reflects the structure of gk(∆).
Notice that xα∂xi ∈ I∆TB if some subset of suppα belongs to Λ, so to determine
gk(∆) we need only consider the case suppα ∈ ∆, and if moreover xα is not square-
free, then xα∂xi ∈ (x1, . . . , xn)TB(I) and therefore maps to 0 in gk(∆). Therefore
it suffices to determine which xσ∂xi preserve I∆ when σ ∈ ∆.
Let Vω be the k-vector space spanned by {xi}i∈Vω , Eω =
∑
xi∈Vω
xi∂xi , and if
dω ≥ 2, then sl(Vω) is the special linear algebra on Vω.
Theorem 4.9.
gk(∆) = r⋊
⊕
ω∈Ω,dω≥2
sl(Vω),
where r is the radical of gk. Let
∆ω = {σ ∈ ∆ | ∃ ω1 ∈ Ω, ω1 > ω, ω 6= ω1 and σ ∩ Vω1 6= ∅}.
Then
r =
⊕
ω∈Ω
kEω
⊕
ω∈Ω
⊕
i∈Vω
⊕
σ∈∆ω
kxσ∂xi .
Example 4.10. Let ∆n be the power set of V . Then gk(∆n) = gln. Let ∆kn be
the k-skeleton of ∆n, 0 ≤ k < n. Then gk(∆kn) = t; see equation (4.1).
Remark 4.11. The structure of the k[∆]-module Tk[∆] = TA(I∆)/I∆TA is studied
in [7].
Lemma 4.12. Let i ∈ V and σ ∈ ∆. The following are equivalent:
(1) xσ∂xi ∈ TA(I∆).
(2) i ∈ (suppσ)−.
Proof. We decompose the closed set into irreducible components σ− = ∪t(σ(t))−,
where the closure of each set σ(t) is an intersection of facets.
(1) ⇒ (2): Assume on the contrary that for each t there exists a facet Ft such
that i 6∈ Ft and σ(t) ⊂ Ft. Then since Ft is a facet there exists Ht ∈ Λ such that
i ∈ Ht and Ht1 = Ht \ {i} ⊂ Ft, so that σ(t) ∪Ht1 ∈ ∆. It follows H = ∪tHt ∈ Λ
(since otherwise each Ht ∈ ∆), and if H1 = H \ {i}, then σ ∪ H1 6∈ Λ. Therefore
xσ∂xi(x
H) = xσxH1 6∈ I∆.
(2) ⇒ (1): By (2) we can assume that for some t we have σ(t) ⊂ Ft ∈ ∆fc and
i ∈ Ft, so that if i ∈ H and suppσ(t) ∪ (H \ {i}) ∈ ∆, then H ∈ ∆. Therefore
if xσ
(t)
∂xi(x
H) ∈ xβ and H ∈ Λ, it follows that suppβ ∈ Λ. This implies that
xσ∂xi(x
H) ∈ I∆.

Proof of Theorem 4.9. Let ∆i be the subset of σ ∈ ∆ that satisfy the condition
(2) in Lemma 4.12, so that by the decomposition (4.1),
(*) gk =
n⊕
i=1
⊕
σ∈∆i
kxσ∂xi .
It follows from Lemma 4.12 that if j ∈ Vω and i ∈ Vω′ , then xj∂xi ∈ gk if and
only if ω > ω′. Therefore xi∂xj ∈ gk when i, j ∈ Vω, implying that gl(Vω) ⊂ gk.
Lemma 4.12 also implies that if σ ∈ ∆i and Vω ∩ suppα 6= ∅, where ω > ω′, while
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ω 6= ω′, then xσ∂xi ∈ r. Since the Euler operators Eω =
∑
i∈Vω
xi∂xi ∈ gl(Vω)
belong to r, we have now accounted for all the terms in the decomposition (*).
This implies the asserted description of r and the Levi algebra of gk. 
Let B = {dω}ω∈Ω ⊂ N≥1 be the set of sizes of the cells Vω, and let NB be
the set of all ”multisets” on the set B, with the relaxed condition that we allow
also the value 0. Each face σ˜ ∈ ∆˜ defines a multiplicity function mσ : B → N,
mσ(s) = |{ω ∈ Ω | σω 6= ∅, dω = s}|, so indeed mσ ∈ NB; notice that this function
is determined by σ˜ ∈ ∆˜ although we write mσ. If md is the number of cells of size
d, then the multiplicities satisfy 0 ≤ mσ(s) ≤ md. We define the mass of m ∈ NB
by µ(m) =
∑
s∈suppm sm(s), so that in particular µ(mσ) = |σ|. The support of m
is suppm = {s | m(s) 6= 0}.
Definition 4.13. For each function m ∈ NB we let g(m) be the number of faces
σ ∈ ∆ such that mσ = m. We call g(m) the face multiplicities of ∆.
Let fi be the face numbers of the complex ∆, the number of faces σ ∈ ∆ such
that dimσ = i. Let d = dim∆ + 1 = max fi + 1, and e = |{i ∈ V | {i} 6∈ ∆}|. In
practise, most often ∪σ∈∆σ = V , and then e = 0.
Theorem 4.14. The Hilbert series of k[∆] is
Hcl(k[∆], t) =
1
(1 − t)d
d∑
i=0
fi−1(1− t)d−iti
=
1
(1 − t)d+e
∑
m∈NB
g(m)(1− t)d−µ(m)
∏
s∈suppm
(1− (1− t)s)m(s).
Thus the face multiplicities gm determine the face numbers fi, so this piece of
information in ∆ is determined by its essential complex ∆˜. Notice that if ∆ = ∆˜,
so that Ω = V and dω = 1 for all ω, then gm = fi−1, where i = | suppm|, making
the equality in Theorem 4.14 a tautology.
Lemma 4.15. Let σ ∈ ∆ and decompose it as σ = ∪ωσω, where σω = σ ∩ Vω. If
σ′ω ⊂ Vω and |σ′ω | = |σω |, then
σ′ =
⋃
σ′ω ∈ ∆.
Proof. Simple proof: Each facet Fω that contains σω also contains Vω and σ′ω ⊂
Vω ⊂ Fω, so that σ′ ⊂ ∩σω⊂FωFω ∈ ∆.
Funny proof: The element xσ =
∏
ω∈Ω x
σω is a non-zero face monomial in k[∆].
Since each homogeneous component of the polynomial ring k[xi|i ∈ Vω ] is a simple
slnω -module, by the density theorem there exist elements Pω ∈ D(slnω ) in the
enveloping algebra of slnω such that Pωx
σω = xσ
′
ω . Since moreover there exists
Qω ∈ D(slnω ) such that QωPωxσω = xσω it follows that xσ
′
=
∏
ω x
σ′ω is again a
non-zero face monomial in k[∆], and therefore σ′ ∈ ∆. 
Lemma 4.16. As graded vector spaces we have
k ⊗R k[∆] =
∑
σ˜∈∆˜
⊕
ω∈σ˜,nω≥1
⊗
Snω(Vω),
where the elements in the spaces Vω all have degree 1. Here the term with σ˜ = ∅ is
defined to be the 1-dimensional space k.
Proof. We know that xα, σ = suppα ∈ ∆ forms a k-basis of k ⊗R k[∆]. From
the partitioning σ = ∪ω∈Ωσω we can write α = (αω), where suppαω = σω. By
Lemma 4.15 it follows that xα
′
belongs to the basis whenever | suppα′ω| = |σω |.
This implies the assertion. 
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Proof of Theorem 4.14. As in the usual proof (see [34, §1.2]) of the structure
of the Hilbert series of a Stanley-Reisner ring, which also gives the first equality,
one first works with the fine Hilbert series using all the variables (xij )ij∈Vj , then
we put yωj = xij , when ωj ∈ Vj and ij ∈ Vj , resulting in the Nr- grading that
is induced by the Euler operators Eω =
∑
i∈Vi
xi∂xi . Put y
α = y
αω1
ω1 · · · yαωiωi . Let
(k ⊗B k[∆])α be the common eigenspace of the operators Eω. Since
∑
n≥1
⊗
ω∈σ˜,nω≥1∑
ω∈σ˜ nω=n
Sn(Vω) ∼=
∏
ω∈σ˜
∑
nω≥1
Snω (Vω),
as graded vector spaces, Lemma 4.16 implies
∑
αi≥0
dimk((k ⊗B k[∆])α)yα =
∑
σ˜∈∆˜
∏
ω∈σ˜
(
∑
nω≥1
dimk(Snω (Vω))y
nω
ω )
=
∑
σ˜∈∆˜
∏
ω∈σ˜
(
1
(1− yω)dω − 1).
Setting yω = t we get, noticing that
∑
ω∈σ˜ dω = µ(mσ),
Hcl(k[∆], t) = H(R⊗k k ⊗B k[∆], t) = H(R, t)H(k ⊗B k[∆], t)
=
1
(1− t)e
∑
i≥0
dim k[∆]nt
n =
1
(1− t)e
∑
σ˜∈∆˜
∏
ω∈σ˜
1− (1− t)dω
(1− t)dω
=
1
(1− t)e
∑
σ˜∈∆˜
1
(1 − t)µ(mσ)
∏
ω∈σ˜
(1− (1− t)dω )
=
1
(1− t)e
∑
m∈NB
g(m)
(1− t)µ(m)
∏
m(s) 6=0
(1 − (1− t)s)m(s).

Let us now also describe the Lie algebroid Hilbert series of k[∆].
Theorem 4.17. Let r = |Ω| and f˜l be the face numbers of ∆˜. Then
HLie(t) =
∑
n≥0
ℓTA(I∆)(GJm(k[∆])
n)tn
=
∑
n≥0
ℓgk(k ⊗R k[∆]n)tn =
1
(1 − t)r
r∑
i=0
f˜i−1t
i(1− t)r−i.
We have f˜i ≤ fi.
We notice in passing that the dimension and multiplicity, described in Defini-
tion 3.17, equals r and 1, respectively.
Proof. The first equality in the second line follows sinceGJm(k[∆])
i is a local system
for each i; see the discussion before Proposition 4.7. Recall also that the degree
0 term in k ⊗R k[∆], corresponding to the face ∅, is the simple gk-module k. For
a face σ˜ ∈ ∆˜ we let Vσ˜ be a vector space of dimension |σ˜|. We have (as detailed
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below)
∑
n≥0
ℓgk(k ⊗R k[∆]n)tn = 1 +
∑
n≥1


∑
σ˜∈∆˜
⊕
ω∈σ˜,nω≥1,∑
nω=n
ℓgk(
⊗
Snω(Vω))

 tn
= 1 +
∑
n≥1

∑
σ˜∈∆˜
dimk Sn(Vσ˜)

 tn =∑
n≥0

∑
σ˜∈∆˜
dimk Sn(Vσ˜)

 tn = 1
(1 − t)r
r∑
i=0
f˜i−1t
i(1− t)r−i.
Lemma 4.16 implies the first equality. Since a Levi sub-algebra of gk is of the form
⊕ω∈Ω,dω≥2sl(Vω), it follows that ⊗Snω(Vω)) is a simple gk-module (see Theorem 4.4
and the proof of (2) in that theorem). This explains the second equality, and the
last one is as in the classical case. To see that f˜i ≤ fi it suffices to think that each
face σ in ∆˜ come by a face σ in ∆. 
Example 4.18. Let ∆ be the 3-dimensional non-pure simplicial complex of the
set V = {a, b, c, d, e, f, g} as depicted in the picture the left below, so its facets are
{{a, b, c, g}, {d, e, f, g}, {c, d, g}}. The partitioning is V = {{a, b}, {f, e}, {c}, {d}, {g}},
and the essential simplicial complex ∆˜ is the picture to the right, which is pure of
dimension 2.
g
c
a
b
d
f
e
g¯
c¯
a¯
d¯
e¯
We have Ω = {a¯, c¯, d¯, e¯, g¯} and da¯ = de¯ = 2, dc¯ = dd¯ = dg¯ = 1, so that B = {1, 2}.
We can collect the basic data in two tables:
Faces Multiplicity fcn
∅ 0
c¯, d¯, g¯ δs1
a¯, e¯ δs2
c¯d¯, d¯g¯, g¯c¯ 2δs1
a¯c¯, d¯e¯, e¯g¯, g¯a¯ δs1 + δs2
a¯c¯g¯, d¯e¯g¯ 2δs1 + δs2
c¯d¯g¯ 3δs1
Multiplicity fcn m face multiplicity g mass µ
∏
m(s) 6=0(1 − (1− t)s)m(s)
0 1 0 1
δs1 3 1 t
δs2 2 2 (1 − (1− t)2)
2δs1 3 2 t
2
δs1 + δs2 4 3 t(1 − (1− t)2)
2δs1 + δs2 2 4 t
2(1− (1− t)2)
3δs1 1 3 t
3
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The face numbers are f−1 = 1, f0 = 7, f1 = 13, f2 = 9, f3 = 2, so Theorem 4.14
implies the not immediately evident identity
H(t) =
1
(1− t)7 [(1− t)
7 + 7(1− t)6t+ 13(1− t)5t2 + 9(1− t)4t3 + 2(1− t)3t4] =
=
1
(1− t)7 [(1− t)
7 + 3(1− t)6t+ 3(1− t)5t2 + 2(1− t)5(1− (1 − t)2)
+ (1− t)4t3 + 4(1− t)4(1− (1− t)2)t+ 2(1− t)3(1− (1− t)2)t2].
We have f˜−1 = 1, f˜0 = 5, f˜1 = 7, f˜2 = 3, f˜3 = 0, the fibre Lie algebra gk =
r⋊ sl2⊕ sl2, and one can immediately read off the Lie algebroid Hilbert series from
Theorem 4.17 .
5. Complex analytic singularities
Let On be the ring of complex convergent power series, and denote its maximal
ideal by m. Let I ⊂ m be an ideal, B = On/I, and TOn(I) the Lie algebroid of
tangential derivations, so TB = TOn(I)/ITOn . Let J ⊂ On be the contraction of the
Jacobian ideal J¯ ⊂ B, as defined in Section 2.1, so for example when I = (f), then
J = I+TOn ·f . Then I ⊂ J is an inclusion of TOn(I)-preserved ideals (see [23,39]),
so that putting A = On/J we have a homomorphism of TOn(I)-modules B → A,
and surjective homomorphisms of On-modules and Lie algebras TOn(I)→ TB and
TOn(J) → TA. Note that a radical ideal I is an ideal of definition of the TOn(I)-
module On if and only if B is a regular local ring (Prop. 2.33).
It follows from Rossi’s theorem [38] that we may assume (see e.g. a discussion
in [13]), that
TOn(I) ⊂ TOn(m) = mTOn,
and we will do so for the remainder of this section. This implies that m is the
maximal defining ideal for any TOn(I)-module of finite type over On, and the fibre
Lie algebra
gC =
TOn(I)
mTOn(I)
.
The finite dimensional Lie algebra gC reflects certain symmetries of the singularity
B (see Example 2.15). We have the following two rather extreme cases: if I =
(xα) ⊂ C{x1, x2, . . . , xn} (a normal crossing divisor), one can assume without loss
of generality that α = (α1, . . . , αn) satisfies αi > 0 for all i, then gC = C
n, the
n-dimensional commutative Lie algebra; if I = m, then gC = gln, the general linear
Lie algebra. More examples are given below.
Lemma 5.1. Let I ⊂ m2 be an ideal, and J ⊂ m the Jacobian ideal of I. Consider
On as a TOn(I)-module. The following are equivalent:
(1) J is an ideal of definition.
(2) dimCOn/J <∞.
(3) On/I has an isolated singularity.
Of course, the assertion (2)⇐⇒ (3) is very well known, and it is easy to see that
(1)⇐⇒ (2), so the proof is omitted.
It is a basic problem to understand the structure of TB-modules M such as
B or J¯ = BJ , and for this purpose the Hilbert series HM (t) captures essential
information. In the light of Proposition 3.19 it is important to know when the fibre
Lie algebra gC is solvable.
Proposition 5.2 ([14, Prop. 6.2]). Put I = (f), f ∈ On, and g = TOn(I). If g is
free over On and n ≤ 3, then gC is solvable.
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Theorem 5.3. Let I ⊂ m2 be an ideal generated by a regular sequence, and assume
that On/I has an isolated singularity. If I is a principal ideal, assume moreover
that I ⊂ m3. If g = TOn(I), then gC is solvable.
Remark 5.4. Theorem 5.3 was proven in [13, Proposition 1.4] when I is a principal
ideal, using a different method.
Proof. We have an injective homomorphism TOn(I)/ITOn → TOn/ITOn , so we can
identify TOn(I)/ITOn with a submodule of TOn/ITOn . By the Artin-Rees lemma
there exists a positive integer c such that for every integer r > c+ 1, we have
(mr
TOn
ITOn
) ∩ TOn(I)
ITOn
= mr−c((mc
TOn
ITOn
) ∩ TOn(I)
ITOn
) ⊂ m2TOn(I)
ITOn
,
and therefore (I + mr)TOn ∩ TOn(I) ⊂ m2TOn(I) + ITOn . Select r so that this
inclusion holds. By the initial assumption that TOn(I) ⊂ TOn(m) we have TOn(I) ⊂
TOn(I +m
r), and therefore a canonical homomorphism of Lie algebroids
TOn(I)→ TOn/(I+mr) =
TOn(I +m
r)
(I +mr)TOn
.
The assumptions on I imply by [40, Korollar 3.2] that the finite-dimensional Lie
algebra TOn/(I+mr) is solvable, hence there exists a positive integer l such that
Cl(TOn(I)) ⊂ (I +mr)TOn ∩ TOn(I) ⊂ m2TOn(I) + ITOn .
Since [m2TOn(I)+ITOn ,m
2TOn(I)+ITOn ] ⊂ mTOn(I) it follows that Cl+1(TOn(I))
⊂ mTOn(I), and therefore Cl+1(gC) = 0. 
Theorem 5.5. Let f ∈ m3, put J = TOn · f + Onf , and g = TOn(J). If On/(f)
has an isolated singularity, then gC is solvable.
Proof. Let Ns be the On-submodule of TOn that Cs(TOn(J)) generates, s = 0, 1, . . . .
By the Artin-Rees lemma there exists a positive integer c = c(s) such that
Ns ∩mlTOn = ml−c(mcTOn ∩Ns),
when l > c, implying Ns ∩ mlTOn ⊂ mTOn(J) for such l. By [41], TOn(J)/JTOn
is solvable, hence Cs(TOn(J)) ⊂ JTOn ⊂ m2TOn , for sufficiently high s and since
f ∈ m3. Therefore there exists an integer s′ > s such that Cs′(TOn(J)) ⊂ mlTOn ,
implying
Cs′(TOn(J)) ⊂ Cs(TOn(J)) ∩mlTOn ⊂ Ns ∩mlTOn ⊂ mTOn(J).
Hence Cs′(gC) = 0. 
Remark 5.6. The argument in [48] for the solvability of TOn(J)/JTOn is incom-
plete, as noted in [41]. The proof in [41] on the other hand does depend on ideas
from [48].
Theorem 5.7. For f ∈ m we put If = (f), Jf = (f)+TOn · f , and we let g be one
of the following Lie algebroids:
(1) g = TOn(If ),
(2) g = TOn(Jf ).
Then
HGJf (On)(t) =
∑
i≥0
ℓg(
J if
J i+1f
)ti
is a rational function. Let g ∈ m be a function whose modular algebra is isomorphic
to that of f , On/Jf ∼= On/Jg. Then
HGJf (On)(t) = HGJg (On)(t).
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Clearly, in the situations covered by Proposition 5.2 and Theorems 5.3 and 5.5,
we have ℓg(
Jif
Ji+1f
) = dimC
Jif
mJi+1f
.
Proof. In the case (1) we have invoked Rossi’s theorem from the onset to reduce to
the case when m is the maximal defining ideal, so
Jif
Ji+1f
is a local system g-module
for each i. In (2) TOn(Jf ) need not preserve m, but again by Rossi’s theorem
we can reduce to this situation, implying that
Jif
Ji+1f
is a local system for each i.
Then Theorem 3.15 implies that HGJf (On)(t) is a rational function. According to
Mather and Yau [29] (the case of isolated singularities) and the general case by
Greuel, Lossen and Shusten [15, Th. 2.26], if On/Jf ∼= On/Jg, then there exists
an isomorphism On → On mapping If onto Ig. Therefore Jf is mapped onto Jg,
which implies the equality. 
Question 5.8. What is the dimension of the stratum of constant Hilbert series
HgGJf (On)
(t) in a semiversal deformation of a hypersurface with an isolated singu-
larity?
Example 5.9. Assume that I = (x1, . . . , xr) ⊂ On, where x1, . . . , xn is a regular
system of parameters. Then TOn(I) =
∑n
i=r+1On∂xi +
∑r
i,j=1Onxi∂xj and the
fibre Lie algebra
gC =
n∑
i=r+1
C∂xi +
r∑
i,j=1
Cxi∂xj =
n∑
i=r+1
C∂xi + glr
Example 5.10. Put I = (
∑n
i=1 x
2
i ) ⊂ On, ∂ij = xi∂xj−xj∂xi , andE =
∑n
i=1 xi∂xi .
Then
TOn(I) =
∑
i<j
On∂ij +OnE
and the fibre Lie algebra gC = C⊕ on, where on is the orthogonal Lie algebra.
Example 5.11. The Whitney umbrella is defined by the principal ideal I = (z2−
x2y) ⊂ O3. We have TO3(I) =
∑4
i=1O3δi, where
δ1 = ∇x − 2∇y, δ2 = ∇x +∇z ,
δ3 = 2z∂y + x
2∂z, δ4 = z∂x + xy∂z .
The singularity is not isolated and TO3(I) is not free. The fibre Lie algebra gC =∑
Cδ¯i, where [δ¯1, δ¯2] = [δ¯2, δ¯4] = [δ¯3, δ¯4] = 0 (note that [δ3, δ4] = xδ1), [δ¯1, δ¯3] =
2[δ¯2, δ¯3] = 2δ¯3, and [δ¯1, δ¯4] = −δ¯4. Therefore gC is solvable.
Example 5.12. This example is borrowed from [14], where they start with a 4-
dimensional representation of the Lie algebra gl2(C) and then apply Saito’s criterion
for free divisors to get the ideal I = (y2x2−4xz3−4y3w+18xyzw−27w2z2) ⊂ O4.
Then TO4(I) = ⊕4i=1O4δi, where
δ1 = ∇x +∇y +∇z +∇w
δ2 = −3∇x −∇y +∇z + 3∇w
δ3 = y∂x + 2z∂y + 3w∂z
δ4 = 3x∂y + 2y∂z + z∂w.
The ideal I is also the ideal of the discriminant of a cubic polynomial. Here n > 3
and the singularity is not isolated, so we are not in the cases covered by Propo-
sition 5.2 and Theorem 5.3. The fibre Lie algebra is TO4(I)/mTO4(I) = gl2(C),
so a Levi factor is L = sl2(C). The Hilbert series of the TO4(I)-module O4 is
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therefore the generating function for the numbers ℓsl2(C)(S
n(m/m2)). Since m/m2
is sl2(C)-simple of dimension 4, it can be identified with the symmetric product
V = S3(C2). The Hilbert series HV (t) of the (S
•(V ), sl2(C))-module S
•(V ) is
determined in Example 3.13. We get in particular the dimension dTO4 (I)(O4) = 2
and multiplicity eTO4 (I)(O4,m) = 1/4.
Question 5.13. Which finite-dimensional complex Lie algebras can be constructed
as a fibre Lie algebra of a hypersurface singularity?
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