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COMMUTING OPERATORS OVER PONTRYAGIN
SPACES WITH APPLICATIONS TO SYSTEM THEORY
DANIEL ALPAY, ARIEL PINHAS, AND VICTOR VINNIKOV
Abstract. In this paper we extend vessel theory, or equivalently,
the theory of overdetermined 2D systems to the Pontryagin space
setting. We focus on realization theorems of the various character-
istic functions associated to such vessels. In particular, we develop
an indefinite version of de Branges-Rovnyak theory over real com-
pact Riemann surfaces. To do so, we use the theory of contractions
in Pontryagin spaces and the theory of analytic kernels with a fi-
nite number of negative squares. Finally, we utilize the indefinite
de Branges-Rovnyak theory on compact Riemann surfaces in or-
der to prove a Beurling type theorem on indefinite Hardy spaces
on finite bordered Riemann surfaces.
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2 D. ALPAY, A. PINHAS, AND V. VINNIKOV
1. Introduction
In the present paper we extend the theory of pairs of commuting non-
selfadjoint operators in Hilbert spaces as presented in [42] to the Pon-
tryagin space setting. To set the framework and provide motivation
we first discuss the case of a single operator in a Hilbert space and we
recall that models of linear operators in Hilbert space and reproducing
kernel Hilbert spaces of analytic functions, in particular of the type
introduced by de Branges [21] and de Branges and Rovnyak [22], are
closely related topics. Typically (but not always), A will be unitary
equivalent to the backward-shift operator
R0 f(z) =
f(z)− f(0)
z
in some reproducing kernel Hilbert space of analytic functions.
In the case of a non-selfadjoint (or non-unitary) operator, one asso-
ciates in a natural way a Schur function, i.e. a function analytic and
contractive (possibly with respect to an indefinite metric) in the open
unit disk or the open half-plane and such that the kernel
(1.1)
J − S(z)JS(w)∗
1− zw ,
or
(1.2)
−J + S(z)JS(w)∗
−i(z − w) ,
is positive definite in the open unit disk (respectively in the open upper-
half-plane) from which is possibly removed a zero set. Here J is a
signature matrix (i.e. both selfadjoint and unitary). Note that in
the work of de Branges and other places the opposite of the kernel
(1.2) is considered, here we follow the convention in [24]. We remark
that analyticity of S and positivity of the corresponding kernel in an
open subset is equivalent to the J-contractivity of S in that subset. In
particular, if J = 1 and S is analytic and contractive, the kernels above
are positive definite in the open unit disk or the upper half-plane (as
we will see below, this is not necessarily true when one considers the
Riemann surface case).
One can define the characteristic function in various ways [24, 46]. Here
for a contraction, say T , we have in mind the transfer operator of the
associated Julia operator, i.e.
(1.3) S(z) = H + zG(I − zT )−1F
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where the matrix operator (
T F
G H
)
is unitary and is called (when uniquely defined from T ) a Julia operator
associated to T .
Brodski˘ı and Livsˇic [25], Livsˇic [38] and Brodski˘ı [23] presented a sys-
tem theoretic interpretation to Schur functions. The function S in (1.3)
is the transfer function of a corresponding dissipative 1D linear system
i
d
dt
f(t) + Af(t) = Φ∗σu(t),
y(t) = u(t)− iΦf(t).
Here f(t) is the state signal with values in a Hilbert space H , u(t) and
y(t) are the input and output signals, respectively, with values in the
coefficient (Hilbert) space E, Φ is a bounded operator from H to E
and σ ∈ B(E).
In the half-plane case, the associated kernel is (1.2) and the correspond-
ing characteristic operator is of the form
S(z) = I − iΦ(A− zI)−1Φ∗J,
satisfying
A− A∗
i
= Φ∗JΦ,
and the following identity holds
−J + S(z)JS(w)∗ = i(z − w)Φ(A− Iz)−1(A∗ − Iw)−1Φ∗.
Single operator models and the corresponding system theory have been
generalized to the Pontryagin case, see [2, 3, 5], [11, 12] and [28, 29, 30]
and others.
The case of operators in Pontryagin spaces can be motivated by the the-
ory of ordinary differential operators with certain boundary conditions
[33, 34], but is also a topic of interest in its own right. Schur functions
are replaced by generalized Schur functions. Recall that when J = I, a
meromorphic function S(z) such that (1.1) has a finite number of neg-
ative squares if and only if S(z) can be written as S(z) = S0(z)B
−1
0 (z),
where S0(z) is Schur function and B0(z) is a finite Blaschke product;
see [32]. This will not be true in general in the Riemann surface setting.
See the discussion below.
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When going from a single non-selfadjoint operator to a pair of commut-
ing non-selfadjoint operators in a Hilbert space, the plane (or more pre-
cisely the Riemann sphere) is replaced by a real compact Riemann sur-
face (a compact Riemann surface equipped with an anti-holomorphic
involution); see [42]. One still has the notion of Schur function. In the
scalar case, the counterpart of a reproducing kernel of the form (1.2),
is the following expressions (see [49])
(1.4)
ϑ[ζ˜ ](q − p)
iϑ[ζ˜ ](0)E(p, q)
− T (p) ϑ[ζ ](q − p)
iϑ[ζ ](0)E(p, q)
T (q),
where ϑ[ζ ] is the theta function with characteristic ζ and E(p, q) is
the prime form; we refer to [44, 45] and [26] for more details. These
kernels were studied in the finite dimensional case in [9]. As shown
in [9], even in the scalar and dividing case, where X\XR contains two
connected components, Pontryagin spaces appear naturally. Even if an
analytic bundle mapping on X+ is contractive, the associated kernel is
not necessarily positive. In opposition with the complex setting, there
exists T such that the linear span of the sections of the form (1.4) where
q ∈ X\XR, is finite dimensional, but T is not a quotient T = T1T−12 of
two finite Blaschke products. See [9] for an example.
Also in the 2D case there is a system theory interpretation. The charac-
teristic function of an overdetermined 2D system becomes a mapping
between certain vector bundles associated to a curve, called the dis-
criminant curve. See for instance, [39, 41, 42]. In the upcoming pages
we develop the corresponding indefinite theory and consider overdeter-
mined 2D systems in the non-positive case. In particular, we develop
the vessel theory in Pontryagin spaces.
1.1. Structure of the paper. This paper consists of eight sections
besides the introduction and we now sketch briefly its contents.
In Section 2, we present a short survey of indefinite inner product
spaces, and in particular, Pontryagin spaces. To go from the Hilbert
space setting to the Pontryagin space case, we make use of a number
of important facts which still hold in the Pontryagin space case; see
Theorems 2.5-2.6 and Theorems 2.7-2.10.
The corresponding single-operator colligation theory is developed and
presented in Section 3. In particular, we give a realization theorem of
function S such that the corresponding kernel (1.2) has finite number
of negative squares and analytic at infinity. In Section 4, we define and
study the vessel theory over Pontryagin spaces. Section 5 is dedicated
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to the corresponding 2D systems. The coupling and the decomposi-
tions of 2D systems, or equivalently, vessels over Pontryagin space are
studied in Section 6.
Section 7, Section 8 and Section 9 contain the main results of the paper.
The various characteristic functions and the associated realization the-
orems are presented in Section 7. In Section 8, we deduce a de Branges
spaces characterization theorem in the non-positive case. Finally, in
Section 9, we review the indefinite Hardy spaces of sections defined on
finite bordered Riemann surfaces (as developed in [8]) and use the de
Branges theory to present a characterization theorem (Beurling’s The-
orem) of the invariant subspaces under the multiplication operators in
the indefinite setting.
Remark 1.1. Theorems 2.5-2.6 and Theorems 2.7-2.10 (which as al-
ready mentioned play an important role in the arguments) do not hold
in the setting of Krein spaces, which requires supplementary hypothesis.
The counterpart theory for Krein spaces will be elaborated in a future
publication.
Remark 1.2. In this paper we focus on the case of a pair of commut-
ing operators. The generalization to the case of n-tuple of commuting
operators will be also considered elsewhere.
1.2. Some notations: Pontryagin spaces are denoted by P with the
finite negative index κ or κP. We use the symbol K to denote a Krein
space. The inner product over a Hilbert space is denoted by 〈·, ·〉, while
[·, ·] is the indefinite inner product.
The adjoint operator over Pontryagin space is denoted by A[∗] and by
A∗ in the Hilbert space case. The complete, joint and normalized joint
characteristic functions of a vessel are denoted by W (ξ1, ξ2, z), S(λ)
and T (x), respectively.
2. Preliminaries
2.1. Indefinite inner product spaces. This section is dedicated to
a brief overview of indefinite inner product spaces. We focus, in par-
ticular, on Pontryagin spaces and their fundamental properties. For
general background on indefinite inner product spaces, especially Pon-
tryagin and Krein Spaces, we refer the readers to [13, 20, 27].
Let us consider a vector space V over the complex numbers, endowed
with an Hermitian form [·, ·]. Given two linear subspaces V1 and V2
such that V1 ∩ V1 = {0}, we denote their direct sum by V1 ⊕ V1. Two
elements v, w ∈ V are called orthogonal with respect to this form if
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[v, w] = 0. Two linear subspaces V1 and V2 are orthogonal if every
element of the first subspace is orthogonal to every element of the
second. We use the notation V1[+]V2 to denote the orthogonal sum. If
moreover V1∩V1 = {0}, the sum (which is then also direct) is denoted
by
V1[⊕]V1.
Definition 2.1. The space V endowed with the Hermitian form [·, ·] is
called a Krein space if there exist two subspaces V1, V2 such that V can
be written as an orthogonal and direct sum
(2.1) V+[⊕]V−,
where (V+; [·, ·]) and (V−; − [·, ·]) are both Hilbert spaces. The space V
is called a Pontryagin space if V− is finite dimensional. The dimension
of the vector space V− is called the (negative) index of the Pontryagin
space.
The decomposition in (2.1), called a fundamental decomposition, will
not be unique, unless one of its component equals the subspace {0}.
The signature operator is the operator JV : V→ V such that
JV(v) = JV(v+ + v−) = v+ − v− , ∀v± ∈ V±.
A Krein space V becomes a Hilbert space when endowed with the inner
product:
(2.2) 〈v, w〉 = [v+, w+]− [v−, w−] ,
where v = v+ + v− and w = w+ + w− belong to V and v±, w± ∈ V±.
The inner product (2.2) depends on the given decomposition, but all the
resulting norms are equivalent, and defines the topology of the Krein
space (see [20, p. 102]). The notion of continuity and of convergence
are with respect to this topology. Given two Krein spaces V, W we
denote by B(V,W) the set of continuous linear operators from V to W
and when W = V we will use the symbol B(V). By IV we denote the
identity operator on V.
Remark 2.2. In the finite dimensional case, let V = Cm and let J ∈
Cm×m be a signature matrix. Then V endowed with the Hermitian form
[u, v] = v∗Ju, u, v ∈ Cm,
is a Pontryagin space and a fundamental symmetry is given by the map
u→ Ju.
The adjoint of an operator can be defined with respect to the Hilbert
space inner product or with respect to the Krein space inner product.
More precisely, let (V, 〈·, ·〉
V
) and (W, 〈·, ·〉
W
) be Hilbert spaces. Given
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A ∈ B(V,W), its adjoint is the unique operator A[∗] ∈ B(W,V) such
that
〈Af, g〉
W
= 〈f, A∗g〉
V
, where f ∈ V and g ∈W.
Definition 2.3. Let (V, [·, ·]
V
) and (W, [·, ·]
W
) be two Krein spaces.
Given A ∈ B(V,W) its adjoint is the unique operator A[∗] ∈ B(W,V)
such that
[Af, g]
W
=
[
f, A[∗]g
]
V
, f ∈ V g ∈W.
The Krein spaces V and W become Hilbert spaces when endowed with
the Hermitian forms
(2.3) 〈f1, f2〉V = [f1, JVf2]V and 〈g1, g2〉W = [g1, JWg2]W ,
where f1, f2 ∈ V and g1, g2 ∈W.
The Hilbert space adjoint operator A∗ (with respect to the inner prod-
ucts (2.3)) and the Krein space adjoint operator A[∗] are related by
(2.4) A∗ = JVA
[∗]JW,
where JV and JW are associated to some fundamental decompositions
of V and W .
Definition 2.4. Let V and W be two Krein spaces. An operator A ∈
B(V,W) is said to be:
(1) isometric if A[∗]A = IV.
(2) coisometric if AA[∗] = IW.
(3) unitary if it is isometric and coisometric.
(4) a contraction if [Af,Af ]
W
≤ [f, f ]
V
, for all f ∈ V.
Here we mention several important results which are used in this paper.
We note that some of these statements hold only in the Pontryagin
space case, but fail in Krein space setting (we refer to [27] for the
proofs).
Theorem 2.5. The adjoint of a contraction between Pontryagin spaces
of same index is also a contraction.
Theorem 2.6 ([3, Theorem 1.4.1]). A densely defined contractive op-
erator (resp. an isometry) between Pontryagin spaces of same index
extends to a continuous everywhere defined contraction (isometry).
We present below some more related and relevant results.
Theorem 2.7 ([27, Theorem 2.4]). Let P be a Pontryagin space of κ
negative index, and let L be an arbitrary dense subset in P.
8 D. ALPAY, A. PINHAS, AND V. VINNIKOV
(1) The sequence (xn)
∞
n=1 where xn ∈ P converges to some x0 ∈ P
with respect to an arbitrary norm if and only if for all y ∈ L
(2.5) [xn, y]
n→∞−−−→ [x0, y]
and
[xn, xn]
n→∞−−−→ [x0, x0] .
(2) The sequence (xn)
∞
n=1 where xn ∈ P is a Cauchy sequence with
respect to an arbitrary norm if and only if
[xn − xm, xn − xm] n→∞−−−→ 0.
and ([xn, y])
∞
n=1 is a Cauchy sequence for all elements y in a
dense subset of L.
The fact that L may be chosen dense (but 6= P) is of key importance
in the reproducing kernel Pontryagin space setting. One can then take
L to be the linear span of the kernel and then (2.5) becomes pointwise
convergence.
We conclude this section with three results used in the sequel, but first
we recall that a subspace L is called ortho-complemented if it admits
an orthogonal complementary subspace.
Theorem 2.8 ([20, Theorem 2.2 P.186]). Every closed, non–degenerate
subspace L of a Pontryagin space P with negative index κ, is ortho-
complemented.
Theorem 2.9 ([20, Corollary 2.3 P.186]). Every closed, non–degenerate
subspace of a Pontryagin space P with negative index κ, is a Pontryagin
space P1 with negative rank κ1 ≤ κ.
To put the previous two theorems in perspective, we mention the fol-
lowing result which will not be used in sequel.
Theorem 2.10 ([20, Theorem 3.4 P.104]). A subspace L of the Krein
spaceK is closed and a Krein space if and only if L is ortho-complemented.
2.2. Reproducing kernel Pontryagin space.
Definition 2.11. Let Ω be some set and let K be a Krein space. The
B(K)-valued function K(z, w) defined on Ω× Ω is said to have κ neg-
ative squares if it is Hermitian, that is,
K(z, w) = K(w, z)[∗], ∀z, w ∈ Ω
and if for every choice of N ∈ N, c1, ..., cN ∈ K and w1, ..., wN ∈ Ω the
N ×N Hermitian matrix with (u, v)-entry equal to
[K(wu, wv)cu, cv]K
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has at most κ strictly negative eigenvalues, and exactly κ such eigen-
values for some choice of N, c1, ..., cN and w1, ..., wN .
Remark 2.12. Here as in [24] and [32] the matrix-valued kernelsK(z, w)
are analytic from the right side in z and from the left side in w. When
the opposite convention is taken, one replaces [K(wu, wv)cu, cv]K by
[K(wu, wv)cv, cu]K .
The function K(z, w) is called positive definite if κ = 0 (here we say
positive rather than positive definite). We refer to the function K(·, ·)
as kernel. An important related notion is the reproducing kernel Pon-
tryagin space associated to K(z, w).
Definition 2.13. Let Ω be some set, let K be a Krein space and let
P be a Pontryagin space of K-valued functions defined on Ω. Then P
is called a reproducing kernel Pontryagin space if there exists a B(K)-
valued function K(z, w) with the following two properties: For every
c ∈ K, w ∈ Ω and F ∈ P,
(1) The function z → K(z, w)c belongs to P.
(2) It holds that
[F,K(·, w)c]
P
= [F (w), c]
K
.
The function K(z, w) is the reproducing kernel associated to P. It
is Hermitian and by the Riesz’ representation theorem it is uniquely
defined.
Definition 2.14. The rank of a Hermitian kernel K(z, w) is the supre-
mum over the ranks of the matrices (K(zi, zj))i,j∈I where I is a finite
subset I = {i1, ..., in} ⊂ Ω. The rank of a kernel, by definition, is either
finite or infinite.
The following theorems relate the two definitions above, and originates
with the work of Aronszajn [10] in the case of positive definite kernels
and Schwartz [47] and Sorjonen [48] in the case of negative squares.
Theorem 2.15. Let Ω be some set and let K be a Krein space. There
is a one-to-one correspondence between reproducing kernel Pontrya-
gin spaces of negative index κ of K-valued functions defined on Ω and
B(K)-valued functions having κ negative squares in Ω.
Theorem 2.16. A Hermitian kernel K(z, w) on a set Ω with values
in B(K) has κ negative squares if and only if there exists a Pontryagin
space P of negative index κ and a function L : Ω→ B(P,K) with
K(z, w) = L(z)L(w)[∗]
and
∨
w∈Ω ImL(w)
[∗] = P.
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We note that sufficiency follows from Theorem 2.15 by taking L(z) to
be the evaluation at z.
Theorem 2.17. The function K(z, w) has κ negative squares in Ω if
and only if it can be written as K(z, w) = K+(z, w)−K−(z, w), where
both K+(z, w) and K−(z, w) are positive definite in Ω and moreover
K− has rank κ (see Definition 2.14).
3. Single-operator colligation over Pontyagin space
A characterization of reproducing kernel Pontryagin spaces with repro-
ducing kernel of the form (1.1) has been considered in [3] using the
theory of linear relations in Pontryagin space. Here we study kernels
of the form (1.2) using different methods.
3.1. Realization of J-unitary function analytic at infinity. We
begin this section recalling the following lemma. Let S be a function
defined on a set Ω with values in a Hilbert space E. We denote by
PK(S) the reproducing kernel Pontryagin space with kernel of the form
Kw(z) =
−J + S(w)∗JS(z)
−i(z − w) ,
where J is a selfadjoint and unitary operator.
Lemma 3.1 ([5, Theorem 6.9]). Let S be an analytic function on an
open set Ω with values in a Hilbert space E such that S(z)∗JS(z) = J
whenever z, z ∈ Ω. Then PK(S) is Rα-invariant where α ∈ Ω .
Realizations for elements in PK(S) centered at a finite point can be
found in [5] and [7]. Here we consider realizations as α tends to infinity
and provide direct argument.
Theorem 3.2. Let S be a function with values in a Hilbert space E
analytic a neighborhood of infinity, say Ω, such that S(∞) = I and
S(z)∗JS(z) = J whenever z, z ∈ Ω. Furthermore, let us assume that
the kernel K(z, w) has κ negative squares. Then PK(S) does not con-
tain nonzero constants and S(z) has a realization of the form
(3.1) S(z) = I + iJC(zI − A′)−1C [∗],
for some operator A′ ∈ B(H) and C ∈ B(H,E) satisfying
(3.2)
1
i
(
A′ −A′[∗]
)
= C [∗]JC.
Remark 3.3. Using the Potapov-Ginzburg transform as in [3, Theorem
4.3.5], one sees that S has an extension of bounded type to the upper
half-plane (C+). Thus S(z) admits, almost everywhere on the real line,
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non tangential limits (which we denote by S(x)). Then it makes sense
to consider an additional property, namely that S is J-unitary on the
real line:
S(x)∗JS(x) = J x ∈ R.
Proof of Theorem 3.2: We use the Potapov-Ginzburg transform to
map S to Σ, a meromorphic function defined on a Hilbert space. The
transform is given explicitly by
Σ(λ) = (PS(λ) +Q) (P +QS(λ))−1 .
Here we define the following pair of selfadjoint projections
(3.3) P
def
=
I + J
2
and Q
def
=
I − J
2
,
We note that since S(∞) = I, then it follows that P +QS(λ) is invert-
ible in the neighborhood of infinity. Furthermore, obviously Σ(∞) = I
and the kernel Kw(z) can be written as
(3.4)
J − S(w)∗JS(z)
−i(z − w) = (P +QS(w))
∗ I − Σ(w)∗Σ(z)
−i(z − w) (P +QS(z)) .
At this stage, we divide the proof into a number of steps.
Step 1. We prove (3.12) for a realization of Σ.
It follows from (3.4) that Σ(z) is a generalized Schur function, that is,
the kernel
K(z, w) =
I − Σ(w)∗Σ(z)
−i(z − w) ,
has a finite number of negative squares. Hence, by the Krein-Langer
factorization theorem, we have the following decomposition
Σ(z) = B−10 (z)Σ0(z).
Here B0(z) is a Blaschke product of degree κ and Σ0(z) belongs to the
Schur class (see [32] and [3]). The matrix function Σ0(z), as a Schur
function, admits a realization (see for instance [24])
Σ0(z) = D1 + C1(zI − A1)−1B1
which satisfy
(3.5) B1 = iC1, A1 − A∗1 = iC∗1C1,
and D1 = I since limz→∞Σ0(z) = I. The finite Blaschke product B0(z)
also has a realization
B0(z) = D3 + C3(zI − A3)−1B3,
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satisfying
(3.6) B3 = iC3, A3 −A∗3 = iC∗3C3,
and D3 = I since limz→∞B0(z) = I.
Then, a realization of B−10 (z) is given by the block matrix
(3.7)
(
A2 B2
C2 D2
)
=
(
A3 −B3D−13 C3 B3D−13
−D−13 C3 D−13
)
=
(
A3 − B3C3 B3
−C3 I
)
and hence, substituting (3.7) in (3.6), we have
(3.8) B∗2 = −iC2, and A2 −A∗2 = −iC∗2C2.
Moreover, by the theorem of multiplication of two realizations (see for
instance [19, Section 2.5]) we have
(3.9) Σ(z) = Σ(∞) + C(zI − A)−1B,
where
A =
(
A1 B1C2
0 A2
)
and
(3.10)
B =
(
B1D1
B2
)
=
(
B1
B2
)
and C =
(
C1 D1C2
)
=
(
C1 C2
)
.
The matrices B and C are related by
C∗ =
(
C∗1
C∗2
)
=
(
iB1
−iB2
)
= i
(
I 0
0 −I
)
B.
Hence the adjoint of the operator C relative to the indefinite inner
product defined by
(
I 0
0 −I
)
, is given by
(3.11) C [∗] = iB,
and (3.9) becomes
(3.12) Σ(z) = I + iB[∗](zI −A)−1B.
Finally, we have the following
A− A[∗] = A− JA∗J =
(
A1 B1C2
0 A2
)
−
(
A∗1 0
−C∗2B∗1 A∗2
)
.
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Using (3.5), (3.8) and (3.10), we have
A− A[∗] =
(
A1 − A∗1 B1C2
C∗2B
∗
1 A2 − A∗2
)
=
(
iC∗1C1 B1 C2
C∗2B
∗
1 −iC∗2C2
)
=
(
iC∗1C1 iC
∗
1 C2
−iC∗2C1 −iC∗2C2
)
= iJC∗C = iC [∗]C,(3.13)
and the colligation condition for Σ follows.
Step 2. We prove the realization formula (3.15) for S.
We rewrite S in term of Σ (the inverse Potapov-Ginzburg transform)
S(z) = (Q+ PΣ(z)) (P +QΣ(z))−1(3.14)
=
(
Q+ PB−10 (z)Σ0(z)
) (
P +QB−10 (z)Σ0(z)
)
.
We substitute (3.3) and (3.12) in (3.14) and have the following
S(z) =
(
I − J
2
+
I + J
2
Σ(z)
)(
I + J
2
+
I − J
2
Σ(z)
)−1
=
(
I − J
2
+
I + J
2
(
I + C(zI − A)−1B
))
×(
I + J
2
+
I − J
2
(
I + C(zI − A)−1B
))−1
=
(
2I + (I − J + 2J)C(zI − A)−1B
)
×(
2I + (I − J)C(zI − A)−1B
)−1
.
Using the equality F−1B(I + DF−1B)−1 = (F + BD)−1B, we then
have
S(z) =I + JC(zI − A)−1B
(
I +
I − J
2
C(zI − A)−1B
)−1
=I + JC
(
(zI −A) +BI − J
2
C
)−1
B.
Thus S(z) has a realization of the form
(3.15) S(z) = I + JC (zI − A′)−1B,
where A′ = A − BQC. Furthermore, recalling that (3.11) holds, (3.1)
follows. Note that (3.2) is a consequence of the colligation condition
associated to the realization of Σ (i.e. A − A[∗] = iC [∗]C, see (3.13)),
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iB = C [∗] (3.12) and the following calculation,
iC [∗]JC =iC [∗] (I − I + J)C
=iC [∗]C − 2iC [∗]QC
=(A− A[∗])− iC [∗]QC + (iCQC)[∗]
=(A− iC [∗]QC)− (A− (iCQC))[∗]
=A′ − A′[∗].
Step 3. We show PK(S) does not contain nonzero constants.
Let us consider the sequence wn kwn of P(S) where wn = i n goes to
infinity.
We show that the sequence has a limit in P(S) by applying Theorem
2.7. First, we note that, for any ω ∈ Ω the following identity holds[−J + S(α)∗JS(z)
−i(z − α) , limw→∞wKw(z)
]
= lim
w→∞
w
−J + S(α)∗JS(w)
−i(w − α)
= i (−J + S(α)∗J)
and thus the limit does exist. Furthermore, a direct calculation yields
[wnK(·, wn)− wmK(·, wm), wnK(·, wn)− wmK(·, wm)] =(3.16)
|wn|2K(wn, wn) + |wm|2K(wm, wm)−
wnK(wn, wm)wm − wmK(wm, wn)wn.
Since S is analytic in a neighborhood of infinity, we have the following
expansion
(3.17) S(w) = I +
a
w
+
b
w2
+O(w−3),
where a and b are complex numbers. Thus, using (3.17), one rewrites
the kernel as
K(z, w) =
−J + S(w)∗JS(z)
−i(z − w)
(3.18)
=
1
−i(z − w)
{
−J +
(
I +
a
w
+
b
w2
)∗
J
(
I +
a
z
+
b
z2
)}
=
1
−i(z − w)
(
J
a
z
+
a∗
w
J + · · ·
)
.
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Substituting (3.18) into (3.16), leads to
[wnK(·, wn)− wmK(·, wm), wnK(·, wn)− wmK(·, wm)]
=
Jawn + a
∗Jwn
−i(wn − wn) +
Jawm + a
∗Jwm
−i(wm − wm) −
Jawn + a
∗Jwm
−i(wm − wn) −
Jawm + a
∗Jwn
−i(wn − wm) +O(w
−1
n , w
−1
m )
=i(Ja + a∗J)
|wm − wn|2Im (wmwn)
−2Im (wm)Im (wn)|wn − wm|2 +O(w
−1
n , w
−1
m ).
Since wn = i n, the expression above tends to zero. We then apply The-
orem 2.7 and conclude the limit belongs to P(S) and equal to J−S(z)J .
Let f(z) = c be a constant function in P(S). By the reproducing kernel
property, we have that
〈c, inK(·, i n)ξ〉 = −i nξc.
Taking n → ∞, we have that the left hand side has a finite limit and
so has the right hand side and so c equal zero. It follows that PK(S)
does not contain nonzero constants. 
3.2. Single operator colligation over Pontryagin space. We start
with the definition of a single operator colligation over Pontryagin
space.
Definition 3.4. A single operator colligation over Pontryagin spaces
is given by the collection
C = (A ; P, Φ , E ; σ ) ,
where A is a linear non-selfadjoint operator defined on the Pontryagin
space P, such that
(3.19)
1
i
(
A− A[∗]
)
= Φ[∗]σΦ.
E is a Pontryagin space, Φ is a linear mapping from P to E and σ is
a selfadjoint operator on E.
Equation (3.19) is referred as the colligation condition of the operator
A. We use the notation σ rather than J since σ is not necessarily a
signature matrix.
The characteristic function is the single variable operator-valued func-
tion on E defined by
(3.20) S(z) = I − iΦ (A− zI)−1Φ[∗]σ.
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The principal subspace is given by
P̂ =
∞∨
n=0
AnΦ[∗](E) =
∞∨
n=0
A[∗]nΦ[∗](E).
where
∨
denotes the closure of the union of the spaces AnΦ[∗](E) in
P. It is worth noticing that for a neighborhood of infinity, say Ω, the
principal subspace is also given by
P̂ =
∨
z∈Ω
(zI − A)−1Φ[∗](E).
It makes sense (see Remark 4.4 below) to introduce the following defi-
nitions.
Definition 3.5. A single-operator colligation over Pontryagin space P
is called
(1) non–degenerate if P̂ ⊂ P is a non–degenerate subspace (and
hence Pontryagin subspace).
(2) irreducible if P̂ = P (and in particular P is a Pontryagin space).
The description of the class of characteristic functions over Pontryagin
spaces is given below.
Theorem 3.6. An n × n matrix function S(z) is the characteristic
function of an irreducible operator colligation over Pontryagin space of
negative index κ with invertible selfadjoint matrix σ if and only if
(1) S(z) is holomorphic in a neighborhood of ∞ and S(∞) = I.
(2) S(z) is meromorphic on the complement of the real axis, and
for all z, w in the region of analytically
(3.21)
S(w)∗σS(z)− σ
−i(z − w)
has exactly κ negative squares.
The counterpart theorem in the Hilbert case can be found in [24, The-
orem 5.1].
Remark 3.7. If we endow E with the Hermitian form
(3.22) 〈x, σy〉 = [x, y]σ ,
then (3.21) becomes
S(w)[∗]S(z)− I
−i(z − w) ,
where [∗] is the adjoint with respect to (3.22). By a generalization of
(2.4) to Hermitian matrix case, i.e.
A[∗] = σ−1A∗σ,
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it follows that [
S(w)[∗]S(z)x, y
]
σ
= [S(z)x, S(w)y]σ
=y∗σS(w)[∗]S(z)x
=y∗S(w)∗σS(z)x.
Proof of Theorem 3.6: Let C be an irreducible single operator colli-
gation with characteristic function S(z) of the form (3.20). Clearly, it is
holomorphic in the neighborhood of infinity, S(∞) = I and S(z)∗σS(z) =
σ. Furthermore, using the colligation condition and applying a well-
known classical calculation,
Kw(z) =
−σ + (I − iσ∗Φ(wI − A)−[∗]Φ[∗])σ(I + iΦ(zI −A)−1Φ[∗]σ)
−i(z − w)
=i
σΦ(zI − A)−1Φ[∗]σ − σ∗Φ(wI −A)−[∗]Φ[∗]σ
−i(z − w) +
+
σ∗Φ(wI − A)−[∗]Φ[∗]σΦ(zI − A)−1Φ[∗]σ
−i(z − w)
=iσ∗Φ(wI − A)−[∗]A
[∗] −A− iΦ[∗]σΦ + (z − w)
−i(z − w) (zI − A)
−1Φ[∗]σ,
one may conclude that
S(w)∗σS(z)− σ = iσ∗Φ(wI − A)−[∗](zI − A)−1Φ[∗]σ.
Thus, using Theorem 2.16, (3.21) has exactly κ negative squares.
Assuming the converse, let S(z) be holomorphic at a neighborhood of
infinity such that (3.21) has κ negative squares. Using Theorem 3.2,
there exists a colligation
CS = (A ; PK(S) , Φ , C
n ; σ ) ,
such that S(z) is its characteristic function. Here, PK(S) is the re-
producing kernel Pontryagin space with reproducing kernel (3.21), A
is a bounded linear operator on PK(S), E is the Pontryagin space C
n
equipped with the indefinite inner product [u, v]σ = v
[∗]σu. Note that
the colligation condition is just (3.2).
Finally, since the limz→∞ S(z) = I, one may conclude that PK(S) does
not contain nonzero constant functions. 
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4. Vessel theory over Pontryagin spaces
Vessel theory over Hilbert spaces is well developed, see for instance
[36, 40, 41, 50] and the book by Livsˇic et al. [42]. In this section we
set the counterpart theory for the non-positive setting.
4.1. The vessel definition and some basic properties.
Definition 4.1. A commutative two-operator colligation over Pontrya-
gin space P is the collection
C
def
= (A1 , A2 ; P , Φ , E ; σ1 , σ2 ) ,
where the non-selfadjoint operators A1 and A2 commute (A1A2 = A2A1)
and satisfy
(4.1)
1
i
(
Ak − A[∗]k
)
= Φ[∗]σkΦ, k = 1, 2.
In this setting, E, the outer space, is a finite dimensional Pontryagin
space, Φ is a linear mapping from P to E and σ1 and σ2 are selfadjoint
operators in E.
Equations (4.1) are referred as the colligation conditions associated to
A1 and A2. It is well-known, see for instance [35], that a two-operator
colligation does not contain enough information regarding the interplay
between the two operators. This observation naturally leads to the
definition of vessels over Pontryagin spaces.
Definition 4.2. The collection
V = (A1 , A2 ; P , Φ , E ; σ1 , σ2 , γ , γ˜ )
is called a commutative two-operator vessel over Pontryagin space if
(A1, A2;P,Φ, E; σ1, σ2) is a commutative two-operator colligation, γ
and γ˜ are selfadjoint operators on E and furthermore the following
conditions hold:
γΦ = σ1ΦA
[∗]
2 − σ2ΦA[∗]1(4.2)
γ˜Φ = σ1ΦA2 − σ2ΦA1(4.3)
γ˜ − γ = i
(
σ1ΦΦ
[∗]σ2 − σ2ΦΦ[∗]σ1
)
.(4.4)
Equations (4.2), (4.3) and (4.4) are known as the input, output and
linkage conditions of the vessel, respectively. It is worth mentioning
that condition (4.2) follows from (4.1), (4.3) and (4.4) (the same ob-
servation holds for (4.3)).
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4.2. The principal subspace.
Theorem 4.3. Let C be a two-operator commutative colligation over
Pontryagin space. Then the following relation holds
P̂
def
=
∞∨
n=0
Ak11 A
k2
2 Φ
[∗](E) = P̂[∗]
def
=
∞∨
n=0
A
[∗]k1
1 A
[∗]k2
2 Φ
[∗](E).
Proof: Let f ∈ P̂ and let us assume that
Ak11 A
k2
2 Φ
[∗](E) ⊂ P̂[∗].
We note that
Ak1+11 A
k2
2 Φ
[∗](E) = (A1 −A[∗]1 )Ak11 Ak22 Φ[∗](E) + A[∗]1 Ak11 Ak22 Φ[∗](E),
by the colligation condition
Akf −A[∗]k f ∈ P̂[∗].
Hence (and by the fact that P̂ is invariant under A
[∗]
1 )
Ak1+11 A
k2
2 Φ
[∗](E) ⊂ P̂[∗].
By induction on k1 and k2 we may conclude that P̂ ⊆ P̂[∗]. Similarly,
P̂[∗] ⊆ P̂ and hence P̂[∗] = P̂. 
Remark 4.4. The subspace P̂ is called the principal subspace of two-
operator colligation C. In opposition to the Hilbert space case P̂ may be
degenerate. In view of Theorems 2.8 and 2.9, we are interested in the
case where the principal subspace P̂ is also a Pontryagin space. This
observation leads us to focus in the case where the principal subspace
is non–degenerate.
Definition 4.5. A vessel over Pontryagin space P is called
(1) non–degenerate if P̂ ⊆ P is non–degenerate subspace (and hence
Pontryagin subspace).
(2) irreducible if P̂ = P (and in particular P is a Pontryagin space).
Clearly, the principal subspace of a vessel is invariant under the oper-
ators A1 and A2 (and using the colligation condition is also invariant
under their ajoints A
[∗]
1 and A
[∗]
2 ). Thus, it is also true that the orthog-
onal complement of P̂ is invariant under A1, A2, A
[∗]
1 and A
[∗]
2 .
Furthermore, the principal subspace a vessel contains the whole non-
Hermitian structure of these operators. In other words, the restrictions
20 D. ALPAY, A. PINHAS, AND V. VINNIKOV
of A1 and A2 to P ⊖ P̂ are selfadjoint operators. It is true, since for
v ∈ P⊖ P̂, the following identity holds
0 =
[
v,Φ[∗]E
]
P
= [Φv, E]E .
Hence Φv = 0, and by the colligation condition, we have the following
(Ak − A[∗]k )v = iΦ[∗]σkΦv = iΦ[∗]σk0 = 0.
Thus, Ak|
P⊖P̂
are selfadjoint operators.
Two vessels are said to be unitary equivalent if they have common
E, σ1, σ2 and there exists a unitary operator from P̂1 to P̂2 such that
A2k|
P̂2
= UA1k|
P̂2
U−1, Φ2|
P̂2
= Φ1|
P̂1
U,
where k =, 1, 2. In particular, their principal subspaces share the same
negative index and have the same complete characteristic function.
4.3. The complete characteristic function. The complete charac-
teristic function (CCF) of a vessel is defined by
W (ξ1, ξ2, z) = I − iΦ(ξ1A1 + ξ2A2 − zI)−1Φ[∗](ξ1σ1 + ξ2σ2),
where ξ1, ξ2, z ∈ C. It is a homogenous function of degree zero and
analytic function for all z ∈ C outside the spectrum of ξ1A1 + ξ2A2.
The CCF, as a function of several variables, does not admit a good
factorization theory. However, it has some striking properties.
Remark 4.6 (The α-transformation). The α-transformation of a ves-
sel V (see also [41] or [42]) is the following linear transformation
A¨1 = α11A1 + α12A2, σ¨1 = α11σ1 + α12σ2,
A¨2 = α21A1 + α22A2, σ¨2 = α11σ1 + α22σ2,
where α ∈ C2×2 with detα = 1. Under the α transformation, the
collection
V¨ =
(
A¨1 , A¨2 ; P , Φ , E ; σ¨1 , σ¨2 , γ , γ˜
)
is a Pontryagin space vessel with the complete characteristic function
W¨ (ξ1, ξ2, z) =W (α11ξ1 + α12ξ2, α21ξ1 + α22ξ2, z).
It is useful to define to following subspaces of E:
E(λ1, λ2) = ker(λ1σ2 − λ2σ1 + γ)
E˜(λ1, λ2) = ker(λ1σ2 − λ2σ1 + γ˜).
Lemma 4.7. The complete characteristic function W (ξ1, ξ2, ξ1λ1 +
ξ2λ2) defines a mapping from E(λ1, λ2) to E˜(λ1, λ2). Furthermore,
its restriction to E(λ1, λ2) is independent of the choice of ξ1 and ξ2.
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Proof: Let e be an element in E(λ1, λ2). Then, by definition, we have
(λ1σ1 − λ2σ2 + γ)e = 0 and hence Φ[∗](λ1σ1 − λ2σ2 + γ)e = 0. Now
using (4.2) we may conclude that
(4.5) (A1 − λ1I)Φ[∗]σ2e = (A2 − λ2I)Φ[∗]σ1e.
Using the α-transformation (see Remark 4.6), (4.5) becomes
(A′1 − λ′1I)Φ[∗]σ′2e = (A′2 − λ′2I)Φ[∗]σ′1e.
Assuming that ξ1λ1 + ξ2λ2 does not belong to the spectrum of ξ1A1 +
ξ2A2, then η1λ1+ η2λ2 does not belong to the spectrum of η1A1+ η2A2
and using the commutativity of A1 and A2. Thus
(ξA− ξλ)−1Φ[∗](ξ1σ1 + ξ2σ2)e.
is independent of the choice of ξ1 and ξ2 and so does W (ξ1, ξ2, ξ1y1 +
ξ2y2). To complete the proof we note that (4.7) indicates that
W (ξ1, ξ2, ξ1λ1 + ξ2λ2)
maps E(λ1, λ2) to E˜(λ1, λ2). 
4.4. The discriminant variety and the joint characteristic func-
tion. We continue and show that the input and output discriminant
polynomials coincide (the input and the output terms are coined due
to system theory interpretation).
Theorem 4.8. Let V be a commutative Pontryagin vessel. Then the
input and the output discriminant polynomials coincide
(4.6) p(z1, z2) = det (z1σ2 − z2σ1 + γ) = det (z1σ2 − z2σ1 + γ˜) .
Proof: Using (4.2) and (4.3), we have
(A2 − z2I)Φ[∗]σ1 − (A1 − z1I)Φ[∗]σ2 =Φ[∗] (z1σ2 − z2σ1 + γ)
σ1Φ
[∗](A2 − z2I)− σ2Φ[∗](A1 − z1I) = (z1σ2 − z2σ1 + γ˜) Φ.
Multiplying the first equality by σ1Φ(A1 − z1I)−1 on the left and the
second by σ2Φ(A2 − z2I)−1 on the right we have
σ2ΦΦ
[∗]σ1 − σ1ΦΦ[∗]σ2 =σ1Φ[∗](A1 − z1I)−1Φ[∗] (z1σ2 − z2σ1 + γ)
− (z1σ2 − z2σ1 + γ˜)Φ(A1 − z1I)−1Φ[∗]σ1.
Now using (4.4) we can conclude that
(4.7) (z1σ2 − z2σ1 + γ˜)W (1, 0, z1) = W˜ (1, 0, z1) (z1σ2 − z2σ1 + γ)
where
W˜ (ξ1, ξ2, z) = I − i(ξ1σ1 + ξ2σ2)Φ(ξ1A1 + ξ2A2 − zI)−1Φ[∗].
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We note that for R large enough, detW (1, 0, z1) 6= 0 where |z1| > R
and by using det(I +M1M2) = det(I +M2M1), one may obtain
detW (1, 0, z1) = det W˜ (1, 0, z1).
Thus by (4.7)
det (z1σ2 − z2σ1 + γ) = det (z1σ2 − z2σ1 + γ˜) .

The polynomial p(λ1, λ2) is called the discriminant polynomial of the
vessel V. Hence a commutative vessel defines an affine discriminant
curve,
C0
def
=
{
(λ1, λ2) ∈ R2 | det (λ1σ2 − λ2σ1 + γ) = 0
}
,
with two associated selfadjoint determinantal representations (see (4.6)).
Using Lemma 4.7, we now define a function of a single variable on the
discriminant curve.
Definition 4.9. The joint characteristic function of a vessel over Pon-
tryagin space P is defined by
S(λ1, λ2)
def
= W (ξ1, ξ2, ξ1λ1 + ξ2λ2)
∣∣∣
E(λ1,λ2)
: E(λ1, λ2)→ E˜(λ1, λ2),
where (λ1, λ2) belongs to C0 and ξ1λ1 + ξ2λ2 does not belong to the
spectrum of ξ1A1 + ξ2A2.
The following theorem is purely algebraic and has the same proof as
in the Hilbert space case as long as one assumes that the principal
subspace is non-degenerate.
Theorem 4.10 (Generalized Cayley-Hamilton theorem). Let V be a
non–degenerate vessel over Pontryagin space. Then following identity
holds
p(A1, A2) = 0
on its principal subspace.
Finally, we conclude this section with an important result used later in
this sequel (see Section 5 and Section 7).
Lemma 4.11. Let V be a commutative two-operator vessel over Pon-
tryagin space.
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(1) Let Ω be a neighborhood of 0 ∈ R2, then
P =
∞∨
(t1,t2)∈Ω
exp (it1A1 + it2A2)Φ
[∗](E)
=
∞∨
(t1,t2)∈Ω
exp (it1A
[∗]
1 + it2A
[∗]
2 )Φ
[∗](E).(4.8)
(2) Furthermore, assume V is non–degenerate. If
Φexp (it1A1 + it2A2)p = 0, ∀(t1, t2) ∈ Ω
where p ∈ P̂, then p = 0.
Proof: For the first part, see [42, Proposition 10.4.1 (1)]. The second
part is similar to [42, Proposition 10.4.1 (2)], but note that the assump-
tion that V is non-degenerate is crucial. Since Φ exp (it1A1 + it2A2)p =
0 for every (t1, t2) ∈W , by analyticity it is also true for all (t1, t2) ∈ R2.
We set
G =
∨
(t1,t2)∈R2
exp (it1A1 + it2A2)p.
Then, for any e ∈ E and (t1, t2) ∈ R2, we have[
exp (it1A1 + it2A2)h,Φ
[∗]e
]
P
= [Φ exp (it1A1 + it2A2)h, e]E = 0.
Thus G ⊥ Φ[∗]E, and so Φ[∗]E ⊂ G⊥ and exp (it1A1 + it2A2)Φ[∗]E ⊂
G⊥ and then by (4.8) we have P̂ ⊂ G⊥. Thus p = 0 since p ∈ P̂ and P̂
is non–degenerate. 
5. Overdetermined 2D systems over indefinite inner
spaces
A main motivation to study vessel theory over indefinite inner product
spaces is the study of overdetermined 2D systems in the non-positive
setting. A general 2D linear time–invariant system is given by the set
of equations:
i
∂
∂t1
f(t1, t2) + A1f(t1, t2) = B1u(t1, t2),(5.1)
i
∂
∂t2
f(t1, t2) + A2f(t1, t2) = B2u(t1, t2),(5.2)
v(t1, t2) = u(t1, t2) + Cf(t1, t2).(5.3)
The functions u(t1, t2), f(t1, t2) and v(t1, t2) are functions of two vari-
ables t1 and t2 denoted by the input, system and output function of
the system, respectively. The operators A1 and A2 are bounded in a
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Pontryagin space P with κ negative index. E is a finite dimensional
Pontryagin space, C : P→ E and B : E → P.
We assume that the partial derivatives commute, that is ∂
2
∂t1∂t2
= ∂
2
∂t2∂t1
.
As a consequence, (5.1) and (5.2) become
(5.4)[(
B1
∂
∂t2
−B2 ∂
∂t1
)
+ i (A1B2 − A2B1)
]
u = i (A1A2 −A2A1) f.
Furthermore, we assume that the system preserves the scattering en-
ergy balance (see [37])
d
dtk
[f, f ]
P
= [σku, u]E − [σky, y]E , k = 1, 2,
that is, the change of the state energy with respect to each variable
is equal to the difference between the output energy and the input
energy. Then, comparing (5.1-5.3) with the scattering energy balance
equations, we have[
(Ak − A[∗]k )f, f
]
+ [f, B1u]− [B1u, f ] =[
iC [∗]σkCf, f
]
+ [iσkCf, u] + [u,−σkCf ] .
Assuming consistency for zero input, u(t1, t2) = 0, and using (5.4),
we obtain that the operators A1 and A2 commute (see also [16]). By
the same consistency assumption, we have two additional immediate
results. The first (the colligation condition):
C [∗]σkC =
1
i
(Ak − A[∗]k ), k = 1, 2
and the second is Bk = −iC [∗]σk for k = 1, 2. Hence under energy
balance condition and the commutativity of the mixed derivatives, we
consider the following overdetermined 2D system.
Definition 5.1. A 2D overdetermined linear time–invariant system
over Pontryagin space is the collection
C = (A1 , A2; P, Φ , E ; σ1 , σ2 ) ,
satisfying the following equations:
i
∂
∂t1
(t1, t2) + A1f(t1, t2) = Φ
[∗]σ1u(t1, t2),
i
∂
∂t2
f(t1, t2) + A2f(t1, t2) = Φ
[∗]σ2u(t1, t2),
v(t1, t2) = u(t1, t2)− iΦf(t1, t2).
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Here A1 and A2 are commuting bounded operators in the Pontryagin
space P with negative index κ, such that Ak − A[∗]k = iΦ[∗]σkΦ for
k = 1, 2. The functions u, f and v are two-variable functions of t1
and t2 denoted by the input, system and output function of the sys-
tem, respectively. E is a finite dimensional Pontryagin space, σk are
selfadjoint operators on E and Φ : P→ E.
Furthermore, the compatibility conditions imply that, for some selfad-
joint operators γ and γ˜, the following conditions,(
σ2
∂
∂t1
− σ1 ∂
∂t2
+ iγ
)
u = 0(5.5) (
σ2
∂
∂t1
− σ1 ∂
∂t2
+ iγ˜
)
v = 0.(5.6)
hold for any u, v ∈ E. In fact, one can see that conditions (5.5) and
(5.6) are equivalent to conditions (4.2), (4.3) and (4.4). Thus, com-
mutative two-operator vessels over Pontryagin space are exactly the
overdetermined 2D systems over Pontryagin spaces equipped with the
compatibility conditions (5.5) and (5.6). This point is summarized in
the following theorem.
Theorem 5.2. Let V be a non–degenerate two-operator vessel over
Pontryagin space (with negative index κ) of the form
V = (A1 , A2 ; P , Φ , E ; σ1 , σ2 , γ , γ˜) .
Then V is unitary equivalent on P̂ to the irreducible two-operator vessel
V˜ =
(
−i ∂
∂t1
, −i ∂
∂t2
; P¨ , Ψ , E ; σ1 , σ2 , γ , γ˜
)
,
where P¨ is Pontryagin space with (κ¨ ≤ κ) negative index containing
solutions of the PDE
σ2
∂
∂t1
v − σ1 ∂
∂t2
v + iγ˜v = 0.
Proof: We note that since P is non–degenerate (and closed) then, by
Theorem 2.9, P̂ is a Pontryagin space with κ¨(≤ κ) negative index.
Consider the 2D system corresponding to V and assume the input
u(t1, t2) = 0 and the initial condition of the state is given by f(0, 0) = h
where h ∈ P̂. Then the state is of the form fh(t1, t2) = exp (it1A1 + it2A2)h
and the output is vh(t1, t2) = −iΦexp (it1A1 + it2A2)h.
Let P¨ = {vp(t1, t2) | p ∈ P̂}. By Lemma 4.11 (2) the mapping U : P̂→
P¨ given by Up = vp is injective. Thus, P¨ is Pontryagin space with κ¨
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negative square with the indefinite inner product inherited from P and
U becomes an isometry. Under this isometry U , the operators A1, A2
and Ψ become −i ∂
∂t1
,−i ∂
∂t2
and Ψf(t1, t2) = ivf(0, 0), respectively. 
The relation between the input to the output signals of the 2D systems
in the frequency domain is given below in term of the joint character-
istic function of the system. Let us assume that the input, output
and state signals are waves with the same double period frequencies
(λ1, λ2) ∈ C2, that is
u(t1, t2) = ûe
it1λ1+it2λ2 , û ∈ E
v(t1, t2) = v̂e
it1λ1+it2λ2 , v̂ ∈ E
x(t1, t2) = x̂e
it1λ1+it2λ2 , x̂ ∈ P.
We note that condition (5.5) implies that (λ1, λ2) ∈ C0 and û ∈ E(λ)
and similarly, condition (5.6) implies that (λ1, λ2) ∈ C0 and v̂ ∈ E˜(λ).
Then, the relation between the input and the output double periodic
waves are given by
v̂ = S(λ)û, λ ∈ C0.
6. Pontryagin vessels 2D systems coupling and
decompositions
The main purpose of this section is to study cascades and decomposi-
tions of 2D systems in the non-positive case. In the Hilbert space case,
a closed subspace is automatically ortho-complemented. This fact is
not true in the indefinite metric and, as a consequence, we are forced
to add the ortho-complemented hypothesis in the appropriate claims.
In order to decompose a system, we assume the inner space has a
proper subspace, which is a Pontryagin space (i.e. a closed and non–
degenerate subspace of P, see Theorems 2.8-2.9) and invariant under
the two operators of the vessel.
Let V be a commutative two-operator vessel over a Pontryagin space
such that there is a ortho–complemented closed subspace P2 ⊆ P which
is invariant under both operators A1 and A2. Then we set P
1 = P⊖P2
and cosidering the corresponding projections, P 1 and P 2. Then it is
well-known (see for instance [42]) that since
P 1AkP
2 = P 2A
[∗]
k P
1 = 0,
the operators A1 and A2 have the following decompositions
Ak =
(
A1k 0
iΦ2[∗]σkΦ
1 A2k
)
, k = 1, 2.
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Here A1k = P
1Ak|
P1
, A2k = Ak|
P2
and Φm = Φ|
Pm
for m, k = 1, 2. The
first question, is whether the new two collections
V
m = (Am1 , A
m
2 ; P
m , Φm , E ; σ1 , σ2 , γ
m , γ˜m ) m = 1, 2,
remain vessels. We note that applying P1 on the right, the input vessel
condition becomes
σ1Φ
1A
1[∗]
2 − σ2Φ1A1[∗]1 = γ1Φ1.
This is just the input vessel condition of V1 and leads to γ
1 = γ. We
are forced to set
γ˜1 = γ + i(σ1Φ
1Φ1[∗]σ2 − σ2Φ1Φ1[∗]σ1).
Similarly, applying P2 on the right of the output vessel condition leads
to
σ1Φ
2A22 − σ2Φ2A21 = γ˜2Φ2
which is the output vessel condition of V2. This implies that γ˜
2 = γ˜
and furthermore we set
γ2 = γ˜ − i(σ1Φ2Φ2[∗]σ2 − σ2Φ2Φ2[∗]σ1).
Thus, we have shown the following.
Theorem 6.1 (Decomposition theorem). Let V be a vessel over a Pon-
tryagin space and let P2 ⊆ P be a closed non–degenerate subspace. Then
the two collections
V1 =
(
P 1A1|
P1
, P 1A2|
P1
; P⊖ P2 , Φ|
P⊖P2
, E ; σ1 , σ2 , γ
1 , γ˜1
)
V2 =
(
A1|
P2
, A2|
P2
; P2 , Φ|
P2
, E ; σ1 , σ2 , γ
2 , γ˜2
)
are vessels over Pontryagin spaces if γ1 = γ, γ˜2 = γ˜ and γ˜1 = γ˜2.
Proof: It remain to show that γ˜1 = γ˜2. The linkage condition of V is
γ˜ = γ + i(σ1ΦΦ
[∗]σ2 − σ2ΦΦ[∗]σ1)
= γ1 + i(σ1Φ1Φ
[∗]
1 σ2 − σ2Φ1Φ[∗]1 σ1) + i(σ1Φ2Φ[∗]2 σ2 − σ2Φ2Φ[∗]2 σ1)
= γ1 + (γ˜1 − γ1) + (γ˜2 − γ2)
= γ˜1 + γ˜ − γ2
and hence γ2 = γ˜1. 
The previous observation leads us to the definition of pairing of two
vessels (or equivalently, 2D systems) and determine whether and under
which conditions this pairing remains a vessel. This result is charac-
terized in the following theorem and the proof in the positive case can
be found in [31] and in [36].
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Theorem 6.2 (Pairing theorem). Let V1 and V2 be two commutative
vessels with a common external part (E, σ1, σ2), that is,
Vk =
(
Ak1 , A
k
2 ; P
k , Φk , E ; σ1 , σ2 , γ
k , γ˜k
)
k = 1, 2,
where P1 is of negative index κ1 and P
2 is of negative index κ2. Then
V =
(
A1 , A2 ; P
1 ⊕ P2 , (Φ1 Φ2)T , E ; σ1 , σ2 , γ , γ˜
)
where
Ak =
(
Ak1 0
iΦ2[∗]σkΦ
1 Ak2
)
, k = 1, 2,
is a commutative two-operator vessel over the Pontryagin space P =
P1 ⊕ P2 with negative index κ = κ1 + κ2 if and only if γ = γ1, γ˜ = γ˜2
and γ2 = γ˜1.
Proof: Commutativity and the colligation conditions follow from com-
mutativity and the colligation conditions of V1 and V2. Then using the
following equalities of a vessel
1
i
(A1A
[∗]
2 −A2A[∗]1 ) = Φ[∗]γΦ and
1
i
(A
[∗]
2 A1 − A[∗]1 A2) = Φ[∗]γ˜Φ,
the sufficient and necessary conditions follow. 
The next result is due to the existence of invariant subspace with max-
imal negative index of commuting unitary operators [20].
Corollary 6.3. Let V be a two-operator commutative vessel over Pon-
tryagin space (with index κ) such that A1 and A2 are unitary operators.
Then there exists a two-operator commutative vessel over Hilbert space
and two-operator commutative vessel over anti–Hilbert space such that
V is their coupling.
Proof: Using [20, Lemma 9.2] there exists a subspace P2 ⊆ P with κ
negative index, which is invariant under the operators A1 and A2. It
remains to apply the decomposition procedure as introduced in Theo-
rem 6.1. 
7. Realization theory of Pontryagin vessels
This section is devoted to present the realizations theorems of the var-
ious characteristic functions associated to a commutative two-operator
vessel over Pontryagin space. In particular, we are mainly interested
in the characterization theorem of the normalized joint characteristic
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function as it sets the foundation toward a non–positive de Branges-
Rovnyak theory over compact Riemann surfaces, presented in Section
8 below.
7.1. The complete characteristic function. Before heading to the
characterization theorem of the complete characteristic function, The-
orem 7.2, we must recall the following definitions (we follow here the
conventions of [42]).
Definition 7.1. An n × n matrix function W (ξ1, ξ2, z) holomorphic
in an open set K ⊆ C3, is called consonant with the determinan-
tal representation y1σ2 − y2σ1 + γ if for any point (y1, y2) on the al-
gebraic curve C such that (ξ1, ξ2, ξ1y1 + ξ2y2) ∈ K, the restriction
W (ξ1, ξ2, ξ1y1 + ξ2y2)|E(y) is independent of ξ1 and ξ2.
In such a case, the function Ŵ (y) =W (ξ1, ξ2, ξ1y1+ ξ2y2)|E(y) is called
the trunk of W with respect to y1σ2 − y2σ1 + γ.
The description of the class of the complete characteristic functions of
vessels over Pontryagin spaces is given in the following theorem.
Theorem 7.2. Let W (ξ1, ξ2, z) be an n× n matrix function holomor-
phic on Ω ⊂ C3. Then W (ξ1, ξ2, z) is the complete characteristic func-
tion of a commutative two-operator vessel with a discriminant curve C
and input and output determinantal representations z1σ2−z2σ1+γ and
z1σ2 − z2σ1 + γ˜, if and only if:
(1) Ω contains Ωa = {(ξ1, ξ2, z) | |z|2 > a(|ξ1|2 + |ξ2|2)} for some
a > 0. Furthermore, W (ξ1, ξ2, z) can be written as
(7.1) W (ξ1, ξ2, z) = I − iR(ξ1, ξ2, z)(ξ1σ1 + ξ2σ2),
for some R(ξ1, ξ2, z) holomorphic on Ω.
(2) For each ξ1, ξ2 ∈ R and z, w ∈ C+ such that (ξ1, ξ2, z) ∈ Ω, the
kernel
(7.2)
W (ξ1, ξ2, w)
[∗](ξ1σ1 + ξ2σ2)W (ξ1, ξ2, z)− (ξ1σ1 + ξ2σ2)
−i(z − w)
has κ negative squares and for x ∈ CR such that (ξ1, ξ2, x) ∈ Ω
(7.3) W (ξ1, ξ2, x)
[∗](ξ1σ1 + ξ2σ2)W (ξ1, ξ2, x) = ξ1σ1 + ξ2σ2.
(3) W (ξ1, ξ2, z) is consonant with z1σ2 − z2σ1 + γ and the trunk
Ŵ (y) maps E(y) onto E˜(y), for any affine y in C.
Remark 7.3. We may assume, without loss of generality, that det σ1 6=
0 and det σ2 6= 0. Indeed, since by assumption C does not contain the
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line in infinity, there exist ξ(1), ξ(2) ∈ R2 such that det(ξ(1)1 σ1+ξ(1)2 σ2) 6=
0, det(ξ
(2)
1 σ1 + ξ
(2)
2 σ2) 6= 0 and where
det
(
ξ
(1)
1 ξ
(1)
2
ξ
(2)
1 ξ
(2)
2
)
= 1.
Then it remains to apply the α-transformation.
Before presenting the proof, we recall two results which are required in
the arguments. Both hold also in the indefinite inner product case and
we refer to [42, Section 10] for the proofs.
Lemma 7.4. Let R(ξ1, ξ2, z) be an n × n matrix function satisfying
conditions (1)-(3) in Theorem 7.2 and let us define
(7.4) V (ξ1, ξ2)
def
= − 1
2pii
∫
|z|=r
eizR(ξ1, ξ2, z)dz,
where r > sup|ξ1|2+|ξ2|2=1 ‖ξ1A1 + ξ2A2‖
√
(|ξ1|2 + |ξ2|2. Then V (ξ1, ξ2)
satisfies the PDEs
∂V
∂ξ1
σ2 − ∂V
∂ξ2
σ1 − iV γ = 0(7.5)
σ2
∂V
∂ξ1
− σ1 ∂V
∂ξ2
− iγ˜V = 0,(7.6)
and the initial condition
(7.7) i (σ2V (0, 0)σ1 − σ1V (0, 0)σ2) = γ˜ − γ.
The next result, needed later in this section, stating that the colligation
condition associated to a linear operator A2 is obtained automatically
from the colligation condition (of A1) and the input, output and linkage
conditions.
Lemma 7.5. Let (A2 ; P2, Φ2 ,C
n ; σ2 ) be an irreducible Pontryagin
colligation where det σ2 6= 0. Let A1 be a linear operator defined on P2.
Furthermore, we assume that A1 and A2 commute and that there exist
selfadjoint operators σ1, γ and γ˜ in E such that
Φ[∗]γ = A2Φ
[∗]σ1 − A1Φ[∗]σ2
γ˜Φ = σ1ΦA2 − σ2ΦA1
γ˜ = γ + i
(
σ1ΦΦ
[∗]σ2 − σ2ΦΦ[∗]σ1
)
.
Then
[A1g, h]− [g, A1h] = i [σ1Φg,Φh]
holds for every g, h ∈ P2.
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Proof: Noting that the colligation is, by assumption, irreducible, the
proof is similar to the proof in the Hilbert space setting, see [42, Propo-
sition 10.4.8]. 
Proof of Theorem 7.2: We start with the sufficient part. Let V be
a vessel over a Pontryagin space P. Then the complete characteristic
function of V is analytic in
Ωd =
{
(ξ1, ξ2, z)
∣∣∣ |z| > d√|ξ1|2 + |ξ2|2}
where d = sup|ξ1|2+|ξ2|2=1 ‖ξ1A1+ξ2A2‖. Furthermore, we note that the
collection
C = (ξ1A1 + ξ2A2 ; P, Φ , E ; ξ1σ1 + ξ2σ2 ) ,
is a single-operator colligation over the Pontryagin space P, with char-
acteristic functionW (ξ1σ1+ξ2σ2, z) where det (ξ1σ1 + ξ2σ2) 6= 0. Thus,
applying Theorem 3.6, the kernel (7.2) has at most κ negative squares
and for some ξ1 and ξ2 has exactly κ negative squares. Lastly, part (3)
is followed by Lemma 4.7. This completes the proof of the ”only if”
part.
We continue with the necessary part. For the sake of clarity, we divide
this part of the proof into a number of steps.
Step 1. Construction of a single-operator colligation over Pontryagin
space.
By assumption, in the direction ξ = (0, 1), the kernel
W (0, 1, w)[∗]σ2W (0, 1, z)− σ2
−i(z − w)
has κ negative squares. Hence, using Theorem 3.6, there exists an
irreducible single-operator colligation over Pontryagin space
C2 = (A2 ; P2, Φ2 ,C
n ; σ2 ) ,
where P2 is a Pontryagin space of negative index κ, A2 is bounded in
P2 and Φ2 is a bounded operator from P2 to C
n. The characteristic
function of the colligation C2 is W (0, 1, z) and thus we have
W (0, ξ, z) = I − iΦ2(ξA2 − zI)−1Φ[∗]2 ξσ2.
Furthermore, we note that (7.4) satisfies
V (0, ξ) =− 1
2pii
∫
|z|=r
eizΦ2(ξA2 − zI)−1Φ[∗]2 dz(7.8)
=Φ2 exp(iξA2)Φ
[∗]
2 .
32 D. ALPAY, A. PINHAS, AND V. VINNIKOV
Step 2. Study the space of solutions of the PDE
(7.9) σ2
∂v
∂t1
− σ1 ∂v
∂t2
+ iγ˜v = 0,
with the initial condition
(7.10) vp(0, t2) = −iΦ2 exp (it2A2)p.
For each p ∈ P2, we associate a unique solution which is the restriction
to R2 of an entire funtion, denoted by vp(t1, t2), to the PDE (7.9) with
the initial condition (7.10). First, we consider p = Ak2Φ
[∗]
2 e for some
e ∈ Cn and k ∈ N. Then, using (7.6), the (unique) solution is given by
(7.11) vp(t1, t2) = (−i)k+1 ∂
k
∂tk2
V (t1, t2)e.
The initial condition (7.10) follows from (7.8). For uniqueness, let
assume that vp(0, t2) = 0 for all t2 ∈ R. Then by (7.9) and since
det σ2 6= 0, we can conclude that ∂∂t1V (0, t2) = 0. By induction on k1
and k2 we have
∂k1+k2
∂t
k1
1 ∂t
k2
1
V (0, t) = 0. By assumption, v(z1, z2) is entire
and hence must be zero.
By linearity, one can extend the statement and associate a solution
also for every p in the linear envelope Ak2Φ
[∗]
2 e. It remains to take a
sequence (pn)
∞
n=1 in the linear envelope A
k
2Φ
[∗]
2 e converging to some p
in P2, and show that the limit of the sequence (vpn)
∞
n=1, a sequence of
solutions for (7.9), exists. Noting that for any t2 ∈ R
vpn(0, t2) = −iΦ2 exp (it2A2)pn n→∞−−−→ −iΦ2 exp (it2A2)p.
Then the limit indeed exists by [42, Proposition 10.4.7] and noting
that the proposition is given in terms of the norms of elements of the
sequence and not the indefinite inner product.
Step 3. Construction of an isometry between P2 and the space of so-
lutions of (7.9).
Let us define the space of solutions of the PDE in (7.9) by
P = {νp(t1, t2) | p ∈ P2} .
By Lemma 4.11 (2), the mapping U2 : P2 → P given by U2(h) =
νh(t1, t2), is injective. Hence P becomes a Pontryagin space (with κ
negative squares) with the indefinite inner product inherited from P2
and furthermore, this identification makes U2 to an isometry.
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We note that under the isometry U2, the operators A2,Ψ and Ψ
[∗] can
be written as
Ψνp = Φ2p = iνp(0, 0)(7.12)
Ψ[∗]e = ν
Φ
[∗]
2 e
= −iV (t1, t2)e(7.13)
and
A2νp = νA2p = −i
∂
∂t2
νp,
respectively. The collection
C2 =
(
A2 = −i ∂
∂t2
; P , Ψ , Cn ; σ2
)
forms an irreducible colligation over Pontryagin space P with κ negative
index and with the characteristic function W (0, 1, z).
Step 4. The operator A1
def
= −i ∂
∂t1
is a linear operator in P and defined
on the linear span of functions in
∨∞
n=0A
k
2Ψ
[∗]e.
Using (7.5)
∂
∂t1
V (t1, t2)σ2 − ∂
∂t2
V (t1, t2)σ1 + iV (t1, t2)γ = 0,
we have, since σ2 is invertible, the following
∂k+1
∂t1∂tk2
V (t1, t2) =
∂k+1
∂tk+12
V (t1, t2)σ1σ
−1
2 − i
∂k
∂tk2
V (t1, t2)γσ
−1
2 .
Hence A1 becomes a linear operator on P defined on the linear span of
Ak2Ψ
[∗]e.
Step 5. The collection
(7.14) V =
(
−i ∂
∂t1
, −i ∂
∂t2
; P , Ψ , Cn ; σ1 , σ2 , γ , γ˜
)
is a commutative two–operator Pontryagin vessel with the complete
characteristic function W (ξ1, ξ2, z).
First, we note that −i ∂
∂t1
and −i ∂
∂t2
commute. Furthermore, the input
vessel condition
(7.15) σ1Ψ
(
−i ∂
∂t2
)
− σ2Ψ
(
−i ∂
∂t1
)
= γ˜Ψ
is exactly (7.9) evaluated at t = (0, 0). The output condition
(7.16)
(
−i ∂
∂t2
)
Ψ[∗]σ1 −
(
−i ∂
∂t1
)
Ψ[∗]σ2 = Ψ
[∗]γ
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is follows by (7.6) and the linkage vessel condition
(7.17) γ˜ − γ = i
(
σ1ΨΨ
[∗]σ2 − σ2ΨΨ[∗]σ1
)
,
is exactly (7.7). Combining the colligation condition corresponding to
A2 with (7.15), (7.16) and (7.17), we apply Lemma 7.5 and conclude
the colligation condition corresponding to A1, i.e.
i [σ1Ψν1,Ψν2]Cn = [A1ν1, ν2]P − [ν1,A1ν2]P
holds for any ν1, ν2 ∈ P.
Step 6. The operator A1 is bounded in P.
To show that the shift-vessel V introduced in (7.14) is indeed a vessel, it
remains to show that the linear operator A1 is bounded. Applying The-
orem 3.6 once again, but now with respect to the function W (1, 0, z),
we conclude that there exists an irreducible single-operator colligation
over Pontryagin space
C1 = (A1 ; P1, Φ1 ,C
n ; σ1 ) ,
with the characteristic function W (1, 0, z). Hence
W (ξ, 0, z) = I − iΦ1(ξA1 − zI)−1Φ[∗]1 ξσ1,
and we also have
V (ξ, 0) =− 1
2pii
∫
|z|=r
eizΦ1(ξA1 − zI)−1Φ[∗]1 dz(7.18)
=Φ1 exp iξA1Φ
[∗]
1 .
Thus, using (7.18), (7.12) and (7.13), we have the following identity
ΨAk1Ψ
[∗]e = ik
∂kV
∂tk1
(0, 0)e = Φ1A
k
1Φ
[∗]
1 e.
By induction on l and using the colligation conditions associated to C1,
we have [
A
k
1Ψ
[∗]e1,A
l
1Ψ
[∗]e2
]
=
[
Ak1Φ
[∗]e1, A
l
1Φ
[∗]e2
]
.
Thus, the mapping
U1 : A
k
1Φ
[∗]e→ Ak1Ψ[∗]e
defines an isometry from the linear envelop of Ak1Φ
[∗]
1 e into P. Since C1
is a irreducible colligation, the isometry is defined on a dense subset of
P1. Furthermore, since the solutions of (7.9) are restrictions to R
2 of
entire functions, the linear envelope Al1Ψ
[∗]e is dense in P, which also
has κ negative squares. Then, and this is a crucial point, based on
the isometry extension theorem in the Pontryagin space setting (see
[3, Theorem 4.1.2], in a more general setting) there exists a continuous
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extension of U1 to P. Hence A1 can be extended to a bounded linear
operator on P.
Step 7. The complete characteristic function of the vessel V is equal
to W (ξ1, ξ2, z).
Let WV(ξ1, ξ2, z) be the complete characteristic function of the vessel
(7.14). Then WV(ξ1, ξ2, z) and W (ξ1, ξ2, z) coincide along ξ = (0, 1).
Using that the complete characteristic function is fully determined by
its value for any fixed values of ξ1, ξ2, see Corollary 7.6 below, the proof
is completed. 
7.2. Realization of the joint characteristic function. In this sec-
tion we answer the question whether and under which assumptions a
mapping between two vector bundles associated to two determinan-
tal representations defined on the same curve, is the joint character-
istic function of a Pontryagin space vessel. The main tool that we
use throughout the section is referred as the restoration formula. The
restoration formula allows us to recover entirely the complete character-
istic function at a point z by the evaluations of the joint characteristic
function in n distinct points intersecting the line z = ξ1λ1 + ξ2λ1 and
the curve C. Let (ξ1, ξ2, z) be an arbitrary point in C
3 and we consider
the n distinct points (λ
(j)
1 , λ
(j)
2 ) ∈ R2 such that ξ1λ(j)1 + ξ2λ(j)1 = z. The
eigenspaces E(λ(j)), assuming maximality, satisfy
E(λ(1)) + · · ·+ E(λ(n)) = E,
and together the corresponding projections, denoted by P (λ(j); ξ1, ξ2, z),
we have the following (restoration formula) decomposition
W (ξ1, ξ2, z) =
∑
ξ1λ
(j)
1 +ξ2λ
(j)
2 =z
S(λ(j))P (λ(j); ξ1, ξ2, z).
The upcoming lemma illustrates an important consequence of the restora-
tion formula.
Lemma 7.6. Let W (ξ1, ξ2, z) be an n×n matrix function holomorphic
on an open set K ⊂ C3 and consonant with a selfadjoint determinantal
representation λ1σ2−λ2σ1+γ of a real projectiveu reduced plane curve
C of degree n which does not contain the line at infinity. Then, for a
fixed ξ01 , ξ
0
2 ∈ R such that det(ξ01σ1+ξ02σ2) 6= 0, the function W (ξ1, ξ2, z)
is uniquely determined by the values W (ξ01, ξ
0
2 , z).
The proofs of the restoration formula and Lemma 7.6 are similar to the
classical case.
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The metric properties (7.2) and (7.3) of the complete characteristic
function should be translated to corresponding metric properties of
the joint characteristic function. The metric is given in term of a
Hermitian pairing between fibers of kernel bundles corresponding to
non–conjugate points
[u, v]Eλ1,λ2 = i
v∗(ξ1σ1 + ξ2σ2)u
ξ1(λ
1
1 − λ21) + ξ2(λ12 − λ22)
,
where u ∈ E(λ1) and v ∈ E(λ2). This pairing, in the case of conjugate
points, is given by
[u, v]Eλ1,λ2 = i
v∗(ξ1σ1 + ξ2σ2)u
ξ1dλ1(λ) + ξ2dλ2(λ)
.
Then, the properties of CCF relative to the indefinite inner product are
equivalent to indefinite scalar properties on C. This point is illustrated
in the following lemma.
Theorem 7.7. Let S(λ) be a mapping between the vector bundles E
and E˜, holomorphic on an open set Ω ⊆ C containing Ωa = {(x0, x1, x2) ∈
C | |x1|2 + |x2|2 > a |x0|2} for some a > 0 and meromorphic on the
complement of the real point of C. Let W (ξ1, ξ2, z) be an n × n ma-
trix function holomorphic on K ⊆ C3 containing Ka = {(ξ1, ξ2, z) ∈
C3 | a
(
|ξ1|2 + |ξ2|2
)
< |z|2}, which is consonant with λ1σ2 − λ2σ1 + γ
and W (ξ1, ξ2, ξ1λ1 + ξ2λ2) coincides with S and meromorphic for z on
the complement of the real axis. Then for N > 0 and any choice of
λ(1), ..., λ(N) ∈ Ω
(7.19)
([
S(λ(h))u(h), S(λ(j))u(j)
]E˜
λ(h),λ(j)
−
[
u(h), u(j)
]E
λ(h),λ(j)
)N
h,j=1
has at most κ negative eigenvalues where (u(h) ∈ E(λ(h)); h = 1, ..., N),
and
(7.20)
[
S(λ)u, S(λ)v
]E˜
λ,λ
= [u, v]Eλ,λ
for (u ∈ E(λ), v ∈ E(λ)), if and only if for each ξ1, ξ2 ∈ R and for all
w, z ∈ C+ such that (ξ1, ξ2, w), (ξ1, ξ2, z) ∈ K the kernel (7.2) has κ
negative squares and (7.3) holds.
Proof: We fix ξ1, ξ2 ∈ R and consider z ∈ C\R such that (ξ1, ξ2, z) ∈ K
and such that the line ξ1λ1+ ξ2λ2 = z intersects with the curve C at n
distinct points (denoted by λ(1), ..., λ(n)). Then, using the restoration
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formula, on one hand we have
v
[∗]
k W (ξ1,ξ2, zk)
[∗] ξ1σ1 + ξ2σ2
−i(zl − zk)W (ξ1, ξ2, zl)vl =
=
n∑
h,j=1
(
Ŵ (λ
(j)
k )P (λ
(j)
k ; ξ, z)vk
)[∗] ξ1σ1 + ξ2σ2
−i(zl − zk)×
×
(
Ŵ (λ
(h)
l )P (λ
(h)
l ; ξ, z)vl
)
=
n∑
h,j=1
[
S(λ
(h)
l )P (λ
(h)
l ; ξ, z)vl, S(λ
(j)
k )P (λ
(j)
k ; ξ, z)vk
]E˜
λ
(h)
l
,λ
(j)
k
.(7.21)
On the other hand
v
[∗]
k
(ξ1σ1 + ξ2σ2)
−i(zl − zk) vl =
n∑
h,j=1
[
P (λ
(h)
l ; ξ, z)vl, P (λ
(j)
k ; ξ, z)vk
]E
λ
(h)
l
,λ
(j)
k
.
(7.22)
Hence, combining (7.21) and (7.22) and using that S coincide with the
trunk of W , we may conclude the following:
v
[∗]
k
W (ξ1, ξ2, zk)
[∗](ξ1σ1 + ξ2σ2)W (ξ1, ξ2, zl)− (ξ1σ1 + ξ2σ2)
−i(zl − zk) vl =
=
n∑
h,j=1
[
S(λ
(h)
l )P (λ
(h)
l ; ξ, z)vl, S(λ
(j)
k )P (λ
(j)
k ; ξ, z)vk
]E˜
λ
(h)
l
,λ
(j)
k
−
−
[
P (λ
(h)
l ; ξ, z)vl, P (λ
(j)
k ; ξ, z)vk
]E
λ
(h)
l
,λ
(j)
k
.
Thus, if the matrix (7.19) has κ negative eigenvalues, then the kernel
(7.2) also has κ negative squares.
We now turn and choose x ∈ R such that there are n distinct affine
points, denoted by (λ
(j)
1 , λ
(j)
2 )
n
j=1, satisfying ξ1λ
(j)
1 + ξ2λ
(j)
2 = x. Then,
in particular, for λ(j) 6= λ(k) it follows that
ξ1(λ
(j)
1 − λ(k)1 ) + ξ2(λ(j)2 − λ(k)2 ) = 2Im x = 0.
As a consequence, for any v ∈ E(λ(k)) and any u ∈ E(λ(j)) (and
similiarliy for any v ∈ E˜(λ(k)) and u ∈ E˜(λ(j))), a short computation
yields the following
(7.23) v[∗](ξ1σ1 + ξ2σ2)u = 0.
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Applying the restoration formula once again, but now on (7.20), we
have the following:
v[∗]W (ξ1, ξ2, z)
[∗](ξ1σ1 + ξ2σ2)W (ξ1, ξ2, z)v
=
∑
j,k:
λ(j)=λ(k)
v[∗]
[
Ŵ (λ(k))P (λ(k); ξ, z)
][∗]
(ξ1σ1 + ξ2σ2)Ŵ (λ
(j))P (λ(j); ξ, z)u.
Since S coincides with the trunk of W and using (7.23), we have
v[∗]W (ξ1, ξ2, z)
[∗](ξ1σ1 + ξ2σ2)W (ξ1, ξ2, z)u
=
∑
j,k:
λ(j)=λ(k)
[
S(λ(k))P (λ(k); ξ, z)v
][∗]
(ξ1σ1 + ξ2σ2)S(λ
(j))P (λ(j); ξ, z)u
=v[∗](ξ1σ1 + ξ2σ2)u,
and (7.3) follows.
Conversely, let us assume that (7.2) and (7.3) hold. Then (7.3) can be
extended to every z ∈ C by
(7.24) W (ξ1, ξ2, z)
[∗](ξ1σ1 + ξ2σ2)W (ξ1, ξ2, z) = ξ1σ1 + ξ2σ2.
Let λ = (λ1, λ2) be a non-real affine point on C such that λ, λ ∈ Ω. We
then choose ξ1, ξ2 ∈ R such that (ξ1, ξ2, ξ1λ1 + ξ2λ2) and (ξ1, ξ2, ξ1λ1 +
ξ2λ2) are both belong to K. Then for u ∈ E(λ) and v ∈ E(λ), using
(7.24), we have[
S(λ)u, S(λ)v
]E˜
λ,λ
=
[
W (ξ1, ξ2, ξ1λ1 + ξ2λ2)u,W (ξ1, ξ2, ξ1λ1 + ξ2λ2)v
]E˜
λ,λ
=
v[∗]W (ξ, ξλ)[∗](ξ1σ1 + ξ2σ2)W (ξ, ξλ)u
ξ1dλ1(λ) + ξ2dλ2(λ)
=
v[∗](ξ1σ1 + ξ2σ2)u
ξ1dλ1(λ) + ξ2dλ2(λ)
= [u, v]E˜λ,λ
and (7.20) follows.
We fix N > 0, then by assumption, for any ξ1, ξ2 ∈ R, any z1, ..., zN ∈ C
such that (ξ1, ξ2, zj) ∈ K and for any v1, ..., vN ∈ Cn, by (7.2) the
matrix
(7.25)(
v
[∗]
j
W (ξ1, ξ2, zj)
[∗](ξ1σ1 + ξ2σ2)W (ξ1, ξ2, zk)− (ξ1σ1 + ξ2σ2)
−i(z − w) vk
)N
j,k=1
has at most κ negative squares.
COMMUTING OPERATORS OVER PONTRYAGIN SPACES 39
Let λ
(j)
1 , λ
(j)
2 be affine representations of points in Ω such that λ
(j) 6= λ(k)
whenever k 6= j. Then, we can choose ξ1, ξ2 ∈ R such that for all
1 ≤ j 6= k ≤ N we have the following
(ξ1, ξ2, ξ1λ
(j)
1 + ξ2λ
(j)
2 ) ∈ K,
and
ξ1(λ
(j)
1 − λ(k)1 ) + ξ2(λ(j)2 − λ(k)2 ) 6= 0.
That is, the selected points belong to the region of analyticity of W
and are above distinct points relative to the direction (ξ1, ξ2). Thus we
have([
S(λ(j))vj , S(λ
(k))vk
]E˜
λ(k),λ(j)
− [vj, vk]Eλ(k),λ(j)
)N
j,k=1
=
([
W (ξ, ξλ(j))vj,W (ξ, ξλ
(k))vk
]E˜
λ(k),λ(j)
− [vj , vk]Eλ(k),λ(j)
)N
j,k=1
=
v[∗]k W (ξ, ξλ(k))∗(ξ1σ1 + ξ2σ2)W (ξ, ξλ(j))− (ξ1σ1 + ξ2σ2)
ξ1(λ
(j)
1 − λ(k)1 ) + ξ2(λ(j)2 − λ(k)2 )
vj
N
j,k=1
.
and due to (7.25), the result follows. 
We now can present a theorem which characterizes the family of joint
characteristic functions.
Theorem 7.8. Let C be a plane projective curve of degree n with two
selfadjoint representations λ1σ2 − λ2σ1 + γ and λ1σ2 − λ2σ1 + γ˜, and
two corresponding vector bundles E(x) and E˜(x). A mapping S of
the vector bundles E and E˜ on C is the joint characteristic function
of a commutative two-operator Pontryagin space vessel with κ negative
squares, with discriminant curve C, input determinantal representation
det(λ1σ2−λ2σ1+γ) and output determinantal representation det(λ1σ2−
λ2σ1 + γ˜) if and only if:
(1) S equals to identity at infinity and is holomorphic in a neigh-
borhood of the points of C at infinity.
(2) S is meromorphic on the complement of the set of real points
of C and for all affine points λ, λ(1), ..., λ(N) on C in its region
of analyticity (λ(h) 6= λ(j), λ in the region of analyticity of S)([
S(λ(h))u(h), S(λ(j))u(j)
]E˜
λ(h),λ(j)
−
[
u(h), u(j))
]E
λ(h),λ(j)
)N
h,j=1
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has at most (and for some choice exactly) κ negative squares
where (u(h) ∈ E(λ(h)); h = 1, ..., N), and[
S(λ)u, S(λ)v
]E˜
λ,λ
= [u, v]Eλ,λ
for (u ∈ E(λ), v ∈ E(λ)).
Proof: There exists, see [42, Proposition 10.5.3], an n×n matrix func-
tion, denoted by W (ξ1, ξ2, z), holomorphic on the open set
K = {(ξ1, ξ2, z) | (ξ1, ξ2, z) 6= (0, 0, 0) and ξ1x1 + ξ2x2 = zx0
where (x0, x1, x2) ∈ Ω}
which is also consonant with λ1σ2 − λ1σ1 + γ.
By [42, Proposition 10.5.4], S is equal to the identity at infinity if and
only if W (ξ1, ξ2, z) is given by (7.1). Then, by Theorem 7.7, Assump-
tion (2) in Theorem 7.8 is essentially equivalent to Assumption (2) in
Theorem 7.2. It remains to use Theorem 7.2 to complete the proof. 
7.3. Characterization theorem of the normalized joint charac-
teristic functions. Using the theory of algebraic curves there exists
a compact Riemann surface X together with a holomorphic mapping
pi : X → P2 such that pi is injective on the inverse image of the set
of smooth points of C. Then the kernel bundle E (and similarly, E˜)
becomes a vector bundle over the inverse of pi along the non-singular
points of C.
In order to continue, we add two assumptions on the discriminant curve
C. The first, is to assume that there exists an irreducible polynomial
f such that p(λ) = f(λ)r. This makes C an irreducible curve of degree
m = M/r. The second, is the assumption that the determinantal
representation U(λ) and U˜(λ) are maximal. By definition, maximality
of the determinantal representations means that for any λ ∈ C, E(λ)
is of maximal possible dimension, i.e. dimE(λ) = sr, where s is the
multiplicity of the point λ on C. The maximality assumption ensures
us, and this is a crucial point, that the vector bundle over pi−1(Csmooth)
can be extended to a vector bundle of rank r over X (see [14, Theorem
2.1]).
The vector bundles associated to the input and output determinantal
representations, denoted again by E and E˜, are flat vector bundles
Vχ and Vχ˜, where χ, χ˜ : pi1(X) → GL(r,C) are factors of automorphy
for the group of deck transformations on the universal covering X˜ of
X. The vector bundle Vχ satisfies h
0(Vχ ⊗ ∆) = 0, that is, the twist
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Vχ ⊗ ∆ of Vχ with a bundle ∆ of half-order differentials on X (i.e.,
∆ ⊗ ∆ = K is the line bundle of holomorphic differentials on X) has
no global holomorphic sections.
It is shown in [14, 15] how to construct M ×M matrices (M = mr)
such that the map
f(p)→ 1
ω(p)
f(p)u×(p),
(where f(p) is a holomorphic half-ordered differential on X, ω(p) is a
meromorphic differential on X and) establishes an isomorphism from
Vχ to E ⊗∆⊗O(1), where E is the kernel bundle associated with the
maximal determinantal representation U(λ) = λ0γ + λ1σ2 − λ2σ1 for
the curve C. Here u×(p) is a matrix of normalized sections for E, i.e., a
multiplicative ∆-valued frame for E, normalized to have poles exactly
at the points of C at infinity.
Thus the mapping S is lifted to a bundle map T operating between the
bundles Vχ and Vχ˜, which is related to S via the matrices of normalized
sections implementing the equivalence between Vχ and E and between
Vχ˜ and E˜ by
(7.26) S(p)u×(p) = u˜×(p)T (p).
Under this isomorphism, we have the following scalar product
(7.27)
[
u×(p), u×(q)
]E
p,q
= K(χ; p, q) whenever p 6= q,
and
(7.28)
[
u×(p), u×(p)
]E
p,p
= I,
where K(χ; p, q) is the Cauchy kernel associated to χ. Thus, the JCF
metric properties as given in (7.19) and (7.20) are translated, using
(7.27) and (7.28), into T (p)T (p) = 1 and the kernel
(7.29) K(χ˜; p, q)− T (p)K(χ; p, q)T (q)∗,
has κ negative squares.
Therefore, the characterization theorem of the class of normalized joint
characteristic functions of vessels over Pontryagin spaces can be stated
as in the following theorem.
Theorem 7.9. Let T (p) be a vector bundle mapping on a real compact
Riemann surface X corresponding to χ and χ˜. Then T (p) is the nor-
malized joint characteristic function of a vessel V over Pontryagin space
with κ negative index and with discriminant polynomial p(λ1, λ2) with
maximal input and output determinantal representations corresponding
to χ and χ˜ if and only if T (p) is a non-zero holomorphic function in the
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neighborhood of C at infinity, meromorphic on X \XR, T (p)(T (p)) = 1
and the kernel (7.29) has κ negative squares.
8. Functional models associated to Pontryagin space
vessels
We hereby present the de Branges-Rovnyak theory for Pontryagin spaces
of analytic sections on real compact Riemann surfaces using Livsˇic’s
vessel theory over indefinite inner product spaces. Furthermore, we
note that the (definite) de Branges theory presented in [6] was consid-
ered in the line-bundle case, hence we use this opportunity to consider
the generalization to the vector bundle case.
Recall that an irreducible curve C in P2 with a maximal determinantal
representation U(λ) = λ0γ + λ1σ2 − λ2σ1 and an associated kernel
bundle E (with E(λ) = kerU(λ)) is equivalent to a compact Riemann
surface X and a flat vector bundle Vχ of rankm satisfying h
0(Vχ⊗∆) =
0. In this section we consider the converse direction. We start with a
real compact Riemann surfaceX and assume that the vector bundles Vχ
and Vχ˜ satisfy h
0(Vχ⊗∆) = 0 and h0(Vχ˜⊗∆) = 0. We choose a pair of
meromorphic functions y1(p) and y2(p) which generatesM(X), the field
of meromorphic functions on X. Then, the mapping p
pi−→ (y1(p), y2(p))
is a birational embedding of X to the algebraic curve C (we also use
the notation Cy1,y2) defined by the projective closure of the image of X
under pi in P2 (see [15, Theorem 5.1]).
Let T (p) be a multiplicative function onX with multipliers correspond-
ing to χ and χ˜. We say that T (p) is a (χ, χ˜)-mapping with κ negative
squares if T (p)T (pτ ) = 1 and the kernel
(8.1) K(χ˜; p, q)− T (p)K(χ; p, q)T (q)∗
has κ negative squares. Then, the model space corresponding to T ,
denoted by P(T ), is the reproducing kernel Pontryagin space with the
reproducing kernel (8.1).
For y(u), a real meromorphic function defined on X with simple poles,
the corresponding model operator, My [50, Equation 3-3], defined on
sections of the vector bundle Vχ ⊗ ∆, which are analytic in neighbor-
hoods of the poles of y(u). It is given by
Myf(u) = y(u)f(u) +
n∑
m=1
cmf(p
(m))K(χ; p(m), u),
where n is the degree of y(u), the points p1, ..., pn are the n distinct
poles of y(u) and c1, ..., cn are the residues of y(u) at these poles (up
to a sign). Moreover, the operator My is bounded in P(T ) and for any
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pair of meromorphic functions y1 and y2 the operators M
y1 and My2
commute.
Let us consider Ryα = (M
y − αI)−1 where α is in the neighborhood of
infinity. Then we have (see [50, Equation 3-4])
Ryαf(u) =
f(u)
y(u)− α −
n∑
j=1
f(u(j))
dy(u(j))
K(χ; u(j), u),
where
(
u(j)
)n
j=1
is the set of n points in X such that y(u(j)) = α. It is
the counterpart of the resolvent operator in the real compact Riemann
surface case.
The (commutative) model vessel associated to a vessel V and a pair of
real meromorphic functions is the collection
VT = (M
y1 , My2 ; P(T ) , Φ , E ; σ1 , σ2 , γ , γ˜ ) .
The vessels VT and V are unitary equivalent on their principal sub-
spaces and share the same normalized joint characteristic function.
The mapping between the inner space P of a vessel VT to the model
space is given by (see also [50, Equation 3-5]):
(8.2)
p→ ξ1dy1(z) + ξ2dy2(z)
ω(z)
P (ξ1, ξ2, z)Φ(ξ1A1+ξ2A2−ξ1y1(z)−ξ2y2(z))−1p.
Here p ∈ P, z ∈ X, ξ1 and ξ2 are free parameters and P is the projection
of E onto the output fiber E˜(p).
In [6, Theorem 3.5], we characterized the definite de Branges spaces
defined on real compact Riemann surfaces. The counterpart theory for
the Pontryagin space setting is presented below.
Theorem 8.1. Let X be a real compact Riemann surface. Let X be a
reproducing kernel Pontryagin space of sections of Vχ˜⊗∆, with negative
index κ, analytic in an open and connected set Ω. We choose real
meromorphic functions y1 and y2 with simple poles generating M(X),
such that Ω contains all the points above the singular points of Cy1,y2
and contains the poles of y1 and y2 and all the elements of X are regular
at these points. Furthermore, we assume that for every α, β ∈ C such
that their n pre-images belong to Ω, the following two conditions hold:
(i) X is invariant under Ry1α and R
y2
β .
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(ii) For every choice of f, g ∈ X such that f and g are analytic at
the poles of y1 and y2, the following identity
[Rykα f, g]−
[
f, Rykβ g
]
− (α− β)
[
Rykα f, R
yk
β g
]
=
− i(α− β)
n∑
l,t=1
f(ν(l))
dyk(ν(l))
K(χ˜; ν(l), ω(t))
g(ω(t))
dyk(ω(t))
,(8.3)
holds for k = 1, 2.
Then the reproducing kernel of X is of the form (8.1) where T (·) is
a (χ, χ˜)-bundle mapping with κ negative squares for some flat unitary
vector bundle χ.
Proof: The complete proof in the Hilbert space setting is given in
[6, Theorem 3.4]. The steps of the proof remain similar under the
Pontryagin space and vector bundle generalizations.
We embed the commuting operators My1 and My2 in a commutative
vessel over Pontryagin space
(My1 , My2 ; X , Φ , Cn ; σ1 , σ2 , γ , γ˜ ),
where Φ : X→ Cn is the evaluation operator at infinity. We define σ1
and σ2 by
(8.4) σk =

c1
k
...
cr
k
0 cr+2
k
cr+1
k
0
...
0 cr+2m
k
cr+2m−1
k
0

.
where c1k, ..., c
r
k correspond to real poles of yk, while c
r+1
k , ..., c
k
r+2m cor-
respond to non-real poles (yk is real and hence non-real poles appear
in conjugate pair). Furthermore, let γ˜ be defined by
γ˜j,k =
c
k
2h
k
1 − ck1hk2, p(j) = p(k)(
cj2c
k
1 − cj1ck2
)
K(χ˜; p(k), p(j)), otherwise,
and γ by
(8.5) γj,k = Ψj,k +
c
k
2h
k
1 − ck1hk2 p(j) = p(k)(
cj2c
k
1 − cj1ck2
)
K(χ˜; p(k), p(j)), otherwise,
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where Ψj,k = (c
j
1c
k
2 − cj2ck1)KX(p(k), p(j)) and where cjk and hjk are the
coefficients of yk at the pole p
(j)
yk(u) = − c
m
k
t(u)
+ hmk + o(|t|).
Then, the colligation conditions (3.19) corresponding to My1 and My2
are equivalent to the structure identity for My1 and My2 , respectively.
The proof of this claim is similar [6, Lemma 5.7], except that we use the
collection formula as presented in [8, Section 4] instead the line-bundle
version as presented in [9, Lemma 4.1].
Furthermore, using definitions (8.4 – 8.5), one can show that the output
and the linkage (and hence the input) vessel conditions hold. Also here,
the proof of the generalizations to the indefinite and non–scalar case
remains the same. However, we note that γ and γ˜ are given in term
of the non-scalar Cauchy kernel instead of the theta functions and the
prime form.
The output determinantal representation is maximal since the canoni-
cal determinantal representation constructed from a vector bundle and
a pair of meromorphic functions is always maximal (see [15, Theorem
5.1]). To show that the input determinantal representation is maximal
uses same method as in [6]. The point is that it is enough to show that
all elements in Ω lie outside the joint spectrum ofMy1 andMy2 . Then,
since the output determinantal representation is maximal, so does the
input determinantal representation. To prove this latter part, we as-
sociate to each p0 ∈ Ω a new model vessel corresponding to a different
pair of meromorphic functions w1 and w2 such that (y1(p0), y2(p0)) lies
outside the joint spectrum of Mw1 and Mw2 and we conclude that
(y1(p0), y2(p0)) lies also the joint spectrum of M
y1 and My2 . See Step
5 in the proof of [6, Theorem 3.5] for the comprehensive details.
The mapping (8.2) from P to the model space is the identity and the
proof in the vector bundle case is similar to step 5 in [6] with the
following modifications. The Cauchy kernels in the line bundle case are
replaced by the non-scalar Cauchy kernels, using the collection formula
as in [8, Section 4] and the normalized sections are matrices instead of
vectors. On the other hand, X is a reproducing kernel Pontryagin space
and hence satisfies
(8.6) h(z) = [h,KX(·, z)]X .
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Therefore
hˆ(z) =
ξ1dy1(z) + ξ2dy2(z)
ω(z)
P˜ (ξ1, ξ2, z)Φ×
× (ξ1A1 + ξ2A2 − ξ1y1(z)− ξ2y2(z))−1h
=h(z).(8.7)
Combining (8.6) and (8.7), we conclude that the reproducing kernel
can be expressed explicitly in terms of the model space mapping by:
KX(p, q) =
(
ξdy(p)
w(p)
)
P˜ (ξ, p)Φ(ξA− ξy(p))−1×
× (ξA− ξy(q))−∗Φ∗P˜ (ξ, q)∗
(
ξdy(q)
w(q)
)
.
We use the relation (see Section 3 in the preceding pages)
(ξσ)Φ(ξA− ξy(p))−1(ξA− ξy(q))−∗Φ∗(ξσ)∗
=
S(ξ, p)(ξσ)S(ξ, q)∗− (ξσ)
−i(ξy(p)− ξy(q)) ,
where S(ξ, z) is given by
S(ξ, z) = I − i(ξσ)Φ(ξA− ξy(z))−1Φ∗
and we use (7.26) to conclude (see also [6, Section 5]) the following
KX(p, q) =K(χ˜; p, q)− T (p)K(χ; p, q)T (q)∗.

Theorem 8.2. Let X be a real compact Riemann surface, let T be a
vector bundle mapping corresponds to (χ, χ˜) with κ negative squares
and let X be the associated reproducing kernel Pontryagin space with
reproducing kernel of the form (8.1). Furthermore, let y be a real mero-
morphic function on X such that T is regular at the poles of y. Then,
for any α ∈ C such that all its pre-images under y(·) belong to Ω, X is
Ryα-invariant and the structure identity (8.3) holds.
Proof: We choose an additional real meromorphic function y2 such
that all the poles of y2 are contained in Ω and y1 and y2 generate
M(X).
We associate to χ˜ and χ the canonical determinantal representations
to ensure maximality of the input and output determinantal represen-
tations. Then we apply the Pontryagin space realization theorem, i.e.
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Theorem 7.9. Hence there exists a two-operator commutative vessel
over Pontraygin space
V = (A1 , A2 ; P , Φ , C
n ; σ1 , σ2 , γ , γ˜ )
such that T is the normalized joint characteristic function of V. Here
P is an arbitrary Pontryagin space with negative index κ, A1 and A2
are bounded operators on P . Then the associated model vessel is given
by
VT = (M
y1 , My2 ; P(T ) , ΦT , C
n ; σ1 , σ2 , γ , γ˜ )
and is an irreducible commutative two-operator vessel which is unitary
equivalent, on its principal subspace, to V and they share the same
normalized joint characteristic function.
The space P(T ) is invariant under My1 and then, by [9], is also Ry1α -
invariant for α in the neighborhood of infinity.
Finally, since the structure identity is equivalent to the colligation con-
dition (Step 1 in the proof of [6, Theorem 3.4], the proof remains similar
in this paper setting), the colligation condition of My1 in VT implies
the structure identity for y1(·). 
9. Beurling theorem for indefinite Hardy spaces on
Finite Bordered Riemann surfaces
There were several attempts to study shift operators and generalize
Beurling’s Theorem to indefinite inner product Hardy spaces, see, in
different contexts, [43] and the series of papers by Ball and Helton,
of which we mention, [17] and [18]. These papers consider the Hardy
spaces of functions with values in Cn and use Halmos’ wandering sub-
spaces in order to state a Beurling’s theorem on Cn equipped with a
Hermitian form.
One may replace the unit disk D by an arbitrary finite bordered Rie-
mann surface and study invariant subspaces of square summable sec-
tions of the vector bundle Vχ⊗∆ on a finite bordered Riemann surface
(as in the previous sections, Vχ is a flat vector bundle of rank m and
∆ is a square root of the canonical line bundle). Let S be a finite bor-
dered Riemann surface with boundary ∂S having k > 0 components,
denoted by X0, ..., Xk−1. The double of S is a compact Riemann sur-
face X with a natural antiholomorphic involution τ (the boundary ∂S
coincides with the set of fixed points of τ on X, denoted by XR) turn-
ing X into a real compact Riemann surface of dividing type. Finally,
we recall that a real meromorphic function of dividing type is a real
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meromorphic function on X such that p ∈ ∂S if and only if y(p) ∈ CR
(the existence of such functions is proved in [1]).
It is then natural to consider (see [4]) the indefinite inner product given
by associating anm×m signature matrix to each boundary component
(or a sign to each boundary component in the line bundle setting). The
indefinite inner product is given by
[f, g]H2
χ;J0,...,Jk−1
=
k−1∑
i=0
∫
Xi
g(p)∗Jif(p),
where Ji is the signature matrix associated to Xi (more generally, one
may consider J(·) to be a continuous matrix function whose values are
m×m selfadjoint nonsingular matrices) and satisfying
χ(T )∗Ji(T p˜)χ(T ) = Ji(p˜)
for any p˜ ∈ X˜i, an element in the universal covering above the i-th
boundary component, and any deck transformation T of S˜ over S,
which identified as element of pi1(S).
We assume the vector bundle Vχ⊗∆ satisfies h0(Vχ⊗∆) = 0. Then the
corresponding Hardy space, denoted by H2J0,...,Jk−1(S, Vχ⊗∆) (when no
confusion is possible, we use the shortcut H2χ;(Jℓ)), is nondegenerate see
[8, Proposition 2.2]. Furthermore, H2χ;(Jℓ) is a reproducing kernel Krein
space.
We recall that in [8, Section 4] the authors introduced an isometric
isomorphism (up to a 2pi factor) from the indefinite Hardy space of
sections defined on a finite bordered Riemann surface to the indefinite
Hardy space on the unit disc H2,MJ (T) where M = mn (m is the rank
of the vector bundle Vχ while n is degree of y) and where the Hermitian
form is given by
[f, g]
H
2,M
J
(T) =
1
2pi
∫ 2pi
0
g(eit)∗Jf(eit)dt,
where J is an M ×M selfadjoint matrix and f and g are CM -valued
function on D. The isomorphism is based on the boundary uniformiza-
tion theorem of finite bordered Riemann surfaces and, for some fixed
λ0 ∈ C with n pre-images, the isometric isomorphism is given explicitly
by
(9.8) f(p)→ vi,f(λ) = (λ− λ0)
n∑
j=1
K(χ;λi0, λ
j)f(λj)
dz(λj)
√
dz(λi0)
, i = 1, ..., n
where λi denotes the i-th pre-image of λ ∈ C under the uniformazation
mapping z(p).
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Lemma 9.1. Let S be a finite bordered Riemann surface, let y(·) be a
real meromorphic function of dividing type on the double X and assume
that H⊥ is a closed subspace in H2J0,...,Jk−1(S, Vχ ⊗ ∆). Then for any
α ∈ C+ the operator M 1
y(p)−α
is bounded away from zero in norm.
Proof: We compute the image of the multiplication operatorM 1
y(p)−α
f ,
where f ∈ H⊥ with ||f || = 1, under the isomorphism (9.8).
We recall that the topology of H2,M
J
(T) is, by definition, the topology
of H2M(T). Thus we have∣∣∣∣∣∣∣∣ 12piM 1y(p)−αf(p)
∣∣∣∣∣∣∣∣2
H2
χ;(Jℓ)
=
∣∣∣∣∣∣∣∣v f(·)
y(·)−α
(λ)
∣∣∣∣∣∣∣∣2
H
2,M
J
(T)
=
∣∣∣∣∣∣∣∣v f(·)
y(·)−α
(λ)
∣∣∣∣∣∣∣∣2
H2,M (T)
=
∫
T
v f(·)
y(·)−α
(λ)∗v f(·)
y(·)−α
(λ)dλ
=
n∑
i=1
∫
T
v
i,
f(·)
y(·)−α
(λ)v
i,
f(·)
y(·)−α
(λ)dλ.
By definition of the isomorphism, the last term becomes
n∑
i=0
∫
T
|λ0 − λ|2
n∑
j=1
K(χ;λi0, λ
j)
dz(λj)
√
dz(λi0)
f(λj)
y(λj)− α×
n∑
k=1
K(χ;λi0, λ
k)
dz(λk)
√
dz(λi0)
f(λk)
y(λk)− α
=
∫
T
|λ0 − λ|2
n∑
m,j=1
f(λj)
y(λj)− α
f(λj)
y(λj)− α×(
1
dz(λj)
n∑
i=0
K(χ;λi0, λ
j)K(χ;λi0, λ
k)
dz(λi0)
1
dz(λk)
)
.
Using the collection formula [8, Section 3]
n∑
i=0
K(χ;λj1λ
i
0)K(χ;λ
i
0, λ
k
2)
dz(λi0)
=
λ2 − λ1
(λ1 − λ0)(λ2 − λ0)
K(χ;λj1λ
k
2),
and recalling that λ0 has n distinct pre-images and λ is real, the inner
summation is zero whenever m 6= j. Furthermore, we recall that the
inverse of the unit circle under the mapping z is ∂S and since y is a
real dividing meromorphic function, we have that y(λj) ∈ R along the
integration path. Finally, combining the above with the assumption
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that Im α > 0, we conclude the following∫
T
|λ0 − λ|2
n∑
j=1
|f(λj)|2
|y(λj)−Re α|2 + |Im α|2
n∑
i=0
K(λi0, λ
j)K(λi0, λ
j)
≥ 1|Im α|2
∫
T
|λ0 − λ|2
n∑
j=1
∣∣∣f(λj)∣∣∣2 n∑
i=0
K(λi0, λ
j)K(λi0, λ
j)
=
1
|Im α|2 ||vf (λ)||
2
H
2,M
J
(T) =
1
|Im α|2
∣∣∣∣∣
∣∣∣∣∣f(p)2pi
∣∣∣∣∣
∣∣∣∣∣
2
H2
χ;(Jℓ)
> Dα.
Here Dα > 0 is independent of the choice of f(p) and hence the multi-
plication operator M 1
y(u)−α
is bounded away from zero. 
Therefore, repeating the same arguments as appeared in [6, Lemma
4.10], we may state the following result.
Corollary 9.2. Let S be a finite bordered Riemann surface and X is
its double, let y(·) be a real meromorphic function of dividing type on
X and let H⊥ be a closed subspace in H2χ;(Jℓ). Furthermore, we assume
that the elements of H⊥ have an analytic extension with bounded point
evaluations in a neighborhood of the poles of y(·) Then the following
hold:
(1) Ryα0 is invariant and bounded in H
⊥.
(2) The structure identity holds also for α0.
Proof: It is a consequence of Lemma 9.1 and repeating the proof in
[6, Lemma 4.10]. 
We use de Branges structure theorem for Pontryagin spaces, i.e. Theo-
rem 8.1, to give the following Beurling type theorem. We highlight the
additional assumption that H⊥ has a finite dimensional negative part
and hence Theorem 8.1 can be applied.
Theorem 9.3. Let S be a finite bordered Riemann surface such that
h0(Vχ˜ ⊗ ∆) = 0, let X be its double and let H2χ˜;(Jℓ) be an associated
indefinite Hardy space on X+. Let y1 and y2 be a pair of real meromor-
phic functions of dividing type generating M(X). Furthermore, assume
that the following conditions hold:
(1) H is a closed subspace of H2
χ˜;Jℓ
and is invariant under the mul-
tiplication operators M 1
y1(u)−α
and M 1
y2(u)−α
for every α ∈ C+.
(2) H⊥ is a non-degenerate subspace with finite dimensional nega-
tive part. Furthermore, the elements of H⊥ are assumed to have
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analytic extensions with bounded point evaluations in neighbor-
hoods of the poles of y1 and y2 and of the pre-images of the
singular points of the curve Cy1,y2.
Then there exists a (χ, χ˜) bundle mapping T with κ negative squares
such that
H = TH2
χ˜;(Jℓ)
.
The outline of this proof follows the proof in [6, Theorem 4.3]. Basically,
the nonpositivity of the Hardy space does not influence significantly the
proof outline, except a single delicate point, which has been discussed
and elaborated above in Lemma 9.1 and Corollary 9.2.
Proof of Theorem 9.3: By assumption, H⊥, the orthogonal com-
plement subspace of H, is a non-degenerate subspace with finite di-
mensional negative part and hence H⊥ is a Pontryagin space. Further-
more, by assumption, H is invariant under the multiplication operators
M 1
y1(u)−α
and M 1
y2(u)−β
and thus H⊥ is invariant under the operators
Ry1α and R
y2
β where α, β ∈ C+. This result was proved in [6, Lemma
4.8] and remains valid in the indefinite setting.
Furthermore, we note that even in the indefinite setting, the Cauchy
kernels are eigenfunctions of the resolvent operator and the structure
identity holds for resolvent operators corresponding to points in the
upper half plane. Hence, using Corollary 9.2, H⊥ is invariant under
the bounded operator Rykα where α ∈ R in the neighborhood of infinity
and the structure identity can be extended to α ∈ R.
Since h0(Vχ ⊗ ∆) = 0 and using [8, Proposition 2.2], X also satisfies
h0(Vχ⊗∆) = 0 and hence we consider the (unique) extension of vector
bundles on S to vector bundles on X (see [8, Proposition 2.1]). We
then apply the indefinite version of the structure theorem, Theorem
8.1, on H⊥. Thus, H⊥ is a reproducing kernel Pontryagin space with
the reproducing kernel
KH⊥(p, q) = K(χ˜; p, q)− T (p)K(χ; p, q)T (q)∗,
where T is a bundle mapping from H2χ;(Jℓ) to H
2
χ˜;(Jℓ)
with κ negative
squares. Therefore, we can write
H
⊥ = H2
χ˜;(Jℓ)
⊖ TH2χ;(Jℓ)
and so H = TH2χ;(Jℓ). 
52 D. ALPAY, A. PINHAS, AND V. VINNIKOV
References
[1] L. Ahlfors. Open Riemann surfaces and extremal problems on compact subre-
gions. Comment. Math. Helv., 24:100–123, 1950.
[2] D. Alpay. The Schur algorithm, reproducing kernel spaces and system theory.
American Mathematical Society, Providence, RI, 2001. Translated from the
1998 French original by Stephen S. Wilson, Panoramas et Synthe`ses.
[3] D. Alpay, A. Dijksma, J. Rovnyak, and H. de Snoo. Schur functions, operator
colligations, and reproducing kernel Pontryagin spaces, volume 96 of Operator
theory: Advances and Applications. Birkha¨user Verlag, Basel, 1997.
[4] D. Alpay and H. Dym. Hilbert spaces of analytic functions, inverse scattering
and operator models, II. Integral Equation and Operator Theory, 8:145–180,
1985.
[5] D. Alpay and H. Dym. On applications of reproducing kernel spaces to the
Schur algorithm and rational J-unitary factorization. In I. Gohberg, editor, I.
Schur methods in operator theory and signal processing, volume 18 of Operator
Theory: Advances and Applications, pages 89–159. Birkha¨user Verlag, Basel,
1986.
[6] D. Alpay, A. Pinhas, and V. Vinnikov. de Branges spaces on compact Riemann
surfaces and Beurling-Lax type theorem. arXiv preprint arXiv:1806.08670,
2018.
[7] D. Alpay and I. Sabadini. Beurling–lax type theorems in the complex and
quaternionic setting. Linear Algebra and its Applications, 530:15–46, 2017.
[8] D. Alpay and V. Vinnikov. Indefinite Hardy spaces on finite bordered Riemann
surfaces. J. Funct. Anal., 172:221–248, 2000.
[9] D. Alpay and V. Vinnikov. Finite dimensional de Branges spaces on Riemann
surfaces. J. Funct. Anal., 189(2):283–324, 2002.
[10] N. Aronszajn. Theory of reproducing kernels.Trans. Amer. Math. Soc., 68:337–
404, 1950.
[11] D. Z. Arov, J. Rovnyak, and S. M. Saprikin. Linear passive stationary scatter-
ing systems with Pontryagin state spaces.Math. Nachr., 279(13-14):1396–1424,
2006.
[12] D. Z. Arov and S. M. Saprikin. Maximal solutions for embedding problem for
a generalized Shur function and optimal dissipative scattering systems with
Pontryagin state spaces. Methods Funct. Anal. Topology, 7(4):69–80, 2001.
[13] T. Ya. Azizov and I. S. Iohvidov. Foundations of the theory of linear opera-
tors in spaces with indefinite metric. Nauka, Moscow, 1986. (Russian). English
translation: Linear operators in spaces with an indefinite metric. John Wiley,
New York, 1989.
[14] J. Ball and V. Vinnikov. Zero-pole interpolation for meromorphic matrix func-
tions on an algebraic curve and transfer functions of 2D systems. Acta Appl.
Math., 45(3):239–316, 1996.
[15] J. Ball and V. Vinnikov. Zero-pole interpolation for matrix meromorphic func-
tions on a compact Riemann surface and a matrix Fay trisecant identity. Amer.
J. Math., 121(4):841–888, 1999.
[16] J. Ball and V. Vinnikov. Overdetermined multidimensional systems: state
space and frequency domain methods. In Mathematical systems theory in bi-
ology, communications, computation, and finance (Notre Dame, IN, 2002),
volume 134 of IMA Vol. Math. Appl., pages 63–119. Springer, New York, 2003.
COMMUTING OPERATORS OVER PONTRYAGIN SPACES 53
[17] J. A. Ball and J. W. Helton. A Beurling-Lax theorem for the Lie group
U(m, n) which contains most classical interpolation theory. J. Operator The-
ory, 9(1):107–142, 1983.
[18] J. A. Ball and J. W. Helton. Beurling-Lax representations using classical Lie
groups with many applications. II. GL(n, C) and Wiener-Hopf factorization.
Integral Equations Operator Theory, 7(3):291–309, 1984.
[19] H. Bart, M. A. Kaashoek I. Gohberg, and A. C. M. Ran. A state space ap-
proach to canonical factorization with applications, volume 200 of Operator
Theory: Advances and Applications. Birkha¨user Verlag, Basel; Birkha¨user Ver-
lag, Basel, 2010. Linear Operators and Linear Systems.
[20] J. Bogna´r. Indefinite inner product spaces. Ergebnisse der Mathematik und
ihrer Grenzgebiete, Band 78. Springer–Verlag, Berlin, 1974.
[21] L. de Branges. Espaces Hilbertiens de fonctions entie`res. Masson, Paris, 1972.
[22] L. de Branges and J. Rovnyak. Square summable power series. Holt, Rinehart
and Winston, New York, 1966.
[23] M. S. Brodski˘ı. Triangular and Jordan representations of linear operators.
American Mathematical Society, Providence, R.I., 1971. Translated from the
Russian by J. M. Danskin, Translations of Mathematical Monographs, Vol. 32.
[24] M. S. Brodski˘ı. Unitary operator colligations and their characteristic functions.
Russian math. surveys, 33:159–191, 1978.
[25] M. S. Brodski˘ı and M. S. Livsˇic. Spectral analysis of non-self-adjoint operators
and intermediate systems. Uspehi Mat. Nauk (N.S.), 13(1(79)):3–85, 1958.
[26] J. Fay. Theta functions on Riemann surfaces. Springer-Verlag, Berlin, 1973.
Lecture Notes in Mathematics, Vol. 352.
[27] I. S. Iohvidov, M. G. Kre˘ın, and H. Langer. Introduction to the spectral theory of
operators in spaces with an indefinite metric. Akademie–Verlag, Berlin, 1982.
[28] M. Kaltenba¨ck and H. Woracek. Pontryagin spaces of entire functions. I. Inte-
gral Equations Operator Theory, 33(1):34–97, 1999.
[29] M. Kaltenba¨ck and H. Woracek. Pontryagin spaces of entire functions. II. In-
tegral Equations Operator Theory, 33(3):305–380, 1999.
[30] M. Kaltenba¨ck and H. Woracek. Pontryagin spaces of entire functions. III. Acta
Sci. Math. (Szeged), 69(1-2):241–310, 2003.
[31] N. Kravitsky. Regular colligations for several commuting operators in banach
space. Integral Equations and Operator Theory, 6(1):224–249, 1983.
[32] M. G. Kre˘ın and H. Langer. U¨ber die verallgemeinerten Resolventen und die
charakteristische Funktion eines isometrischen Operators im Raume Πk. In
Hilbert space operators and operator algebras (Proc. Int. Conf. Tihany, 1970),
pages 353–399. North–Holland, Amsterdam, 1972. Colloquia Math. Soc. Ja´nos
Bolyai.
[33] M. Langer and H. Woracek. A function space model for canonical systems with
an inner singularity. Acta Sci. Math. (Szeged), 77(1-2):101–165, 2011.
[34] M. Langer and H. Woracek. Indefinite Hamiltonian systems whose Titchmarsh-
Weyl coefficients have no finite generalized poles of non-positive type. Oper.
Matrices, 7(3):477–555, 2013.
[35] I. M. Lifshits. On a problem of perturbation theory related to quantum statis-
tics. Uspeki Mat. Nauk., 7:171–180, 1952. In russian.
54 D. ALPAY, A. PINHAS, AND V. VINNIKOV
[36] M. S. Livsˇic. A method for constructing triangular canonical models of com-
muting operators based on connections with algebraic curves. Integral Equa-
tions Operator Theory, 3(4):489–507, 1980.
[37] M. S. Livsˇic. Commuting nonselfadjoint operators and collective motions of
systems. In Commuting Nonselfadjoint Operators in Hilbert Space, pages 1–
38. Springer, 1987.
[38] M. S. Livsˇic. Operator colligations, waves, open systems. Transl. Math. Monog.
AMS. AMS, Providence, R.I., 1973.
[39] M. S. Livsˇic. Operator waves in Hilbert space and related partial differential
equations. Integral Equations and Operator Theory, 2:25–47, 1979.
[40] M. S. Livsˇic. Cayley–Hamilton theorem, vector bundles and divisors of com-
muting operators. Integral Equations and Operator Theory, 6:250–273, 1983.
[41] M. S. Livsˇic. Commuting nonselfadjoint operators and mappings of vector bun-
dles on algebraic curves, volume 19 of Operator Theory: Advances and Appli-
cations, pages 275–279. Birkha¨user Verlag, Basel, 1986.
[42] M. S. Livsˇic, N. Kravitski, A. Markus, and V. Vinnikov. Commuting nonselfad-
joint operators and their applications to system theory. Kluwer, 1995.
[43] B. W. McEnnis. Shifts on indefinite inner product spaces. Pacific J. Math.,
81(1):113–130, 1979.
[44] D. Mumford. Tata lectures on Theta, I, volume 28 of Progress in mathematics.
Birkha¨user Verlag, Basel, 1983.
[45] D. Mumford. Tata lectures on Theta, II, volume 43 of Progress in mathematics.
Birkha¨user Verlag, Basel, 1984.
[46] B. Sz. Nagy and C. Foias¸. Harmonic analysis of operators on Hilbert spaces.
Akademia Kiado, Budapest, 1966.
[47] L. Schwartz. Sous-espaces hilbertiens et antinoyaux associe´s. In Se´minaire
Bourbaki, Vol. 7, pages Exp. No. 238, 255–272. Soc. Math. France, Paris,
1961-1962.
[48] P. Sorjonen. Pontryagin Rau¨me mit einem reproduzierenden Kern. Ann. Acad.
Fenn. Ser. A. I, pages 1–30, 1973.
[49] V. Vinnikov. Commuting nonselfadjoint operators and algebraic curves, vol-
ume 59 of Operator Theory: Advances and Applications, pages 348–371.
Birkha¨user Verlag, Basel, 1992.
[50] V. Vinnikov. Commuting operators and function theory on a Riemann surface.
In Holomorphic spaces (Berkeley, CA, 1995), volume 33 of Math. Sci. Res.
Inst. Publ., pages 445–476. Cambridge Univ. Press, Cambridge, 1998.
(DA) Schmid College of Science and Technology, Chapman University,
One University Drive Orange, California 92866, USA
E-mail address: alpay@chapman.edu
(AP) Department of mathematics, Ben-Gurion University of the Negev,
P.O. Box 653, Beer-Sheva 84105, Israel
E-mail address: arielp@post.bgu.ac.il
(VV) Department of mathematics, Ben-Gurion University of the Negev,
P.O. Box 653, Beer-Sheva 84105, Israel
E-mail address: vinnikov@math.bgu.ac.il
