Abstract. We describe a new implementation of a two-level overlapping Schwarz preconditioner with energy-minimizing coarse space (GDSW) and show numerical results for an additive and a hybrid additive-multiplicative version. Our parallel implementation makes use of the Trilinos software library and provides a framework for parallel two-level Schwarz methods. We show parallel scalability for two and three dimensional scalar second-order elliptic and linear elasticity problems for several thousands of cores. We also discuss techniques for the parallel construction of coarse spaces which are also of interest for other parallel preconditioners and discretization methods using energy minimizing coarse functions. We finally show an application in monolithic fluid-structure interaction, where significant improvements are achieved compared to a standard algebraic, one-level overlapping Schwarz method.
preconditioner.
Iterative solvers for problems on unstructured grids, which are scalable for elasticity problems to the full range of today's supercomputers, are parallel multilevel methods from the family of domain decomposition methods or multigrid (MG) algorithms: Algebraic Multigrid (AMG) methods have recently scaled to 262 144 cores and 524 288 MPI processes for elasticity using special interpolations [5] . FETI-DP domain decomposition methods have scaled to 524 288 cores [31] and to 786 432 MPI ranks and cores for 63 billion displacement unknowns [30] in nonlinear hyperelasticity, making this the currently largest range of parallel scalability reported for any linear or nonlinear domain decomposition method. BDDC methods have scaled to 458 432 cores [3] for linear elasticity. These latter domain decomposition methods are, however, not completely algebraic, i.e., they need access to the matrices of the local Neumann problems. This is not the case for domain decomposition methods of the overlapping Schwarz type, and it has been argued that they are therefore easier to construct. Overlapping Schwarz methods have scaled to 8 192 subdomains and MPI processes (on 8 192 sockets) in [28, 26] . Overlapping Schwarz methods have also scaled for large multiphysics problems such as fluid-structure interaction (FSI); see [43] , where an overlapping Schwarz method applied to a monolithic system has scaled to 3 072 cores. In [36] , a two-level Newton-Krylov-Schwarz method has been applied to the bidomain equation using up to 2 048 cores. A hybrid multilevel version of this Schwarz preconditioner has scaled to 2 048 cores in Scacchi [38, 39] using up to 5 levels. Recently, a multilevel Schwarz preconditioner has also been applied to cardiac electro-mechanical coupling in [20] ; therein, strong scalability using 4 levels for up to 512 cores has been reported. Recently, in [34] , a three-level overlapping Schwarz method has been shown to be strongly scalable for up to 10 240 cores of an IBM cluster for a three-dimensional linear elasticity problem. Two special techniques are used to obtain the scalability results also for unstructured meshes: the partitioning is performed in two stages, and special care is taken to preserve the features of the boundary also on the coarse levels [34] . The first technique may also be of help for us. All geometric features of the boundary, however, are resolved by the GDSW coarse basis functions, automatically.
In this paper, we present a software framework for parallel scalable two-level overlapping Schwarz methods in Trilinos and discuss strengths and weaknesses of our approach. We discuss possible future improvements to obtain a framework for overlapping Schwarz methods with improved robustness and scalability. In GDSW, no coarse triangulation is needed but instead equivalence classes denoted as vertices, edges, and faces have to be defined and identified algebraically to construct the energy minimizing coarse space (see Sect. 4.4). Our techniques to identify vertices, edges, and faces in parallel (see Sect. 4.3) are also of interest for other related preconditioners such as FETI-DP and BDDC methods [42, 35] . They may also be helpful in the parallel implementation of related multiscale discretization methods [22] . arising from a finite element discretization of, e.g., a Laplace problem or elasticity on a domain Ω, with sufficient Dirichlet boundary conditions. Let Ω ⊂ R 2 or Ω ⊂ R 3 be decomposed into overlapping and corresponding nonoverlapping subdomains, cf. Fig. 1 for a cube in 3D. The overlapping decomposition defines the first level, the nonoverlapping decomposition is used to define the coarse level of the preconditioner. The GDSW preconditioner [14, 15] is a two-level additive overlapping Schwarz preconditioner with exact solvers; cf. [42] . Thus, the preconditioner can be 
, where (2.3)
corresponds to the coarse problem, and theÃ i = R T i AR i correspond to the concurrent local overlapping problems on the fine level. Here, the matrices R i represent the restriction operators to the overlapping subdomains. This definition is equivalent to the definition of the standard two-level Schwarz preconditioner
. Indeed, for the GDSW preconditioner the choice of φ is the main ingredient. Instead of a coarse Lagrangian finite element basis, which requires a coarse triangulation, a partition of unity is defined on the interface Γ, and an energy-minimizing extension to the interior is then used to define the coarse basis functions.
For the construction of these coarse basis functions, we consider the nonoverlapping domain decomposition. In particular, for linear elasticity, the interface values of the coarse basis functions are the restrictions of the rigid body modes of each subdomain to the interface of the nonoverlapping decomposition.
In two dimensions the space of rigid body motions is spanned by two translations, In three space dimensions, however, the null space is spanned by three translations, The origin of the rotation is a pointx ∈ Ω. From the Korn inequalities, we see that we can control the null space of the operator, if we set essential boundary conditions or if we require the solution to be orthogonal to all rigid body modes.
Let Γ be the set of degrees of freedom on the interface of the decomposition Γ, i.e., the degrees of freedom which belong to more than one subdomain, and I be the set of the remaining degrees of freedom. All degrees of freedom corresponding to nodes on the Dirichlet boundary are considered as interior degrees of freedom. The basis functions of the GDSW coarse space can be written as
where Φ Γ is defined from restrictions of the rigid body motions to (in 3D) faces, edges, and vertices of the interface of the nonoverlapping decomposition. Note that
II ) is a block diagonal matrix containing the local matrices A 3. Hybrid GDSW Preconditioner. The GDSW preconditioner is related to other preconditioners using energy-minimizing coarse spaces, e.g., to the balancing preconditioner applied to BDDC [33] , which is of the form
and U Γ is appropriately chosen. The standard coarse space in BDDC is nevertheless slightly different from the one in GDSW (the extension is performed to the non primal variables in BDDC and to the interior in GDSW).
The preconditioner
can be motivated from deflation or balancing, with
has to be computed in the coarse correction of
it can be reused for the projections (I − P 0 ) and (I − P 0 ) T . However, in a naive implementation, the forward and backward substitution for the coarse solve is performed three times in one application of the hybrid preconditioner (a closer look reveals that this is not necessary), whereas it is performed only once in the standard GDSW preconditioner. The multiplicative version, however, does not allow a completely concurrent solution of the levels.
For a symmetric A, we obtain for the Schwarz operator
Thus, this preconditioner is equivalent to the hybrid preconditioner 1 from [42, Sect. 2.2] with the GDSW coarse space.
4. Implementation. In this section, we discuss our parallel implementation of the GDSW preconditioner as an Epetra_Operator based on Trilinos 12.0; cf. [25] . Note that, for compatibility with other libraries such as LifeV [19] , which we use for the finite element discretizations, we have used the Trilinos Epetra package for the parallel linear algebra. The more recent Tpetra package provides the same functionality in templated form with improved support for shared-memory parallelism.
Trilinos Software Library.
Trilinos is an object oriented C++ library which supports features for handling large-scale, complex multi-physics engineering and scientific problems [25] . Although it is composed of individual, independently maintained packages, which could also be used separately, Trilinos presents these packages within a common framework to facilitate the development of efficient parallel scientific applications. The packages include a basic parallel linear algebra infrastructure (Epetra, EpetraExt), direct linear solvers (Amesos), iterative linear solvers (AztecOO, Belos), a suite of useful tools (Teuchos), and preconditioners such as algebraic overlapping Schwarz (IFPACK).
Trilinos offers very flexible mechanisms to define the parallel distribution of linear algebra objects by using maps (Epetra_Map); see Fig. 2 . The distribution can be arbitrary, and a vector entry can be held redundantly by the processors.
, and Fig. 2 : A local distribution, a fully replicated distribution, a linear distribution, and a specific distribution of a vector with some replicated elements for two processors (left: processor 0/right: processor 1). The distribution of parallel vectors is defined by an Epetra_Map.
For a distributed matrix, i.e., a specialization of Epetra_Operator such as an Epetra_CrsMatrix, four maps determine the parallel distribution of the matrix and the communication pattern for the application of the matrix to parallel vectors. In particular, the row and the column map determine the distribution of the rows and the columns of the matrix, respectively, and the domain and the range map correspond to the maps of the source and destination vectors. Also for the multiplication or the summation of matrices, compatible maps are required. Such latter operations are part of the package EpetraExt, which also contains I/O support for reading and writing files in, e.g., Matlab or HDF5 formats, a PETSc interface for Trilinos preconditioners, or a function to form the explicit transpose of a matrix.
To communicate off-process elements of distributed objects, i.e., of matrices and vectors, Epetra provides the classes Epetra_Export and Epetra_Import. By specifying the source and the target map, the content of an object is transferred to a second object with a different distribution. These operations thus correspond to gather and scatter operations.
The Amesos package provides object-oriented interfaces to direct solvers (mostly third-party libraries), like Lapack [2] (Amesos_Lapack), MUMPS [1] (Amesos_Mumps), and Umfpack [12] (Amesos_Umfpack), whereas AztecOO and Belos provide implementations of iterative Krylov methods such as conjugate gradients (CG), generalized minimal residual (GMRes), and biconjugate gradients stabilized (BiCGSTAB). The package Teuchos includes, among others, tools for smart pointers (Teuchos::RCP), parameter lists (Teuchos::ParameterList), timers (Teuchos::TimeMonitor), and command line processing (Teuchos::CommandLineProcessor).
For finite element based implementations, special derived vector and matrix classes, i.e., Epetra_FEVector and Epetra_FECrsMatrix, are provided. These classes simplify the parallel assembly compared to the corresponding standard classes Epetra_Vector and Epetra_CrsMatrix -but we have not used them in our implementation.
In order to apply an operator to multiple vectors, e.g., the multiplication of an operator with multiple vectors in block-Krylov methods or the solution of a linear system with multiple right hand sides, Trilinos provides the Epetra_MultiVector class, where a single Epetra_MultiVector can contain any number of vectors with the same length and distribution. The class Epetra_Vector is in fact a specialization of an Epetra_MultiVector, i.e., a multi vector with a single column.
4.2.
Structure of the GDSW Implementation. Our GDSW implementation is structured as follows: we have partitioned the computational work in two separate classes, i.e., the class SOS (special overlapping Schwarz preconditioner) and the class SOSSetUp (object to perform setup of the preconditioner). The class SOSSetUp sets up • the local overlapping subdomain matricesÃ i and • the global matrix Φ which contains the coarse basis functions. In order to build the matricesÃ i , we first export the fully assembled matrix A to the overlapping distribution (Epetra_Map) and then extract the local portions of the matrix.
To build the matrix Φ, the interface components have to be identified (cf. Sec. 4.3), and the interface values and the local discrete harmonic extensions of the coarse basis functions have to be computed (cf. Sec. 4.4).
The class SOS is a specialization of the abstract class Epetra_Operator which defines the general interface for parallel operators in Trilinos; see Fig. 3 . In this way, the preconditioner is compatible with, e.g., the iterative solver packages of Trilinos. The preconditioner class contains the part of the implementation which relates to the application of the preconditioner, i.e.,
• the computation of the coarse matrix A 0 (cf. Sec. 4.5),
• the factorization of local overlapping and the global coarse problems (cf. Sec. 4.6), • and the handling of the parallel application of the preconditioner (cf. Sec. 4.7). Thus, the class SOS can be used to implement any kind of two-level overlapping Schwarz preconditioner, by modifying or replacing the class SOSSetUp.
4.3. Identification of Vertices, Edges, and Faces in Parallel. As in BDDC or FETI-DP domain decomposition methods [42, 35] , in GDSW methods for the setup of the coarse level, the vertices, edges, and (in 3D) faces of the nonoverlapping domain decomposition have to be efficiently identified in parallel. The parallel procedure described in the following is thus also of interest for FETI-DP and BDDC type preconditioners [42, 35] .
We have decided to implement our procedure building purely on the parallel linear algebra tools from Trilinos. First, we transfer for all nodes the subdomain numbers they belong to: for each node x ∈Ω, we communicate the index set
to all processes. This is implemented using Epetra_Exporters and Epetra_IntVectors, i.e., parallel vectors of integers.
In particular, for a nodex which belongs to the subdomains Ω i , Ω j (assigned to process P1), Ω k (assigned to process P2), and Ω l (assigned to process P3), cf. Results are for linear elasticity in 2D with H/h = 100 (top) and linear elasticity in 3D with H/h = 6 (bottom) using P2 finite elements. For the corresponding scaling results, see [23] . Then, the indices i, j, k, and l can be retrieved locally from the binary representation of the sum. In general, the total number of subdomains N is larger than the size of an integer (typically 32 or 64 bit), such that multiple integers have to be used for one node.
Since N x has to be computed for all nodes inΩ, Epetra_IntVector vectors of length "number of nodes", with each entry of the vector corresponding to one node, have to be added up among neighboring processes. The vectors are distributed according to the map of the nonoverlapping decomposition which overlaps only in the interface degrees of freedom. The parallel summation of the integers is then performed using an Epetra_Export object. Therefore, we first export the vectors to a uniquely distributed Epetra_Map, summing up the overlapping entries, and then import the vector back to the original map.
When the index sets are available locally on all processes, the multiplicity of each node, which is just the cardinality of N x , can be computed locally.
To identify the interface components, we categorize all nodes according to the sets N x , i.e., all nodes which belong to the same subdomains are categorized in the same interface component. A single node which belongs to a set of subdomains (more than one) is a vertex of the decomposition, and all nodes which belong to the same two subdomains form a face. Among the remaining nodes, all nodes which Fig. 4 : assuming that the subdomains i and j are assigned to process P1, the subdomain k is assigned to process P2, and the subdomain l is assigned to process P3, the local integers 2 i + 2
, and their summation are shown in binary representation.
belong to more than two subdomains, reside on an edge of the decomposition. All nodes with multiplicity 1 are categorized as interior nodes. This procedure does not require any geometric information and makes use of the Epetra_Map of the nonoverlapping decomposition. All operations can be performed locally, once the index sets N x have been communicated. The map is typically available from the partitioning of the mesh (or of the system matrix). However, for standard mesh partitioners [29] , we can typically not guarantee that the interface components are connected. Note that the ordering is not needed for the computation of the GDSW coarse space but could be necessary in order to compute other kinds of basis functions.
Let us note that the procedure described here has quadratic complexity but with a small constant: the number of export/import operations grows linearly with the number of subdomains, i.e., for 1 024 subdomains 32 export and import operations with 32 bit integers are needed. As this operation tends to be latency-dominated it can be beneficial to increase the block size from 32 bits (int) to 64 (long) or even 128 bits.
In Table 1 , we report the timings for the communication and the identification of the interface components (using 32 bit integers) for linear elasticity model problems in 2D and 3D. It can be observed that the timings grow significantly when increasing the number of cores to 4 096. However, the times are still small compared to the total time to solution, especially for nonlinear problems, where this procedure has to be performed only once, in a preprocessing step. For a smaller number of subdomains (< 1 000), the timings are clearly negligible, even for linear problems.
Computation of the Coarse Basis Functions.
The coarse basis functions are given by their interface values and the discrete harmonic extension to the interior degrees of freedom of the nonoverlapping subdomains. Thus, when computing the full coarse space, the index sets of the interface components and the list of coordinates of the local mesh partition are needed. Then, the interface values of the coarse space functions can be computed locally, according to (2.4) and (2.5) in 2D, and (2.6) and (2.7) in 3D.
Numerical scalability of the preconditioner can be observed without using rotations in the coarse space; see the numerical results in Sec. 6. However, if omitting the rotations, the null space property is not fulfilled. For a large number of subdomains, savings in the coarse problem can overcompensate an increase in the number of iterations. When neglecting the rotations in the coarse space, the list of coordinates is not needed.
We insert the interface values into local Epetra_MultiVectors Φ I at hand, we extract the values from the vectors and insert them into the global Epetra_CrsMatrix Φ.
Computation of the Coarse
Operator. The computation of the coarse operator is a triple matrix product equivalent to the construction of Galerkin coarse operators (RAP product) in Algebraic Multigrid (AMG) methods. We currently implement this step using the matrix-matrix products from the EpetraExt package. Potentially, we could make use of the corresponding routine from the Trilinos AMG package ML for this operation. However, the EpetraExt routines currently seem to outperform the ML routines, at least below 4 000 cores [40] .
The coarse matrix can be computed either using the fully assembled matrix A, cf. (2.3), or the Schur complement, cf. (2.9). In both cases, global matrix-matrix multiplications have to be performed. Alternatively, A 0 can be computed subdomainby-subdomain, using
where
Γ are the local subdomain matrix and the restriction of Φ Γ to the i-th subdomain, respectively, and S
IΓ is the local Schur complement. Here, the local (Neumann) subdomain matrices A (i) are needed, which cannot be extracted from the fully assembled matrix A. Thus, even though the matrix-matrix-multiplications can be computed purely locally, their use leads to a less general implementation since they depend on the availability of the subdomain matrices A (i) . The use of the representation Φ T Γ S ΓΓ Φ Γ makes better use of a-priori knowledge and involves operators with smaller dimension. However, in the Φ T AΦ-approach, better use of a-priori knowledge could also be made, i.e., it is known a-priori that in (2.9) the upper block in 0
, is zero and, moreover, the product
II · 0 does not need to be computed. Currently, however, we do not make use of this knowledge. Let us briefly comment on the performance of the triple matrix-matrix multiplication Φ T AΦ using EpetraExt. For instance, in the scalability study presented in Fig. 14, for the GDSW preconditioner with full coarse space and 4 096 subdomains and cores, the timings for the computation of the matrix-matrix multiplications are 1.8 s and 2.4 s, respectively.
Factorizations for the Local and the Coarse Problems.
When setting up the preconditioner, factorizations of the local overlapping matricesÃ i and the coarse matrix A 0 have to be performed. Note that the matricesÃ i are first extracted from A and then stored in local (i.e., sequential) Epetra_CrsMatrix objects. In contrast, A 0 is a parallel, globally distributed matrix.
We perform the factorizations of the local matrices using Mumps (through the Amesos_Mumps interface), an MPI parallel multifrontal direct solver, in serial mode. The coarse matrix can be factorized using either Mumps as well, or using Umfpack (Amesos_Umfpack), which is a serial multifrontal direct solver. Mumps has a limited range of parallel scalability, especially for three-dimensional problems, due to the superlinear complexity of the (parallel) algorithm. However, this is usually faster (sometimes significantly) than Umfpack and larger systems can be solved; see Fig. 7 .
The number of processes for solving the coarse problem with Mumps is chosen according to (1/2) (1 + min {NumProcs, max {NumRows/10 000, NumNonzeros/100 000}}) with NumNonzeros being the number of non-zero entries of the replicated coarse matrix in which the off-process entries are not assembled yet. In most cases which are presented in here, the formula yields roughly the same number of processes as 1 + min {NumProcs, max {NumRows/10 000, NumNonzeros/100 000}} using the number of non-zero entries of the corresponding assembled coarse matrix. Both formulas are typically dominated by the number of non-zero entries; in Fig. 16 , i.e., for unstructured domain decomposition in 3D, the average number of non-zeros per row can be as large as 820. The formula is proposed in Amesos_Mumps, and the distribution and communication can be performed by Amesos_Mumps, accordingly.
However, Amesos_Mumps distributes the matrices according to a unique linear Epetra_Map. Since the coarse matrix of the GDSW preconditioner is distributed according to the partition of the mesh, the redistribution of the matrix in Amesos_Mumps can be expensive for large coarse problems. Thus, we have modified Amesos_Mumps such that it uses the unique distribution given by our implementation. For 4 096 subdomains in Fig. 12 , in this way, the total time for the factorization phase of the coarse matrix could be accelerated from 11.6 s to 1.3 s.
In order to save memory and computational work, we employ the symmetric mode of Mumps for the coarse problem. In this case, Mumps expects to be handed over only the lower or the upper triangular part of the matrix (including the diagonal). This feature is not provided in Trilinos version 12.0, and had to be added to Amesos_Mumps by the authors of this publication.
In parallel, the symmetric mode of Mumps accelerates the use of Amesos_Mumps only by a factor of 1.09 in the weak scalability run in Fig. 12 for 4 096 subdomains. However, we would expect a factor of approximately 2 for Mumps in serial mode. Since LifeV does not symmetrize the matrices when applying Dirichlet boundary conditions, we use the general (non symmetric) mode for the local problems.
Application of the Preconditioner to a Vector or Multivector.
The application of the preconditioner is implemented in two separate steps, i.e., the application of the first and the application of the second level. The application of the first level to a vector v involves the summation of the parallel local contributions,
Here, the multiplications with R i and R The computation of the coarse correction involves
i.e., the multiplication of v by Φ T , the solution of the coarse problem using either a serial direct solver (Umfpack) or a parallel direct solver (Mumps), cf. Sec. 4.6, and the multiplication by Φ.
Note that the default behavior implemented in the Amesos_Mumps and Amesos_Umfpack interfaces is to transfer the right hand side vector to rank 0 before performing the solution step using the corresponding direct solver, i.e., Mumps or Umfpack, respectively. This transfer is, for our use, very costly in terms of time, although only a vector is communicated. Instead, we transfer the right hand side to an intermediate set of processes, which reduces the time significantly; we use the same set of ranks as for the distribution of the coarse matrix, cf. Sect. 4.5. For, the case of 4 096 subdomains, in the weak scalability study shown in Fig. 12 , the transfer of right hand side vectors took 128.5 seconds in total, using the default redistribution to rank 0 in Amesos_Mumps. However, when redistributing the vectors according to our new strategy, the time can be reduced to only 2.1 seconds.
Finally, the corrections computed on both levels are summed, Concurrent computations of the levels, although not currently implemented, would generally be possible in the additive preconditioner but not in the hybrid version, which, on the other hand, is often more efficient, numerically.
4.8. User-Interface of the Preconditioner. As shown in the code snippet in Fig. 8 , the use of the preconditioner requires only a few lines of code. In particular, the preconditioner object from the class SOS and the set up object from the class SOSSetUp have to be created.
To construct these objects, cf. lines 2 and 3, the following data is needed: M_DomainMap and M_RangeMap are unique domain and range map of the preconditioner as a specialization of the Epetra_Operator. The integers numVectors and numSubdomainsPerProcess are the number of vectors stored in the Epetra_MultiVector to which the preconditioner is applied and the number of subdomains which are assigned to one process, respectively. When using the preconditioner in an FSI simulation in LifeV, both integers, are set to 1, i.e., each application involves only one vector and we use one subdomain per MPI process. The integers dimension and dofs, correspond to the spatial dimension of the considered problem and to the number of degrees of freedom per node, and M_rowMatrixTeuchos is the pointer (Teuchos::RCP) to the Epetra_CrsMatrix corresponding to A.
In order to set up the first level of the preconditioner, for the case of one subdomain per process, only the Epetra_Map corresponding to the overlapping decomposition is needed, cf. line 6 of Fig. 8 .
To build the second level, cf. line 9, more data is needed: the Epetra_Map for the distribution of the nodes M_ProcessMapNodes, the corresponding Epetra_Map for the distribution of the degrees of freedom M_ProcessMap, a local list of Dirichlet boundary degrees of freedom M_LocalDirichletBoundaryDofs (they are treated as interior degrees of freedom), a string stating solver which is used to compute the discrete harmonic extensions (here Mumps), a bool variable useRotations which enables the use of rotations for the coarse space, and the list of coordinates of the local partition of the mesh M_LocalNodeList (needed for the computation of the rotations). Additionally, the parameter SOS::LifeVOrdering specifies the ordering of the degrees of freedom in the matrix. In particular, in LifeV, the degrees of freedom are ordered dimension-wise (i.e., all x coordinates first, etc.), in contrast to most other codes where a nodal ordering is used.
Calling the SetUpPreconditioner method in line 12 finally sets up the preconditioner object. Here, all information regarding the first and the second level are handed from the SOSSetUp object to the preconditioner object, the first level solver is set (here "Mumps"), and a Teuchos::ParameterList secondLevelSolverParamterList includes the specific configuration of the solver for the coarse problem (e.g., here "Mumps" and its configuration).
Finally, the parameter Type specifies whether the additive or the hybrid version of the preconditioner is used. The lines 14 to 16 are optional. Here, information about the state about the preconditioner object is printed.
Third-Party
Note that, for efficiency, some modifications in the Amesos_Mumps interface class were performed for the results in Sect. 6.2; see Sect. 4.6 and 4.7. The finite element discretization and the implementation of the monolithic fluid-structure interaction algorithm are based on the finite element library LifeV (version 3.8.8); see [19] ; see [8, 7, 11] for details.
Model Problems.
As benchmark problems for our implementation of the two-level overlapping Schwarz GDSW preconditioner, we consider different model problems, i.e., a Laplace problem and a linear elasticity problem in 2D and 3D, and a fluid-structure interaction (FSI) model problem in 3D.
The Laplacian and the linear elasticity model problems are rather simple problems on structured grids which are used in order to study the parallel scalability of our software and to identify potential scalability limits. We study the effectiveness of the coarse space (we also consider the first level only) and structured as well as unstructured domain decompositions. In addition, we compare the additive (standard) and the hybrid version of the preconditioner.
The FSI problem is a substantially more sophisticated problem, including monolithic coupling, time dependence, and nonlinearities in fluid and structure. We consider different material models for the structure, i.e., a linear elastic, a Neo-Hookean, and a highly nonlinear anisotropic hyperelastic material model (Ψ A ). Here, we study the robustness of our preconditioner with respect to (almost) realistic applications. We have reported on first results for the performance of our preconditioner already in two short proceedings articles, i.e., for FSI [24] and for linear model problems [23] .
5.1. Laplacian. We consider a simple scalar elliptic problem in 2D or 3D: find u ∈ H 1 (Ω)
with
5.2. Linear Elasticity. Second, we consider, in 2D and 3D: 5.3. Fluid-Structure Interaction.
5.3.1. Model Description. In this section, we introduce the FSI problem, which is motivated from biomechanics. Partial results can already be found in [24] . The description of the FSI model problem (Sect. 5.3.1), the coupling (Sect. 5.3.2), the monolithic system (Sect. 5.3.3), the simulations settings (Sect. 5.3.4), and the conclusion (Sect. 6.3.3) are based thereon. The section on numerical results as well as the conclusion, however, are significantly expanded.
We use LifeV 3.8.8 [19] , and the matrices in this section are nonsymmetric. For the computations in this section, we have used Umfpack [12] as a sequential direct solver for the first level of GDSW as well as for IFPACK. We have used MUMPS [1] to solve the coarse problem in parallel.
The fluid-structure interaction (FSI) problem consists of a fluid and a structural problem, which are coupled by some interface conditions. For the fluid, we consider the Navier-Stokes equations in Arbitrary Lagrangian Eulerian (ALE) formulation,
Here, Ω f t is the fluid domain in actual configuration, ρ f is the fluid density, u and p are the fluid velocity and pressure, respectively, and σ f (u, p) = 2µ f ǫ(u) − pI is the Cauchy stress tensor (I is the identity matrix). The expression ∂ ∂t | X = ∂ ∂t + w · ∇ denotes the ALE derivative, whereas X corresponds to the fluid coordinates in reference configuration. The velocity of the mesh movement w = ∂d f ∂t X is given by the ALE mapping A t = id + d f , which is defined by the geometry problem
The geometry problem is solved on the fluid domain in reference configuration Ω f for the displacement of the mesh d f . The structural problem is given by the equilibrium of momentum
with Ω s being the structural domain in reference configuration, d s the displacement of the structure, and ρ s the density of the structure.
The coupling of the subproblems is enforced by
where (5.6) corresponds to the geometric adherence, (5.7) to the continuity of the velocities (kinematic condition), and to (5.8) the continuity of the stresses (dynamic condition) on Γ. Here, n f and n s are the outer normal vectors of the fluid and the structural domain, respectively, and F is the deformation gradient.
Coupling Approach.
In contrast to [8] , where a Convective Explicit (CE) time discretization scheme was used, a fully implicit (FI) scheme has been used here; see [4, 11, 13] . For the spatial discretization, we use P2-P1 elements for the fluid, P2 elements for the structure, and P2 elements for the geometry problem; see [8] . The fluid and the structural meshes are conforming on the fluid-structure interaction interface. The monolithic approach results in the nonlinear system
where F and S correspond to the fluid and structural subproblems, respectively. The operator H corresponds to the discretization of the geometry problem, and the matrices
Γ are used to enforce the coupling conditions for conforming meshes.
Linearization of and Parallel
Preconditioner for the Monolithic System. The nonlinear system (5.9) is solved using an inexact Newton method, i.e., the Newton equation is solved iteratively by a Krylov method, resulting in a sequence of linear systems
with the corresponding tangent J M . The linearized systems are solved using GMRes, preconditioned by the FaCSI (Factorization, Condensation, SIMPLE) preconditioner [13] . The FaCSI preconditioner is based on a monolithic Dirichlet-Neumann preconditioner P DN for the tangent, (5.11)
where D (u f ,p) F denotes the linearization of the fluid operator, D d f F the shape derivatives, cf. [18] , and D d s S the linearization of the structural operator. Then, a block factorization is applied to P DN to separate structure, geometry, and fluid problem; cf. [8, 13, 11] . The fluid (u, p)-block is treated further by static condensation of the interface degrees of freedom, and it is preconditioned using a SIMPLE preconditioner, i.e., a block preconditioner
where D = diag(A); see [13] and the references therein. The SIMPLE method was first introduced in Patankar et al. [37] . The inverses appearing in the application of the FaCSI preconditioner are then replaced by overlapping Schwarz preconditioners for geometry, fluid, and structure, separately; see Sect. 6.3.
Inflow Outflow
Inner radius of the structure 0.15cm Outer radius of the structure 0.21cm
Length of straight part 2.5cm Fig. 9 : Geometry of the FSI problem; left image from [24] . Table 2 : Number of degrees of freedom of the discretization of the tube in Fig. 9 ; see also Mesh #1 in [24, Table 1 ]. Table 3 : Parameters for the nonlinear Ψ A material model used.
Velocity (F) Pressure (F) Displacement (S) Displacement (G)
393 903 17 261 379 080 393 903
Simulation Settings.
For our FSI simulations, we use a tube geometry; cf. Fig. 9 and Table 2 . We apply zero-displacement Dirichlet boundary conditions to the structure at the inlet and the outlet, and an inflow boundary condition to the fluid. In particular, we use two different types of inflow conditions, i.e., a pressure wave and a cosine-type ramp inflow boundary condition. The pressure wave results from a constant normal stress σ · n = 1.33 kPa, which is applied at the fluid inflow for t ≤ 0.003s. In the cosine-type inflow boundary condition a parabolic inflow velocity profile is prescribed such that the inflow flow rate Q is given by (5.12)
In this publication, we use T = 0.01 s. We use three different material models for the arterial wall, i.e., a linear elastic, a Neo-Hookean, and a sophisticated, anisotropic material model [9] , which was denoted Ψ A in [10] .
The hyperelastic energy Ψ A has the form
− 2 ,
, and C := F T F ; F := ∇ϕ; M := a ⊗ a (structural tensor). It has already been used to model arterial walls in FSI; see, e.g., [7, 8] .
For linear elasticity, we use E = 400 kPa and ν = 0.3, for Neo-Hooke, µ = 77.2 kPa and κ = 3833 kPa, and for the Ψ A model, we use the parameters from [10, 6, (Ψ A Set 2)]; cf. Table 3. 6. Numerical Results. In this section, we report numerical results for the benchmark problems described in Sect. 5.
In [23] , we have focussed on the parallel scalability of our implementation of the GDSW preconditioner for the Laplacian and a linear elasticity model problem in 2D. Also, some first 3D results were given, i.e., weak scalability for linear elasticity in 3D. However, in the computations in [23] Umfpack was used for the first level. Here, we show improved results using Mumps on both levels.
In [24] , computations for a pressure wave driven FSI simulation in a tube were already shown. These results are recalled in Sect. 6.3.1 and extended by the hybrid version of the preconditioner as well as by results using a smooth ramp at the inflow; see Sect. 6.3.2. In [24] , we have also shown strong parallel scalability results, and we have discussed that the shape of the geometry can have a significant influence on the parallel scalability.
If not noted otherwise, in our numerical experiments, we have a one-to-one correspondance of subdomains and processor cores, although this is not necessary in our implementation. For all problems, we use GMRes as a Krylov method. For the linear model problems, the GMRes iteration uses a relative stopping criterion of 10 −7 , i.e., the GMRes iteration is stopped when r n 2 / r 0 2 < 10 −7 . For the FSI simulations, our stopping criterion for Newton is a mixed criterion with a relative and an absolute tolerance of 10 −8 , i.e., the Newton iteration is stopped when min{ r n ∞ , r n ∞ / r 0 ∞ } < 10 −8 , and for the GMRes iteration a relative tolerance of 10 −6 is used, i.e., the GMRes iteration is stopped when r n 2 / r 0 2 < 10 −6 . With r 0 and r n , we refer to the initial residual and the residual in the n-th iteration step, respectively. Since LifeV does not guarantee symmetry of the system matrix when implementing the Dirichlet boundary conditions, we cannot use conjugate gradients (CG) even for our symmetric positive definite problems. But the use of GMRes also simplifies the comparison with realistic application problems, where GMRes is often the Krylov method of choice. For the same reasons, we also cannot use the symmetric mode of Mumps for the first level problems. For the coarse problem, however, we use Mumps in symmetric mode for the symmetric positiv definite model problems.
On the JUQUEEN BG/Q supercomputer [41] at JSC Jülich, we use the clang 4. Let us briefly comment on the performance of the sparse direct solvers Umfpack and Mumps on the Blue Gene/Q (Power BQC, 16 cores, 1.60 GHz) architecture compared to Intel Ivy Bridge (Intel Xeon E5-2650 v2 @ 2.60GHz) for our subdomain matrices in 3D of size around 50 000: Using Mumps, the local subdomain matrix (assembled using LifeV; H/h = 12; piecewise quadratic (P2) finite elements; size 46 875×46 875; on average 59 nonzeros per row) is factored (including the solution of one right hand side) on JUQUEEN in 37.30s and on Intel Ivy Bridge in 9.64s using 918MB of memory. Optimized BLAS libraries are used, i.e., ESSL on JUQUEEN and MKL on Ivy Bridge. The performance of Umfpack is, surprisingly, significantly worse for the P2 matrices of this size from LifeV: Using Umfpack, the same matrix as above is factored in 203.94s on JUQUEEN and in 28.43s on Ivy Bridge using 2027MB of memory. We therefore use Mumps in our numerical experiments, except where explicitly noted otherwise.
Strong Scalability in 2D.
Results for strong parallel scalability tests are shown in Fig. 10 for the Laplace problem in 2D and in Fig. 11 for linear elasticity in 2D. We present results for structured and unstructured domain decomposition. For both model problems, we observe very good strong scalability for different problem sizes, and with negligible deviations for different sizes of overlap (1h or 2h). Since we increase the number of subdomains with the number of processes, we benefit from the superlinearly increasing speed of the sparse direct solvers when the subdomain size is decreased.
Weak Scalability.
Figs. 12 and 13 show weak parallel scalability for linear elasticity in 2D and 3D, respectively, using a structured domain decomposition. For 2D, we achieve a parallel efficiency of 87% scaling up from a single node (16 cores) to up to 4 096 cores; see Fig. 12 . We also observe very good weak scalability from 64 to 8 000 processor cores with a parallel efficiency of 70% for 3D linear elasticity; see, e.g., Fig. 13 (right) . The largest three dimensional linear elasticity problem has 334 million unknowns. In the computations in Fig. 13 , we use 4 MPI ranks for each node, i.e., we can use up to 4 GB of memory for each MPI rank. Fig. 14 , however, shows weak scalability in three dimensions for smaller overlapping problems, i.e., H/h = 15 and P1 finite elements, using 16 MPI rank for each node, i.e., 1 MPI rank for each node. The largest problem has 42 million unknowns and can be solved in 102 seconds. Here, the parallel scalability stays above 55%.
While the numerical scalability is almost perfect, the parallel efficiency decreases slightly as a result of the increasing time spent on the second level. This is due to the increasing dimension of the coarse space and the superlinear complexity of the parallel direct solver Mumps, which does not exhibit perfect scalability. On the other Fig. 13 : Weak parallel scalability on JUQUEEN using the GDSW preconditioner for linear elasticity in 3D: number of iterations (left), timings (right). We use a subdomain size of H/h = 12 and P2 finite elements. Using Mumps for both levels. 4 MPI ranks per node. The baseline for the efficiency is the fastest time on 64 cores.
hand, the time spent on the first level stays almost constant.
6.2.1. Reduction of the Coarse Space. Fig. 15 shows a numerical scalability study for the linear elasticity model problem in 3D. We present the number of iterations for overlap 2h for a comparison of the one-level overlapping Schwarz preconditioner, GDSW with the full coarse space, and GDSW neglecting either the rotation-based (cf. (2.5) and (2.7)), the edge-based, or the face-based coarse space functions.
In accordance with the results in [23] for the 2D case, also in 3D, we observe numerical scalability of the GDSW preconditioner even if the rotation-based coarse basis functions are omitted from the coarse space; cf. Fig. 15 . This is remarkable, since the dimension of the coarse space is reduced substantially; see Table 4 .
# Subdomains
Full No edges No faces No rotations  8  105  75  33  57  27  528  348  204  294  64  1 485  945  621  837  125  3 192  1 992  1 392  1 812  216  5 865  3 615  2 625  3 345  343  9 Table 4 : Coarse space dimensions of the GDSW preconditioner for the weak scaling test in Fig. 15 : GDSW with full coarse space, GDSW neglecting edge-based coarse functions, and GDSW neglecting face-based coarse functions, and GDSW neglecting rotations. Table 5 . The computations are performed on 4 MPI ranks for each node on JUQUEEN.
However, if the coarse space is reduced further (by omitting the edge-based or the face-based basis functions), which is possible in the related FETI-DP and BDDC methods, numerical scalability is lost for the GDSW preconditioner as can be expected from the theory, which is based on a partition of unity; see Fig. 15 .
Unstructured Domain Decomposition.
As expected from the theory, cf. [14, 15] , the GDSW preconditioner scales well numerically also for unstructured domain decompositions; see Fig. 16 . For GDSW with the full coarse space, the number of iterations is only slightly higher as for structured domain decompositions, cf. Fig. 13 . Neglecting rotations, the GDSW preconditioner is numerically less robust with respect to an unstructured decomposition.
It is important to note that the dimension of the coarse space grows by more Table 5 : Coarse and local space dimensions of the GDSW preconditioner for the weak scaling test in Fig. 16, i. e., linear elasticity in 3D for an unstructured decomposition (ParMETIS). than a factor of 3 compared to the case of a structured decomposition as a consequence of a much higher number of faces, edges, and vertices in the decomposition; see Figs. 4 and 5. Thus, the time spent on the coarse level grows substantially, and, for a large number of cores and the full coarse space, it starts to dominate the total time of the computation. However, when omitting the rotations from the coarse space, the dimension of the coarse space is reduced significantly (here, by more than a factor of 1.7). Thus, even though the number of iterations is increased by a factor of approximately 2, the total time is reduced significantly compared to the full coarse space.
6.2.3. Hybrid GDSW Preconditioner. The hybrid version of the GDSW preconditioner (additive on the first level, multiplicative between levels; cf. Sect. 3), involves additional computational work in each iteration, compared to the standard (additive) GDSW preconditioner. However, as can be seen in Fig. 17 , the number of iterations is reduced significantly, i.e., by approximately 10 to 20 iterations. As a consequence, the total computation time for both preconditioners is roughly the same, whereas the time for the hybrid version depends to some extend on the implementation.
In particular, when using the naive implementation of the hybrid preconditioner in the simulation of 8 000 subdomains with an overlap 1h in Fig. 13 , the total simulation time is 538.3 s. Combining the coarse level solve for the application of the Fig. 18 : Fluid pressure (top) and structural deformation (bottom) for the linear elastic (left), the Neo-Hookean (middle), and the Ψ A (right) material model at t = 0.003 s. The structural displacement is magnified by a factor of 10. The figure also illustrates the significantly different behavior for the material models; see [24] .
coarse Schwarz operator P 0 and the first projection (I −P 0 ), the time can be reduced to 506.1 s by saving one solve in the coarse level. As in a deflation formulation, the computational cost could be further reduced by omitting the rightmost projection and by removing the balancing term from the iteration. In this section, we discuss the performance of the GDSW preconditioner as the preconditioner for the structural block in the monolithic system in fluid-structure interaction; see Sect. 5.3.
The inverses appearing in the application of the FaCSI preconditioner are replaced by overlapping Schwarz preconditioners; see Sect. 5.3.3. We will use algebraic one-level overlapping Schwarz preconditioners (IFPACK) for the geometry block and for the fluid block. For the structure, we consider different preconditioners and compare the resulting performance of the complete monolithic FSI simulation: In particular, we compare the performance using our default preconditioner for the structural block in [8] , i.e., IFPACK, the one-level overlapping Schwarz preconditioner (OS1), the GDSW preconditioner neglecting rotations (GDSW-nr), the GDSW with full coarse space (GDSW), and the hybrid version of the GDSW preconditioner (GDSW-B). Note that we use the naive implementation of the hybrid version here. For IFPACK as well as for our overlapping Schwarz methods, the local subdomain problems are solved using Umfpack. We perform the comparison using 128 cores of a Cray XT6m (Opteron 6168, 12 cores, 1.9GHz). In this section, the subdomain problems have only a few thousand degrees of freedom. We specify an overlap of δ = 2h for all overlapping Schwarz methods. On the Cray, the performance of Mumps and Umfpack is often similar, especially for small matrices. We consider the pressure wave as well as the cosine-shaped ramp inflow condition for all three (linear and nonlinear) material models introduced in Sect. 5.3.4.
Strong scalability results using our parallel implementation of the GDSW preconditioner in fluid structure interaction simulations are presented in [24] and not repeated here. Table 7 . The corresponding number of iterations and computing times are presented in Table 6 and Fig. 19 .
In Table 6 , for a small time step, all preconditioners show a very similar performance with respect to the number of GMRes iteration as well as the timings. However, for a larger time step, where the weight in front of the mass matrix is small, the number of iterations and the timings for IFPACK quickly deteriorate. Fig. 19 : Total number of GMRes iterations (top) and total runtime (bottom) for the pressure wave in a tube FSI problem using 128 cores; see also Table 6 . We use different preconditioners for the structure block. "OS1" is the one-level Schwarz preconditioner, "GDSW-nr" is the GDSW preconditioner without rotations, "GDSW" is the GDSW preconditioner with full coarse space, and "GDSW-B" is the hybrid version of the GDSW preconditioner; see [24] .
The other methods, which use a geometric overlap, show a better performance. The use of a coarse space gives further improvements: for the largest time steps the GDSW preconditioner is the fastest method.
We observe that, when using nonlinear material models, the methods with geometric overlap perform much better than IFPACK. On the other hand, when increasing the time step, a second level is needed to obtain the best performance.
In particular, we observe that for linear elasticity and the smallest time step, all preconditioners show the same performance. On the contrary, for a large time step ∆t = 0.0004 s and the highly nonlinear material model (Ψ A ), the GDSW preconditioner, in the standard as well as in the hybrid version, is more than 2.5 times faster than IFPACK. For the Neo-Hookean material model and large time steps (∆t = 0.0004 s and ∆t = 0.0005 s), where the improvement through the second level (GDSW vs. OS1) most noticable, we observe the best performance for the hybrid version of the preconditioner. For smaller timesteps, where the coarse level is less beneficial, the performance of the hybrid preconditioner (here, in its naive implementation) is worse.
In Fig. 20 , the variation of the computing time over the simulation time for the time step ∆t = 0.0005 s and the Neo-Hookean material, is depicted. The variation over the simulation time, as a result of propagation of the pressure wave in the tube, is qualitatively the same for all methods. In this case, GDSW and the hybrid GDSW are almost twice as fast as IFPACK. Table 6 : Average computing time per time step (in minutes) and average number of GMRes iterations per Newton step for the pressure wave in a tube problem; see Fig. 19 for the total runtimes. Linear elasticity (LE), Neo-Hooke (NH), and a nonlinear, anisotropic hyperelastic material law to model an arterial wall (Ψ A ); see also Fig. 18 . The time step is ∆t and the final simulation time is T = 0.01 s. We compare IFPACK with the one-level overlapping Schwarz preconditioner (OS1), the GDSW preconditioner with and without rotations (GDSW/GDSW-nr), and the hybrid version of the preconditioner (GDSW-B) on 128 cores of a Cray XT6m. No convergence for Ψ A and ∆t = 0.0005 s. Best numbers in bold face; see also [24] . Fig. 20 : Runtime per simulation time using a Neo-Hookean material, a time step of 0.0005 s, and a pressure wave inflow condition. All bars belonging to one preconditioner sum up to the corresponding total runtime; "OS1" is the one-level Schwarz preconditioner, "GDSW-nr" is the GDSW preconditioner without rotations, and "GDSW" is the GDSW preconditioner with full coarse space; see also [23] .
In contrast to the results for unstructured domain decomposition in Sect. 6.2.2, here, the improvement from a reduction of the coarse space (GDSW-nr) does not compensate the increase in the number of iterations. The timings using GDSW neglecting rotations fall mostly inbetween the timings for OS1 and GDSW.
6.3.2. Time to Solution -Cosine Ramp Inflow Condition. In Fig. 22 and Table 8 , we present the corresponding results for the cosine-type inflow boundary condition. A similar inflow condition was used in [8] in order to prestress the artery before the simulation of heartbeats. For this settings, we use time steps ∆t = 0.0001 s, 0.0002 s, and 0.0005 s. As can be observed in Table 7 , the nonlinear problems in each time step is easier to solve than for the pressure wave problem, cf. Sect. 6.3.1. Also, when increasing the time step, the number of Newton iteration Table 7 : Average number of Newton iterations per timestep for FSI for the pressure wave and the cosine ramp inflow boundary condition in the tube; see [24] . grows only slightly, in contrast to the observations for the pressure wave. Nevertheless, we observe the same qualitative behavior with respect to the different preconditioners. Again, a geometric overlap helps in the iterative solution of the linearized monolithic systems where nonlinear material laws have been used in the models. This can also be observed in Fig. 23 where the computation times for single time steps are plotted for the Ψ A material mode and a time step of 0.0002 s. To improve the performance with respect to larger timesteps the second level of the GDSW preconditioner becomes significant; see Fig. 22 and Table 8. 6.3.3. Conclusion on the FSI Simulations. By applying our GDSW preconditioner, we are able to improve the performance of the FSI simulation by more than a factor of two, compared to the use of IFPACK. This is especially remarkable since, in our monolithic preconditioner, we only exchange the preconditioner for the structural block, whereas the timings are for the complete FSI simulation.
From our results, the use of the GDSW preconditioner with the full coarse space can be recommended as the new default for our FSI environment, especially when sophisticated nonlinear material models are used to describe the structure appropriately, e.g., in hemodynamics [8] . The deformations depicted in Fig. 18 illustrate the significantly different behavior of the sophisticated (anisotropic, almost incompressible, polyconvex, nonlinear, hyperelastic) material model Ψ A compared to more standard Neo-Hookean hyperelasticity or linear elasticity, i.e., the deformation is significantly more localized for Ψ A . This is an interesting result by itself.
7. Conclusion. Our parallel implementation of the GDSW preconditioner is strongly and weakly scalable to thousands of cores for two-and three-dimensional elasticity problems. Very good numerical scalability can be observed, even when Fig. 22 : Total number of GMRes iterations (top) and total runtime (bottom) for the cosine ramp in a tube FSI problem using 128 cores; see also Table 8 . We use different preconditioners for the structure block. "OS1" is the one-level Schwarz preconditioner, "GDSW-nr" is the GDSW preconditioner without rotations, "GDSW" is the GDSW preconditioner with full coarse space, and "GDSW-B" is the hybrid version of the GDSW preconditioner.
neglecting the linearized rotations in the coarse space. For a large number of subdomains (and cores) the cost of the coarse problem becomes significant, even if a parallel sparse direct solver is used. This is especially the case for unstructured domain decompositions, where the coarse space grows more quickly and is more dense. A two stage partitioning of the computational domain, as proposed in [34] , may help us to obtain decompositions with better quality. Techniques to further reduce the size of the coarse space [16] could also be helpful.
Hybrid MPI/OpenMP parallization, i.e., a threaded sparse solver using, e.g., four to eight threads on each subdomain [32] (see also [21, 27] ) can serve to extend the scalability beyond the range presented in this paper by allowing larger subdomains. A simple approach as using a threaded BLAS with Mumps or Umfpack will not be successful. A parallel multilevel extension may also seem like a natural next step. Improvements in constructing the coarse problem, which are also most important for the unstructured case, may also still be possible, e.g., building on the discussion in Sect. 4.5.
The preconditioner, while being constructable from the assembled system matrix, proves to be very robust and significantly faster than our previous algebraic default preconditioner even in very challenging model problems; see Sect. 6.3. The implementation is very flexible and the use of the preconditioner requires just a few lines of code in the Trilinos framework; see Sect. 4.8.
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