Summary This paper studies the sensitivity of random effects estimators in the one-way error component regression model. Maddala and Mount (1973) give simulation evidence that in random effects models the properties of the feasible GLS estimator β are not affected by the choice of the first-step estimatorθ used for the covariance matrix. Taylor (1980) gives a theoretical example of this effect. This paper provides a reason for this in terms of sensitivity. The properties ofθ are transferred via an uncorrelated (and independent under normality) link, called sensitivity. The sensitivity statistic counteracts the improvement inθ. A Monte Carlo experiment illustrates the theoretical findings.
INTRODUCTION
The study of panel data has a long history. Probably, the simplest model one can think of is the one-way error component regression model. It is studied in great detail and is given at the beginning of every panel data textbook (e.g. Baltagi, 2003) . Nevertheless, a look from another angle can still give useful insights into this well-known model.
The model is applicable when several (N ) units (such as households, individuals, firms, countries, etc.) are followed through several (T ) time periods. Then, the response variable of interest, y it , for unit i at time t can be modeled as y it = x ′ it β + µ i + ν it , i = 1, ..., N, t = 1, ..., T, where x it is a vector of K observable characteristics, µ i denotes the unobservable individual specific effect for unit i and ν it denotes the remainder disturbance (with the variance σ improve one specific direction of modeling and the sensitivity shows whether this specific direction is important or not. The 'naive' intuition tells us that the properties of the variance estimators and the properties of the slope estimator are related. This is indeed the case, but they are related via an additional element, which we call sensitivity. Magnus and Vasnev (2007) have proven that in a maximum likelihood framework, the sensitivity of the β-estimate and the variance estimator are asymptotically independent from one another. This suggests an explanation of the findings of Maddala and Mount (1973) . If the variance estimates differ a lot, but the estimator of β does not react, this must be due to the sensitivity.
In this paper we apply the technique developed by Magnus and Vasnev (2007) to the one-way error component regression model. In addition, we were able to relax the normality assumption for some of the results. Our findings are illustrated in a Monte Carlo experiment similar to the one used by Maddala and Mount (1973) .
The paper is organized as follows. Section 2 introduces our notation, the random effects model we use, and the estimators we analyze. Section 3 introduces the sensitivity statistic and studies its theoretical properties together with its relation to β-estimates. The theoretical findings are supported by simulations in Section 4. Section 5 concludes. Derivations and proofs are given in the Appendix.
RANDOM EFFECTS ESTIMATORS

Model
We use the same notation as in Maddala and Mount (1973) updated in line with Baltagi (2003) and taking into account the suggestions of Abadir and Magnus (2002) . The model can be written in the matrix form as
where y is an N T × 1 vector of the dependent variable, X is an N T × K matrix of the explanatory variables, Z = I N ⊗ ı T is an N T × N matrix of zeros and ones (⊗ represents the Kronecker product), I N is an N × N identity matrix, similar for I N T ı T is a T × 1 vector of ones, ν is an N T × 1 vector of the unknown stochastic components, β is a K × 1 vector of unknown parameters of interest, µ is an N × 1 vector of random individual unobservable effects.
We assume that µ and ν are independent. The matrices of projection into the space of dummy variables Z and its complement,
allow us to define the following matrices, which will be used extensively: W xy = X ′ Qy, B xy = X ′ P y, T xy = W xy + B xy = X ′ y and analogously W xx , B xx , T xx , W yy , B yy , and T yy . It is convenient to consider the parameters (σ
Then the variance var(y) = σ 2 ν (Q + θ −1 P ) is a weighted sum of idempotent matrices, so we can easily (see for example exercise 8.73 in Abadir and Magnus, 2005) find its inverse (var(y)) −1 = σ −2 ν (Q + θP ) and its determinant | var(y)| = (σ 2 ν ) N T θ −N , which we need for the maximum likelihood estimation.
We assume that the data are generated with the true unknown parameter values β 0 , σ 2 ν0 , σ 2 µ0 , and θ 0 .
Estimators
We consider the estimators from Maddala and Mount (1973) . The notation is somewhat adapted to suit our purposes. Also, additional results are derived for some of the estimators.
1. The true generalized least squared (GLS) estimator of β when θ 0 assumed to be known is given byβ
It is unbiased and efficient with the variance var(
The ordinary least squared (OLS) estimator is given bŷ
It is unbiased, but not efficient with var(β OLS ) = σ
3. The least squared with dummy variables (LSDV), also known as the within estimator, is given byβ
xx W xy . It is also unbiased, but not efficient with var(β LSDV ) = σ 2 ν0 W −1 xx . 4. The Least Squares Between Groups (LSBG) estimator is given bŷ
Again it is unbiased, but not efficient with var(β LSBG ) = σ 2 ν0 (θ 0 B xx ) −1 . 5. The Maximum Likelihood (ML) estimator will be efficient if the distribution assumption is correct. If µ and ν are normally distributed, the likelihood function can be represented in the following form (see the Appendix for the details):
The score vector, the Hessian and the information matrix are given in the Appendix. Here, we report only the variances
Note that var(β ML ) = var(β GLS ).
It is interesting to look at the variances of different β-estimators as a function of the true value θ 0 . Figure 1 gives a numerical illustration of the one-dimensional case with the parameters T = 20, N = 25, σ 2 ν = 100, B xx = 2487 and W xx = 543. The LSBG estimator is uniformly outperformed by the OLS estimator. The GLS estimator has the lowest variance, but the OLS estimator is very close to it for θ 0 > 0.4. For small values of θ 0 , the LSDV estimator does not diverge from the GLS estimator, but the difference is large.
The rest of the estimators we look at are feasible generalized least squared estimators, which are constructed by placing a consistent estimator of θ instead of θ 0 in (2.3). All of them have the same asymptotic variance as GLS. Further, only estimators of σ 2 ν and σ 2 µ are given, meaning that θ is estimated from (2.2) and β from (2.3).
6. Wallace and Hussain's estimator (WH) uses the OLS residuals instead of the true errors, Zµ + ν. In this way we get biased, but consistent, estimatorŝ
7. Amemiya's estimator (AM) uses the within residuals. Again it gives us biased, but consistent, estimatorŝ
8. Nerlove's estimator (NER) provides another way to estimate σ 2 µ . It uses µ-estimates from the within regression. The results are again biased, but consistent
9. Using the analysis of covariance (ANOVA) technique we can construct unbiased estimators from the within and between sums of squared residualŝ
The unbiasedness ofσ 2 ν,ANOVA andσ 2 µ,ANOVA does not guarantee the unbiasedness ofθ ANOVA . In fact, Jensen's inequality together with the independency of the within and between residuals under normality proves the opposite E(θ ANOVA ) > θ 0 . In this case it is possible to derive the exact results under normality (the formulas for the exact moments of a ratio of quadratic forms can be found in Magnus, 1986 ):
. 
Note that var(θ
11. The minimum norm quadratic unbiased estimator (MINQUE) tries to find a unique unbiased estimator. Uniqueness of the unbiased estimator y ′ Ay can be achieved with an additional restriction. One possibility is to minimize the Euclidean norm of A, then the estimators are the solution of the following system
where
In the case of K = 1 the formula can be expressed only in terms of the W -, B-and T -matrices (see Maddala and Mount, 1973) .
It is possible to derive the expectation and the variance of all estimators of θ as has been done forθ ANOVA . However, the derivation is not trivial and the final result does not play a significant role, especially in the light of the final conclusion of the paper. We just note that the variance of all estimators is a quadratic function of θ 0 and it is increasing for θ 0 ∈ [0, 1].
SENSITIVITY OF GLS ESTIMATORS
For any feasible GLS estimator, which uses a consistent estimatorθ instead of the true value θ 0 in (2.3),β
the Taylor expansion around the true value θ 0 iŝ
is the first order derivative ofβ(θ) at θ 0 and r includes the higher order terms. 1 We follow Magnus and Vasnev (2007) and call s(θ 0 ) the sensitivity of the GLS estimator. In this particular case the sensitivity can be expressed in a compact form (for proofs see the Appendix).
Theorem 3.1. The sensitivity of any feasible GLS estimator to the first-step estimator of θ is given by
its expectation is E(s(θ 0 )) = 0 and its variance is
In addition, if µ and ν are normally distributed, the sensitivity is also normally distributed.
Sensitivity of maximum likelihood estimators is studied in Magnus and Vasnev (2007) . They find that the sensitivity is orthogonal to the diagnostic for θ and in a number of cases they are (asymptotically) independent from each other. This is important, because it explains why the properties ofθ do not immediately transfer into properties ofβ(θ). This is simply because they are connected via the independent link s(θ 0 ). In this particular case some of the results can be derived without strong distributional assumptions, but normality is still required for the strongest results.
Theorem 3.2. If µ and ν are normally distributed, the sensitivity statistics, s(θ 0 ), and any of the first-step estimators,θ WH ,θ AM ,θ NER ,θ ANOVA ,θ H3 ,θ MINQUE , are independent. Now we can turn to the question of how the qualities of the first-step estimator, such as unbiasedness and efficiency, influence the second-step estimator. As was mentioned previously, the sensitivity plays a crucial role in this relation.
First, let us look at the bias. When a fixed point (for example 0 or 1) is used instead of a consistent estimatorθ, we get unbiasedness (for LSDV or OLS) of the estimator for β. In a sense, the following theorem extends this result.
Theorem 3.3. When the sensitivity statistic, s(θ 0 ), and the first-step estimator,θ, are uncorrelated, then the second-step estimator, β(θ), is unbiased (up to the higher order terms) regardless the bias ofθ.
The proof of Theorem 3.3 (given in the Appendix) is based on the Taylor expansion given in (3.5). By taking expectations we get
It shows that the underlying mechanism is simple. Ifθ 'overshoots' θ 0 , it does not lead to 'overshooting' of β 0 , because the uncorrelated s(θ 0 ) makes 'overshooting' and 'undershooting' of β 0 equally possible.
Theorem 3.3 is given for illustration, because even the stronger result about the exact unbiasedness of feasible GLS and ML estimators holds (see Don and Magnus, 1980) . Now, let us look at the variance.
Theorem 3.4. The variance of any feasible GLS estimator from section 2.2 can be decomposed (up to the higher order terms) as
For ANOVA, when the between and within residuals are used to estimate θ 0 , Taylor (1980) derives the exact result for the variance and gives an example which illustrates that using a better first-step estimator does not necessarily deliver a better second-step estimator.
Theorem 3.4 shows that, indeed, the smaller variance ofθ results in a smaller variance ofβ(θ), but the efficiency improvement is partially absorbed by s(θ 0 ). Theorem 3.1 shows us that var(s(θ 0 )) is a decreasing function of θ 0 . We know that for consistent estimators, var(θ) is an increasing function of θ 0 for θ 0 ∈ [0, 1]. It can be shown, e.g. for ANOVA, that the bias is an increasing function of θ 0 for θ 0 ∈ [0, 1].
Two components, var(s(θ 0 )) and E(θ − θ 0 ) 2 , compensate each other in the following sense. For large θ 0 , the part E(θ−θ 0 ) 2 becomes more important and has a higher potential influence on var(β(θ)), but its potential impact is reduced by small var(s(θ 0 )) in this area. For small θ 0 , the picture is different. The part E(θ−θ 0 ) 2 is small, and although var(s(θ 0 )) increases when θ 0 approaches zero, the speed of its increase is not sufficient to make the small part E(θ − θ 0 ) 2 visible. As a result the variance ofβ(θ) is close to the variance of the true GLS estimator, β GLS , for all θ 0 no matter which first-step estimator used.
Let us look at the following examples. The variance decomposition for the ML estimator is for the sensitivity, the right one is for the rest. It illustrates the fact that the sensitivity is a decreasing function of θ 0 , while the variance of ML is an increasing function. It also gives the bias terms of the OLS and LSDV estimators, which are symmetric. Figure 3 shows the total effect of the second term. It is always small for the ML, always large for the within estimator (except when θ 0 is very close to zero) and negligible for the OLS estimator when θ 0 is close to 1 and large otherwise. We do not show the lines for the other estimators to keep the pictures clear. Even though var(θ) differs for large θ 0 , the sensitivity is small in this area, so the total effect is visually indistinguishable from the ML case.
We use the expansion (3.5) in the true parameter value value, therefore s(θ 0 ) is not feasible. However, the properties of the sensitivity and the first-step estimator allow us to make a conclusion for all θ 0 . For large θ 0 the first-step estimator can be potentially improved, but the second-step estimator is not sensitive to this improvement. It is sensitive for small θ 0 , but the first-step estimators are almost identical in this area.
If s(θ) is used to estimate the sensitivity, then one can notice a similarity with the Hausman test. The Hausman test is designed to test H 0 : E(µ|X) = 0 against the alternative H a : E(µ|X) = 0. Its most common version is based on the difference between 
can be shown using the representationβ(θ) = Aβ LSDV + (1 − A)β LSBG with A = (W xx +θB xx ) −1 W xx . Since A is not singular, if one wants to construct the scaled version of the sensitivity as in Magnus and Vasnev (2007) 
it will be numerically identical to the Hausman test statistic (if the variance is estimated accordingly). One should not, however, confuse the sensitivity analysis with the Hausman test in this case. The sensitivity is not designed to test, but to measure, whether the influence of the first-step estimator is large or small. Of course, one can give a quantitative statistical answer and test whether s(θ 0 ) is significantly different from zero. In our model, this test is equivalent to the Hausman test. Nevertheless, a qualitative answer is what we need here.
A quantitative answer depends on three components: (i) how does the first-step estimator change, (ii) how is this change transferred into the second-step estimator, and (iii) is the transferred effect big enough to change the second-step estimator considerably. So the unscaled version is of primary importance. For example, if the sensitivity happened to be ten times bigger, the scaled version SS would remain the same, but the scale in Figure 3 would be from zero to eight, so the total effect of second term in the Taylor expansion (3.5) would be significant.
The final remark is that in the present section we neglected the higher order term r. The consequences of doing so can be estimated in simulations.
MONTE CARLO ILLUSTRATION
We use the simulation design from Maddala and Mount (1973) . The simple one dimensional case allows us to trace the results easily. We use the following parameters: the number of individuals, N = 25; the number of observations in time, T = 20; the parameter of interest, β 0 = 1; the variance of the stochastic errors, σ 2 ν0 = 100; and by changing the variance of the individual effects, σ 2 µ0 , we vary θ 0 between 0 and 1 as shown in Table 1 . The vector of the exogenous variable is generated from
where the iid-innovations, ω it , are uniformly distributed on the interval [− For each set of parameters, in R = 10000 repetitions the individual effects, µ, and the vector of stochastic errors, ν, are generated independently from each other: After this, the set of estimators for β and θ described in Section 2.2 are constructed. Figure 4 gives the geometry of the estimators for θ 0 = 0.333 (σ 2 µ0 = 10) from one simulation. The curve is flat for largeθ and steep whenθ is around zero. In terms of sensitivity, it means that the feasible GLS estimator of β is not sensitive (toθ chosen in the first step) whenθ is large, but is sensitive whenθ is small. This confirms the fact that the variance of the sensitivity is a decreasing function of θ. Next, the difference between the first-step estimators of θ does not have a big effect on the estimators of β due to the small sensitivity. It could have an influence in the neighborhood of zero, but the estimators of θ would have very small variance in this area, so the final effect would again be negligible.β Table 2 : Detailed analysis of the sensitivity expansion: the order of different terms.
To validate the omission of the remaining term r in the Taylor expansion (3.5) we looked in Table 2 at the order of different terms for the case of highest sensitivity (for θ 0 = 0.048). As expected, r is much smaller than the first and second terms, so the omission of r is justified. Table 3 : Detailed analysis of the sensitivity expansion: the interaction between terms
To validate the variance expansion (3.7) we looked in Table 3 at the interaction between different terms. The covariance of r with the other terms is sometimes higher than the variance of r but still of a higher order than the variance of the first and second terms. This suggests that the approximations we used in the theoretical section are accurate.
For the same case all different estimators of θ show little correlation with the sensitivity s(θ 0 ), as shown in Table 4 Table 4 : Interaction betweenθ and s(θ 0 ).
The simulation bias of β(θ) is less than 1%, while the bias inθ can be up to 14%. This confirms the result of Theorem 3.3. The variance ofβ is not affected by the choice of the first-step estimator, because even the high sensitivity cannot magnify the order of var(θ). Table 5 gives the the simulated variance of the estimators over the range of different θ 0 .
It shows increasing variance of the first-step estimators and insensitivity of the variance of the second-step estimator as predicted by the theory. The whole result is driven by the decreasing sensitivity as shown in Table 6 . Table 6 : Decreasing sensitivity as function of θ 0 .
The Monte Carlo results presented are for illustration purposes. Of course, the computational power has increased a lot from the time when Maddala and Mount (1973) performed their experiments. The results for larger N and T are available from the authors upon request. Larger sample size makes the results even stronger as the remaining term r in expansion (3.5) becomes smaller.
CONCLUSION
We have analyzed the sensitivity of the random effects estimators to the first-step estimator of variance in panel data. The first-and second-step estimators, their bias and variance are connected via the sensitivity statistic. In addition to the independency from the first-step estimator, the sensitivity statistic has specific properties, which make the second-step estimator unbiased regardless the bias of the first-step estimator, and make the variance of the second-step estimator insensitive to the efficiency improvement of the first-step estimator. This explains the findings of Maddala and Mount (1973 
APPENDIX: PROOFS OF RESULTS
Derivation of the maximum likelihood results: Given the normality of µ and ν, one can perform the maximum likelihood estimation of the random effects model (2.1).
The log likelihood function is given by
It is easy to find the determinant of a weighted sum of idempotent matrices (see, for example, exercise 8.73 in Abadir and Magnus, 2005) , so that log |Q + 1 θ P | = −N log θ, then the score function with respect to the parameter vector (
Taking the derivative of the score function q with respect to the parameter vector (β ′ , σ and asterisks are used to avoid repetition due to symmetry of H. Further, taking the expectation of H at the true parameters, the Fisher information matrix is
and, finally, inverting the information matrix, the asymptotic variance of the ML estimators (β ML ,σ 2 u,ML ,θ ML ) is
In addition, q β = 0 gives the general form of the β-estimator and needs to be maximized only with respect to the one dimensional parameterθ ML in applications and simulations.
Proof of Theorem 3.1: The formula for sensitivity is obtained by direct differentiation ofβ(θ). The result for expectation follows from the unbiasedness ofβ LSBG andβ GLS . The easiest way to derive the variance is to note thatβ GLS is efficient. Therefore, the variance of its difference with a non-efficient estimator is the difference of the variances. The expression for the variance of sensitivity follows. Finally, if µ and ν are normally distributed, this transfers into the normality ofβ LSBG andβ GLS . As a consequence, s(θ 0 ) has a normal distribution.
Proof of Theorem 3.2:
The asymptotic independence is a direct application of Theorem 5 from Magnus and Vasnev (2007) . If we note that I βθ = 0, then we only need dependent from the residuals (ê LSBG ,ê LSDV ). Since all of them are linear transformations of normal errors, it is sufficient to prove zero covariance. Taking = cov((I − P X(X ′ P X) −1 X ′ P )P y, (X ′ QX) −1 X ′ Qy)
One can prove in the similar way that the other covariances are zero as well.
Proof of Theorem 3.3: Taking the expectation of (3.5) E(β(θ)) = E(β(θ 0 )) + E(s(θ 0 )(θ − θ 0 )) + E(r).
The first term gives β 0 , since the true GLS estimator is unbiased. The second term is zero because s(θ 0 ) andθ are uncorrelated and E(s(θ 0 )) = 0. We neglect the higher order term E(r).
Proof of Theorem 3.4: Taking the variance of (3.5) and neglecting the higher order term, r, we get var(β(θ)) = var(β(θ 0 )) + var(s(θ 0 )(θ − θ 0 )) + C + C ′ , where C = cov β (θ 0 ), s(θ 0 )(θ − θ 0 ) . The covariance is zero, because, first,θ is independent from s(θ 0 ) andβ(θ 0 ) and, second, E(β GLS (β LSBG −β GLS ) ′ ) = 0, sincê β GLS is efficient. The independency also gives rise to the second term being equal to var(s(θ 0 )) E(θ − θ 0 ) 2 .
