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1 Introduction
In recent years, beginning with the now seminal papers [1, 2], a large body
of literature has emerged around the modal decomposition technique known
as the Dynamic-Mode Decomposition (DMD); see [3] for a comprehensive
review of the literature, and the recent reviews in [4] and [5] for the most
recent summaries and extensions. The primary advantage of DMD is that
it is a completely model free data processing tool, allowing for the ready
determination of results from arbitrarily complicated data sets. Moreover,
in contrast to other methods such as Principle Component Analysis, the
DMD also provides a ready means for generating models from measured
data alone, thereby allowing for a means of sidestepping model development
in cases where it would either be difficult or even impossible to do so. How-
ever, this advantage comes at the cost of introducing an infinite dimensional
framework by way of determining the spectral properties of the affiliated
Koopman operator [6]. Authors have, through using functional analytic
ideas, been able to exploit this infinite dimensional structure to enhance
the performance of the DMD [7, 8]. However, it has been shown that these
enhancements are difficult to apply in a systematic way [9], and thus ap-
proaches merging the DMD with nonlinear optimization are currently being
explored to improve the accuracy and usability of the method [10, 11].
In a very different direction, building on the now seminal work from the
statistical mechanics community in [12] and [13], in [14, 15, 16], by way of
what was called a Mori–Zwanzig Decomposition (MZD), the Koopman op-
erator formalism was ultimately shown to be an especially effective means
for accounting for missing information in measurements related to dynam-
ical systems. In these works, formulas for memory kernels were derived
whereby the impact of unsampled dimensions in a dynamical system could
be accounted for in a statistically consistent way, thereby helping to better
predict the correct averaged results one would expect if one had an essen-
tially unlimited number of measurements. Given that this is never the case
in practical situations, the MZD approach then provides an especially at-
tractive means for approximating averaged dynamics in potentially complex
dynamical systems.
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Other authors have used this MZD approach to help generate more
refined coarse-scale molecular dynamics simulations [17], close numerical
schemes with respect to sub-grid scale variables [18], and help provide long-
time accurate reduced order models for nonlinear dynamical systems [19].
Motivated by this, in this work we merge the Koopman operator based MZD
method with the standard DMD algorithm to introduce memory depen-
dence into the DMD algorithm. We term this new algorithm the Memory
Dependent DMD (MDDMD). Using this, we are able to derive a model-
independent algorithm which allows from a single time series of data, rep-
resenting only a partial measurement of a dynamical system, the accurate
estimation of the reduced dynamics found by averaging over the missing or
unmeasured dimensions. Our results are supported with numerical simula-
tion, which show our method to be quite effective. Thus, we have derived a
means for accurately predicting averaged dynamics from one partial time se-
ries without making recourse to any particular dynamical system or model.
Likewise, as with the standard DMD, we are able to generate a correspond-
ing model which could be used for prediction beyond the given time series.
The utility of such a feature will be explored in future work.
The rest of the paper is structured in the following way. The remainder
of this section is devoted to an introduction to the Koopman operator, the
standard DMD method, and the MZD method. Section 2 presents a deriva-
tion of our MDDMD algorithm and approximation with numerical results
following. Section 3 presents our conclusions and discussions of future work.
An Appendix summarizes technical results used throughout the paper.
Koopman Operators and the Dynamic-Mode Decomposition
We study nonlinear dynamical systems of the generic form
d
dt
y = f(y), y(0) = x ∈ Rn,
where we suppose Ns ≫ 1. We denote the affiliated flow of this equation
as y(t) = ϕ(t;x). We define the associated Hilbert space of observables, say
L2
(
RNs ,R, µ
)
, so that g ∈ L2
(
RNs ,R, µ
)
if∫
RNs
|g(x)|2 dµ (x) <∞,
where µ is some appropriately chosen measure. A great deal of insight can
be gained from looking at the affiliated linear representation of the problem
given via the infinite-dimensional Koopman operator Kt, where
Kt : L2
(
RNs ,R, µ
)
→ L2
(
RNs ,R, µ
)
so that if g ∈ L2
(
RNs ,R, µ
)
, then
Ktg(x) = g (ϕ(t;x)) .
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The power in this approach is that by moving to a linear-operator frame-
work, the affiliated dynamics of the nonlinear system as measured via ob-
servables is captured via the eigenvalues of Kt. Thus, assuming for the
moment that Kt has only discrete spectra, then if we can find a basis of
L2
(
RNs ,R, µ
)
via the Koopman modes hj where
Kthj = e
tλjhj
then for any other observable g, we should have
g =
∞∑
j=1
cjhj , K
tg =
∞∑
j=1
eλjtcjhj .
However, as one would imagine, determining the modes of the Koopman
operator is in general impossible in an analytic way. The Dynamic-Mode
Decomposition (DMD) method [2, 1, 7, 3] has been developed which allows
for the determination of a finite number of the Koopman modes.
To wit, if we sample the flow ϕ(t;x) at a discrete set of times tj , where
j = 0, · · · , NT , thereby generating the data set yj = ϕ(tj ,x), and if we
select some set of observables g = {gl}
M
l=1, then the DMD method approxi-
mates Kδt by computing the spectra of the finite-dimensional operator K˜a,
which solves the the finite-dimensional least-squares problem in the Frobe-
nius norm
K˜a = arg minA ||G+ −AG−||F (1)
where G− and G+ are the M × NT matrices of the past and future states
respectively, i.e.
G− = {g (y0) · · · g (yNT−1)} , G+ = {g (y1) · · · g (yNT )}
Letting G− = UΣV
†, where we let Σ be strictly diagonal with strictly non-
zero entries reflecting the rank of G−, then we have that
Pu = UU
†, U †U = INr
where Nr is the rank of G− and Pu is the affiliated orthogonal projection
onto the column space of U . Thus we can solve the minimization problem
by letting
K˜a = G+G
−P
− = G+V Σ
−1U †,
where G−P− denotes the Moore–Penrose pseudoinverse.
The efficacy of this approach though is contingent on the choice of ob-
servables one makes, and to date no general strategy for observable choosing
strategies has been made. Some success has been had by trying to use ker-
nel based means allowing for the efficient exploration of more complicated,
nonlinear observables; see [8]. However, as shown in [9], for infinite di-
mensional problems, or at least the relatively high-dimensional dynamical
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systems which approximate them, kernel based techniques can be of very lim-
ited utility. By using various reproducing kernel techniques from machine
learning, [20], more robust methods for determining effective observables
can be found. While effective, the methodology in [20] is computationally
intensive requiring the manipulation of large matrices.
The Liouville Equation and the Mori–Zwanzig Decomposition
Treating the nonlinear dynamical dynamical system as a vector field, we can
form the affiliated Liouville equation which is an initial value problem of the
form
ut = Lu, u(x, 0) = g(x),
where
L =
N∑
j=1
fj(x)∂xj
so that
u(x, t) = eLtg(x) = g (ϕ (t;x)) = Ktg(x).
Thus we see that the Koopman operator is a stand in for the affiliated
semi-group eLt. To wit, if
ϕ˙j = fj(ϕ(t,x)),
then letting g(x) = xj, we have
∂t
(
eLtxj
)
= eLtLxj = e
Ltfj (x) .
We now suppose that there is an orthogonal projection P acting on L2
(
RNs ,R, µ
)
with corresponding complement Q = I − P. Through an approach first de-
rived in [12] and [13] and generalized in [14], we are able to rewrite the given
dynamical system or equivalent Liouville equation in the form
∂t
(
PeLtg
)
= PeLtPLg +
∫ t
0
PeL(t−s)K(s; g) ds. (2)
and
K(t; g) +
∫ t
0
PeL(t−s)LK(s; g) ds = PeLtF˜ (0; g). (3)
where K(t; g) is called the memory kernel, given by
K(t; g) = PLF (t; g),
where the noise F (t; g) is given by the dynamics orthogonal to P so that
F (t; g) = eQLtQLg.
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Note, Equations (2) and (3), hereafter known as the Mori–Zwanzig decom-
position (MZD) are not approximations, instead being an equivalent refor-
mulation of the Liouville initial value problem. The focus of this paper is
on discretizing the MZD in such a way as to only depend on knowledge of
the observations g(ϕt(x)) with no recourse made to L and thus an explicit
model dynamical system y˙ = f (y).
2 Memory Dependent DMD: the DMD and Mori–
Zwanzig Decomposition
We now suppose that a given observable g(x) is dependent on two different,
orthogonal sets of coordinates so that g(x) = g(xˆ, x˜), where we imagine that
xˆ represents those coordinates which are accessible to measurement while x˜
are not readily observable. Given an appropriate probability measure, say p˜,
over the unmeasurable variables x˜, then for any observable g(x, t) we have
a projection P via conditional expectations, i.e.
Pg(xˆ, t) = E [g(x, t) |xˆ ] =
∫
g(xˆ, x˜, t)p˜(dx˜).
Thus we suppose that our ‘data’ stream is given by gˆn ∈ C
Nd where
gˆn(xˆ) = Pe
Ltng, tn = nδt,
i.e. all we can measure are the time dynamics of a process with regards
to the observable dimensions xˆ. Likewise, we treat L and etL as terms to
discover via the data. Following the DMD paradigm, we define
T˜ (t) = PeLt.
Ultimately, we wish to find a finite-dimensional diagonalization of T˜ (δt) so
that if
T˜ (δt) ≈ V eδtΛV −1
then
T˜ (t) ≈ V etΛV −1.
Thus we have the consistent approximations
PL ≈ V ΛV −1, PeLtnPLg ≈ PLgˆn, F˜ (0; g) ≈ K(0; g).
In order to get a closed form approximation, in Equation (3), we further
suppose that ∫ t
0
PeL(t−s)QLKds ≈ 0, (4)
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and we use a first-order-finite-difference approximation to the derivative.
Note, we see that the approximation in Equation (4) is internally consistent
with the assumptions we have made by seeing that
PLj ≈ V ΛjV −1.
Thus, using the expansion
PeL(t−s)QL =
∞∑
j=1
(t− s)j
j!
(
PLj+1 − PLjPL
)
,
we readily get Equation (4). Note, this does not show that the DMD is
somehow inexplicably accurate. Instead it shows that the DMD assump-
tions we have made prevent us from directly determining any aspect of the
orthogonal dynamics associated with the projection Q.
Using the trapezoid method for the remaining integrals and letting
g˜n = V
−1gˆn, K˜n = V
−1K(tn; g),
we get that
g˜n+1 =(I + δtΛ) g˜n +
(δt)2
2
(
K˜n + e
nδtΛK˜0 + 2
n−1∑
l=1
e(n−l)δtΛK˜l
)
,
K˜n =
(
I +
δt
2
Λ
)−1(
enδtΛ
(
I −
δt
2
Λ
)
K˜0 − δt
n−1∑
l=1
e(n−l)δtΛK˜l
)
.
From the discretized Volterra equation, we find the recursive sequence
K˜n = e
δtΛM(Λ)K˜n−1, n ≥ 1,
where
M(Λ) = I − δt
(
I +
δt
2
Λ
)−1
.
We then get the update formula
g˜n+1 =(I + δtΛ) g˜n +
(δt)2
2
enδtΛ (Mn − I)
(
I + 2(M − I)−1
)
K˜0,
=(I + δtΛ) g˜n − δte
nδtΛ (Mn − I)
(
1−
δt
2
+
δt
2
Λ
)
K˜0.
Letting
Λ˜ = I + δtΛ
and A = V Λ˜V −1, so that
PL ≈
1
δt
(A− I),
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by using the spectral representation theorem for matrices, we get the ex-
tended, memory-dependent optimization problem
K˜a = arg minA
∣∣∣∣∣∣G+ −AG− + δtM˜ (A;K0)∣∣∣∣∣∣2
F
, (5)
where we have
M˜ (A;K0) =
(
1−
δt
2
+
1
2
(A− I)
)
{0 f1(A;K0) · · · fn(A;K0)} ,
with
fj(A;K0) = e
j(A−I)
(
M j(A)− I
)
K0,
where
M(A) = I − δt
(
1 +
(A− I)
2
)−1
.
This in turn gives us the nonlinear optimization problem for finding K˜a
so that
K˜aG−G
†
− −G+G
†
− + δt
(
DM˜
(
K˜a;K0
)
−G−M˜
†
(
K˜a;K0
))
+ · · · = 0,
where DM˜
(
K˜a;K0
)
is found by computing
tr
(
DM˜ W
)
= lim
ǫ→0
tr

R†(K˜a)
(
M˜
(
K˜a + ǫW ;K0
)
− M˜
(
K˜a;K0
))
ǫ

 .
where
R(K˜a) = G+ − K˜aG−.
Expanding K˜a = K˜a,0 + δtK˜a,1 + · · · , we readily get that
K˜a,0 = G+G
†
−
(
G−G
†
−
)−1
,
and
K˜a,1(K0) = −
(
DM˜
(
K˜a,0;K0
)
−G−M˜
†
(
K˜a,0;K0
))(
G−G
†
−
)−1
.
Note, see the Appendix for details on how to approximate DM˜
(
K˜a,0;K0
)
for computational purposes.
We now follow the standard DMD procedure and recover the traditional
DMD decomposition by diagonalizing K˜a,0 so that
K˜a,0 = V0Λ˜0V
−1
0 .
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Pursuing a perturbative result, we then look at the eigenvalue problem(
K˜a,0 + δtK˜a,1(K0)
)
(v0,j + δtv1,j(K0)) ≈
(
λ˜0,j + δtλ˜1,j(K0)
)
(v0,j + δtv1,j) ,
so that we find, assuming for now the simplicity of the unperturbed eigen-
value λ0,j, that
λ˜1,j(K0) =
〈
K˜a,1(K0)v0,j ,v
(a)
0,j
〉
〈
v0,j,v
(a)
0,j
〉 , v(a)0,j ∈ N
{(
K˜a,0 − λ0,j
)†}
(6)
where N denotes the null-space of a matrix, and 〈·, ·〉 is the canonical inner
product on CNd . This likewise allows for one to find the perturbation to the
eigenvector via the formula
v1,j(K0) =
(
K˜a,0 − λ˜j,0
)−P (
λ˜1,j(K0)− K˜a,1(K0)
)
v0,j .
Thus, treatingK0 as a random vector, we see that we have now generated
an ensemble of approximations to the projected semi-group T˜ (δt) = PeLt.
Averaging over these then gives us the approximation
T˜ (t)g ≈
Nr∑
l=1
〈
(vl,0 + δtvl,1(K0)) exp
(
t
δt
(
λ˜0,l − 1 + δtλ˜1,l(K0)
))〉
K0
bl,
where again Nr is the rank of K˜a,0. Decomposing the stochastic terms into
their means and fluctuations so that
vl,1(K0) = v¯l,1 + v
(f)
l,1 (K0),
and
exp
(
δtλ˜1,l(K0)
)
= λ¯1,l + λ˜
(f)
1,l (K0),
we then get up to O(δt) that
T˜ (t)g ≈
Nr∑
l=1
(vl,0 + δtv¯l,1) exp
(
t
δt
(
λ˜0,l − 1 + log λ¯1,l
))
bl. (7)
This then gives us a formula for finding what we call the memory dependent
DMD (MDDMD). We can summarize our algorithm in the following way.
1. Given data stream G− and G+, compute and diagonalize
Ka,0 = G+G
−P
− = V0Λ0V
−1
0 .
This is the standard DMD algorithm.
2. From a given distribution, generate an ensemble of random vectors
K0. Use these to compute λ˜j(K0) and v
(a)
0,j as in Equation (6).
3. Compute the averages of these perturbation parameters and use them
to construct the MDDMD approximation given by Equation (7).
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Example and Results
Following the choice of example in [14], we study the four-dimensional
Hamiltonian system generated by the Hamiltonian H(y) where
H(y) =
1
2
(
y21 + y
2
2 + y
2
3 + y
2
4 + y
2
1y
2
3
)
,
with conjugate pairs (y1(t), y2(t)) and (y3(t), y4(t)). This system describes
two nonlinearly coupled oscillators. We treat the initial conditions y1(0) =
x1 and y2(0) = x2 as known while the remaining initial conditions are con-
sidered unknown, and thus xˆ = (x1, x2) and x˜ = (x3, x4). Fixing xˆ = (1, 0),
we pick x˜ so that
x˜j ∼ N (0, σ
2),
where N (0, σ) denotes a mean zero Gaussian random variable with variance
σ2. We then generate the reduced dynamical quantities
E [y1(t)| xˆ = (1, 0)] , E [y2(t)| xˆ = (1, 0)] , (8)
by averaging over Nens = 10
4 randomly generated choices of x˜. Likewise,
to generate the results for the MDDMD, we average over an ensemble of
104 choices for K0 where each component is likewise chosen from N (0, σ
2).
The unperturbed data forming the data streams G− and G+ comes from
measuring only (y1(t), y2(t))
T from one of the random realizations used to
generate the quantities in Equation (8). We run each simulation for tf = 20
units of time with a time step of δt = 10−1, which for simplicity we also take
to be our sampling rate of the MDDMD.
Setting σ = .5 generates the results seen in Figure 1. As can be seen,
while not exact, the MDDMD is able to reproduce the decaying oscillatory
nature of the projected dynamics. That this is done from a single random
measurement which itself does not exhibit the decay properties seen makes
the MDDMD results especially compelling. Doubling the standard deviation
so that σ = 1 generates the results in Figure 2. While not as accurate, the
MDDMD is still able to track much of the dynamics of the reduced dynamics,
though the added stochasticity causes the underlying measurement used in
the MDDMD to push the approximation out of phase with respect to the
true reduced dynamics.
3 Conclusion and Future Directions
We have derived in this paper an extension to the original DMD algorithm,
the MDDMD algorithm, which facilitates accounting for the effects of miss-
ing information. This is done by introducing a memory kernel in the vein
of what has been done in the statistical mechanics literature. This allowed
us then to develop a method which produces reasonable approximations to
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Figure 1: For σ = .5, comparison of a measured randomly generated sample,
the ensemble reduced dynamics, and the MDDMD approximation to the
ensemble for the first component (a) and the second component (b).
averaged dynamics from one incomplete measurement. This likewise allows
us to generate a time-predictive model accounting for the impact of miss-
ing information in a dynamical system. While the use of our method on
a toy problem was studied in this paper, given the relative success, it is a
future project to use this in more complex models or on real world data.
Likewise, while a reasonably self-consistent approximation scheme was used
to derive the MDDMD approach, it is an especially interesting question to
explore other approximations which facilitate better resolving the impact
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Figure 2: For σ = 1, comparison of a measured randomly generated sample,
the ensemble reduced dynamics, and the MDDMD approximation to the
ensemble for the first component (a) and the second component (b).
of orthogonal dynamics, such as in [19]. This is also a subject of future
research.
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Appendix
Deriving the MZD
We briefly collect some notes on the derivation of the Mori-Zwanzig formu-
lation (MZD) given by Equations (2) and (3) of the projected dynamical
system. This starts by looking at the affiliated evolution equation
wt = QLw, w (x, 0) = w0 (x)
using
∂t
(
e−Ltw
)
= −e−LtPLw,
we see that
w(x, t) = eLtw0 −
∫ t
0
eL(t−s)PLw(x, s) ds,
so that after rearrangement we derive Dyson’s formula
eLt = eQLt +
∫ t
0
eL(t−s)PLeQLs ds.
Using this on QLg provides the identity
eLtQLg = eQLtQLg +
∫ t
0
eL(t−s)PLeQLsQLg ds,
which then lets us decompose ∂t
(
eLtg
)
= eLtLg for general observable g(x)
as
eLtLg =eLtPLg + eLtQLg
=eLtPLg + eQLtQLg +
∫ t
0
eL(t−s)PLeQLsQLg ds.
Given the noise F to be
F (t; g) = eQLtQLg,
and given that for all reasonable choices of functions f˜ we have the dynamical
orthogonality condition
PeQLtQf˜ = 0,
we finally have the reduced equation
PeLtLg = PeLtPLg +
∫ t
0
PeL(t−s)K(s; g) ds,
or we find Equation (2)
∂t
(
PeLtg
)
= PeLtPLg +
∫ t
0
PeL(t−s)K(s; g) ds.
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where the ‘memory kernel’ K(s; g) is given by
K(s; g) = PLF (s; g).
We likewise have the complementary orthogonal noise equation
∂tF = QLF, F (0; g) = QLg,
so that by using Dyson’s formula, we have that
F (t; g) = eLtF (0; g) −
∫ t
0
eL(t−s)K(s; g) ds,
and so, by multiplying by PL, we then Equation (3)
K(t; g) +
∫ t
0
PeL(t−s)LK(s; g) ds = PeLtF˜ (0; g).
where F˜ (0; g) = LF (0; g).
Finding DM(K˜a,0)
In order to find DM˜
(
K˜a,0
)
, we expand in terms of K˜a,0 − I so that up to
O((δt)2, (A− I)3) we have that
ej(A−I)
(
M j(A)− I
)
≈ −jδt
(
I +
(
j −
1
2
)
(A− I) +
(
j2
2
−
j
2
+
1
4
)
(A− I)2
)
so that
DM˜
(
K˜a,0
)
=
1
2
˜˜M
(
K˜a,0;K0
)
R†−δt
(
K00D1R
†
1 +
{
(K˜a,0 − I),K00D2R
†
1
})
where
˜˜M
(
K˜a,0;K0
)
=
{
0 f1(K˜a,0;K0) · · · fn(K˜a,0;K0)
}
,
R(K˜a,0) = G+ − K˜a,0G−,
R1(K˜a,0) =
(
I −
δt
2
+
1
2
(
K˜a,0 − I
))†
R(K˜a,0),
K00 = {K0 K0 · · ·K0} ,
and D1 and D2 are both diagonal with entries D1,jj = j(j − 1/2) and
D2,jj = j(j
2/2 − j/2 + 1/4), and finally {·, ·} denotes the anti-commutator
between two matrices.
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