Hairpins in the conformation of DNA confined in nanochannels close to their persistence length cause the distribution of their fractional extensions to be heavily left skewed. A recent theory rationalizes these skewed distributions using a correlated telegraph process, which can be solved exactly in the asymptotic limit of small but frequent hairpin formation. Pruned-enriched Rosenbluth method simulations of the fractional extension distribution for a channel-confined wormlike chain confirm the predictions of the telegraph model. Remarkably, the asymptotic result of the telegraph model remains robust well outside the asymptotic limit. As a result, the approximations in the theory required to map it to the polymer model and solve it in the asymptotic limit are not the source of discrepancies between the predictions of the telegraph model and experimental distributions of the extensions of DNA during genome mapping. The agreement between theory and simulations motivates future work to determine the source of the remaining discrepancies between the predictions of the telegraph model and experimental distributions of the extensions of DNA in nanochannels used for genome mapping.
I. INTRODUCTION
The problem of semiflexible polymers in channel confinement has received significant attention over the past decade owing to its application in the field of genome mapping, 1 where DNA molecules are confined in nanochannels to generate a coarse-grained map of the genome of interest. Theories [2] [3] [4] [5] and simulation techniques [6] [7] [8] have matured to the point where clear demarcations between the four different regimes of confinement proposed by Odijk 3 have been identified, and the relevant scaling theories for each regime have been confirmed by simulation. 4, 8, 9 Experimental conditions, however, rarely abide by the strict inequalities defining the limits of the scaling regimes. 3 For example, for typical experimental conditions, the DNA persistence length is 50 nm and the effective width is 5 nm, whereupon the channel size would have to be around 5 nm to satisfy the condition D ( l p for the Odijk regime. Conversely, the channel size needs to be much larger than 500 nm to be strictly in the de Gennes scaling regime (D ) l 2 p =w). Hence, typical experiments involving confined DNA cannot be precisely described by either one of the scaling regimes. [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] Two recent publications have resolved this problem for channel sizes where the excluded volume effect is weak, which encompass most of the experimental parameter range. The first approach, proposed by Werner et al., 20 uses a one-dimensional random walk model known as the weakly-correlated telegraph model. Dimensional analysis of this model furnishes a single scaling parameter, α, denoting the number of overlaps per hairpin in the DNA backbone, that collapses the data for both the fractional extension of the chain and the variance about that average extension onto master curves. The second approach, proposed by Chen, 21 is a numerical solution of a self-consistent field theory (SCFT) for a channel-confined wormlike chain. SCFT also predicts that the extension of confined DNA can be explained by the same scaling parameter, and numerical solutions of the SCFT equations 21 demonstrate the validity of the scaling parameter over an even wider parameter space than that identified by simulations of the telegraph model. 20 the relevant regime for describing the physics of genome mapping. 22 The comparison between experiments 23 and the theoretical predictions by Ödman et al. 22 is suggestive but ultimately inconclusive. The key results from Ödman et al. are reproduced in Fig. 1 . While both distributions have the same general form, with a heavy left tail due to the hairpin formation, the right tail of the theoretical distribution required fitting to the experimental data, rather than using the theoretical variance due to alignment fluctuations. 24, 25 Moreover, there were apparent discrepancies in the left tails of the distribution even after treating the channel size as an adjustable parameter to within a reasonable experimental error.
Finally, it appears that the agreement between the theory and the experiment becomes worse as the channel size decreases. It is not apparent a priori whether the discrepancy between the asymptotic solution of the telegraph model 22 and the experimental data 23 is due to a breakdown of the asymptotic theory caused by the experimental conditions, or whether the discrepancy lies elsewhere, for example in the use of a wormlike chain model to describe the experiments. It is also puzzling why the discrepancy is more pronounced for the smaller channels rather than the larger channels, since the larger channels are farther away from the asymptotic limit required by the theory.
To determine whether or not the asymptotic results for the telegraph model break down for these experimentally relevant conditions, we probed the extension distributions computationally, using pruned-enriched Rosenbluth method (PERM) simulations 9, 26 of confined wormlike chains. Our simulations encompass both the asymptotic limits for which the telegraph model solution has been derived, 22 as well as experimentally relevant cases that do not satisfy the strict inequalities of the asymptotic limit. In order to capture the tails of the distribution, which exhibit extremely low frequencies, we have generated at least one million data points per case. These simulated distributions are compared with the theoretically predicted distributions without any adjustable parameters, revealing that the asymptotic theory is indeed robust, even when the asymptotic conditions are only weakly satisfied. Furthermore, the quantification of the degree of agreement between the simulation and the theory using statistical parameters demonstrated that the theory only breaks down for small values of the scaling parameter, which correspond to channels much larger than those typically used in experiments.
II. THEORY
A wormlike chain confined in a nanochannel is characterized by multiple length scales: the polymer persistence length, l p , 27 are controlled by the intrinsic properties of the DNA, the wall chemistry, and the ionic strength of the solution, the latter governing the screening of electrostatic interactions. The relative values of these length scales dictate the extent to which the polymer stretches out to a fraction of its contour length, L, to produce a fractional extension, X=L. Theories developed over the past 40 years provide predictions for the fractional extension of DNA [2] [3] [4] [5] for a given channel size and ionic strength. In the telegraph model of Werner et al., 20 the DNA stretching problem was mapped to a one-dimensional correlated random walk. The relevant parameters of importance in this model are the average alignment of the DNA backbone with the channel axis, a, an excluded volume penalty for revisiting the same position along the channel axis, ε, and the rate of change of the direction of the walk, r. The latter quantity is inversely proportional to twice the global persistence length, g, which quantifies the typical distance between hairpin bends. 31 From dimensional analysis, this trio of parameters can be combined into a single parameter, α ¼ εg=a, that represents the typical number of overlaps per hairpin bend. The parameter α alone determines the extension of the DNA molecule in this theory. The contour length, L, is equivalent to the total time, T, in the telegraph model. The mapping between the confined polymer parameters (D eff , l p , w) and the telegraph model parameters (a, g, ε) was computed by Werner et al. 20 via simulations of confined, ideal, wormlike chains.
In principle, one can compute the fractional extension distribution for long wormlike polymers directly from long-time simulations of the telegraph model for a given value of α. However, such simulations are prone to sampling errors and can become expensive if fine resolution is required as a function of the channel size. Fortunately, Ödman et al. 22 solved the telegraph model in the limits of α ) 1 and rT ) 1. Their analysis furnishes the fractional extension distribution
where X 0 ¼ X=(aL) is the contour length projected onto the channel axis, N is a normalization factor, and
is the action. The telegraph model only accounts for the effect of hairpin formation on the chain stretching. For the reasonably strong confinement α ) 1, the fluctuations about the average alignment a between the DNA backbone and the channel axis predicted by Odijk 24 become important and eventually dominate the variance in the chain extension. 20 The effect of these fluctuations, which are depicted schematically in Fig. 2 , can be incorporated into the theory via the convolution integral
The function ρ is modeled as the Gaussian distribution that would be expected for small alignment fluctuations about the average orientation in the Odijk regime
where σ 0 is the variance in the chain extension in the absence of hairpins, 24, 25 
III. METHODS
To construct distributions for the generalized problem of a polymer confined in a nanochannel, we first choose values of D eff , l p , and w which correspond to either (i) the asymptotic limits of the theory or (ii) the nonasymptotic cases that would be more typical of experiments. The corresponding telegraph model parameters a, r, and α were calculated from the polymer problem parameters by fitting to the curves in Werner et al., 20 and σ 0 was computed from Eq. (5). The interpolation of the telegraph model parameters is accurate only in the range of 0:4 , D eff =l p , 24, and additional ideal wormlike chain simulations would be required to calculate parameters outside that range. Table S1 in the supplementary material lists the sets of parameter values considered here.
The extension distributions predicted from the solution of the telegraph model were computed numerically by discretizing the convolution integral in Eq. (3). There are some subtleties in the accurate evaluation of Eq. (3), so it is worthwhile to provide a detailed explanation. The function P 1 (X 0 ) in Eq. (1) was first calculated over a range of 0 X 0 , 1 at intervals of 0.0001 and subsequently normalized by the area under the computed curve. The value of hXi for the resulting distribution was obtained by calculating the expected value of X 0 over this function, multiplied by rT. Subsequently, the convolution of P 1 (X 0 ) with ρ(δX) in Eq. (3) was computed by defining a discrete scale for X À hXi followed by numerical integration. The value of σ 0 was calculated directly from Eq. (5). In contrast to previous work comparing the telegraph model to experiments, 22 there are no adjustable parameters in the present analysis.
We also computed the extension distributions using prunedenriched Rosenbluth method (PERM) simulations 26, 32, 33 of a discrete wormlike chain model 8 comprising N beads of diameter w and bond length b such that L ¼ Nb is the total contour length of the chain. In keeping with the cylindrical excluded volume interactions used in the previous analysis of the telegraph model, 20 we have used the ratio w=b ¼ 2. As this choice of parameters leads to overlapping beads, we have not included the overlap penalty for contiguous trios of beads, 34, 35 but have retained the hard-core excluded volume penalty between all other bead pairs and between the beads and the walls. In the simulation, a single tour is executed by adding beads to the growing chain one bead at a time based on their Rosenbluth weights. 36 To avoid the attrition problem associated with the Rosenbluth-Rosenbluth method, 36 PERM 26,32 also copies (enriches) configurations with high weights and destroys ( prunes) configurations with low weights. For the enriching case, the statistical weight associated with the configuration that is being enriched is split between the two copies of that configuration. A tour is completed when all of these branches are either pruned or grow to the full contour length. This process is repeated for 100 000 tours. The simulations produce files containing the extension, X, and corresponding cumulative Rosenbluth weights for each chain from the branches that grew up to the full contour length. For convenience, we define
as the dimensionless extension about the mean. Normalized histograms for χ were then plotted using MATLAB in each case. Relevant data from these histograms were extracted and plotted alongside the theoretical distributions for comparison. To statistically quantify the deviations between theory and simulations, we performed a trio of statistical tests based on the cumulative distribution functions (CDFs) for χ, which are bounded between 0 and 1 and hence provide a uniform range for comparison. The simplest metric for the deviations is the root mean square error (RMSE) between the theoretical distributions, i.e., the CDF from the asymptotic solution of the telegraph model, F(x), and the bins of the histograms from which the simulated distributions have been obtained.
FIG. 2.
DNA under a strong degree of confinement, α ) 1, stretch out to a substantial fraction of their contour length and produce a distribution that is approximately Gaussian (blue). As the degree of confinement is reduced, the DNA begins to form hairpins which bias the distribution to the smaller extension values leading to the left tail in the distribution (gold). The dimensionless extension, χ, is defined in Eq. (6).
We also obtained measures of this deviation using empirical distribution function (EDF) goodness of fit tests. 37 These are standard statistical tests typically used for assessing the normality of data samples but can be applied to determine if data have been drawn from any particular distribution. We have adopted their definitions to measure the distance between the empirical data distributions (from the PERM simulations) and the theoretical distributions (from the telegraph model). To perform this EDF test, the simulated values of fractional extensions for a given set of parameters, x i (i ¼ 1, 2, . . . , n) are sorted in an ascending order. The distance, ω, between the hypothesized cumulative distribution function, F(x), and an empirical distribution function of the sample, F n (x), is given by
where the function w(x) is a weighting function. Since the data for F n (x), which correspond here to the CDF for the PERM simulation data, are only known at discrete points, ω is evaluated by converting the integral in Eq. (7) into a sum of integrals. 38 The choice of weighting function w(x) depends on which features of the distribution are important. When the weighting function is w(x) ¼ 1, we are considering the deviations uniformly over the whole curve and the corresponding measure of deviation, ω CM , is called the Cramér-von Mises criterion. 39 For one sample, the Cramér-von Mises criterion for Eq. (7) simplifies to
For the Anderson-Darling criterion, 38, 40 ω AD , the weighting function is w(x) ¼ 1=[F(x)(1 À F(x))]. This choice of w(x) puts more emphasis on the tails of the distribution as opposed to the Cramér-von Mises criterion. This emphasis is imposed by the singularity of w(x) in the tails of the distribution, which amplifies small errors therein. For one sample, the Anderson-Darling criterion for Eq. (7) simplifies to
IV. RESULTS AND DISCUSSION
To test the validity of the theory put forward by Ödman et al. 22 describing the distributions of the fractional extension of confined DNA molecules, we first conducted PERM simulations 33 for five cases (1-5) at the asymptotic limits of the theory, where the theory is expected to be correct (α ) 1 and rT ) 1) and for four nonasymptotic cases (N-1 to N-4) that do not satisfy the inequalities used by Ödman et al. 22 to derived Eq. (3). These cases are tabulated in Table S1 in the supplementary material.
A. Illustrative examples
For the cases corresponding to the asymptotic limits of the theory, one would expect the simulation results to line up well with the theoretical predictions, since the assumptions made in the theory developed by Ödman et al. 22 are valid in the limits of large α and large rT. The distributions were generated as detailed in Sec. III and indeed match. One such distribution for α ) 1 and rT ) 1 is shown in Fig. 3 , and the remaining cases are provided in the supplementary material. The discrepancies at the tails of the distributions are likely due to sampling errors that arise when simulating these highly confined chains; with 10 6 samples, we would expect significant errors at probabilities below 10 À5 . The cases for which the assumptions in the theory are not strictly satisfied are arguably more interesting. These cases align more closely with real experimental conditions. An example corresponding to a small DNA chain of contour length 5000 nm in a 50 nm channel at an ionic strength of 60 mM is shown in Fig. 4 . This plot reveals that, even for a case not strictly satisfying the limits of α ) 1 and rT ) 1, the simulated distributions agree with the theoretical predictions. Similar agreement was noted in the remaining distributions which are provided in the supplementary material. As noted in Sec. III, there are no adjustable parameters.
FIG. 4.
Theoretical distributions (black curve) and simulated probability densities (cyan circles) for α ¼ 3:81 and rT ¼ 4:69. This is case N-1 in Table S1 .
FIG. 3.
Theoretical distribution (black curve) and simulated probability densities (cyan circles) for the parameters α ¼ 29:1 and rT ¼ 73:9. This is case 2 in Table S1 .
B. Quantification of agreement and limits of the theory
Although the agreement between theory and simulation is qualitatively apparent in the cases described above and their counterparts in the supplementary material, it is worthwhile to statistically quantify the degree of agreement by measuring the deviation between the theoretical and simulated distributions. To have a uniform range for comparison across the different cases, we have converted the probability distribution functions described previously into cumulative distribution functions. Figure 5 shows an example of the CDFs for both the theory and the simulation data in plots in Fig. 4 .
The asymptotic theory for the distribution of label spacings, though expected to be valid only at the limits of α ) 1 and rT ) 1, was found to hold even for values of α and rT not at these asymptotic limits. However, this does not imply that the theory is valid for all values of α and rT. To identify the limits of validity of the theoretical distributions, we performed simulations for nine additional cases at a constant value of rT ¼ 20, which correspond to long chains and with values of α ranging from 0.2 to 3. The effect of this parameter sweep on the shape of the distributions can be seen in Fig. 6 -the distributions get narrower as α increases. This narrowing is expected due to the reduction in both the Odijk variance due to alignment fluctuations and the suppression of hairpin formation. Indeed, for an infinitely large value of α, the distribution would approach a delta function. The details of these additional cases, as well as their probability and cumulative distribution functions, are provided in the supplementary material.
The statistical measures of deviation described in Sec. III were computed for all the cases using the CDFs. The root mean square error was used to quantify the deviation between the theoretical and simulated distributions using the histogram bins of the simulated distributions, whereas the Cramér-von Mises criterion (ω CM ) and the Anderson-Darling criterion (ω AD ) used the continuous empirical distribution function without first binning the data. All of these measures of deviation are plotted against α in Fig. 7 .
For higher values of α, all of the measures of deviation remain largely constant as a function of α. The sampling issues for small channels alluded to earlier are also apparent from the slight uptick in the deviations at α % 100. The theory begins to break down only for small values of α % 0:3, where there is a sudden rise in the statistical measures of deviation as α decreases. This qualitative effect can also be seen clearly in the individual distributions provided in the supplementary material. Overall, however, the distributions predicted by the telegraph model are valid even when the asymptotic conditions forming the premises of the theory are not strictly satisfied.
V. CONCLUSION
We have shown that the asymptotic solution of the telegraph model by Ödman et al. 22 provides a remarkably good description of simulation data for a confined wormlike chain, even for values of the parameters far from the asymptotic limit required by the theory. As a result, we can infer that the disagreement between the predictions of the telegraph model 22 and experiments for DNA during genome
The cumulative distribution functions corresponding to the probability distributions in Fig. 4 . The difference between the theoretical distribution (black curve) and the simulated distribution (cyan circles) is used to quantify the degree of agreement. mapping 23 is not due to the fact that the experimental conditions do not strictly satisfy the inequalities in the theory.
However, the question still remains: what causes the disparity between experiments and theory? On the one hand, the analysis methods employed to generate the data in these experiments may introduce artifacts into the distributions. For example, most of these experiments require DNA molecules at least 150 kilobase pairs in length to be considered for analysis, 23, 30, 41 and the alignment algorithm used for genomics applications might discard molecules which contain large hairpins that prevent alignment with the reference genome, thus affecting the left tail of the distribution. On the other hand, the omission of electrostatics when modeling the DNA as a wormlike chain interacting with a hard wall, which requires mapping the electrostatics to an equivalent neutral chain model, may cause the discrepancies. We anticipate that this study will direct further investigation into the experimental distributions using focused experiments and analysis of the underlying models to bridge this gap between experiments and theory.
SUPPLEMENTARY MATERIAL
See the supplementary material for (i) the parameters used for all of the cases in this paper and (ii) plots for the normalized frequency and the cumulative distribution function for each case.
