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Abstract
Modern speech recognizers often train their acoustic models on fairly simple mea-
surements, such as cepstral coefficients and their time differences. Some researchers,
however, favor more complex sets of acoustic measurements that enable them to in-
corporate speech knowledge and intuition.
The two objectives of this thesis are to develop a framework that allows speech scien-
tists to incorporate complex measurements, and to demonstrate the usefulness of the
framework by creating acoustic measurement sets that improve phonetic classification
performance.
This thesis reveals the capability of the two-stage framework: the means to optimize
complex measurements for maximum discrimination between pairs of confusable pho-
netic classes, and the means to conduct a performance-based, best-first search through
a collection of measurements.
The utility of the framework is evident in its ability to reduce the dimensionality of
a baseline set of cepstral measurements. This thesis includes several low-dimensional
measurement sets that beat baseline performance.
Thesis Supervisor: I. Lee Hetherington
Title: Research Scientist, Laboratory for Computer Science
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Chapter 1
Introduction
Today, most speech recognition systems depend on automatic learning techniques.
Often, these recognizers train their acoustic models on fairly simple measurements,
such as cepstral coefficients and their time differences. Some researchers, however,
favor more complex sets of acoustic measurements that enable them to incorporate
speech knowledge and intuition [9].
1.1 Complex Sets of Acoustic Measurements
When used in the right way, complex measurements allow classifiers to utilize training
data more effectively than simple measurements. Phillips and Zue argue that complex
sets of measurements can improve classification by making training algorithms con-
centrate on aspects of the speech signal important for phonetic contrasts. Focusing
on the right features can lead to a reduction in acoustic model complexity, resulting
in better parameter estimates for a given amount of training data [9].
Given that complex sets of acoustic measurements are a good idea, how do we
best harness their potential? Phillips and Zue state that the modeling process and
the choice of incorporated speech knowledge determine the utility of complex mea-
surements. Specifically, they recommend segment-based acoustic models and warn
against measurements that rely entirely on human speech knowledge (i.e., do not use
any machine training whatsoever).
In a segment-based system, we can use acoustic features in a speech signal to
determine the phonetic units that compose the signal. Complex measurements can
find these features, including attributes that vary over time, because a series of frames
is available from which to extract the measurements. In fact, one can argue that the
desire to use complex measurements motivates using a segmental approach in the
first place. For example, we can create a measurement to perform a regression on
energy over an entire segment. In a frame-based system, however, it is not clear how
to extract such a dynamic measurement because there is no notion of a segment over
which to perform the regression.
Even in a segment-based system, choosing what speech knowledge to incorporate
in measurements is critical. First, we must attack the right attributes, since some
speech features are difficult to measure even though we can qualitatively describe them
(e.g., tracking formant trajectories [5] and extracting distinctive features [7]). Second,
we should not define complex measurements based solely on speech knowledge. Since
acoustic-phonetic knowledge is not complete enough to fully specify a set of detailed
measurements [9], we should use an element of machine learning--in addition to
speech theory-to assist us in defining measurements.
1.2 Generalized Measurement Algorithms
Phillips and Zue describe an approach using generalized algorithms that combines
speech knowledge and machine training to define complex measurements.
A generalized algorithm can measure acoustic features known to be important
for phonetic discrimination, such as the spectral center of gravity or average spectral
amplitude. As illustrated in Figure 1-1, each of these generalized algorithms has free
parameters which, when set, define a measurement. Example parameters include
which portion of the segment in time and in frequency to extract the measurement
from.
Therefore, as Phillips and Zue note, a small library of generalized algorithms with
free parameters can produce a large space of possible acoustic measurements. By
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Figure 1-1: Measurement Definition
choosing different sets of generalized algorithms and varying their free parameters,
we can determine a subset of measurements that maximizes phonetic discrimination
performance on a large body of training data.
1.3 Measurement Optimization
The ultimate objective is to discover the measurement set that results in the highest
recognition performance. Given the large space of possible measurements, using a
brute-force approach to find the optimal measurements is not practical.
Instead, Phillips and Zue suggest a two-stage search. First, we create a pool of
measurements that best discriminate between pairs of confusable classes. Then, we
choose measurements from this pool that maximize classification accuracy over all
classes.
In the first stage, we create a collection of optimized measurements that discrim-
inate between various pairs of confusable phonetic classes. To create an optimized
measurement, we select a generalized algorithm that might prove to be an effective
discriminator and vary its parameters. For a given parameter set, we compute a
measurement vector for each phone (in either class) and use these vectors to calculate
Fisher's linear discriminant [3], a measure of maximum linear separation between the
two phonetic classes. The parameter set that generates the highest discrimination
score defines the optimized measurement. Fisher's linear discriminant is quickly com-
puted from measurement vectors, thus serving as a good optimization criterion. With
the optimization process just described, we can create a few optimized measurements
for each of the most confusable classes.
In the second stage, we use the first-stage measurement pool in a best-first search,
conducting classification experiments with all phones to generate the N-best measure-
ments that maximize classification accuracy. The optimal measurement set begins
empty or with a few baseline measurements not in the first-stage collection. On each
iteration, every measurement left in the measurement pool is individually appended
to the optimal set, creating one trial set for each measurement. We use each of these
trial measurement sets, in turn, to train and test a mixture-diagonal Gaussian classi-
fier, and the trial set that generates the highest classification accuracy becomes the
next optimal set. Thus, we add the best measurement to the optimal set on each
iteration, yielding the N-best first-stage measurements after N iterations. Figure 1-2
depicts this process with four measurements, represented as solid circles, members
of the optimal set in black. The ovals represent trial sets, with their classification
accuracies below. The high score for each round appears in bold.
A few years ago, Phillips developed SAILS, a Lisp-machine implementation of the
Phillips-Zue approach. This thesis will describe a SAILS implementation for Unix
machines, with enhanced capability for user interaction.
1.4 Thesis Overview
The goal of this thesis is twofold:
* to develop a framework that contains generalized measurement algorithms and
allows measurement optimization, and
* to demonstrate the usefulness of the framework by creating measurements that
improve the performance of a segmental speech recognition system.
In Chapter 2, we describe SAILS, a tool based on the Phillips-Zue approach that
semi-automatically discovers acoustic measurement sets for segmental recognition.
The SAILS framework includes generalized measurement algorithms, which we ex-
amine in detail. We demonstrate the SAILS graphical interface, which allows us to
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conduct a first-stage search; we explain how to specify experiments and how to evalu-
ate the discriminative power of measurements through scatter plots and optimization
graphs. We also discuss Fisher's linear discriminant, the first-stage optimization cri-
terion. Finally, we reveal the capability of the second-stage search, using it to dissect
a generic set of cepstral coefficient measurements.
In Chapter 3, we conduct experiments with SAILS to discover acoustic measure-
ment sets that improve phonetic classification performance because we feel that im-
provements in classification will translate into improvements in recognition. We dis-
cuss our cepstral baseline experiments and our two-stage search through complex
measurements, measurements targeted at major phonetic confusions of the baseline
system. Next, we examine techniques to reduce the baseline measurement set using
the second stage; we perform a computationally efficient, generic measurement search
to incrementally build sets of cepstral measurements. Finally, we evaluate these small
sets, discovering that we can beat baseline performance with fewer measurements.
In Chapter 4, we draw conclusions from our work and suggest further research
that can be conducted with SAILS.
Chapter 2
SAILS
Based on the Phillips-Zue approach, SAILS is a tool that semi-automatically discovers
acoustic measurement sets for segmental recognition. In this chapter, we examine the
SAILS framework, which contains a library of generalized measurement algorithms
and handles measurement optimization in two stages.
2.1 Generalized Measurement Algorithms
SAILS includes generalized algorithms designed to extract measurements from Mel-
frequency spectral coefficient (MFSC) and Mel-frequency cepstral coefficient (MFCC)
signal representations (see Section 3.1.2). Under the framework, extending the library
with additional algorithms is simple. The subsequent sections describe the measure-
ment algorithms currently implemented, algorithms that extract spectral centers of
gravity, spectral peaks, and spectral energy.
When discussing the mathematics of each generalized algorithm, we use some
common notation. First, s(n, c) is the Mel-based spectral energy for a particular
utterance, where n is the frame number and c is the coefficient number. Second,
since these algorithms have free parameters for time and frequency intervals, ni and n1
denote time bounds (in frames), while ci and c1 denote frequency bounds (in MFSC's).
Finally, N is the number of frames in a specified time interval (i.e., N = nf - ni + 1).
2.1.1 Average Spectral Center of Gravity
The average spectral center of gravity algorithm, avgcg, determines the frequency
of densest spectral energy within specified time and frequency intervals. We can
use avg.cg to extract frequency locations of spectral prominences within a segment,
giving us a rough estimate of formant frequencies. This algorithm is most effective in
segments with strong formants, namely vowels. Therefore, an avgcg measurement is
useful to discriminate between various vowel pairs.
To compute the average center of gravity, we first sum the spectral energy at each
MFSC across the specified time interval:
ni
S(c) = 1 s(n,c) (2.1)
n-=ni
Then, the spectral first moment of "superframe" S(c) serves as the result:
1 Cf
S(c) c - S(c) (2.2)
As an option, avgcg also returns the average amplitude of spectral energy at
MFSC ?g. Since cg is not discrete, avg cg determines the amplitude (in dB) through
linear interpolation:
Ag = 10 log (S(L-J) + (T- LJ) .(S(rF ) -S(LNJ)) (2.3)
Amplitude can qualify average center of gravity, when such a measurement is used to
train across all phones. For example, cg might be rather random when dealing with
stop closures, but hopefully, training algorithms will give less credence to Fg when
faced with the low amplitude. Conversely, the high spectral amplitude of vowels
should mark gg as a valuable discriminator.
2.1.2 Slope of Spectral Centers of Gravity
The slope of spectral centers of gravity algorithm, slopecg, finds the slope of the
line that best fits the spectral center of gravity of each frame within specified time
and frequency intervals. We can use slope_cg to extract the dynamics of spectral
prominences within a segment, giving us a rough estimate of how sharply formants
rise or fall. As with average center of gravity, this algorithm is most effective in
segments with strong formants, like vowels. Therefore, a slope_cg measurement is
useful to discriminate between vowel pairs with differing formant dynamics, such as
[iy] and [I].
To compute the slope of centers of gravity, we determine the spectral first moment
in each frame:
1 0,
cg(n) = - c s(n, c) (2.4)CE e s(n, c) c=c,
Then, we use linear regression techniques [10] to find the slope:
Acg = N. - . (2.5)
N -SxX- S2
nf nf nf nf
where S = E n, S= cg(n), S = E n2, and Sx = E n cg(n)
n=ni n=ni  n=ni n=ni
2.1.3 Average Spectral Peak
The average spectral peak algorithm, avg_peak, averages the frequencies correspond-
ing to the spectral peak in each frame within specified time and frequency intervals.
We can use avgpeak to estimate formant frequencies, much like average center of
gravity.
Whether one should use avgcg or avgpeak depends on the situation. Usually,
a center of gravity measurement is more robust; since avg_cg is weighted toward
frequencies dense with spectral energy, it is more likely to ignore a stray spectral
spike created by noise. On the other hand, if segments contain multiple regions
of dense energy within the specified frequency bounds, a spectral peak measurement
might be best. For example, consider a segment with two energy packets, the stronger
near the upper frequency boundary, the weaker near the lower boundary. Avgcg will
return a frequency between the boundaries, while avgpeak will return the frequency
of the stronger packet, which we hope is more phonetically relevant.
To compute the average spectral peak, we first determine the spectral peak in
each frame:
p(n) = max (s(n, c,), s(n, C+ ), ..., s(n, cf)) (2.6)
Then, the average of p(n) is the result:
1 af
S= -. p(n) (2.7)
n=ni
Optionally, avg_peak also returns the average amplitude of spectral energy at
MFSC p3. Since p is not discrete, avg-peak finds the amplitude (in dB) through linear
interpolation of S(c), a "superframe" of spectral energy (see Equation 2.1):
Ag = 10 log(S(WJ)+ (P - J) (S([P]) - S(IN))) (2.8)
Amplitude can qualify average spectral peak much like it can add credibility to an
avgcg measurement. The section on average spectral center of gravity contains a
relevant discussion.
2.1.4 Slope of Spectral Peaks
The slope of spectral peaks algorithm, slope_peak, finds the slope of the line that best
fits the spectral peak in each frame within specified time and frequency intervals.
We can use slope_peak to estimate formant dynamics, much like slope of centers
of gravity. As in the previous section, there is a trade-off between slope_cg and
slope_peak. Phillips and Zue used an algorithm similar to slope of spectral peaks to
discriminate between [m] and [n] [9].
To compute the slope of spectral peaks, we perform a linear regression [10] on
p(n), the frame-by-frame spectral peak function in Equation 2.6:
Ap = N S - S Sy (2.9)
N -. Sxx - SX2
nf nf ny ni
where S= = n, Sy= p(n), Sx= n2, and S•y= : n.p(n)
n=ni n=ni n=ni n=ni
2.1.5 Average Spectral Energy
The average spectral energy algorithm, avg-energy, determines the average energy per
frame (in dB) within specified time and frequency intervals:
E=10 log ( . s(n, c) (2.10)
n=ni C=Ci
2.1.6 Ratio of Spectral Energy
The ratio of spectral energy algorithm, ratio_energy, finds the energy ratio between
two pairs of frequency intervals within specified time bounds. This algorithm is
most effective in discriminating between segments which have similar energy con-
centrations in one frequency band and different energy concentrations in another.
Therefore, a ratioenergy measurement is useful to discriminate between voiced and
unvoiced phones with similar high-frequency energy characteristics. Prime candidates
include the strong fricatives [s] and [z], the latter of which sometimes differs in its
low-frequency energy due to the presence of voicing.
The result of this algorithm is the ratio (in dB) of the total energy in each fre-
quency interval:
n=ni c=ci,o
ý E s(n, c)
n=ni c=ci,0
2.1.7 Other Measurement Algorithms
SAILS includes fairly standard measurement algorithms as well. The avgvector al-
gorithm allows us to take cepstral coefficient averages over time, while the derivative
algorithm lets us incorporate cepstral time derivatives. The equations follow, with
k(n, c) as the Mel-frequency cepstral coefficients for a particular utterance:
1 Cf
V(c) = L k(n, c) (2.12)c=ctC=Ci
AV(c) = N Sy (2.13)
N -Sx, - S, 2
nf nf  nfi  nfl
where Sx= n, Sy =E k(n, c), Sxx = Z n2 , and Sxy- = n. k(n,c)
n=ni n=ni n--n i n=ni
Finally, the duration algorithm returns the log of the number of frames in a segment.
2.1.8 Measurement Notation
When referring to a measurement, we list the generalized algorithm and its parameter
values, as follows:
* avgcg start-time end-time start-coeff end-coeff
* avgvector start-time end-time start-coeff end-coeff
* derivative center-time offset start-coeff end-coeff
* ratio_energy start-time end-time start-coeff-0 end-coeff-0 start-coeff-1 end-coeff-1
In SAILS, we represent time parameters as real numbers, usually between 0 and
1, where "0" maps to the segment beginning and "1" maps to the segment end.
Coeff parameters refer to MFSC's or MFCC's depending on the algorithm. As a
result, avg_cg 0.0 0.3 0 10 defines a measurement that extracts the average spectral
center of gravity between MFSC's 0-10 from the first 30% of each segment. Since
we usually take derivative measurements at segment boundaries, we specify their time
intervals as an offset (in milliseconds) around both sides of a center time. Conse-
quently, derivative 1.0 20 0 9 defines a measurement that computes time derivatives
for MFCC's 0-9 from a 40-millisecond sequence of frames centered at the end of each
segment.
2.2 First Stage
A first-stage search is conducted via a graphical user interface, making measurement
pool creation a highly interactive process. The SAILS interface can optimize the
free parameters of a generalized algorithm to best discriminate between a pair of
confusable phonetic classes. In this section, we discuss the capability of the SAILS
interface.
2.2.1 Experiment Specification
Given speech signals and phonetic transcriptions for a set of utterances, we can use
the SAILS interface to conduct an experiment in two phases. First, we define a pair
of phonetic classes for our experiment; then, we specify the free parameters of the
measurement algorithm whose discriminative performance we wish to evaluate.
To define phonetic classes, we enter phone labels, such as those in the phonetic
transcriptions. In Figure 2-1, we entered the ARPAbet transcription labels [ih ix]
as Class 1 and [ah ax ax-h] as Class 2. SAILS then collected the MFSC and MFCC
tokens that represent each occurrence of [I], [t], [A], [a], and [9h] in the set of utterances.
Although context-independent tokens were gathered in this example, we have the
freedom to specify context before and/or after each phonetic class by entering labels
in the appropriate fields.
Once SAILS collects speech tokens for our phonetic classes, we can select a general-
ized measurement algorithm and specify its free parameters. We show three examples
in Figure 2-2, using the average spectral center of gravity algorithm.
Figure 2-1: Phonetic Class Definition
(a) Complete Measurement
(b) One-dimensional Optimization
(c) Two-dimensional Optimization
Figure 2-2: Free Parameter Specification
In Figure 2-2(a), we defined a complete measurement by specifying all four param-
eters. Here, we entered [0.3] as start time, [0.7] as end time, [11] as start coeff, and
[25] as end coeff. Thus, we defined a measurement that extracts the average spectral
center of gravity between 933-2444 Hz1 from the middle 40% of each segment. We
can evaluate the discriminative performance of this measurement through a scatter
plot, as revealed in Section 2.2.3.
In Figure 2-2(b), we specified a measurement optimization instead of defining
a complete measurement. We entered the range list [0 39 13 as end coeff, telling
SAILS to optimize the upper frequency boundary over MFSC's 0-39 in increments
of 1 coefficient. SAILS then scored the discriminative performance of the 40 possible
measurements, displaying the results in an optimization graph (see Section 2.2.4).
Similarly, we can make SAILS optimize multiple parameters-all of them, if so
desired. In Figure 2-2(c), we specified a two-dimensional optimization, telling SAILS
to optimize both coeff parameters.
In addition to single-algorithm specification, SAILS can extract a series of mea-
surements simultaneously. For example, we can append several complete measure-
ments to any of the specifications in Figure 2-2. In the case of an optimization, SAILS
'MFSC 11 is centered at 933 Hz, while MFSC 25 is centered at 2444 Hz.
appends our additional measurements, whose parameters are fixed, to each measure-
ment it creates from the range list(s), before scoring for discriminative performance.
2.2.2 Fisher's Linear Discriminant
In the SAILS interface, we evaluate how effectively measurement algorithms discrim-
inate between two classes of speech tokens through scatter plots and optimization
graphs. Both types of output are based on Fisher's linear discriminant [3], which we
examine in this section.
Given a series of measurements to extract from two classes of speech tokens, SAILS
determines the separability of the classes with Fisher's linear discriminant. SAILS
extracts the measurements from each speech token, storing the N-dimensional result
in a feature vector for the token. Thus, every token can be represented as a point
in the N-dimensional space. If the feature vector is an effective discriminator, points
belonging to each class will form two distinct clusters in N-space.
Although techniques exist to measure the separation of clusters in N-space, they
can be computationally intensive, especially when considering thousands of points in
a large number of dimensions. Since the process of quantifying separation is repeated
numerous times during measurement optimization, computation is at a premium. If
we project the N-dimensional points onto a line, we can still get an idea of class
separability, but at a much smaller computational cost.
As Figure 2-3 reveals, however, the choice of the projection line is critical. Clearly,
projecting onto w in the left graph provides better separation than its counterpart
on the right. Fisher's linear discriminant measures the maximum separation between
two classes by finding the best projection line, w*.
Suppose SAILS extracts measurements from n tokens, creating feature vectors,
xl,... ,xn. Of these, ni vectors belong to Class 1, and n2 vectors belong to Class 2.
Let us label these vector sets X, and X2, respectively.
We can project the feature vectors xi onto a line w as follows:
Yi = wtxi (2.14)
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Figure 2-3: Fisher Linear Projection [3]
In this manner, we can map vectors in Xx and X2 to two sets of points on a line, Yl
and Y2 . Furthermore, we can quantify separation between these projected sets by the
difference in their means. The larger the mean difference relative to some measure of
variance, the better the separability.
The Fisher criterion function is based on such reasoning:
IMi1 - 2 1
J(W) ý2 + -2 (2.15)
where ris is the sample mean of ji and is the scatter, = ( - ri)
Using the N-dimensional sample means of the vector sets, mi = (1/ni) Exexa x,
we can rewrite Equation 2.15 as an explicit function of w:
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(2.16)
where
SB = (ml- m2) (m - m2)' (2.17)
Sw = E (x- mi)(x- mi) t + E (x - m2)(x- m2)t  (2.18)
xeX1  xeX 2
Then, the projection line w* that maximizes J is:
w* = Sw- 1(ml - m2) (2.19)
Finally, we substitute w* into Equation 2.16 to find Fisher's linear discriminant:
D = J(w*) = (mi - m 2)tSw-l(ml - m2) (2.20)
2.2.3 Scatter Plots
Given speech tokens for a pair of phonetic classes, we can display a scatter plot in
the SAILS interface to view the two-class separability. As described in the previous
section, SAILS creates a feature vector of extracted measurements for each token
and projects these vectors in the linear direction that maximizes separation between
points of differing classes.
We can view the projected points in a scatter plot, like the one pictured in Figure 2-
4. Here each point represents a speech token; the x-direction is the Fisher direction,
while the y-direction is random (to make distinct points more visible).
In this example, we attempted to discriminate between [I,i] (Class 1) and [A,a,Oh]
(Class 2), using the avg.cg measurement from Figure 2-2(a)-that is, average spectral
center of gravity extracted from the middle 40% of each segment within frequency
bounds of 933-2444 Hz.
As shown in the plot, we can split the projection line in two. Most of the squares,
which represent [A,a,ah] tokens, lie to the left of the divide, while most of the circles,
which depict [I,j] tokens, fall to the right. As a result, we can classify tokens on the left
as Class 2 and tokens on the right as Class 1, resulting in a classification accuracy of
ii i i i i i i i i i i i i i i ii ii i ii ii i i i i i) i ii ! i i ii ii i ii ii ii i i ii • ii i i i i i ii iii i i i i ii ii ii i i ii i i ii i ii ii i i ii • i i i i i ii i i i i i ii ii ii i i i i ii ii i ii i ii iii i i i i i ) i ) i ii ii i i i i i i i ii i i i i ii i i i i) ijp) i) j i
* .
:::..::::: :::::: : ::::::::. 1iiEiii i:• X:- ...... . . *re x , .:• .•
** * a *0 ses
. * * * * O a.0 0
... ' % t*. . * * * *,W*:•:: *:: :.
Moo. ,.i .  . .. v.ie :. # 0. : 1*:i*i
....*: * s.. * iiiiiiiii*ii .* * *i*• * 
4
':I *sogo , a ... *.*4 * .K
...... * .** .i*441.
to . Sp * .
b 0.0 f t.0 ! 0.160m % . * a
*-·~.::::::i:::r:::l::..::i. " ...... *0* 3l * o** *
•i::))lit U iniii)•* * liiiiiliE 93?•iii
*p 4 m
. amiii iiii
slows..... a i s :. a* a as SON:iiiiiiiia 0iii~iiiiaiiii~- · :iiiii~ii~a a % a~iiiii::~iii -iiil~'illiia 0 sea alp 0:::::::ii ;iiiiiiil~iii·iii ~ i:~~''·ir~ ~li-ii~iiii0 111 4% a a noi s. a IF a a On~:ii i~ i·;:ii::ir~~~iiii~i~·i:sii~liii
~ii~~ii:::::: I::j-::~~i · iiiiii ~~:. ··i;-iiii~'Ia s o! ·:,iiiii':~~iiii~ii~::i~iiinliii~i~ ilcilia~ i~i~-ii~iiii~·iiiiOni
::::::::::1::::::::ii::a  a a n::: :-
: ~i::~i-iiiiiiiiiii~~iiiiii li i·i~s~iii mooi~~;ii lgi i- iiliiii :·ji·;j:·:i.:~~~i iiiiiii~iiiii : ~~~  li~ iiiiiiir ·:::·:::v:::: a:::
:::,:::a a a::
.::. -::: .::::: : : :::: : :: ::: :::• : : ::: : : ~:: i:: ::   ::: :: :::::::•:•:::•::•:•:::•::: :   -..... : : •:::: · :·: :: - :: ::- - ::::: :::::  ::: ·: :•::•:::::r:•:::::• :L h : : : : : ::::::::::::::::::·: : : : :  ::::::::  :::::••:::•:::••::: • : : : : : : ,: :
, ii~i..... ...
Figure 2-4: Scatter Plot with [i,j] (left) and [A,a,a h] (right)
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83.8%. In order to maximize accuracy, SAILS places the dividing line at the optimal
horizontal location, the location at which the fewest number of tokens are trapped
on a side resulting in misclassification.
In addition to reflecting classification accuracy, SAILS scatter plots allow us to
evaluate measurements through two main features. First and foremost, scatter plots
give us an idea of the separability of the two phonetic classes in consideration. We
can view individual points to determine whether tokens in differing classes tend to
cluster or not. This enables us not only to experiment with new measurements, but
to verify that existing measurements serve as useful discriminators. In Figure 2-4,
separability is fairly good; we can see two clouds of points, separated along class
lines, rather than one large clump of intermingled points. Of course, the clouds are
not entirely distinct, owing to the fact that these phonetic classes are particularly
confusable, but as we can witness, even a one-dimensional measurement can provide
valuable discrimination. Hopefully, by increasing our feature vector with the right
measurements, we can view even further increases in separability.
The second advantage of scatter plots is the ability to investigate individual to-
kens, especially outliers, points that appear out of place when compared to other
points in their phonetic class. We can click on points in the plot to view token in-
formation, information like the token's phonetic label, the speaker who produced the
token, and the utterance to which the token belongs. In the future, we will be able
to see a spectral representation of the selected speech token in the context of its
utterance, with graphics representing measurement-extracted features superimposed
on the spectrogram. This will assist us not only in verifying that generalized algo-
rithms are indeed extracting features they were designed to, but in viewing why a
measurement makes a particular token into an outlier. Such inspection could provide
clues to creating better measurements, perhaps by leading to improved parameter
choices or by highlighting latent acoustic cues that can best be captured through new
algorithms.
2.2.4 Optimization Graphs
Given speech tokens for a pair of phonetic classes, we can optimize the free parameters
of a measurement algorithm, viewing the results in an optimization graph.
When we specify optimization ranges in the interface, SAILS varies algorithm
parameters accordingly, creating a set of possible measurements. SAILS extracts
each measurement, in turn, from the tokens, using the resulting feature vectors to
compute Fisher's linear discriminant. Finally, SAILS graphs the discriminant scores,
revealing which parameter values yield the best discrimination.
Although the feature vectors for each possible measurement have a unique projec-
tion line w*, comparing discriminant values of different vector sets is fair because the
same measure of one-dimensional separation is used throughout (see Equation 2.20).
For example, this method is robust with regard to feature vectors whose sizes vary
with parameter values, since separability is scored after projection onto a line.
In Figure 2-5, we see a one-dimensional optimization graph, the result of an ex-
periment we specified in Figures 2-1 and 2-2(b), an experiment in which we attempt
to optimize avgcg's end coeff parameter to discriminate between [I,j] and [A,a,9h]. In
the graph, end coeff choices are on the x-axis with corresponding discriminant scores
on the y-axis. The circles represent local maxima, the largest of which occurs when
end coeff is 25. Thus, avg.cg 0.3 0.7 11 25 is the most optimal measurement in the
specified range. We can click on any graph point to view a scatter plot of the corre-
sponding measurement. For example, clicking on the big circle displays a scatter plot
for the optimal measurement.
It is important to note, however, that several parameter values near the peak
produce discriminants that are roughly equal. Therefore, if we choose any value
between 23-26 and scatter plot the resulting measurement, we should see roughly
the same degree of separation between phonetic classes. In general, the ability to
view discriminant values near a maximum can be extremely beneficial, allowing us
to collapse several similar measurements into one. For example, after optimizing
avgcg to discriminate between various vowel pairs, we might notice that certain
Figure 2-5: One-dimensional Optimization Graph
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measurements have similar (but not identical) parameter values. Knowing parameter
tolerance for each pairwise-optimal measurement, we might find a single parameter
set that comes close to yielding optimal separation for several vowel distinctions.
In Figure 2-6, we see a two-dimensional optimization graph, the result of opti-
mizing avgcg over both coeff parameters-see Figure 2-2(c). Here we need to graph
three variables: two parameters and their corresponding discriminant scores. SAILS
conveys this three-dimensional relation through a contour plot, in which start coeff
appears on the x-axis, end coeff appears on the y-axis, and the black contour lines
represent equal discriminant values. Regions where lines are close together indicate
steep changes in discriminative performance.
Essentially, a contour plot is the overhead view of a surface and allows us to
easily locate maxima, once again represented by circles. In addition to the global
maximum at (11,25), or 933-2444 Hz, we can see a smaller peak at (1,16), or 267-
1317 Hz. Therefore, this optimization reveals two locally-optimal measurements:
avg-cg 0.3 0.7 1 16 and avgcg 0.3 0.7 11 25. In fact, the frequency ranges roughly
correspond to first and second formant locations, verifying that extracting these im-
portant features maximizes discrimination.
In general, a two-dimensional optimization is a good idea, especially in the context
of interval boundaries. For example, it is natural to optimize start time and end
time together. Moreover, two-dimensional optimizations offer us a better chance of
finding the globally-optimal parameter set for a given measurement algorithm. To
see this, consider optimizing both coeff parameters with a series of one-dimensional
optimizations. First, we could guess a start coeff and optimize end coeff over MFSC's
0-39. Then, we would set end coeff to the peak result and optimize start coeff. Even
if we continued this process until both parameters stabilized, we have no guarantee
that the resulting coeff values are globally optimal; depending on our initial guess,
we might gravitate towards the smaller peak.
Clearly, optimizing multiple parameters offers us better perspective. In this vein,
we could attempt to optimize more than two parameters, all four in the case of
avgcg. Although such a sweeping experiment precludes us from a fine-grain search,
Figure 2-6: Two-dimensional Optimization Graph
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coarse parameter optimizations are certainly reasonable. The SAILS interface does
not graphically represent higher-dimensional optimizations, but SAILS can write the
possible measurements and their discriminant scores to a file. Sorting such output
can reveal general peak locations, from which we can conduct high-resolution opti-
mizations in one or two dimensions.
2.3 Second Stage
In SAILS, the second stage is a batch process in which we perform a best-first search
to automatically discover the N-best measurements from a measurement pool.
Table 2-1 shows a collection of measurements which often serves as a generic
feature vector for our segmental speech recognition system; we include three MFCC
averages, two MFCC derivatives, and duration.
As an exercise, we fed these generic measurements to the second-stage search
engine, training and testing a mixture-diagonal Gaussian classifier on the TIMIT
corpus (see Section 3.1). Table 2-2 reveals the results of the six iterations.
Here an "x" means that the measurement was in the optimal set. On every
iteration, SAILS created a trial set for each unused measurement, appending the
measurement to the current optimal set. One at a time, SAILS used these trial sets
to train acoustic models and test phonetic classification accuracy. The table reflects
these accuracies, the highest accuracy for each iteration in bold.
On the first iteration, the optimal measurement set was empty, and the middle.avg
avgvector start time end time start coeff end coeff
startavg 0.0 0.3 0 11
middle_avg 0.3 0.7 0 11
end_avg 0.7 1.0 0 11
derivative center time offset (in ms) start coeff end coeff
startderiv 0.0 20 0 11
endderiv 1.0 20 0 11
duration
Table 2-1: Generic Measurements with 12 MFCC's
# start-avg middle.avg endavg startlderiv endderiv duration
1 47.1 57.5 48.8 43.5 42.0 15.4
2 65.1 x 64.1 64.7 63.4 62.6
3 x x 69.0 69.4 70.1 68.5
4 x x 71.4 72.2 x 72.3
5 x x 73.4 74.1 x x
6 x x 74.9 x x x
Table 2-2: Results of Second-stage Search through Generic Measurements
measurement resulted in the best accuracy at 57.5%. SAILS added middle-avg to the
optimal set for the second iteration, and the trial set of startavg and middleavg was
highest with a 65.1% accuracy. Hence, SAILS added startavg to the optimal set,
continuing the search process.
Note that the second-stage search engine chose end-deriv next, while the perfor-
mance of endavg degraded. In fact, endavg became the least significant measure-
ment. In this case, using the five best measurements (i.e., not including end-avg)
reduces the feature vector by 12 dimensions at a slight performance cost of less than
1%.
This result suggests an alternative use for the second stage, namely one of paring
down measurement sets instead of extending them. In the Phillips-Zue approach of
Section 1.3, we would use the first and second stages in conjunction to append to
a given set of measurements. Used in this manner, the second stage would reveal
which pairwise-optimal, first-stage measurements were relevant when trained across
all phones.
The experiment above, on the other hand, indicates that feeding chunks of generic
measurements to the second stage can prove to be fruitful. Finding lower-dimensional
feature vectors that provide comparable performance is extremely desirable, as we can
save on computation while improving parameter modeling. On this note, we should
divide the generic measurements into even smaller pieces. In the next chapter, we do
exactly this, establishing minimal sets of cepstral coefficient measurements.
2.4 Chapter Summary
In this chapter, we described the SAILS framework and revealed its capability. First,
we examined the generalized measurement algorithms currently in the framework.
Specifically, we stated what features the algorithms were designed to extract and in
what phonetic context they might be most useful. We also discussed how we compute
measurements with each algorithm.
Second, we demonstrated the SAILS graphical interface, which allows us to con-
duct a first-stage search. We explained how to specify phonetic classes, define acoustic
measurements, and optimize algorithm parameters. In addition, we showed some sam-
ple output-a scatter plot and optimization graphs-and discussed how they allow
us to evaluate the discriminative performance of measurements. We also described
Fisher's linear discriminant, which SAILS uses to produce such output.
Finally, we revealed the power of the second stage, pointing out that we can use
this search engine to improve measurement sets in two ways, the first by dissecting
feature vectors currently in use, the second, by extending them.
Chapter 3
Measurement Discovery
In this chapter, we use SAILS in a series of experiments in an attempt to improve
the performance of SUMMIT, our segmental speech recognizer [11]. Although the
ultimate objective is to improve recognition performance, we constrain ourselves to
phonetic classification to remove the variability of segmentation present during recog-
nition. We feel, however, that improvements in classification should translate into
improvements in recognition.
3.1 Phonetic Classification Overview
To perform context-independent phonetic classification, we first transform a speech
waveform into a compact signal representation. From this representation, we extract
a set of acoustic measurements from each speech segment, storing the results in a
feature vector. Then, a classifier compares each segment's feature vector with trained
acoustic models for a complete set of phones, and labels the segment as the phone
with the closest-matching model.
In our experiments, we vary the acoustic measurements, but maintain the other
classification components. This section covers these common elements: the speech
data, the pre-measurement signal processing performed on the data, and the acoustic
models of the classifier.
Training Set # Speakers # Utterances # Unique Utts. # Tokens
train 462 3,696 1716 142,910
Testing Sets # Speakers # Utterances # Unique Utts. # Tokens
test 118 944 474 35,697
core-test 24 192 192 7,333
dev 50 400 265 15,057
Table 3-1: TIMIT Training and Testing Sets
3.1.1 Corpus
The TIMIT acoustic-phonetic corpus [12], which includes American English utter-
ances from 630 male and female speakers, serves as the speech database for our
experiments. We chose TIMIT for its phonetic balance and its widespread use in
phonetic classification experiments. To create the corpus, each speaker read ten
utterances through a Sennheiser noise-cancelling microphone, two labeled sa, three
labeled si, and five labeled s-, TIMIT contains a waveform and its time-aligned pho-
netic transcription for every utterance read.
To maintain acoustic diversity, we ignore the sa utterances, which are common
to all speakers. Instead, we draw our training and testing data from the si series,
which contains a wide and varied selection of phonetic combinations, and the sx
series, which includes a limited number of phonetic combinations. Each si utterance
is unique, while each sx utterance is repeated by seven speakers.
Table 3-1 shows the NIST data sets1 used for training and testing [8], where core-
test is a subset of test. To ensure the integrity of our results, speakers are disjoint
between train, test, and dev. Furthermore, sx utterances in train do not appear in the
three test sets.
In this thesis, we conduct first-stage measurement optimizations on three sets of
1000 randomly-selected train utterances; there are overlaps among these first-stage
data sets. For second-stage searches, which consist of a series of classification trials,
we train our classifier with train and test on dev. To show that second-stage fea-
ture vectors improve performance regardless of speaker or utterance, we also report
'The sa utterances are excluded.
IPA TIMIT Example IPA TIMIT Example
a aa bob I ix debit
ae ae bat iY iy beet
A ah but j jh joke
S ao bought k k key
aw  aw bout k" kcl k closure
a ax about 1 1 lay
ax-h suspect m m mom
a axr butter n n noon
aY ay bite uj ng sing
b b bee f nx winner
b" bcl b closure o' ow boat
6 ch choke oY oy boy
d d day p p pea
d3 dcl d closure o pau pause
8 dh then pD pcl p closure
r dx muddy ? q bat
E eh bet r r ray
I el bottle s s sea
rp em bottom 9 sh she
i en button t t tea
•L eng Washington to tcl t closure
0 epi epenthetic silence 0 th thin
13 er bird u uh book
ey ey bait u" uw boot
f f fin ii ux toot
g g gay v v van
g" gcl g closure w w way
h hh hay y y yacht
fi hv ahead z z zone
I ih bit 2 zh azure
- h# utterance initial and final silence
Table 3-2: IPA Symbols for TIMIT Phonetic Transcription Labels
Table 3-3: Lee's 39 Phonetic Classes
classification accuracies on test and core-test.
TIMIT transcriptions label each phonetic token as one of the 61 phones in Table 3-
2. Before determining classification accuracy, however, we collapse the actual labels
and the classifier's hypotheses to Lee's set of 39 phonetic classes [6]. Table 3-3 reveals
these classes, which omit glottal stops and silences.
3.1.2 Signal Representation
SAILS includes generalized algorithms designed to extract measurements from Mel-
frequency spectral coefficient (MFSC) and Mel-frequency cepstral coefficient (MFCC)
signal representations. Characteristic of such representations is a Mel-frequency warp-
ing, which approximates the frequency response of the inner ear. The procedure used
to derive Mel-based representations from a speech waveform is as follows:
* Sample the waveform at 16 kHz.
* Multiply the samples by a 25.6 ms Hamming window advanced at a frame rate
of 5 ms.
* For each frame, compute a 256-point discrete Fourier transform.
* Square each frame's DFT coefficients to obtain a power spectrum.
Class Phones Class Phones Class Phones
Q a,3 ey  ey  oy  oy
a aW f f p p
A A,0,ah g g r r
aw aW h h,fi s s
dY ty I Is _,_
b b iY  iY t t
0 b3,pD,dO,t3,g",k" J J 0 0
6 c k k u U
d d 1 1 uw uW,ii
6 5 m m,rp v v
r r n n,q,r w w
E , 13 oU Y Y
3" 3"10 ow ow Z Z
0)
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0 2000 4000 6000
Frequency (Hz)
Figure 3-1: Forty Mel-frequency Triangular Filter Banks
* Pass the spectra through a set of 40 Mel-frequency triangular filter banks to
generate 40 MFSC's (see Figure 3-1).
* Take the cosine transform of the MFSC's to obtain 40 MFCC's.
Many speech recognizers use a feature vector of low-order MFCC's and their time
differences. With SAILS, however, we can extend such vectors with measurements
that extract spectral features present in MFSC's.
3.1.3 Principal Components Analysis
Before presenting feature vectors to the classifier, we perform a principal components
analysis (PCA) on the extracted measurements [3]. We conduct such analysis, which
we base on pooled correlation, for three reasons. First, PCA rotates the feature vec-
tor to make the dimensions as orthogonal as possible; this allows us to use simpler
acoustic models that assume independence between dimensions. Second, PCA nor-
malizes each extracted measurement, removing the effects of scale. Third, PCA ranks
the dimensions by how much of the pooled variance they explain; this allows us to
reduce the size of the feature vector, keeping only the highest-ranking dimensions if
so desired. As we learn in Section 3.7, however, dimensionality reduction through
PCA does not necessarily translate into improved performance.
3.1.4 Acoustic Models
In our experiments, the acoustic models of the classifier are mixtures of diagonal
Gaussian distributions, where each distribution Pri(x) is the product of univariate
normal densities [3]:
Pri(x) = Nep (ij - Pj)2 (3.1)
where x is a feature vector of size N and the jth extracted measurement, zx, has mean
lpt and variance q~2 . We take the product of univariate densities on the assumption
that the dimensions of the feature vector are independent.
A phone is modeled with mixtures of Pri(x):
M
Pr(x) = m - Pri(x) (3.2)
i=1
M
such that mi = 1
i=1
where M is the number of mixtures and mi is a mixture weight. To keep training and
testing computation in check, especially during a lengthy second-stage search, we set
the maximum number of mixtures to 16 for all classification experiments.
The Gaussians are trained with k-means clustering, which introduces some ran-
domization. Consequently, we can run the same phonetic classification experiment
twice and receive different classification accuracies. From our experiments, however,
we conclude that such training noise is within a few tenths of a percent.
3.2 Approach
In the approach described in Section 1.3, we use the second stage to search through a
pool of first-stage measurements that are designed to extract discriminating features
between pairs of phones.
Although we could begin this search with an empty optimal set, thus creating
a feature vector entirely of complex measurements, it appears better to begin with
a set of standard, cepstral coefficient measurements for two reasons. First, cepstral
measurements are widely used as general discriminators in the context of all phones, a
fact we should harness. Second, a feature vector composed only of complex measure-
ments might be extraordinarily large, considering the number of pairwise phonetic
distinctions that must be made. Therefore, we should begin with a baseline of cep-
stral measurements and use SAILS to extend this baseline with feature-extracting
measurements, which are targeted at phones that cepstra alone are unable to resolve.
Following such reasoning, we can use the SAILS framework to iteratively improve
phonetic classification performance:
1. Train and test a classifier with a set of acoustic measurements.
2. From the results, determine the pairs of phonetic classes that cause the greatest
confusion.
3. Use the SAILS interface to create a measurement pool, with a few measurements
to discriminate between each of these confusable class pairs.
4. Use the SAILS second stage to generate the N-best measurements from the
measurement pool and the initial set (from Step 1).
5. Designate these N measurements as the new measurement set.
6. Repeat as desired.
In subsequent sections, we attempt to follow this procedure.
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Figure 3-2: Performance of Generic Measurements with Various MFCC's
3.3 Baseline Experiments
Our first task was to establish a baseline of cepstral coefficient measurements to
highlight major phonetic confusions and to serve as the initial measurement set for
experiments with the second stage.
We chose a generic feature vector of three MFCC averages, two MFCC derivatives,
and duration-much like the set listed in Table 2-1. Furthermore, we conducted sev-
eral classification trials, varying the number of MFCC's in the cepstral measurements.
Figure 3-2 shows the results, which are based on the dev set. Since performance lev-
els off at 12 MFCC's for our classification system, we selected a 74.9% baseline of 61
dimensions (= 5 x 12 + 1).
As a prelude to our first-stage experiments, we determined which pairs of phonetic
classes were most often confused by the baseline system. Figure 3-3 is a matrix that
illustrates the degree of confusion between pairs of the 39 phonetic classes. The rows
of the matrix represent actual classes from phonetic transcriptions, while the columns
represent classifier-hypothesized classes. The shade of each matrix element reflects
the frequency of misclassification 2; therefore, the darker the square, the greater the
confusion.
2In an ordinary confusion matrix, diagonals are extremely dark, since the classifier is correct for
most phonetic tokens. Here we do not shade diagonals to highlight misclassification.
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Figure 3-3: Confusion Matrix for Baseline Measurements
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The figure reveals major sources of confusion: [I,i] and [A,a,ah], [I,j] and [e], [I,j]
and [iy], [3] and [r], [m] and [n], and [s] and [z]. Not surprisingly, each of these pairs
consists of phones that are similarly produced-vowels, nasals, and strong fricatives.
In addition, much of the vowel confusion lies between the short, neutral vowels (i.e.,
[I], [1], [A], [a], [ah], and [E]).
In an effort to alleviate this baseline confusion and improve performance, we tar-
geted the aforementioned phonetic classes in a first- and second-stage search. The
next few sections discuss these experiments.
3.4 First-stage Search
Our objective during the first-stage search was to create a pool of complex mea-
surements that best discriminated between the baseline's most confusable pairs of
phonetic classes. In each case, we optimized a few of the generalized measurement
algorithms at hand, seeking to capture discriminating features.
Since the location and dynamics of formants are important acoustic cues for vowel
distinction, we optimized avgcg and delta_cg for the confusable pairs of vowel classes.
For [s] and [z], spectral images are quite similar, but the presence of low-frequency
energy can indicate [z]'s voicing; thus, we optimized energy_ratio and avgenergy for
these strong fricatives. Finally, since formants often fall into [m], while remaining
relatively static near [n], we optimized delta_peak and delta cg. In all cases, our focus
was to find optimal frequency intervals given a reasonable time interval-the segment
middle for vowels, the entire segment for fricatives, and the segment boundaries for
nasals.
From these searches, a few measurements emerged with true discrimination po-
tential. Table 3-4 summarizes this pool of measurements. We based the merit of a
measurement on three criteria. First, a two-dimensional optimization should produce
at least one clear and smooth peak. We ignored spikes in an optimization graph,
deeming them to be a product of the data set and unlikely to be universally appli-
cable. Second, a measurement should show qualitative and quantitative evidence of
Mean Fisher Score Class 1 Class 2 Measurement
74.7 I,1 A,a,ah avg-cg 0.3 0.7 11 25
55.1 I, C E avgcg 0.3 0.7 0 8
52.3 I,f iY avgcg 0.3 0.7 8 28
48.9 s z ratioenergy 0.0 1.0 0 2 6 12
Table 3-4: First-stage Measurement Pool
discrimination. That is, a scatter plot should reveal separation between tokens of
differing classes and the Fisher discriminant value, a measure of two-class separabil-
ity, should be relatively high. We selected an empirical threshold of about 40 for the
Fisher score. Finally, an optimization should be repeatable; optimizing on all three
thousand-utterance data sets should produce similar optimization graphs, scatter plot
separations, and Fisher discriminant values.
As an example, let us consider the experiment in which we optimized avg.cg's
coeff parameters to generate avg-cg 0.3 0.7 11 25 as the optimal discriminator for [I,j]
and [A,a,oh]. In Table 3-5, we list the top three optimization results for each of the
first-stage data sets, labeled A, B, and C. The repeatability of this search is evident.
Specifically, the optimal frequency interval, MFSC's 11-25, is consistent for all three
data sets. Moreover, the Fisher scores for the three trials all lie in the low- to mid-
seventies. One particular trial, which we use to demonstrate the SAILS interface in
Chapter 2, yielded the optimization graph depicted in Figure 3-4. In the graph, we
see two clear, smooth peaks that correspond to first and second formant frequencies
(see Section 2.2.4). Therefore, discriminative performance is maximized when based
on formant location, a result that agrees with our acoustic-phonetic knowledge.
Similarly, avgcg optimizations between other vowel classes produced dual peaks
around F1 and F2. This is as expected because the average spectral center of gravity
algorithm was designed to extract formant frequency estimates. The consistent two-
peak results verify that this algorithm is indeed functional and effective in pairwise
discrimination.
As Table 3-4 shows, we were most successful in optimizing avg cg for [I,j]. Fur-
thermore, the ratio of spectral energy was useful for [s] versus [z]. In general, these
Figure 3-4: Two-dimensional avgcg Optimization Graph for [I,] and [A,o,ah]
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Set #IJ, #A,a,a h  Fisher start coeff end coeff
76.9 11 25
A 3067 1640 75.6 12 25
75.5 11 26
71.7 11 25
B 3136 1640 71.6 12 25
71.3 12 24
75.6 11 25
C 3157 1601 75.2 11 24
74.1 12 24
Table 3-5: Results of avgcg Optimization for [I,] and [A,,ah]
two algorithms, which extract static features, were more robust and yielded better
results than deltacg and deltapeak, which extract dynamic features. Consequently,
[m] and [n] separation was virtually non-existent.
3.5 Second-stage Search
At this juncture, our goal was to improve upon baseline classification performance.
From the first-stage search, we had a pool of complex measurements optimized to
alleviate some of the baseline's phonetic confusion (see Table 3-4), so we conducted a
second-stage search through this measurement collection. As described in Section 3.2,
the baseline measurements served as the initial set.
Since the complex measurements were tailored to best discriminate between spe-
cific phonetic classes, we expected that confusion between these classes would dimin-
ish, even if classification accuracy did not exceed the baseline of 74.9%. As the search
progressed, however, we discovered that extending the baseline with our complex
measurements was often detrimental.
Classification accuracy for extended feature vectors was either at the baseline
or a few tenths of a percent below. More importantly, when we compared baseline
phonetic confusion to the extensions' phonetic confusion, we often discovered that
pairs of classes were slightly more confusable after adding a measurement which was
optimized to diminish confusion between them.
In fact, we obtained similar results in accuracy and phonetic confusion for a variety
of classification experiments with complex measurements. For example, including
amplitude with avgcg or using avgpeak with optimized center-of-gravity parameters
was not fruitful. We even attempted different types of acoustic models, such as the
full-covariance Gaussian and mixtures of full-covariance Gaussians. We hoped that
such models, which can capture correlation between feature vector dimensions, would
benefit from our complex measurements. However, they too showed slight losses like
mixtures of diagonal Gaussians.
As an example (for diagonal mixtures), let us compare results from the baseline to
those of the baseline plus avg_cg 0.3 0.7 11 25, a complex measurement optimized to
discriminate between [I,j] and [A,a,9h]. Table 3-6, which is based on three classification
trials, shows confusion matrix diagonals: the number of correctly-classified tokens in
each of the 39 phonetic classes. The right-most column is the change in each class
from the additional avg.cg measurement. The sum of these changes is -61, which
effects a net loss in performance of about 0.1%.
Although the changes are erratic as a whole, there is a +20 change in the vowels
and semivowels (rows [iy] to [y]). This is promising because avg_cg is supposed to
increase vowel classification. However, the targets of this experiment, [I,i] and [A,a,9h]
suffer a combined loss of -27. This is curious because we expected the greatest
positive changes to originate in this pair of classes.
We offer two possible explanations for this behavior. First, the pairwise manner in
which we optimize our complex measurements might not generalize to classification
with all phones. Given a first-stage measurement that is optimized in the context of
only two classes, a 61-phone classifier might not improve in a particular distinction
because of all the other phones it can select. The only way to guarantee optimality
is to optimize measurement parameters through classification trials. Second, feature
vectors composed of complex and baseline measurements might be too large to model
well. The number of model parameters increases with feature vector size, eventually
resulting in poorer parameter estimates and lower performance. Our baseline experi-
ments suggest that dimensionality could be a problem because performance plateaus
Class I Baseline +avgcg I A
iy 1398 1414 +16
I 2644 2644 0
E 565 600 +35
a 431 427 -4
A 1052 1025 -27
uW 206 210 +4
_ 9 8 -1
a 967 990 +23
ey  488 485 -3
ay  498 504 +6
oy  64 64 0
a" 91 87 -4
o" 226 219 -7
S 1014 995 -19
1 1517 1522 +5
r 1241 1264 +23
w 604 596 -8
y 205 186 -19
m 875 869 -6
n 1930 1902 -28
u 130 128 -2
v 429 435 +6
f 737 729 -8
5 485 490 +5
0 83 91 +8
z 727 713 -14
s 1732 1729 -3
s 378 371 -7
J 169 165 -4
115 121 +6
b 521 513 -8
p 573 583 +10
d 447 444 -3
r 347 356 +9
t 901 904 +3
g 209 190 -19
k 959 945 -14
h 362 358 -4
S 9193 9185 -8
Sum 34522 34461 -61
Table 3-6: Diagonals of Confusion Matrices
IMeasurements I Class I , I A,o,ah
Baseline I,J 90.2 9.8
only A,,ahh 25.7 74.3
Baseline I,1 92.3 7.7
+avgcg A,,a h  27.8 72.2
Table 3-7: Two-class Confusion Matrices
for generic feature vectors larger than 61 dimensions (12 MFCC's in Figure 3-2).
To verify that a pairwise-optimal measurement yields improved performance when
added to the baseline, we repeated the avgcg 0.3 0.7 11 25 experiment, only training
and testing phones in the relevant classes, namely [I,j] and [A,a,9h]. Table 3-7 is
a matrix that reveals the two-class phonetic confusion before and after appending
avgcg. The rows represent [I,*] and [A,a,ah] in the phonetic transcriptions, while
the columns represent classifier hypotheses. As expected, the additional complex
measurement increases the percent of correctly-classified [I,j] tokens, from 90.2% to
92.3%. On the other hand, the percent of correct [A,a,ah] tokens suffers, decreasing
from 74.3% to 72.2%.
Two-class experiments with other phonetic class pairs exhibited similar inconsis-
tencies. Since we expected our first-stage optimized measurements to improve-or
at the very least, maintain-binary classification performance for the target classes,
we concluded that dimensionality was indeed a reason for our inconsistent results.
Consequently, we decided to reduce baseline dimensionality before appending com-
plex measurements. In this vein, we attempted PCA reduction techniques to no avail.
However, as revealed in the next section, the second stage proved to be quite effective
at dimensionality reduction.
3.6 Dimensionality Reduction Experiments
In this section, we discuss our efforts to improve upon the baseline through dimen-
sionality reduction. Smaller feature vectors mean fewer acoustic model parameters,
which has several advantages: parameter estimation is enhanced for a given body of
training data, less memory is necessary to store acoustic models, and less run-time
computation is required, increasing the speed of recognition.
Therefore, our objective was to use the second stage to reduce the 61-dimensional,
generic feature vector of Table 2-1, while retaining--or better yet-increasing perfor-
mance. Ideally, we wanted to divide the feature vector entirely and feed 61 single-
coefficient measurements to the second stage.
3.6.1 Second-stage Search through MFCC Averages
In an effort to restrict the amount of computation necessary for decomposition, we
began with a second-stage search through 30 avgvector measurements, covering the
bottom ten MFCC's in each of the three time intervals (0.0-0.3, 0.3-0.7, and 0.7-1.0).
Figure 3-5 reveals the gains in classification accuracy as the search progressed, while
Table 3-8 lists the order in which the top twenty measurements were selected.
From the figure, we can witness the value of each additional cepstral average. In
fact, we achieve over 50% classification accuracy with merely five averages. As we
increasingly append more measurements, however, the improvements in performance
taper, eventually reaching a plateau of about 66%.
The initial selections form a basis for coarse discrimination, a basis common
enough to classify a majority of phonetic tokens. In support of such reasoning is
the fact that the initial selections are all low-order MFCC's, which model the general
spectral shape of a frame. In each of the three time slices, the search chose low-order
MFCC averages at first and later appended higher-order coefficients. Although the
search did not choose MFCC's in numerical order, it eventually returned to acquire
the coefficients that were skipped.
This skipping effect is most likely due to training noise during k-means clustering,
which can create a non-deterministic classification accuracy for a given set of mea-
surements. Since classification accuracy is the search criterion during each iteration,
training noise can make a slightly lower-performing measurement supersede a better
measurement.
With the effects of training noise in mind, we can conjecture a general search
trend: in each time interval, the search began with the lowest-order MFCC average
Figure 3-5: Results of Second-stage Search through 30 avg vector Measurements
Dim % Acc 0.0-0.3 0.3-0.7 0.7-1.0 MFCC
1 29.14 *- 1
2 40.20 *_ 0
3 45.36 * 3
4 49.00 * 2
5 50.89 * 4
6 53.04 * 3
7 54.89 * 1
8 56.63 * 0
9 58.63 * 0
10 60.02 *_ 5
11 61.18 *_ 6
12 62.15 * 1
13 62.98 * 3
14 63.90 *_ 7
15 64.67 * 2
16 65.50 *_ 9
17 66.13 __ 2
18 66.35 _ _ 8
19 66.73 * 9
20 66.73 * 4
Table 3-8: Selection Order for Top 20 avgvector Measurements
and monotonically increased the order during subsequent iterations. This hypothesis
is intuitively agreeable because increasing MFCC order is akin to increasing spectral
resolution. Therefore, in each iteration, the search increased spectral resolution in
the time interval that provided the greatest discrimination.
As Table 3-8 reveals, the search exclusively chose middle averages at the outset.
This is not surprising, since we expect the center of each phone to contain its spectral
essence, the characteristic spectral shape that distinguishes it from other phones. An-
other reason for the middle-average selection is the fact that the avgvector algorithm
is geared to capture the relatively static nature of the segment center, as opposed
to the dynamic co-articulation effects more likely to exist at the segment ends. This
is because the average of fairly constant MFCC's will reflect these constant values,
while the average of changing MFCC's will not capture their dynamics.
3.6.2 Second-stage Search through MFCC Derivatives
To make use of dynamics, we included MFCC derivatives in our next experiment,
which is summarized in Table 3-9. In the previous search, we realized only incre-
mental gains in performance after 16 averages. Therefore, we began a new search
with averages of sixteen top-performing' coefficients in the initial measurement set:
averages of 8 MFCC's in the middle time interval, 4 MFCC's at the beginning, and
4 MFCC's at the end. We also included duration in the initial set. As a search pool
of generic measurements for the second stage, we designated the three lowest-order,
single-coefficient derivatives at both segment boundaries (with 20-millisecond offsets),
in addition to a few low-order averages not in the initial set.
As the table shows, the search immediately chose four derivative measurements,
two at the segment start and two at the end. At both boundaries, the MFCC-0 deriva-
tives surfaced before their MFCC-1 counterparts, an order that supports our spectral
resolution hypothesis. Furthermore, performance benefits a great deal from low-order
derivatives and duration, resulting in a classification accuracy over 72%-nearly 6%
3We omitted avg-vector 0.0 0.3 9 9, assuming its selection was due to training noise.
Dim % Acc Measurement
1 x duration
2-9 x avg_vector 0.3 0.7 0 7
10-13 x avg-vector 0.0 0.3 0 3
14-17 x avgvector 0.7 1.0 0 3
18 70.79 derivative 0.0 20 0 0
19 71.76 derivative 1.0 20 0 0
20 72.12 derivative 0.0 20 1 1
21 72.61 derivative 1.0 20 1 1
22 73.31 avgvector 0.7 1.0 4 4
Table 3-9: Results of Second-stage Search through Derivatives and Averages
greater than twenty-one dimensions of averages only. Finally, the 22-dimensional
generic feature vector generates an accuracy within two percent of the baseline, sug-
gesting that high performance with low dimensionality is indeed plausible. This set
the stage for our next experiment, in which we performed a modified second-stage
search to incrementally build a feature vector of cepstral coefficient measurements.
3.6.3 Generic Measurement Search
In this search, only duration belonged to the initial set. The trial pool consisted
of the three lowest-order averages (avgvector 0.0 0.3 0 0, avg_vector 0.3 0.7 0 0, and
avgvector 0.7 1.0 0 0) and the two lowest-order derivatives (derivative 0.0 20 0 0 and
derivative 1.0 20 0 0). After each iteration, the modified second stage replaced the
selected measurement with a similar measurement of incremented order. For example,
the generic measurement search chose avgvector 0.3 0.7 0 0 in the first iteration and
replaced its selection with avgvector 0.3 0.7 1 1. In this manner, the search always
chose from a complement of five generic measurements.
As is evident from the replacement process, the generic measurement search op-
erates under the hypothesis that a regular second-stage search through the 61 single-
coefficient baseline measurements would most likely yield the lowest-order averages
and derivatives first and then monotonically increase their orders. In conducting the
modified search, roughly the same computation is required for each iteration. Hence,
we could build high-performing subsets of the baseline in an efficient and manageable
manner.
Figures 3-6 and 3-7 reveal the results of the generic measurement search through
sixty dimensions. In these plots, the x-axis represents the dimensionality of the
optimal feature vectors determined by the search, while the y-axis reflects their clas-
sification accuracy on the dev set.
In Figure 3-6, we can view large performance gains from initial selections followed
by a tapering effect after approximately twenty iterations and a plateau beginning
near forty dimensions. We presume that initial measurements are used for coarse
discrimination and later selections for fine-grain distinctions between tokens the initial
measurements could not resolve. The plateau suggests that cepstral measurements
eventually cease to provide enough value for such detailed discrimination. At this
point, however, complex measurements that extract discriminating features might
better serve us. (We experiment with complex measurements in the next section.)
Figure 3-7 zooms in on the incremental performance gains. From the plot, we can
observe that several low-dimensional, generic feature vectors beat the 61-dimensional
baseline performance of 74.9%. A plateau occurs between 41-57 dimensions and is
centered at 75.3-75.4%. Therefore, we consistently exceed the baseline by the margin
of 0.4-0.5%. We should caution that we are optimizing performance on the dev
set. Thus, some performance gain might be attributed to inherently optimizing for
this particular set of utterances. However, as we show in Section 3.7, the increased
performance of feature vectors from the generic measurement search does indeed
translate to other test sets, like test and core-test.
Returning to Figure 3-7, we see a point on the left that represents SAILS-22, the
optimal 22-dimensional generic feature vector. We should note that the composition
of this feature vector is exactly the same as the 22-dimensional measurement set in
the previous experiment (see Table 3-9). This gives further credence to the spectral
resolution hypothesis on which we based the generic measurement search. Further-
more, we can confirm that the second stage arrives at consistent, optimal solutions in
the long run, even though training noise can vary the order of selected measurements
for a particular search.
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We can witness the effects of such training noise through the bumps in the plot.
For example, SAILS-45 and SAILS-46, which are probably equivalent performers,
result in classification accuracies that are about 0.2% apart. At the plateau, training
noise creates deviations that are less than three-tenths of a percent.
Incidentally, the downturn near 60 dimensions is most likely due to either a di-
mensionality problem, in which the size of the feature vector is simply too large for
the models to accommodate, or the result of noisy measurements--that is, the last
few dimensions might not provide any discriminative value at all.
In Figure 3-8, we can view the MFCC decomposition of selected feature vectors,
namely SAILS-22, SAILS-30, SAILS-40, and SAILS-50. The five bars in each graph
represent the five generic measurements: the bars at the extremes depict the start
and end derivatives, while the bars in the center depict the three averages. The height
of each bar represents the number of MFCC's in the corresponding measurement.
The cepstral compositions offer clues as to why SAILS-40 and SAILS-50 beat
the baseline. Unlike the baseline, these feature vectors use more than 12 MFCC's
for certain measurements. In the baseline experiments of Section 3.3, where we in-
creased MFCC order uniformly across the five generic measurements, using more
than 12 MFCC's did not appear useful. From SAILS-40 and SAILS-50, we learn that
higher-order MFCC's do have merit when applied to the right measurements. Evi-
dently, removing MFCC's from certain measurements is helpful as well. Most likely,
SAILS-40 and SAILS-50 omit higher-order MFCC's that do not provide a basis for
discrimination, resulting only in noise.
In addition, the cepstral compositions reveal two characteristic shapes. A sym-
metrical shape defines SAILS-22 and SAILS-30, which map to the incline in Figure 3-
7. Here the middle average dominates, and the derivatives are scant. However, in
SAILS-40 and SAILS-50, which map to the plateau in Figure 3-7, the end derivative
assumes greater significance, eclipsing the end average.
As described in Section 3.6.1, the center of each phone plays a large role in defining
that phone. Thus, the fact that the middle averages accumulate the most MFCC's is
not surprising. Clearly, the acoustic models benefit from enhanced spectral resolution
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at the segment center. On the other hand, the rise in MFCC order for the end
derivative is somewhat curious. At some point, the most discriminating features that
cepstra can capture might be the dynamics of co-articulation effects, especially the
stronger effects in the latter frames of phones. Such spectral dynamics could create
fluctuations in higher-order MFCC's, which the end derivative can extract.
3.6.4 Complex and Generic Measurement Search
To investigate the utility of complex measurements in feature vectors of reduced
dimensionality, we conducted a generic measurement search with a trial pool of
eight measurements, five generic measurements and three complex measurements
(avgcg 0.3 0.7 11 25, avg cg 0.3 0.7 0 8, and ratioenergy 0.0 1.0 0 24). As in the
previous experiment, the search replaced every generic selection with a higher-order
measurement. However, complex measurements were not replaced when chosen. We
began the search with an initial set of the SAILS-22 measurements; thus, the search
appended its first selection to SAILS-22.
Figure 3-9 is a plot of the search results. Once again, feature vector size is on the
x-axis, while dev-set classification accuracy is on the y-axis. In addition, we label the
points where the search selected a complex measurement. The dotted line traces the
results of the purely-cepstral search in Section 3.6.3.
From the labels in the figure, we see that the complex measurements surface
fairly early in the search. At this point, feature vectors are of low dimensionality, and
their performance roughly mirrors that of the purely-cepstral search. Unfortunately,
performance for the complex-generic feature vectors eventually drops, then shadows
its cepstral counterpart-that is, subject to training noise, we see a similar rise to a
plateau with a somewhat constant loss in performance.
Perhaps we can best explain this result by the dual-edged nature of the com-
plex measurements: although each of these measurements assists in making a par-
ticular phonetic distinction, or even provides a basis for broad class discrimination,
such as between the vowels (avgcg) or fricatives (ratioenergy), the complex measure-
ments likely produce degenerative noise when extracted from tokens in other phonetic
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classes.
Initially, the positives offset the negatives because the complex measurements,
drawing from a high-resolution MFSC spectrum, can extract the detailed spectral
features necessary to distinguish certain phones. On the other hand, the five, low-
order generic measurements see low spectral resolution and cannot capture the same
spectral features. However, the noisiness of the extracted complex measurements
in other phonetic classes neutralizes the gains. Therefore, as shown in the overlap
between solid and dotted lines, the net result is performance approximately equivalent
to that of purely-cepstral feature vectors.
As we add increasing numbers of cepstra, the generic measurements improve their
ability to capture spectral details. At this point, the complex measurements provide
either redundant information or noise. Since our acoustic models cannot benefit from
such redundancy, performance degrades due to the noise. For feature vectors of 33
or more dimensions, shifting the solid line three units to the left reveals this loss
in performance (see Figure 3-10). If the three complex measurements provide sheer
redundancy (and no noise), the shifted line should mirror the dotted line, since the
shifted line would represent the effective feature vector size: three dimensions fewer
than the actual size. As the figure illustrates, however, this is not true; the net loss
due to noise is a few tenths of a percent.
Clearly, the complex measurements we used suffer under our current classification
framework, even in feature vectors of fewer dimensions. To effectively use complex
measurements in this scheme, we must discover measurements that assist in classifying
particular phones, while returning predictable-rather than noisy-values for other
phones. In the next chapter, we draw conclusions from our research and offer further
insight regarding complex measurements.
3.7 Evaluation of Dimensionality Reduction
In Section 3.6.3, we used the generic measurement search to develop low-dimensional
feature vectors, several of which beat the 61-dimensional baseline performance. In
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Figure 3-10: Complex-generic Results Shifted to Reveal Noise Loss
each iteration of this search, however, we selected the optimal measurement based on
the highest dev-set classification accuracy. To some degree, we inherently optimized
for dev-set utterances. Therefore, we tested selected feature vectors on test and core-
test in an effort to demonstrate their increased performance in other domains. We
should reiterate that the speakers and utterances in test and core-test are disjoint
from those in dev, which should eliminate the gain due to inherent optimization.
Table 3-10 summarizes results for the baseline and four generic feature vectors,
namely SAILS-22, SAILS-30, SAILS-4O, and SAILS-50 from Figure 3-8. For the pair
of test sets, we show classification accuracies using two types of Gaussian-mixture
models, mixtures of diagonal Gaussians and mixtures of full-covariance Gaussians [3].
In general, we can obtain better performance than the baseline with feature vectors
of fewer dimensions. This is evident in the diagonal mixture results on core-test, where
SAILS-40 and SAILS-50 exceed the 74.6% baseline accuracy by 0.5%, and in the full-
covariance mixture results on dev, where SAILS-40 and SAILS-50 surpass the 74.6%
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40 45 50 55 60
Mixtures Dim test core-test
61 74.6 74.6
50 74.8 75.1
Diagonal 40 74.5 75.1
30 73.8 73.8
22 72.2 72.3
61 76.3 76.3
50 76.6 76.1
Full-covariance 40 76.7 76.3
30 76.0 75.7
22 74.3 74.2
Table 3-10: Performance of SAILS-xx with Gaussian-mixture Models
Mixtures I Dim I test core-test
61 74.6 74.6
50 74.3 74.6
Diagonal 40 73.2 73.1
30 71.8 71.7
22 68.1 67.9
Table 3-11: Performance of PCA-reduced Baseline
baseline performance by 0.3-0.4%. These gains are on par with those we observed
during the generic measurement search. The two cases where SAILS-40 and SAILS-
50 perform slightly lower than the baseline might be due to training noise or the
peculiarity of using certain acoustic modeling on a particular set of utterances.
We should note that SAILS-22 and SAILS-30 perform within a few percent of
the baseline with approximately one-third and one-half the number of measurements,
respectively. These feature vectors can be attractive alternatives if computation is at
a premium.
As stated in Section 3.6, achieving comparable or better performance with fewer
dimensions is extremely desirable to improve estimation of acoustic model parameters
and to increase run-time recognition speed. Principal components analysis (PCA) is a
common approach to dimensionality reduction (see Section 3.1.3). Hence, we reduced
the 61-dimensional baseline feature vector through PCA; Table 3-11 lists the results.
Unlike SAILS-xx, the PCA-reduced feature vectors do not exceed baseline accu-
racy on either test set. In addition, SAILS feature vectors outperform PCA-reduced
vectors of comparable size. Specifically, SAILS-22 and SAILS-30 beat their 22- and
30-dimensional counterparts by about 2% and 4%, respectively.
This is interesting in light of Figure 3-8, which shows that SAILS-22 and SAILS-
30 use less than the 12 MFCC's that characterize the baseline system. In effect,
the generic measurement search and PCA could both choose from the 61 baseline
measurements. The search based its selection purely on performance, while PCA
chose dimensions that explained the most pooled variance.
As Tables 3-10 and 3-11 reveal, however, the PCA reduction technique does not
necessarily translate into the best performance for a given feature vector size. More-
over, dimensionality reduction through PCA does not decrease run-time measurement
computation. For example, to obtain its 22-dimensional feature vector, PCA had to
extract all sixty-one baseline measurements before reduction. SAILS-22, on the other
hand, only extracts twenty-two measurements during run-time.
To conclude this section, we compare our results with those in the literature.
Specifically, we would like to highlight that SAILS-xx feature vectors provide compa-
rable performance with less computation.
Goldenthal, who uses statistical trajectory models to capture acoustic feature
dynamics across a segment, reports a phonetic classification accuracy of 75.2% [4]. His
experimental setup is different from ours; he uses a 76-dimensional feature vector-
averages of 15 MFCC's across segment thirds, derivatives of 15 MFCC's at segment
boundaries with 35-millisecond offsets, and duration. Furthermore, he trains a single
full-covariance Gaussian model on a superset of our train set and he tests on a subset
of our test set: sx utterances from 50 selected speakers.
Although a direct comparison was not possible, we tested our SAILS-30 full-
covariance mixtures on the 590 sx utterances in test, receiving a 75.8% accuracy. The
sixty-one phonetic models averaged 3.2 mixtures a piece. Since computation is propor-
tional to the number of mixtures times the square of the feature vector size, SAILS-30
requires approximately half of Goldenthal's computation-3.2 x 302 1 -. (1 x 762).
Yet, performance is roughly comparable.
In another study, Chun reports a 76.6% accuracy with a 62-dimensional feature
vector that is very similar to our baseline [2]. In addition to the same derivatives and
duration, he averages 12 MFCC's across segment thirds and includes FO, a measure
of pitch. Like us, he trains mixtures of full-covariance Gaussians on train and tests
on test.
As a result, we can compare our performance directly with Chun's. In Table 3-10,
our full-covariance mixtures produce 76.7% with SAILS-40 and 76.6% with SAILS-50,
numbers almost identical to his.
As a final comparison, we consider a set of 36 MFCC measurements optimized
with the previous implementation of SAILS. In our phonetic classification framework,
these thirty-six dimensions yield 75.8% on test using full-covariance mixtures. With
the same experimental setup, SAILS-30 obtains 76.0%, an equivalent performance for
slightly less computation.
3.8 Chapter Summary
In this chapter, we conducted experiments with SAILS to discover acoustic measure-
ments sets that improved phonetic classification performance. First, we discussed
the classification framework, describing common elements like the speech data, pre-
measurement signal processing performed on the data, and the acoustic models of the
classifier.
Second, we explained our initial approach to measurement discovery. We hoped
to improve classification accuracy by determining pairs of confusable phonetic classes,
creating a pool of complex measurements to alleviate this confusion, and generating
the N-best measurements to reduce classification error. In this vein, we established a
baseline set of cepstral coefficient measurements and determined the major phonetic
confusions of the baseline system.
Third, we used the first stage to create a collection of measurements, each of
which was optimized to discriminate between a particular pair of confusable classes.
We revealed the algorithms applied to each phonetic confusion and the measurement
evaluation methods that led to the first-stage collection.
Fourth, we fed this measurement pool to the second stage in an attempt to improve
upon baseline performance. Although various second-stage searches through complex
measurements were not successful, we learned that reducing the size of the baseline
feature vector was in order.
Fifth, we discussed techniques of dimensionality reduction that involved the second
stage. Several initial experiments with cepstral coefficient measurements suggested
that high performance with low dimensionality was plausible. We modified the sec-
ond stage and conducted a computationally efficient, generic measurement search to
incrementally build cepstral feature vectors, several of which beat baseline perfor-
mance. We repeated the search, attempting to incorporate complex measurements,
but results were not positive. In the next chapter, we offer some possible explanations
as to why complex measurements did not improve performance.
Finally, we evaluated selected cepstral feature vectors from the generic measure-
ment search. We noted that smaller feature vectors could beat the baseline on different
test sets and with different acoustic models. We also discovered that reducing dimen-
sionality through the generic measurement search resulted in higher performance than
conventional reduction methods using principal components. Lastly, we compared the
performance of our generic feature vectors to phonetic classification results reported
in the literature; we found that our feature vectors offered comparable performance
with less computation.
Chapter 4
Conclusion
In this chapter, we first summarize our work. Then, we draw some conclusions from
our attempts to improve phonetic classification performance. Specifically, we offer
some possible explanations as to why complex measurements did not enhance perfor-
mance, and we discuss the benefits of our dimensionality reduction research. Finally,
we suggest future work that can conducted with SAILS.
4.1 Thesis Summary
We wanted to develop a framework that contains generalized measurement algorithms
and allows measurement optimization, and to demonstrate the utility of the frame-
work by creating acoustic measurement sets that improved performance. We achieved
both objectives, although in the latter case, through an approach not initially in-
tended.
Our first task was to develop SAILS, a tool that enables us to discover useful sets
of acoustic measurements in two stages. In this thesis, we revealed the capability
of the SAILS framework: the ability to optimize complex measurement parameters
for maximum discrimination between a pair of phonetic classes, and the ability to
conduct a performance-based, best-first search through a collection of measurements.
Our second task was to use SAILS to discover measurements that improved base-
line performance on phonetic classification. We began with the classical two-stage
approach from the literature, attempting to incorporate complex measurements into
the baseline system. When such attempts proved to be less than successful, we shifted
the focus of our research to one of dimensionality reduction. In this we succeeded,
building several low-dimensional cepstral feature vectors that beat baseline perfor-
mance.
4.2 Complex Sets of Acoustic Measurements
Our original intent was to use complex sets of acoustic measurements to improve
phonetic classification performance. However, as revealed in the previous chapter,
we did not succeed in this regard. Appending optimized complex measurements to
generic feature vectors is not fruitful when the number cepstral measurements exceeds
a fairly low threshold. We offer three possible explanations for this phenomenon.
First and foremost, a feature vector that contains complex measurements might
not be well-matched to our Gaussian-based classifier. After all, we optimized com-
plex measurements for pairwise discrimination, while the classifier was trained to
make the best 61-phone distinction. Most likely, the classifier prefers a feature vector
with universal discriminative power, such as the general data description that MFCC
measurements provide. Targeted at a particular phonetic distinction, complex mea-
surements can be quite noisy when applied to other phones. This is certainly evident
from our second-stage search through the first-stage measurement pool and from our
complex-generic measurement search.
Using a classification and regression tree (CART) [1] for phonetic classification is
an alternative that should interact well with our pairwise optimization of complex
measurements. CART uses a binary decision at every tree node to classify data; each
nodal decision is designed to split data in two parts. In phonetic classification, for
example, the decision at the root node might determine whether a phonetic token
is sonorant or non-sonorant. Subsequent decisions lead the token to a leaf node
that represents a particular phone; the token is then classified as that phone. For
each node, we can create a feature vector of complex measurements on which to
base the binary decision. The first stage can optimize each measurement set to best
discriminate between the two sets of data that serve as possible choices. Since the
manner in which we optimize complex measurements is in line with the manner in
which we classify phonetic tokens, complex measurements are likely to succeed in
CART-based classification.
A second possible reason why complex measurements did not meet expectations
is an overabundance of training data. Since complex measurements target distinctive
features, we can train their model parameters with small amounts of training data.
Due to their generality, cepstral measurements require larger amounts of such data.
With an overabundance of training data, however, cepstral measurements might learn
everything that the complex measurements extract, making the feature-extracting
measurements redundant.
Finally, the heterogeneity of the feature vectors we used might play against com-
plex measurements. Specifically, we combined spectral, cepstral, and duration mea-
surements in our experiments with complex measurements, and this particular com-
bination might not highlight the discriminative advantages of feature-extracting mea-
surements.
4.3 Dimensionality Reduction
When we shifted the focus of our research to investigate dimensionality reduction with
the second stage, we were extremely successful. The performance-based criterion by
which the second stage conducts its generic measurement search allows it to surpass
the conventional reduction technique of principal components analysis.
The generic measurement search allows us to build feature vectors of standard,
cepstral coefficient measurements in an efficient manner. We base this search on the
hypothesis that a regular second-stage search will choose single-coefficient cepstral
measurements-with the same algorithm and time parameters-in monotonic order,
starting with the measurement using the lowest-order cepstral coefficient.
Therefore, if we begin a generic measurement search on N cepstral measurements,
the search will choose the highest performer on each iteration and will replace its
selection with a similar measurement of incremented order, returning the search pool
to a complement of N measurements. The selection is added to the feature vector,
which the search uses in classification trials on the subsequent iteration. As a result,
computation is manageable and proportional to the size of the feature vector we wish
to produce. In a regular second-stage search, computation is proportional to the size
squared. Thus, our intuition about selection order yields significant computational
savings.
The generic measurement search is not only efficient but effective. In this thesis,
we applied the search to five baseline measurements, discovering that several resulting
feature vectors beat baseline performance. We had optimized the baseline by vary-
ing the number of cepstral coefficients uniformly across measurements. Our generic
feature vectors showed that we could obtain even better performance with fewer di-
mensions, a satisfying result because the advantages of low dimensionality are clear:
run-time recognition speed increases, the estimation of acoustic model parameters
improves for a given body of training data, and on a similar note, parameters might
require less data to adequately train.
Although we only used five types of measurements in our experiments, the generic
measurement search can handle other numbers and types of measurements. For exam-
ple, we can form a search pool of the baseline five plus averages and derivatives that
use different time parameters. A search through a larger combination might produce
even higher-performing cepstral feature vectors than those in this thesis. Further-
more, any generalized algorithm that sees more data detail as coefficient order rises
can participate in such a generic measurement search. Therefore, non-cepstral algo-
rithms that provide general data description can be used as well.
4.4 Future Work
There are many directions for continued studies in automatic acoustic measurement
optimization for segmental speech recognition. We can extend the SAILS framework
to further assist the speech scientist, and we can use the current framework in a
variety of experiments.
As far as extending SAILS, four improvements come to mind. First, dreaming
up and implementing new generalized algorithms is a must to create more powerful
and less noisy complex measurements. Second, viewing the spectral representation
of first-stage projected tokens is essential as well. As described in this thesis, we will
add the ability to see a speech token in the context of its utterance, superimposing
graphics that represent measurement-extracted features. Third, providing probability
distributions for each class of projected tokens can be useful. For example, we could
divide the projection line into a sequence of intervals and, for each class, count the
number of tokens in every interval, plotting the results in a histogram. The resulting
distribution can give us an idea of class mean and variance and provide a visual
perspective for classification error. Finally, generalizing the second stage to perform
other kinds of optimization can be fruitful. With a general framework, we could
conduct a best-first search to find optimal window sizes, filter bank frequencies, and
the like.
In addition, many opportunities exist for further experimentation. First, we
should apply our low-dimensional feature vectors to phonetic recognition. After all,
we conducted experiments on the assumption that improvements in classification will
translate into improvements in recognition, and we must verify that this assump-
tion holds. Second, we should continue to experiment with the generic measurement
search. Specifically, we should create generic feature vectors of greater than sixty
dimensions to determine where performance truly begins to decrease. In addition, we
should run the generic measurement search through cepstral measurements with vari-
ous time parameters to determine which parameter values are optimal. Furthermore,
we should conduct generic measurement searches in broad phonetic classes, like the
vowels, nasals, stops, and fricatives. The cepstral compositions and performances of
the resulting broad-class feature vectors might be especially revealing, providing new
acoustic-phonetic insight. Third, we should conduct classification trials with varied
training set sizes to determine how the quantity of training data affects the generic
measurement search and the two-stage search for complex measurements. Finally,
we should consider alternative methods of classification to better incorporate com-
plex measurements. CART [1] or a hierarchical scheme based on phonetic classes [2]
should lead to greater success.
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