The Macdonald polynomials with prescribed symmetry are obtained from the nonsymmetric Macdonald polynomials via the operations of t-symmetrisation, t-antisymmetrisation and normalisation. Motivated by corresponding results in Jack polynomial theory we proceed to derive an expansion formula and a related normalisation. Eigenoperator methods are used to relate the symmetric and antisymmetric Macdonald polynomials, and we discuss how these methods can be extended to special classes of the prescribed symmetry polynomials in terms of their symmetric counterpart. We compute the explicit form of the normalisation with respect to the constant term inner product. Surpassing our original motivation, this is used to provide a derivation of a special case of a conjectured q-constant term identity.
Introduction

Background and overview
Nonsymmetric Macdonald polynomials were first introduced in 1994 [17, 7] , six years after Macdonald's paper [15] introducing what are now referred to as symmetric Macdonald polynomials P κ (z; q, t) . The nonsymmetric Macdonald polynomials E η (z; q, t) can be regarded as building blocks of their symmetric counterparts, as t-symmetrisation of E η gives P η + . Generalising this action by applying a combination of t-symmetrising and t-antisymmetrising operators to E η generates the Macdonald polynomials with prescribed symmetry.
A polynomial is t-symmetric with respect to z i if T i f (z) = tf (z) and t-antisymmetric with respect to z i if T i f (z) = −f (z). The t-symmetrisation and t-antisymmetrisation operators are defined, respectively, by T σ .
Here S n denotes the symmetric group on n symbols. Also, with s i denoting the transposition operator with the action on functions s i f (z 1 , ..., z n ) = f (z 1 , ..., z i+1 , z i , ..., z n ) , (i = 1, ..., n − 1)
Nonsymmetric Macdonald polynomials
The nonsymmetric Macdonald polynomials E η := E η (z; q, t) are polynomials of n variables z = (z 1 , ..., z n ) having coefficients in the field Q (q, t) of rational functions of the indeterminants q and t. The compositions η := (η 1 , ..., η n ) of non-negative integers components η i label these polynomials. The nonsymmetric Macdonald polynomials can be defined, up to normalisation, as the unique simultaneous polynomials eigenfunctions of the commuting operators 
satisfying the eigenvalue equations Y i E η (z; q, t) = η i E η (z; q, t) .
In (3) ω is given by ω := s n−1 ...s 1 τ 1 , where the operator τ i has the action on functions (τ i f ) (z 1 , ..., z n ) := f (z 1 , ..., qz i , ..., z n ) and so corresponds to a q-shift of the variable z i . The eigenvalue η i in (4) is given by
where l ′ η (i) := # {j < i; η j ≥ η i } + # {j > i; η j > η i } .
The nonsymmetric Macdonald polynomials are of the triangular form E η (z; q, t) := z η + ν≺η b ην z ν ,
for coefficients b ην ∈ Q (q, t). The coefficient of z η := z η 1
1 ...z ηn n is chosen to be unity as a normalisation. The ordering ≺ is a partial ordering on compositions having the same modulus, where |η| := Σ n i=1 η i denotes the modulus of η. The partial ordering is defined by µ ≺ η iff µ + < η + or in the case µ + = η + , µ < η where η + is the unique partition obtained by permuting the components of η, and µ < η iff µ = η and Σ p i=1 (η i − µ i ) ≥ 0 for all 1 ≤ p ≤ n. The action of T i on E η , for 1 ≤ i ≤ n − 1, is given explicitly by [4] T i E η (z) =
Alternatively, nonsymmetric Macdonald polynomials can be characterised as multivariate polynomials of the structure (7) orthogonal with respect to the inner product f, g q,t , defined by
In (9) CT(f ) denotes the constant term with respect to z of any formal Laurent series f and
with the Pochhammer symbol defined by (a; q) ∞ :=
This scalar product, introduced by Cherednik, is linear and positive definite. Macdonald showed that [17] 
We will have future use for the explicit value of N η . For this a number of quantities dependent on η must be introduced. For each node s = (i, j) ∈ diag(η) we define the arm length, a η (s) :
, given by (6) . From these we define [21] 
In this notation the explicit formula for N η is given by [see, e.g., 7]
In later sections we use the specialisation t = q k , k ∈ Z + . In this specialisation the weight function W (z) reduces to
which is a Laurent polynomial. Furthermore [2] 1,
where the q-factorial is given in terms of q-numbers [14] [m] q :
Concluding the preliminary material, we now proceed to formally introduce the Macdonald polynomials with prescribed symmetry.
Macdonald Polynomials with Prescribed Symmetry and the Required Operator
The operator O I,J
We begin our investigation into the Macdonald polynomials with prescribed symmetry by introducing a particular symmetrising operator O I,J . The sets I and J represent the variables which the operator O I,J symmetrises and antisymmetrises with respect to. Explicitly
and
For O I,J to be well defined I and J must be disjoint subsets of {1, ..., n − 1}, such that i − 1, i + 1 ∈ J for i ∈ I and j − 1, j + 1 ∈ I for j ∈ J.
In many cases we require the set J to be decomposed into disjoint sets of consecutive integers, to be denoted J 1 , J 2 , . . . , J s . For example, with J = {1, 2, 5, 6, 7}, J 1 = {1, 2} and J 2 = {5, 6, 7}. Related to this we also require sets J j := J j ∪ {max (J j ) + 1} and J = ∪ J s .
Since we are symmetrising with respect to a subset of variables, in contrast to the construction of U + and U − given in (1), we do not want to sum over all σ ∈ S n . Instead we introduce
has the property that ω (i) = i if i ∈ I ∪ J.
The operator O I,J is then specified by
where T ω is given by (2).
The polynomial S
To motivate the introduction of the prescribed symmetry Macdonald polynomials we first consider the symmetric and antisymmetric Macdonald polynomials. These are denoted by P κ and S λ+δ , respectively, where κ and λ are partitions and δ := (n − 1, . . . , 1, 0). It is well known that these polynomials can be generated from nonsymmetric Macdonald polynomials via a process of symmetrisation and antisymmetrisation. Thus to generate P κ one would symmetrise any E η for which there exists a permutation σ ∈ S n such that ση = κ. Similarly, to generate S λ+δ one would antisymmetrise any E µ such that there exists a permutation ρ ∈ S n where ρµ = λ + δ.
. It follows quite naturally that the Macdonald polynomial with prescribed symmetry, denoted by S (I,J) η * (z; q, t), a polynomial t-symmetric with respect to the set I and t-antisymmetric with respect to the set J, will be labeled by a composition η * such that η * i ≥ η * i+1 for all i ∈ I and η * j > η * j+1 for all j ∈ J. Such a polynomial can be generated by applying our prescribed symmetry operator O I,J to any E η such that there exists a σ ∈ W I∪J with ση = η * . That is
for some non-zero a
. This uniquely specifies S (I,J) η * (z) up to normalisation; for the latter we require that the coefficient of z η * in the monomial expansion equals unity as in (7) .
Our first task is to find the explicit formula for the proportionality a (I,J) η in (16) . We do this by first computing the expansion formula of S η * (z −1 ; q −1 , t −1 ) in terms of E η (z −1 ; q −1 , t −1 ), a result which is of independent interest. We begin by deriving an explicit formula for the action of T i on E η (z −1 ; q −1 , t −1 ) analogous to (8) . This is done using the Cauchy formula for the nonsymmetric Macdonald polynomials, [20] Ω(x, y; q, t) :
and (8) itself. In (17) the superscripts denote which variables the respective operators act upon.
Proof By (17) we have
Using (8) and equating coefficients of like terms gives (18) .
The coefficients in the expansion of S (I,J)
can be computed explicitly in terms of the quantities d η and d ′ η . The derivation makes use of the the fact that for η i < η i+1 we have [21] 
Proposition 2 Let ω ∈ W I∪J be decomposed as in (15) . Let ωη * = µ and ω I η * = µ I . The coefficients in
are specified by
Similarly, the coefficients in
Proof We write
where χ i,i+1 = 1/2 if µ = s i µ and 1 otherwise. For i ∈ I we require
If µ i = µ i+1 (24) holds due to the relation in (18) . Hence we consider the case where µ i < µ i+1 .
Expanding the left hand side of (24) using (18) gives simultaneous equations and solving these show
Since µ i < µ i+1 (19) can be used to rewrite (25) as
By noting η * = ω −1
µ I where each s i interchanges increasing components we can apply (26) repeatedly to obtain
where the first equality follows from the normalisation b η * η * = 1.
To complete the derivation we require a formula for the ratio b η * µ / b η * µ I . Since for all j ∈ J we have
Combining (28) with (27) we obtain (21) .
The derivation of (23) is as above, only replacing (18) with (8).
We now use Proposition 2 to determine a
. To present the result requires some notation. Write η (ǫ I ,ǫ J ) , where ǫ I , ǫ J ∈ {+, 0, −} , to denote the element of W I∪J (η) with the properties that η (+,·) η (·,+) has η
j+1 for all j ∈ J), and η (0,·) has η
For example for µ = ω I ω J η * we have ω I η * = µ (0,+) and ω J η * = µ (+,0) . Also introduce
Proposition 3
The proportionality constant a
where ω J is such that ω J η (+,+) = η (+,0) .
Proof Let G (x, y) be defined by
It follows from (8) and (18) 
By (13) and (14) we have O (y)
. Hence substituting (29) into (30) and recalling (16) shows
Using seperation of variables it follows that
for some constant a η * . Equating coefficients for η = ω I ω J η * in (31) and (20) shows
The identity (32) must hold for all η ∈ W I∪J(η * ) , and in particular for η = η (−,−) . For such a composition we can use (8) to show
where ω −1
Substituting (33) into (32) with η = η (−,−) implies
Substituting (34) in (32) gives the desired result.
Corollary 1
We have the evaluation formula
where
Proof Using T i f t δ = tf t δ the first equality of (35) can be derived immediately from (16) . With J = ∅ and η = η * Proposition 3, gives
Substituting this and the well known result (see e.g. [16] )
gives the final equality.
We now move on to our first related result, deducing the form of Macdonald polynomials with prescribed symmetry in specific cases.
3 Special Forms of the Prescribed Symmetry Polynomials
The main result
We begin by introducing some notation to simplify the labeling of the S
For example with κ 3 = (3, 3, 2) and N p = {4, 2}, (κ 3 , δ {4,2} ) = (3, 3, 2, 3, 2, 1, 0, 1, 0)), I 3 = {1, 2} and J 3,{4,2} = {4, 5, 6, 8}.
Related to the set J n 0 ,Np = J are the generalised Vandermonde products ∆ n 0 ,Np (z) and ∆ n 0 ,Np t (z), defined by
In the theory of Jack polynomials with prescribed symmetry, these being denoted by S (I,J) η * (z; α), using the properties of the eigenoperators it was found that [3] with η * = (κ n 0 , δ Np ), (I, J) = (I n 0 , J n 0 ,Np ) and κ a partition such that κ 1 < min(n 1 , . . . , n p )
where J κ (z; α) is a symmetric Jack polynomial. It was shown in [1] , using different eigenoperator properties to the Jack case, that the Macdonald analogue of (37), with the ordering of the tsymmetric and the t-antisymmetric variables and partitions switched, holds when p = 1. Our interest is in the Macdonald analogue of (37) for p ≥ 1. The stated related results, along with computational evidence, leads us to conjecture the following.
Conjecture 1 Let η * = (κ n 0 , δ Np ), (I, J) = (I n 0 , J n 0 ,Np ) and κ a partition such that κ 1 < min(n 1 , . . . , n p ), then for p ≥ 1
We first prove a special case of the conjecture then consider the general case.
Theorem 4 With η * = (0 n 0 , δ Np ) and (I, J) = (I n 0 , J n 0 ,Np ) we have
Proof The result follows from S (I,J) η * having leading term z (0 n 0 ,δ Np ) and the requirement that
be t-antisymmetric with respect to J n 0 ,Np .
Due to the structure of the eigenoperator for the Macdonald polynomials the methods used in the Jack theory cannot be generalised to prove Conjecture 1, similarly the proof in [1] only works for the one-block case with the antisymmetric variables before the symmetric. However, within [3] a brief note is made on how one may show the following result
where S ρ+δ is the antisymmetric Jack polynomial, using the fact that
We refer the reader to [3] for the definition of the Jack polynomial eigenoperator H (C,Ex) α and further details of the suggested method. Low order cases have indicated that this method can be generalised to prove (37). Therefore, although the Macdonald analogue of (39), was found by Marshall in [19] using the orthogonality properties of the Macdonald polynomials we give the alternative derivation as suggested by [3] and give suggestions as to how it could be generalised to prove (38). Before stating the theorem we introduce the eigenoperator for the symmetric Macdonald polynomials [4]
Theorem 5 We have
Proof Since the unique symmetric eigenfunction of D 1 n (q, qt) with leading term m κ (the monomial symmetric polynomial indexed by κ) is P κ (z; q, qt), (40) will hold if for any symmetric function
Hence, our task will be to prove (41). We begin by deriving a more explicit form for the left hand side of (41). Since ∆ t (z) f (z) is t-antisymmetric the left hand side can be rewritten as
which, by the definition of ω is equal to
For simplicity we let Θ
.., z n ) and
We begin by deducing the coefficient, c[k, m] say, of each g k after being operated on by Θ m . For this to be non-zero we require m ≤ k. For qz k to appear in the first position of f we must take the term that has had s i act on it for each i = n − 1, ..., k + 1 and therefore
It can be shown by (backward) induction on m that for m < k
We note that an important part of the inductive proof is to keep ∆ and f of the form
. This is done by observing that s i f (z) = f (z) and
To derive the coefficient of ∆ t (qz k , z 1 , ..., z n ) f (qz k , z 1 , ..., z n ) in the overall operator we must evaluate
. This is done by proving
inductively with a base case of j = k − 1. It follows that the coefficient of
By noting
we simpify (42) to
and hence
We now simplify the right hand side of (41). We have 
and, by induction,
For use in (43) we require
. This is found by induction on
which shows (41), and consequently (40), to be true.
Trial cases suggest that for a symmetric function f (z 1 , .., z n 0 ) with leading term m κ and κ 1 < min (n 1 , ..., n p ) one has
We believe it to be possible to prove Conjecture 1 by first proving (44). At this stage however it is not clear how one would keep track of the blocks of variables within the antisymmetrising set, making a strategy used to prove Theorem 5 problematic.
A consequence of the conjecture
A major result in the theory of Jack polynomials with prescribed symmetry is the evaluation U (I,J) η *
(1 n ; α) [8] , where
It does not appear possible to generalise the Jack method to find the analogous Macdonald evaluation, U (I,J) η * (t δ ; q, t), where
by (38) use of the evaluation formula for the symmetric Macdonald polynomials [16] P κ (t δ ; q, t) =
gives the following as a corollary to Conjecture 1
.
The Inner Product of Prescribed Symmetry Polynomials and Constant Term Identities
The inner product of prescribed symmetry polynomials
We begin this section by finding the explicit formulas for the inner product of the prescribed symmetry polynomials S
in terms of nonsymmetric Macdonald polynomials. We then proceed to show how these formulas can be used to prove specialisations of certain constant term conjectures. We first consider the inner product of O I,J E η .
Lemma 6 With
where I i and J j denote the decomposition of I and J as a union of sets of consecutive integers.
Proof We begin by rewriting the left hand side of (6) as
Since T
−1 i
is the adjoint operator of T i , that is f, T i g q,t = T −1 i f, g q,t , it follows that (46) is equal to
(47)
Using the theory developed in the previous section we give an explicit formula for
deriving the more specific formula for η * = η * (n 0 ;n 1 ) as a corollary.
Theorem 8 With η * = η * (n 0 ;Np) as defined by (51), I = ∅ and J = J n 0 ,n 1 we have
where m(j) :=
Proof By (48) our task is to simplify
For simplicity we take η = η * , and hence c η * η * = 1. The p disjoint sets in J indicate
and with I = ∅, a η * q −1 , q −k simplifies to
Lastly, by (10) and (12), we have
Putting this all together allows us to rewrite (52) as
We begin by simplifying
In comparison with η * , η * (−,−) has one additional empty box above each row. Hence the leg length of each s ∈diag(η * (−,−) ) is one greater than it's corresponding box in diag(η * ) . It follows from this and the definition of d η and
Hence we can rewrite (54) as
where the equality follows upon use of the definition of d * , given above (10) , and the simple identity
We now consider the simplification of the ratio e/e ′ . Explicitly we have
In [21] Sahi showed e η = e s i η and e ′ η = e ′ s i η , hence, the products in (56) are independent of the row order. For simplicity we take η * = η * + . In such a composition n − l ′ η * + ((i, j)) = n − 1 − l ′ η * + ((i + 1, j)) and consequently most terms in (56) cancel. The terms unique to the numerator correspond to the boxes in the top row of η * + , and therefore the terms remaining in the denominator will correspond to the bottom box of each column. The leg colengths of the latter set are given by m(j) − 1, (for j = 1 . . . max(N p ) − 1) . Hence the ratio of the e ′ s in our expansion is given by
The last simplification was made by noting m(max(N p )) = 0. Substituting each simplification into (53) gives the required result.
We now give the analogous result for η * = η * (n 0 ;n 1 ) .
Corollary 2 With η * (n 0 ;n 1 ) given by (50) we have
Proof The result follows immediately from Theorem 8 by substituting p = 1 into the right hand side of (52) and simplifying using (11).
The constant term identities
We now present the two conjectures put forward by Baker and Forrester [2] . We conclude the paper by showing how our results can be used to prove the special case of these conjectures when a = b = 0.
The n 0 = 0 case of Conjecture 2 reduces to the q-Morris constant term identity, well known in the theory of Selberg integrals (see, e.g., [9] ). Within [2] Baker and Forrester were able to prove Conjecture 2 for the cases a = k and n 1 = 2. In a related work [5] they also proved the case where a = b = 0. In both cases a combinatorial identity of Bressaud and Goulden [6] is used. Following this Hamada [11] confirmed the general cases n 1 = 2 and n 1 = 3 using a q-integration formula of Macdonald polynomials and Gessel [10] showed the conjecture to be true for n 1 = 2, n − 1, 3 and also for the cases where n ≤ 5.
where J α is given by (36). Then for n p > n j (j = 1, ..., p − 1) we have D p (n 1 , ..., n p−1 , n p + 1; n 0 ; 0, 0, k; q) D p (n 1 , ..., n p−1 , n p ; n 0 ; 0, 0, k; q)
Using the following Lemma reclaim the result for the a = b = 0 case of Conjecture 2 proved by Baker and Forrester in [5] . Although the result is already know to be true, the following highlights the strong connection between the conjectured constant terms and Macdonald polynomial theory. On this point the special case of Conjecture 2 corresponding to the q-Morris identity is well known to relate to Macdonald polynomial theory and furthermore has generalisations involving the Macdonald polynomial in an identity due to Kaneko [12] . q n 1 (k+1)+n 0 k ; q −(k+1)
we expand both sides and compare terms.
Our final result in this section is proving the specialisation a = b = 0 of Conjecture 3, which until now has not been done. We do this by finding the analogue of Theorem 10 for η * (n 0 ,Np) and stating the result as a corollary. We begin with a generalisation of Lemma 9. and hence the inner product S η * , S η * q,q k can be written as S η * , S η * q,q k = CT 
By apply Lemma 11 twice to (52) and noting that
the result is obtained using the methods of the derivation in Theorem 10.
Conjecture 3 is verified by substituting (63) into the left hand side of (58) and making the obvious simplifications.
