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Abstract
Method of compensated compactness is used to show that the almost everywhere
limit of quasilinear viscous approximations is the unique entropy solution (in the
sense of Bardos et.al[1]) of the corresponding scalar conservation laws in a bounded
domain in Rd, where the viscous term is of the form εdiv (B(uε)∇uε).
1 Introduction
Let Ω be a bounded domain in Rd with smooth boundary ∂Ω. For T > 0, denote ΩT :=
Ω× (0, T ). We write the initial boundary value problem (IBVP) for scalar conservation
laws given by
ut +∇ · f(u) = 0 in ΩT , (1.1a)
u(x, t) = 0 on ∂Ω × (0, T ), (1.1b)
u(x, 0) = u0(x) x ∈ Ω. (1.1c)
where f = (f1, f2, · · · , fd) is the flux function and u0 is the initial condition.
Denote by u0ε, the regularizations of the initial condition u0 of IBVP (1.1), using the
standard sequence of mollifiers ρε defined on R
d. It is given by
u0ε := u0 ∗ ρε.
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Consider the IBVP for the viscosity problem
uεt +∇ · f(uε) = ε∇ · (B(uε)∇uε) in ΩT , (1.2a)
uε(x, t) = 0 on ∂Ω× (0, T ), (1.2b)
uε(x, 0) = u0ε(x) x ∈ Ω, (1.2c)
indexed by ε > 0. The aim of this article is to prove that the a.e. limit of sequence of
solutions (uε) to (1.2)(called quasilinear viscous approximations) is the unique entropy
solution for IBVP (1.1).
Let us write the hypothesis on f, B, and u0.
Hypothesis D:
1. Let f ∈ (C4(R))d, f ′ ∈ (L∞(R))d, and denote
‖f ′‖(L∞(R))d := max1≤j≤d supy∈R |f
′
j(y)|.
2. Let B ∈ C3(R) ∩ L∞(R), and there exists an r > 0 such that B ≥ r.
3. Let the space L∞c (Ω) consisting of those elements of L
∞(Ω) whose essential support
is a compact subset of Ω. Let u0 be in H
1(Ω) ∩ L∞c (Ω) and we denote I :=
[−‖u0‖∞, ‖u0‖∞].
In this context, we have the following main result.
Theorem 1.1 Let f, B, u0 satisfy Hypothesis D. Then the a.e. limit of the quasilinear
viscous approximations (uε) is the unique entropy solution of IBVP (1.1) in the sense of
Bardos et.al[1].
In [5], we prove BV estimates and as a consequence of that, we have the existence of an
almost everywhere convergent subsequence of quasilinear viscous approximations (uε).
But in this article, we use method of compensated compactness to show the existence
of an almost everywhere convergent subsequence of quasilinear viscous approximations
(uε).
The plan of the paper is the following. In section 2, we prove Existence, uniqueness,
maximum principle and derivative estimates of the quasilinear viscous approximations
and In section 3, we prove compactness of sequence of quasilinear viscous approximations
(uε) and Theorem 1.1.
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2 Existence, uniqueness, maximum principle and deriva-
tive estimates
We now want to use the following higher regularity result from [5, p.18] of the generalized
viscosity problem
ut +∇ · f(u) = ε∇ · (B(u)∇u) in ΩT , (2.3a)
u(x, t) = 0 on ∂Ω × (0, T ), (2.3b)
u(x, 0) = u0(x) x ∈ Ω, (2.3c)
Theorem 2.1 (higher regularity) Let 0 < β < 1, f ∈ (C4(R))d, B ∈ C3(R) with B ≥
r > 0. Let u0 ∈ C4+β(Ω) having compact essential support in Ω. Then the solutions of
the IBVP (2.3) belong to the space C4+β,
4+β
2 (ΩT ). Further, u
ε
tt ∈ C(ΩT ).
Since u0 ∈ L∞c (Ω), the function u0ε belongs to the space C∞(Ω) and also has compact
support in Ω for sufficiently small ε. As a consequence the initial-boundary data of the
regularized generalized viscosity problem (1.2) satisfies compatibility conditions of orders
0, 1, 2 which are required to apply the higher regularity result Theorem 2.1 to conclude
the following result.
Theorem 2.2 (Existence and Uniqueness of Solutions) Let f, B and u0 be as in
the Hypothesis D. Then the solutions of the IBVP (1.2) belong to the space C4+β,
4+β
2 (ΩT ).
Further, uεtt ∈ C(ΩT ).
We now recall the maximum principle of generalized viscosity problem (2.3) from [5,
p.12], i.e.,
Theorem 2.3 (Maximum principle) Let f : R → Rd be a C1 function and u0 ∈
L∞(Ω). Then any solution u of generalized viscosity problem (2.3) in W (0, T ) satisfies
the bound
||uε(·, t)||L∞(Ω) ≤ ||u0||L∞(Ω) a.e. t ∈ (0, T ). (2.4)
Applying Theorem 2.3 to regularized generalized viscosity problem (1.2) and using ‖u0ε‖L∞(Ω) ≤
‖u0‖L∞(Ω), we get the following maximum principle
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Theorem 2.4 (Maximum principle) Let f, B, and u0 be as in Hypothesis D. Then
any solution u of generalized viscosity problem (1.2) satisfies the bound
||uε(·, t)||L∞(Ω) ≤ ||u0||L∞(Ω) a.e. t ∈ (0, T ). (2.5)
Applying Theorem 4.2 from [5, p.30] to quasilinear viscous approximations (uε) as as-
serted in Theorem 2.2, we obtain
Theorem 2.5 Let f, B, u0 satisfy Hypothesis D. Let u
ε be the unique solution to gen-
eralized viscosity problem (1.2). Then
d∑
j=1
(√
ε
∥∥∥∂uε
∂xj
∥∥∥
L2(ΩT )
)2
≤ 1
2r
‖u0ε‖2L2(Ω) ≤
1
2r
‖u0‖2L∞(Ω) Vol(Ω). (2.6)
3 Compactness of quasilinear viscous approximations
In this section, we want to show the existence of a subsequence {uεk}∞k=1 of sequence of
solutions {uε}ε≥0 to generalized viscosity problem (2.3) and a function u in L∞(ΩT ) such
that for a.e. (x, t) ∈ ΩT , we have
uεk(x, t)→ u(x, t) a.e. (x, t) ∈ ΩT as k →∞.
The following result shows that the quasilinear viscous approximations (uε) satisfies com-
pact entropy productions, i.e.,
Theorem 3.1 Assume Hypothesis D and let {uε} be as in Theorem 2.2. Then
∂η(uε)
∂t
+
d∑
j=1
∂qj(u
ε)
∂xj
⊂ compact set in H−1(ΩT ) (3.7)
for every C2(R) entropy-entropy flux pair (η, q) of conservation laws (1.1a).
The following result is used to prove (3.7).
Lemma 3.1 [3, p.514] Let Ω be an open subset of Rd and {φn} be a bounded sequence
in W−1,p(Ω), for some p > 2. Further, let φn = ξn+ψn, where {ξn} lies in a compact set
of H−1(Ω), while {ψn} lies in a bounded set of the space of measures M(Ω). Then {φn}
lies in a compact set of H−1(Ω).
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Proof of Theorem 3.1: Let η : R → R be a convex, C2(R) entropy. Then for
j = 1, 2, · · · , d, there exists C2(R) functions qj : R → R such that
η′f ′j = q
′
j . (3.8)
Multiplying both sides the equation (2.3a) by η′(uε) and using chain rule, we get
∂η(uε)
∂t
+
d∑
j=1
∂qj(u
ε)
∂xj
= ε
d∑
j=1
∂
∂xj
(
B(uε)
∂uε
∂xj
)
η′(uε). (3.9)
From equation (3.9), we get
∂η(uε)
∂t
+
d∑
j=1
∂qj(u
ε)
∂xj
= ε
d∑
j=1
∂
∂xj
(
B(uε)
∂η(uε)
∂xj
)
−ε
d∑
j=1
B(uε)
(
∂u
∂xj
)2
η′′(uε) (3.10)
By appealing to Lemma 3.1, (3.7) will be proved if we prove
ε
d∑
j=1
∂
∂xj
(
B(uε)
∂η(uε)
∂xj
)
→ 0 inH−1(ΩT ) (3.11)
and
− ε
d∑
j=1
B(uε)
(
∂u
∂xj
)2
η′′(uε) is bounded in the space of measuresM(ΩT ). (3.12)
Denote
I := [−‖u0‖L∞(R), ‖u0‖L∞(R)].
Firstly, we prove (3.11). Note that
∥∥∥ε d∑
j=1
∂
∂xj
(
B(uε)
∂η(uε)
∂xj
)∥∥∥
H−1(ΩT )
= sup
φ∈H10 (ΩT ),
‖φ‖
H1
0
(ΩT )
≤1
∣∣∣∣∣
∫ T
0
∫
Ω
ε
d∑
j=1
∂
∂xj
(
B(uε)
∂η(uε)
∂xj
)
φ dx dt
∣∣∣∣∣ .
(3.13)
Using integration by parts formula and ‖φ‖H10 (ΩT ) ≤ 1 in (3.13), we arrive at∣∣∣∣∣−
∫ T
0
∫
Ω
ε
d∑
j=1
B(uε)η′(uε)
∂uε
∂xj
∂φ
∂xj
dx dt
∣∣∣∣∣ ≤ ε‖B‖L∞(R)‖η′‖L∞(I)‖∇uε‖(L2(ΩT ))d.
(3.14)
From Theorem 2.5, we have
d∑
j=1
(√
ε
∥∥∥∂uε
∂xj
∥∥∥
L2(ΩT )
)2
≤ 1
2r
‖u0ε‖2L2(Ω) ≤
1
2r
‖u0‖2L∞(Ω)Vol(Ω). (3.15)
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Using (3.15) in (3.14) and letting ε→ 0 in (3.14), we have (3.11).
Secondly, We want to prove (3.12). We have −ε
d∑
j=1
B(uε)
(
∂u
∂xj
)2
η
′′
(uε) ∈ L1(ΩT ).
We know that L1(ΩT ) is continuously imbedded in (L
∞(ΩT ))
∗. Therefore, we have
∥∥∥− ε d∑
j=1
B(uε)
(
∂u
∂xj
)2
η
′′
(uε)
∥∥∥
M(ΩT )
≤
∥∥∥− ε d∑
j=1
B(uε)
(
∂u
∂xj
)2
η
′′
(uε)
∥∥∥
L1(ΩT )
,
≤ ε‖B‖L∞(R) ‖η′′‖L∞(I)‖∇u‖(L2(ΩT ))d. (3.16)
Using inequality (3.15) in (3.16), we get
∥∥∥− ε d∑
j=1
B(uε)
(
∂u
∂xj
)2
η
′′
(uε)
∥∥∥
M(ΩT )
≤ C ′‖B‖L∞(R)‖η′′‖L∞(I), (3.17)
where C
′
is independent of ε. Therefore we have obtained (3.12). Using (3.11), (3.12)
and in view of Lemma 3.1, we have (3.7).
For space dimension d = 1, the extraction of an a.e. convergent subsequence is
obtained by proving the following result.
Theorem 3.2 Assume Hypothesis D and let {uε} be sequence of solutions to gener-
alized viscosity problem (2.3) such that
∂η(uε)
∂t
+
∂q(uε)
∂x
⊂ compact set in H−1(ΩT ). (3.18)
for every C2(R) entropy-entropy flux pair (η, q) of scalar conservation laws (2.3a) in one
space dimension. Then there is a subsequence of uε such that the following convergence
in L∞(ΩT )− weak∗
uε ⇀ u, f(uε) ⇀ f(u), as ε→ 0.
holds. Further, if the set of u with with f
′′
(u) 6= 0 is dense in R, then {uε} converges
almost everywhere to u in ΩT .
The following results are used to prove proving Theorem 3.2.
Theorem 3.3 [6, p.147]
1. Let K ⊂ Rp be bounded and Ω ⊂ Rd be an open set. Let un : Ω→ Rp be such that
un ∈ K a.e.. Then there exists a subsequence {um} and a family of probability
6
measures {νx}x∈Ω (depending measurably on x) with supp νx ⊂ K such that if F
is continuous function on Rp and
f =< νx, F (λ) > a.e.
then
F (um)⇀ f(x) in L
∞(Ω)− weak∗
2. Conversely, let {νx}x∈Ω be a family of probability measures with support in K.
Then there exists a sequence {un}, where un : Ω→ Rp and un ∈ K a.e., such that
for all continuous functions on Rp, we have
F (un) ⇀ f(x) =< νx, F (λ) > in L
∞(Ω)− weak∗
We give definition of Young measures.
Definition 3.1 The family of probability measure {νx}x∈Ω that we get from Theorem
3.3 is called Young measures associated with the sequence {un}∞n=1.
Lemma 3.2 (Div-curl lemma)[7, p.90],[3, p.513]
Let Ω ⊂ Rd be an open set and Gn and Hn be two sequences of vector fields in L2(Ω;Rd)
converging weakly to limits G and H respectively as n→∞. Assume both {div Gn} and
{curlHn} lie in a compact subset of H−1loc (Ω). Then we have the following convergence in
the sense of distributions as n→∞
Gn.Hn → G.H.
For clarity, we repeat the following proof from [3, p.518].
Proof of Theorem 3.2: Since ‖uε‖L∞(ΩT ) ≤ ‖u0‖L∞(ΩT ), by Banach-Alaoglu theorem
there exists a subsequence, still denoted by {uε} such that
uε ⇀ u, as ε→ 0
in L∞(ΩT ) − weak∗. Applying Theorem 3.3, we get the existence of a family of Young
measures {νx,t}(x,t)∈ΩT such that
f(us) ⇀ f(x, t) in L
∞(ΩT )− weak∗,
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where
f(x, t) =
∫
R
f(λ) dνx,t(λ) = 〈νx,t, f〉. (3.19)
We want to show 〈νx,t, f〉 = f(u), that is, νx,t reduces to dirac mass when there is no
interval on which f
′′
is constant. Define
g(λ) :=
∫ λ
0
(
f
′
(s)
)2
ds.
Let (λ, f(λ)) and (f(λ), g(λ)) be two entropy-entropy flux pair. Using Div-curl lemma
with sequences (uε, f(uε)) and (f(uε), g(uε)), we obtain
(uε, f(uε)).(f(uε), g(uε))⇀ 〈νx,t, u〉〈νx,t, g〉 − 〈νx,t, f〉〈νx,t, f〉 (3.20)
in L∞(ΩT )− weak∗. Observe that
〈νx,t, λ〉〈νx,t, g〉 − 〈νx,t, f〉〈νx,t, f〉 = 〈νx,t, λg − f 2〉 (3.21)
Using Schwartz inequality, we get
(f(λ)− f(u))2 ≤ (λ− u) (g(λ)− g(u)) , (3.22)
Since probability measures are positive, from inequality (3.22), we have
〈νx,t, (f(λ)− f(u))2 − (λ− u) (g(λ)− g(u))〉 ≤ 0. (3.23)
Using (3.21) in (3.23), we get
(〈νx,t, f〉 − f(u))2 ≤ 0 (3.24)
Equation (3.24) shows that 〈νx,t, f〉 = f(u). Therefore we have proved that the νx,t
reduces to the Dirac measure δu(x,t). The Schwartz’s inequality is an equality on the
interval where f
′
is constant with end points λ, u. When no such interval exists, the
support of νx,t collapses to a single point and νx,t reduces to Dirac mass δu(x,t). This
completes the proof.
We now show that the
{
∂uε
∂t
}
lies in a compact set of H−1loc (ΩT ). The following result will
be used in proving compactness.
Lemma 3.3 [1, p.1020] Let v ∈ C1(Ω). Then
lim
n→∞
∫
{x∈Ω ; |v(x)|< 1n}
|∇v| dx = 0.
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The following result follows from [4, p.67] which is useful in proving, and we omit its
proof.
Lemma 3.4 Let u0 ∈ W 1,2(Ω) ∩ L∞c (Ω). Then u0ε satisfies the following bounds
‖u0ε‖L∞(Ω) ≤ ‖u0‖L∞(Ω) (3.25)
‖∇u0ε‖(L1(Ω))d ≤ TVΩ(u0) (3.26)
There exists a constant C > 0 such that for all ε > 0, u0ε satisfies
‖∆u0ε‖L1(Ω) ≤ C
ε
TVΩ(u0). (3.27)
Theorem 3.4 Assume Hypothesis C. Let (uε) be the sequence of solutions to (1.2). Then{
∂uε
∂t
}
is compact in H−1loc (ΩT ).
Proof :
We prove Theorem 3.4 in two steps. In Step-1, we show that the sequence
{
∂uε
∂t
}
is bounded in L1(ΩT ) and in Step-2, we use Murat’s Lemma 3.1 to show that
{
∂uε
∂t
}
is
compact in H−1loc (ΩT ).
Step-1: We now repeat the proof of the L1(ΩT )− estimates of the time derivatives of
sequence of solutions to generalized viscosity problem (2.3) from [5] to show that the
sequence
{
∂uε
∂t
}
is bounded in L1(ΩT ).
We show the existence of constant C1 > 0 such that for every ε > 0,∥∥∥∥∂uε∂t
∥∥∥∥
L1(ΩT )
≤ C1. (3.28)
Differentiating the equation (1.2) with respect to t, multiplying by sgn
(
∂uε
∂t
)
and inte-
grating over Ω, we get
∫
Ω
uεtt sgn(u
ε
t) dx+
d∑
j=1
∫
Ω
[ ∂
∂xj
(
f ′j(u
ε)
∂uε
∂t
)]
sgn
(
∂uε
∂t
)
dx
= ε
d∑
j=1
∫
Ω
sgn
(
∂uε
∂t
)
∂
∂xj
(
B
′
(uε)
∂uε
∂t
∂uε
∂xj
+B(uε)
∂
∂xj
(
∂uε
∂t
))
dx. (3.29)
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Using integration by parts in (3.29) and using sgn
(
∂uε
∂t
)
= 0 on ∂Ω× (0, T ), we have
∫
Ω
uεtt sgn(u
ε
t) dx =
d∑
j=1
∫
Ω
f ′j(u
ε)
∂uε
∂t
sg
′
n
(
∂uε
∂t
)
∂
∂xj
(
∂uε
∂t
)
dx
−ε
d∑
j=1
∫
Ω
B
′
(uε)
∂uε
∂t
∂uε
∂xj
sg′n
(
∂uε
∂t
)
∂
∂xj
(
∂uε
∂t
)
dx
−ε
d∑
j=1
∫
Ω
B(uε)
(
∂
∂xj
(
∂uε
∂t
))2
sg′n
(
∂uε
∂t
)
dx. (3.30)
We now prove that first two terms on the RHS of (3.30) tend to zero as ε→ 0. That is,
lim
n→∞
d∑
j=1
∫
Ω
f ′j(u
ε)
∂uε
∂t
sg
′
n
(
∂uε
∂t
)
∂
∂xj
(
∂uε
∂t
)
dx = 0, (3.31)
lim
n→∞
ε
d∑
j=1
∫
Ω
B
′
(uε)
∂uε
∂t
∂uε
∂xj
sg′n
(
∂uε
∂t
)
∂
∂xj
(
∂uε
∂t
)
dx = 0. (3.32)
Proof of (3.31): Since
∣∣∣∂uε∂t ∣∣∣ sg′n (∂uε∂t ) < 1, note that∣∣∣∣∣
d∑
j=1
∫
{x∈Ω : | ∂uε∂t |< 1n}
∂uε
∂t
sg
′
n
(
∂uε
∂t
)
(f ′1(u
ε), · · · , f ′d(uε)) .∇
(
∂uε
∂t
)
dx
∣∣∣∣∣
≤
√
d max
1≤j≤d
(
sup
y∈I
∣∣∣f ′j(y)∣∣∣
) ∫
{x∈Ω : | ∂uε∂t |< 1n}
∣∣∣∣∇
(
∂uε
∂t
)∣∣∣∣ dx. (3.33)
Applying Lemma 3.3 with v = ∂u
ε
∂t
, the inequality (3.33) gives (3.31).
Proof of (3.32): Observe that∣∣∣∣∣ε
d∑
j=1
∫
Ω
B
′
(uε)
∂uε
∂t
∂uε
∂xj
sg′n
(
∂uε
∂t
)
∂
∂xj
(
∂uε
∂t
)
dx
∣∣∣∣∣
≤ ε
√
d‖B′‖L∞(I) max
1≤j≤d
(∥∥∥∥∂uε∂xj
∥∥∥∥
L∞(ΩT )
)∫
{x∈Ω : | ∂uε∂t |< 1n}
∣∣∣∣∇
(
∂uε
∂t
)∣∣∣∣ dx. (3.34)
Applying Lemma 3.3 with v = ∂u
ε
∂t
, the inequality (3.34) yields (3.32).
Since the third term on RHS of (3.35) is non-positive for every ε > 0, on taking limit
supremum on both sides of (3.30) yields
lim sup
n→∞
∫
Ω
uεtt sgn(u
ε
t) dx ≤ 0 (3.35)
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in view of (3.31) and (3.32). Note that the limit supremum in (3.35) is actually a limit,
and as a consequence we get ∫
Ω
∂
∂t
|uεt | dx ≤ 0 (3.36)
Integrating w.r.t. t on both sides of (3.36), and applying Fubini’s theorem yields∫
Ω
∫ t
0
∂
∂t
|uεt | dτ dx ≤ 0 (3.37)
Thus we get ∫
Ω
(|uεt(x, t)| − |uεt (x, 0)|) dx ≤ 0 (3.38)
From the equation (1.2), we get
∂uε
∂t
(x, 0) = ε
d∑
j=1
[
B(u0ε)
∂2uε
∂x2j
(x, 0) +B
′
(u0ε)
(
∂uε
∂xj
)2
(x, 0)
]
−
d∑
j=1
f
′
j(u0ε)
∂uε
∂xj
(x, 0)
= ε
d∑
j=1
[
B(u0ε)
∂2u0ε
∂x2j
+B
′
(u0ε)
(
∂u0ε
∂xj
)2 ]
−
d∑
j=1
f
′
j(u0ε)
∂u0ε
∂xj
. (3.39)
Claim: Let u0 ∈ W 2,1(Ω) ∪ L∞c (Ω). Then for all ε > 0, there exists a constant C > 0
such that ∫
Ω
(
∂u0ε
∂xj
)2
dx ≤ C
Since supp(u0) = K is a compact set, then we have supp
(
∂u0
∂xj
)
⊂ supp(u0) = K. Denote
R := dist(K, ∂Ω). Choose 0 < ε < R
4
and denote
W :=
{
x ∈ Ω : 0 ≤ dist(x,K) < R
2
}
.
Then K ⊂W . We consider∫
Ω
(
∂u0ε
∂xj
)2
dx =
∫
Ω
(∫
Ω
1
εd
ρ
(
x− y
ε
) (
∂u0
∂xj
(y) dy
))2
dx
=
∫
Ω
(∫
B(x,ε)
1
εd
ρ
(
x− y
ε
) (
∂u0
∂xj
(y) dy
))2
dx (3.40)
Using the change of variable x−y
ε
= z in (3.40), we have
∫
Ω
(
∂u0ε
∂xj
)2
dx =
∫
Ω
(∫
B(0,1)
(−1)dρ (z)
(
∂u0
∂xj
(x− εz) dz
))2
dx (3.41)
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Since {x− εz : x ∈ K and z ∈ B(0, 1)} ⊂ W , therefore from (3.41), we have∫
Ω
(
∂u0ε
∂xj
)2
dx =
∫
W
(∫
B(0,1)
(−1)dρ (z)
(
∂u0
∂xj
(x− εz) dz
))2
dx. (3.42)
For x ∈ W , we now compute
∂u0ε
∂xj
(x) =
∫
B(x,ε)
1
εd
ρ
(
x− y
ε
) (
∂u0
∂xj
)
(y) dy. (3.43)
Using the change of variable x−y
ε
= z in (3.43), we get
∂u0ε
∂xj
(x) =
∫
B(0,1)
(−1)dρ(z) ∂u0
∂xj
(x− εz) dz. (3.44)
Taking modulus on both sides of (3.44) and using Ho¨lder inequality, we get∣∣∣∣∂u0ε∂xj (x)
∣∣∣∣ ≤
∫
B(0,1)
ρ(z)
∣∣∣∣
(
∂u0
∂xj
)
(x− εz)
∣∣∣∣ dy,
≤
(∫
B(0,1)
ρ(z) dz
)2 (∫
B(0,1)
ρ(z)
∣∣∣∣∂u0∂xj (x− εz)
∣∣∣∣
2
dz
) 1
2
. (3.45)
Applying Lemma 3.4 in (3.39), we get the existence of a constant C1 > 0, such that∫
Ω
∣∣∣∣∂uε∂t
∣∣∣∣ dx ≤ C1‖B‖L∞(I) + ‖B′‖L∞(I)
d∑
j=1
∥∥∥∥∂u0∂xj
∥∥∥∥
L2(Ω)
+ max
1≤j≤d
(‖f ′j‖L∞(I)) TVΩ(u0).
(3.46)
Therefore we have∫
ΩT
∣∣∣∣∂uε∂t
∣∣∣∣ dx ≤ T
(
C1‖B‖L∞(I) + ‖B′‖L∞(I)
d∑
j=1
∥∥∥∥∂u0∂xj
∥∥∥∥
L2(Ω)
+ max
1≤j≤d
(‖f ′j‖L∞(I)) TVΩ(u0)
)
.
(3.47)
Step 2: Since L1(ΩT ) is compactly imbedded in the space of measuresM(ΩT ). Therefore
we have ∥∥∥∥∂uε∂t
∥∥∥∥
M(ΩT )
≤
∥∥∥∥∂uε∂t
∥∥∥∥
L1(ΩT )
(3.48)
In view of (3.47), we see that
{
∂uε
∂t
}
is bounded in the space of measures M(ΩT ). The
sequence
{
∂uε
∂t
}
is bounded in W−1,∞(ΩT ) as ‖uε‖L∞(ΩT ) ≤ ‖u0‖L∞(Ω). An application of
Murat’s Lemma 3.1, We get that the sequence
{
∂uε
∂t
}
is compact in H−1(ΩT ).
We need the following result for extraction of a.e. convergent subsequence of solutions
{uε} to generalized viscosity problem
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Theorem 3.5 Assume Hypothesis D and let {uε} be the sequence of solutions to
viscosity problem (1.2) and d = 2. Then there exists a subsequence {uεk} of {uε} and a
function u such that
uεk → u as k →∞. (3.49)
Proof :
Multiplying the generalized viscosity problem by f
′
1, f
′
2, we get(
f
′
1(u
ε)
)2 ∂uε
∂x1
+ f
′
1(u
ε)f
′
2(u
ε)
∂uε
∂x2
= ε
2∑
j=1
f
′
1(u
ε)
∂
∂xj
(
B(uε)
∂uε
∂xj
)
− ∂f1(u
ε)
∂t
,
f
′
1(u
ε)f
′
2(u
ε)
∂uε
∂x1
+
(
f
′
2(u
ε)
)2 ∂uε
∂x2
= ε
2∑
j=1
f
′
2(u
ε)
∂
∂xj
(
B(uε)
∂uε
∂xj
)
− ∂f2(u
ε)
∂t
.(3.50)
Denote
F11(λ) :=
∫ λ
0
(
f
′
1(s)
)2
ds,
F12(λ) :=
∫ λ
0
f
′
1(s)f
′
2(s) ds,
F22(λ) :=
∫ λ
0
(
f
′
2(s)
)2
ds. (3.51)
Equation (3.50) can be rewritten as
∂F11(u
ε)
∂x1
+
∂F12(u
ε)
∂x2
= ε
2∑
j=1
∂
∂xj
(
B(uε)
∂f1(u
ε)
∂xj
)
− ε
2∑
j=1
B(uε)
(
∂uε
∂xj
)2
f
′′
1 (u
ε)− ∂f1(u
ε)
∂t
,
∂F12(u
ε)
∂x1
+
∂F22(u
ε)
∂x2
= ε
2∑
j=1
∂
∂xj
(
B(uε)
∂f2(u
ε)
∂xj
)
− ε
2∑
j=1
B(uε)
(
∂uε
∂xj
)2
f
′′
2 (u
ε)− ∂f2(u
ε)
∂t
.
(3.52)
We now show that RHS of two equations of (3.52) lie in a compact set of H−1(ΩT ). For
that we show that for i = 1, 2,
(i).
ε
2∑
j=1
∂
∂xj
(
B(uε)
∂fi(u
ε)
∂xj
)
→ 0 in H−1(ΩT ), (3.53)
(ii).
−ε
2∑
j=1
B(uε)
(
∂uε
∂xj
)2
f
′′
1 (u
ε)−∂f1(u
ε)
∂t
is bounded in the space of measure M(ΩT ).
(3.54)
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Firstly, we prove (3.53). Observe that
∥∥∥ε 2∑
j=1
∂
∂xj
(
B(uε)
∂fi(u
ε)
∂xj
)∥∥∥
H−1(ΩT )
= sup
{∣∣∣ ∫ T
0
∫
Ω
(
ε
2∑
j=1
∂
∂xj
(
B(uε)
∂fi(u
ε)
∂xj
))
φ(x, t) dx dt
∣∣∣ ; ‖φ‖H10 (ΩT ) ≤ 1
}
,
= sup
{∣∣∣− ∫ T
0
∫
Ω
(
ε
2∑
j=1
(
B(uε) f
′
i (u
ε)
∂uε
∂xj
))
∂φ
∂xj
(x, t) dx dt
∣∣∣ ; ‖φ‖H10 (ΩT ) ≤ 1
}
,
≤ ε‖B‖L∞(I)
(
max
1≤i≤2
‖f ′i‖L∞(I)
)
‖∇uε‖(L2(ΩT ))2 .
(3.55)
Since
√
ε‖∇uε‖(L2(ΩT ))2 ≤ C, which is independent of ε, therefore we have (3.53) and
ε
2∑
j=1
∂
∂xj
(
B(uε)
∂fi(u
ε)
∂xj
)
lie in a compact set of H−1(ΩT ).
Next we show (3.54). We know that L1(ΩT ) is continuously imbeeded in (L
∞(ΩT ))
∗.
Therefore we have∥∥∥− ε 2∑
j=1
B(uε)
(
∂uε
∂xj
)2
f
′′
1 (u
ε)− ∂f1(u
ε)
∂t
∥∥∥
M(ΩT )
≤
∫ T
0
∫
Ω
∣∣∣ε 2∑
j=1
B(uε)
(
∂uε
∂xj
)2
f
′′
1 (u
ε)
−f ′1(uε)
∂uε
∂t
∣∣∣ dx dt,
≤ ‖B‖L∞(I) max
1≤i≤2
(
sup
y∈I
∣∣∣f ′′i (y)∣∣∣
)(√
ε ‖∇uε‖(L2(ΩT ))2
)2
+ max
1≤i≤2
(
sup
y∈I
∣∣∣f ′′i (y)∣∣∣
) ∥∥∥∂uε
∂t
∥∥∥
L1(ΩT )
. (3.56)
Applying Theorem 3.4 and
√
ε‖∇uε‖(L2(ΩT ))2 ≤ C, which is independent of ε, we get
(3.54).
We want to use Theorem of compensated compactness [2, p.31] to conclude the almost
every convergence of {uε} to a function u in L∞(ΩT ). Observe that
F11(u
ε) ⇀ F 11 in L
2(ΩT ) as ε→ 0,
F12(u
ε) ⇀ F 12 in L
2(ΩT )as ε→ 0 ,
F22(u
ε) ⇀ F 22 in L
2(ΩT )as ε→ 0 . (3.57)
Therefore we have
(F11(u
ε), F12(u
ε), F12(u
ε), F22(u
ε))⇀
(
F 11, F 12, F 12, F 22
)
as ε→ 0.
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The following combinations
∂
∂x1
F11(u
ε) +
∂
∂x2
F12(u
ε) ,
∂
∂x1
F12(u
ε) +
∂
∂x2
F22(u
ε),
∂
∂t
F11(u
ε) ,
∂
∂t
F22(u
ε), (3.58)
are compact in H−1(ΩT ).
Consider the set
ν :=
{
(λ, ξ) ∈ R4 × R3 \ {0} ; λ1ξ1 + λ2ξ2 = 0, λ1ξ1 + λ2ξ2 = 0, λ1ξ0 = 0, λ3ξ0 = 0
}
.
The quadratics Q(F11(u
ε), F12(u
ε), F12(u
ε), F22(u
ε)) which vanish on the projections,
Λ =
{
λ ∈ R4 : (λ, ξ) ∈ ν} ,
which is precisely {
λ ∈ R4 : λ1λ4 − λ2λ3 = 0
}
.
Therefore we have
(F11(u
ε), F12(u
ε)) · (F22(uε), F12(uε)) ⇀ F 11F 22 − F 212 in L2(ΩT ) as ε→ 0. (3.59)
If we express (3.59) in term of youngs measures νx,t(·), we write〈
νx,t,
(
F11(λ)− F 11
) · (F22(λ)− F 22)− (F12(λ)− F 12)2 〉 = 0. (3.60)
We now want to show that a subsequence of {uε} converges a.e. to a function u in
L∞(ΩT ). We repeat the following proof from [8, p.702-p.703]. Let us consider the fol-
lowing nonnegative function
D(w) := (F11(w)− F11(c)) · (F22(w)− F22(c))− (F12(w)− F12(c))2 ,
where c = c(x, t) denotes an arbitary function which needs to be determined and is
independent of uε.
Using Cauchy-Swartz inequality, we observe that
(F12(w)− F12(c))2 ≤ (F11(w)− F11(c)) · (F22(w)− F22(c)) . (3.61)
Therefore D(w) is nonnegative. Using (3.59), we get
D(uε) = (F11(u
ε)− F11(c)) · (F22(uε)− F22(c))− (F12(uε)− F12(c))2 ,
=
[(
F11(u
ε)− F 11
)
+
(
F 11 − F11(c)
)] · [(F22(uε)− F 22)+ (F 22 − F22(c))]
−
[ (
F12(u
ε)− F 12
)2
+ 2
(
F12(u
ε)− F 12
) (
F 12 − F12(c)
)
+
(
F 12 − F12(c)
)2 ]
,
⇀
[(
F 11 − F11(c)
) · (F 22 − F22(c))− (F 12 − F12(c))] . (3.62)
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Since 0 ≤ F 11 ≤
∫maxu
min u (f
′
1(v))
2
dv, there exists c = c(x, t) such that
∫ c
(f ′1(v))
2
dv =
F 11. For this c = c(x, t), we have F11(c) − F 11 = 0. From equations (3.61) and (3.62),
we have D(uε) ⇀ 0. Since D(uε) is a bounded function, we have D2(uε)⇀ 0. Therefore
D(uε)→ 0 storngly.
It is easy to see that D(w) has minimum atw = c. Next assume that f ′1 and f
′
2 are
linearly independent, i.e.,
∀|ξ| = 1, S(ξ, .) := ξ1f ′1(v) + ξ2f2f ′2(v) 6= 0
on any nontrivial interval. Then the Cauchy-Swartz inequality in (3.61) is strict. There-
fore we have D(c) = 0 is the strict minimun of D(w), i.e., D(w) > D(c) for w 6= c. Then
strong convergence of D(uε) → 0 implies strong convergence of a subsequence of uε to
c(x, t) = u(x, t).
Proof of Theorem 1.1: The proof of Theorem (1.1) follows from the proof of The-
orem 1.1 of [5, p.31].
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