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Kvantové kaskádové laserové frekvenční hřebeny jsou slibnými kandidáty pro nové
miniaturizované spektrometry bez pohyblivých částí. Mohou být generovány v samočin-
ném režimu pomocí různých nelinearit vyvolaných asymetrickým ziskem a vlnovodovou
disperzí. K simulaci samočinných hřebenů byl použit dostupný vysoce optimalizo-
vaný nástroj založený na modelu postupné vlny. Dále byl rozšířen o funkci zamykání
optickým vstřikováním, koherentní techniky ovládání frekvenčních hřebenů. Následné
simulace potvrdily uzamčení pomocí vstřikovaného signálu. Bylo zjištěno, že dis-
perze grupové rychlosti (GVD) má významný dopad na rozsah zamykání. GVD byla
vypočtena pro typické zařízení a frekvenční hřeben byl uzamčen pomocí optického
vstřikování v rozsahu ladění od -2 do 47 MHz.
Summary
Quantum cascade laser frequency combs are promising candidates for novel minia-
turized spectrometers without any moving parts. They can be generated in the self-
starting regime by an interplay of different nonlinearities induced by asymmetrical gain
and waveguide dispersion. The available highly optimized tool based on the traveling
wave model was used to simulate the self-starting combs. It was further extended
by the optical injection locking functionality, the coherent technique of control of fre-
quency combs. Subsequent simulations confirmed locking to the injected signal. Group
velocity dispersion (GVD) has been found to have a significant impact on the range
of locking. GVD was calculated for the typical device and the frequency comb was
optically injection-locked in a detuning range from -2 to 47 MHz.
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Under the term laser, people usually see devices producing intense, spatially localized
beam of electromagnetic (EM) field at a single frequency [1]. Although such a descrip-
tion is not wrong, it is more accurate to refer to them as to the devices with coherent
optical output. This means, individual photons are tightly related to each other in
terms of phase and amplitude in both space and time [2]. This criterion is fulfilled not
only by single frequency devices, but also by frequency combs [3]. Optical frequency
combs are lasers, whose spectrum consists of a set of modes, which act like a ruler in
a frequency domain. They are evenly spaced and certainly phase related to each other
[4], where a strictly defined phase relationship makes the difference between incoherent
multi-mode laser and coherent frequency comb [3].
In literature, the generation of frequency combs is depicted as an instrument to
obtain ultrashort pulses [1]. This has been demonstrated in the femtosecond regime
by many groups [5] [6]. On the other hand, a comb spectrum is according to Fourier
theorem generated by any periodic signal, regardless of its shape [4]. Hence, peri-
odic continuous-wave (CW) frequency-modulated (FM) signal also generates frequency
combs. Although, the first FM lasers date back to 1960s [7], the quantum cascade
laser (QCL) community has not been extensively studying this field until 2012 [4], when
it was first shown that QCL devices could be used to generate self-starting combs with
approximately constant intensity output[8].
It is very important to mention, that QCLs emit in the mid-infrared (MIR) and ter-
ahertz (THz) portion of the spectrum, where many molecules can be identified through
their unique pattern of absorption lines, resulted from the occurrence of rotational and
vibrational states [9]. This can be used for applications in the field of chemical physics
[10], chemistry [11], biology [12] and medicine [13]. Consequently, QCLs have been
previously studied due to their potential for on-chip integration [14], high tunability
[15] and relatively high output powers [16].
In 2014, QCL frequency combs were suggested for dual comb spectroscopy applica-
tion [17]. Those spectrometers are very promising for on-chip integration, as they do
not need any moving parts [17]. With the introduction of an attractive application, the
demand for the comb engineering increased. Even though it is particularly beneficial
to employ a reliable simulation tool, available methods could not faithfully display the
physics behind FM combs [18].
In 2019 at Technical University of Vienna, a model based on the spatio-temporally
resolved Maxwell-Bloch equations in the slowly varying envelope approximation has
been developed [4, 19]. The response of the variables has not been assumed instan-
taneous, but expanded in a Taylor series and group velocity dispersion (GVD) with
linewidth enhancement factor (LEF) effects have been implemented. This method
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leading to the single master equation covers both the underlying physics behind FM
generation and their most significant contributions [4]. The master equation was fur-
ther numerically developed to create a highly optimized simulation tool, which is used
in this thesis.
The main goal of this thesis is to get the big picture overview of the coherent
FM techniques by studying both passive and active mode-locking techniques. The self
starting conditions for comb generation will be simulated and use of coherent techniques
for comb FM will be further developed and simulated, with the emphasis on the optical
injection locking.
The first chapter gives an introduction to the QCL frequency combs, explaining the
important principles behind this technology branch and pointing to similar approaches
in MIR region. The second chapter deals with the simulation tools, from their the-
oretical background to the numerical application. In the third chapter, the results
of self-starting combs and active modulation techniques are presented. Ultimately, a
discussion is provided, putting the work behind the thesis into scientific context.
4
1. QCL frequency combs
The main goal of this chapter is to provide an overview about QCL frequency combs
and to shed light on the underlying mechanisms behind their formation. It starts with
the short presentation of the mid-infrared region, pointing out why are we so interested
in this spectral region and explaining the demands for the laser and spectroscopic tech-
nology in this field. Next, QCLs are introduced and compared to other technological
solutions, followed by a section about frequency combs. The last section is devoted
to the comb spectroscopy studies with the emphasis on the dual comb spectroscopy,
emerging competition for the conventionally used Fourier-transform infrared (FTIR)
spectrometers and the most promising application of the MIR CW frequency combs.
1.1 Mid-infrared region
The infrared spectrum has only 3 three regions of atmosphere transparency. The first
comes from the visible light to about 2.5 µm, the second covers the range from 3
to 5 µm and the last from 8 to 14 µm [9]. To be able to build high signal-to-noise
ratio detectors outside vacuum, the measurement should take place in one of these
transparency windows. Luckily, the MIR region includes the second and the third
window as it covers the spectral range from 2.5 to 20 µm [20]. Furthermore, the whole
region contains many vibrational and rotational molecular states (mostly fundamental)
[9], represented by narrow optical absorption lines, as we see in figure 1.1.
Existence of these states is crucial for chemical sensing. A sample can be illumi-
nated by a light source and from the absorption signal on a detector we can precisely
determine the molecular content of the sample [9]. Moreover, we can estimate the
concentration c from the Beer-Lambert law in eq. 1.1
A = ϵlc, (1.1)
where A is the measured absorbance, l is the optical length and ϵ is the absorptiv-
ity, which is obtained from the material calibration measurement. Many commercial
devices use this approach to determine the concentration of some specific gas, for ex-
ample non-dispersive infrared CO2 sensors [23]. Some researchers are also trying to
use integrated laser sources and corresponding narrow-band detectors to reach small
dimensions and high wall-plug efficiency [24].
1.1.1 Spectroscopic methods
In order to build a spectrometer, that is able to record broad spectra instead of single fre-
quency information, some kind of frequency scanning is usually introduced. The most
common approach is the FTIR spectroscopy. An FTIR spectroscopy uses incoherent
5
Figure 1.1: MIR absorption fingerprints of various gaseous molecules in the wavelength
region of 2-20 µm for pressure of 133 Pa, temperature of 296.15 K and an absorption
path length of 1 cm. The atmosphere transparency is mostly determined by H2O
and CO2 absorption spectra. The raw data were taken from the 2008 edition of the
HITRAN database [21]. The figure is taken from [22].
broad spectrum lamp and Michelson interferometer setup to produce an interferogram.
By applying the Fourier transform (FT), the frequency spectrum can be reconstructed.
The scanning procedure is in this case hidden inside the interferometer, which is shown
in fig. 1.2.
It has a beam splitter, dividing the incident beam into two optical paths. Trans-
mitted beam travels towards the moving mirror, reflects back and eventually reflects
from the beam splitter to the detector. The reflected beam travels towards the fixed
mirror, reflects back and transmits through the beamsplitter to the detector. By ad-
justing the position of the moving mirror, the optical path of the transmitted beam
gets changed. The detector records the optical power of the interference spectrum
between both beams and by changing the optical path of the transmitted beam an
interferogram is recorded [25].
In order to determine the absorbance, a sample is mounted into the beam path, e.g.
between interferometer and detector [25]. Interferogram is measured and spectrum
gets calculated. Bear in mind, that the spectrum of a background (without the sam-
ple) should be always subtracted, because individual components like detectors and
beamsplitters do not have a constant response for different wavelengths [25].
Overall, FTIR spectroscopy is nowadays one of the most successful spectromet-
ric techniques used in many laboratories across the world, not only for the sample
properties determination but also for the detector testing [26]. It records spectra over
extended spectral spans in any region and exhibits quality and consistency [27]. The
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Figure 1.2: Michelson interferometer scheme. The median ray is shown by the solid
line, whereas dashed line shows the extremes of the collimated beam. The figure is
taken from [25].
most significant drawback of this technique is the moving mirror necessity, which in-
creases the mechanical complexity [25] and limits the spectral resolution, which is
inversely proportional to the maximum retardation of an interferometer [25]. For this
sake, high-resolution instruments are usually very slow. A FTIR is also not suitable
for high spatial resolution spectroscopy, which is often complementary method for mi-
croscopy. The reason is, the optical power per diffraction spot is limited for incoherent
light sources [28].
Another popular technique for the measurements of MIR spectra is the Raman
spectroscopy. It makes use of virtual energy levels, that occur naturally in molecules.
A sample is illuminated with a monochromatic beam of radiation. Molecules in the
ground electronic state can be lifted to the excited electronic state. As they fall back,
they emit photons of the same energy. This is called the Rayleigh scattering and it is
described as elastic process. Nevertheless, both the ground and the excited electronic
states consist of many virtual states representing vibrational energies. If the molecule in
the ground electronic and lower virtual state goes through the same electron absorption
& photon emission process, but it ends in the higher virtual state, emission energy
slightly decreases. This is called the Stokes scattering. In contrast, if this process results
in a drop of the initially higher virtual state, emission energy slightly increases. This
is called the anti-Stokes scattering. Together with Stokes scattering they contribute
to the Raman scattering. Although, Raman scattering takes place in just one in 108
to 1010 transitions [25], it is enough to measure the scattered energy distribution and
identify individual molecules.
Raman spectroscopy is a useful method, that is often found to be complementary to
other techniques. Many bands, that are weak in the infrared spectrum are strong in the
Raman spectrum and vice-versa [25]. What should not been overlooked is the fact, that
the Raman spectrum has to be processed additionally by an interferometer [29] or by
some dispersive technique, e.g. grating with the array of CCD detectors [30]. Although
Raman spectroscopy suffered from relatively poor sensitivity before mid-1980s, it has
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been significantly improved in the past decades [25]. Therefore, it became a widely
used alternative to the spectrometers working directly in MIR spectrum. However, the
disadvantage is low signal to noise ratio due to fluorescence of many molecules at the
illumination energy, which effectively decreases the possible resolution [25].
Introduction of accurate tunable lasers in the MIR spectral region made it possi-
ble for direct scanning techniques. These techniques take advantage of the coherent
illumination beam and are even reported to significantly surpass conventional FTIR in
scanning speed, while maintaining the same figures-of-merit [28]. An external cavity
QCL is exactly capable of that. The laser gain chip is placed inside a tunable external
cavity. The typical tuning element is a diffraction grating. By mechanical rotation of
the diffraction grating, the emission wavelength changes, resulting in a narrow band
laser with a broad tuning range [28]. This technology is widely used in many laborato-
ries although it requires precision optics and it is vulnerable to mechanical vibrations
[31]. An alternative might be adapted sampled grating distributed feedback (DFB)
laser, which combines two sampled grating sections within the same waveguide. The
emission wavelength can be manipulated by changing the current density at one section
relative to the other [31]. Thus, this device does not need any moving parts.
In conclusion, those techniques need either an interferometer setup, a disperser or
a tunable narrow-band laser. This often leads to the moving part implementation,
increasing the mechanical complexity and decreasing the resolution potential [27].
A solution, that might revolutionize the field of MIR spectroscopy, makes use of
technology, that has been primarily developed for frequency metrology in the late 1990s
[27]. Self-starting frequency combs, that can be generated in a QCL cavity [32], were
suggested as illumination sources for many different spectrometers. They can either
improve the resolution of conventional techniques [27] or they can be used for the
implementation of new instruments, such as the dual comb spectroscopy [17]. This
instrument does not suffer from necessity for moving parts and can potentially reach
resolution equal to the comb line spacing [27] or even better in scanning mode [17].
Since this thesis is concerned with the MIR frequency combs generation, modulation
and application, dual comb spectroscopy is going to be further studied at the end of
this chapter.
1.2 Quantum cascade laser
QCLs are electrically pumped semiconductor lasers [33]. In contrast to the related
Interband cascade laser (ICL)s and commonly used diode lasers, which utilize both
electron and hole carriers, QCLs are unipolar. It means, only electrons in conduction
band take part in energy transitions. They are confined in quantum wells, which are
created by accurate growth of nanometer scale thin layers [34]. The barriers between
the wells also consist of very thin layers, hence electrons can tunnel through. Indi-
vidual wells are designed to form bigger elements, that correspond to the subbands
in conduction band structure. Several quantum wells are organized in periods that
repeat themselves in the QCL design. Typical designs consist of tens of periods [35].
The energy of the emitted light is determined by the overall design rather than energy
of bandgap and electrons are not lost by the recombination with holes but directly
recycled to the following cascade.
This section further continues with the fundamentals of QCLs, following with the
8
cavity design possibilities and an active region (AR) study.
1.2.1 Laser fundamentals
LASER is an acronym for the Light Amplification by Stimulated Emission of Radiation.
According to the general literature, laser has to meet two conditions. The first is the
population inversion of carriers and the second is the dominance of stimulated over
spontaneous emission [1].
The population inversion can be described in a system with multiple energy states.
The carrier population in thermal equilibrium naturally decreases by increasing the
energy, which can be explained by Boltzmann distribution [1]. By achieving higher
population at the upper energy state compared to the lower one, population inversion
is created. If a single photon of energy equal to the energy difference between those
levels passes through this system, emission of other photons will more likely occur rather
than original photon absorption. In the emission mechanism, a photon is created by
carrier relaxation from the upper to the lower state, which depletes the population
inversion. In order to achieve and maintain the population inversion, a laser has to be
artificially pumped usually by optical, electrical or chemical pumping [1]. Consequently,
amplification of an EM wave can be achieved.
But how is the population inversion achieved in QCL and what is the emission
mechanism? The answer lies in the voltage, that is applied across the device in the
growth direction. The gradually changing electric potential modulates the natural
potential of quantum wells causing a steady drift of electrons from negative to positive
electrode. As electrons travel through, they eventually undergo radiative transitions
which happen once per the cascade.
The energy transitions for a single cascade can be simplified as a two level system
with a radiative transition between them and an additional ground state achievable
by a non-radiative transition. The demand for an additional non-radiative transition
originates from the fact, that population inversion cannot be achieved in the two level
system only [1]. Simply because emitted light would get immediately absorbed by the
opposite transition. Electrons from the ground state are further transported to the
upper state of following period, completing the cycle. This system is illustrated in
fig. 1.3.
The whole structure is pictured in the growth direction. Individual transitions are
represented by the transition lifetimes between corresponding levels. Each transition
is different, whereas upper to lower results in the emission of photon, lower to ground
is essentially phonon related. The reason is, that the whole processes are controlled
by the conservation of energy and momentum. The conservation of energy is rather
straightforward (energy of emitted quasi-particle equals energy difference between indi-
vidual states), momentum p cannot be arbitrarily chosen. Since momentum of photon
is tiny compared to the electron momentum [37], we can say vertical transition τ32
can be supported by radiative transition. In comparison, the momentum mismatch
for lower-ground transition τ21 is too high. Instead, electrons are mainly transferred
with the help of LO-phonon scattering process [38]. In modern devices, those energy
levels are specially designed to resonate with energies of LO-phonons [36] leading to
significant decrease of transition lifetimes.
The second condition of the laser generation comes from an assumption, that the
laser radiation is dominated by the stimulated emission. The stimulated emission
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Figure 1.3: Schematic images of electron transport mechanism of QCL: (A) QCL
diagram represented by energy versus growth direction and (B) a diagram in phase
space. The parabolic envelopes represent energy distribution of the stationary energy
states. Grey lines in (A) indicate potential energies of wells and barriers. Solid black
arrows indicate electron transport. Wavy red arrows represent optical transitions for
emission of photons. The figure is taken and modified from [36].
occurs, when an EM wave scatters a carrier from the upper to lower level and photon is
emitted. Emitted light is coherent because it travels in the same direction as the original
wave. It has the same energy and is in phase with original EM wave [1]. Spontaneous
emission is on the other hand an incoherent process. The electric amplitude E does
not change the probability of transition and individual photons are randomly phase
related to each other [39]. In the next step, we are going to neglect the contribution of
spontaneous emission, as it is not directly related to the generation of frequency comb.
Instead, spontaneous emission will be added later on in a form of random number
generator to the simulation software.
The whole dynamics of the system, that supports both stimulated emission and
non-radiative transitions can be expressed by coupled two-level density matrix equa-
tions 1.2 - 1.5 from [40] and [41]:
∂nu
∂t













































(nu − nl), (1.5)
where u represents the upper level, l lower and g additional ground level. Tul, Tug
and Tlg represent non-radiative transition lifetimes, that are indirectly proportional to
the non-radiative transition probabilities, diagonal terms of the density matrix ρuu, ρll
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are relabeled to more diagrammatic form nu, nl. Together with ng they represent sheet
densities of electron populations in the upper, lower and ground state. J represents
the pumping current to the upper level originating from applied voltage. ω0 stands for
transition frequency and D for spatial carrier diffusion.
ρul and ρlu represent the off-diagonal density matrix elements. From the definition
of dipole moment < p(t) >av= ρluµul + c.c. [41], ρlu can be called normalized dipole
moment µ. ρlu can be directly determined from eq. 1.5. Since all Hermitian matrices
(including the density matrix) hold, that one off-diagonal element can be directly deter-
mined from the complex conjugate of corresponding off-diagonal element [42], ρul = ρ∗lu.
Hence, eq. 1.5 can be rewritten for ρul just by flipping ± signs for all imaginary parts.
The first term on the right side of eq. 1.5 ∝ ρlu comes from the time independent
Hamiltonian [41], that is extended by a dephasing process ∝ 1/T2. The origin of po-
larization dephasing term T2 comes from the non-radiative scattering processes, that
destroy the coherent superposition between two states, broadening the transition en-
ergy responsible for additional losses of temporal coherence [43]. The dephasing time
has two significant contributions: First originates from the limited lifetimes of the lower
and upper level and other from elastic scattering such as interface roughness and alloy
scattering [44]. The second term on the right side of eq. 1.5 stands for the time per-
turbation of the Hamiltonian. Time dependent term nu −nl represents the population
inversion. It has a huge impact on ρlu, and ρul. If population inversion is achieved
by nu > nl, terms in eq. 1.2, 1.3 ∝ ρul − ρlu stand for the stimulated emission. In
some notations [19], ρul − ρlu is replaced by −2i Im(ρul). By substituting those values
into eq. 1.2, 1.3, we can see that both equations are strictly real. If nu < nl, ρul − ρlu
represents opposite process called light absorption.
The whole set of equations is completed by EM wave equation extended by term














where Γ is the confinement factor, that determines the power ratio within the gain
environment to the overall power and Lp is the thickness of single cascade. Term
ρul + ρlu can be rewritten to −2Re(ρul).
In following steps, previously defined equations are going to be adjusted and simpli-
fied for better understanding of physical processes. First, we add eq. 1.2-1.4 together.







where all internal exchanges cancel out with each other. According to eq. 1.7, the
overall concentration of electrons can still change in space and time. However, because
of the conservation of total number of electrons δ(
∫∞
−∞(ntotdz)) = 0, diffusion cannot
be arbitrarily determined.
Simply for demonstration purpose, populations nu, nl and ng can be considered
constant in time. This should illustrate steady state and clarify roles of both emission
mechanisms. In addition we can integrate eq. 1.2 - 1.4 in space to get rid of alternating
diffusion function and obtain:
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J = scul + scug + stul,
scul + stul = sclg, (1.8)
scug + sclg = J,
where scij represents the non-radiant transition from state i to j and stij the stimu-
lated emission. All equations show the conservation of carriers. The first line presents
the action of current pumping on transition mechanism. Contributions of the electric
field dependent stul can be increased by higher electric field, so that more current goes
into the stimulated emission mechanism. The last line shows the importance of the
lower-ground carrier extraction. Since sclg ≫ scug, whole current has to be supported
by this non-radiant transition, putting pressure upon phonon-resonant engineering.
To achieve sufficient light amplification, an optical feedback should be introduced,
which forces the EM wave to travel through the gain media multiple times. This can
be fulfilled by locking the gain media in some kind of cavity, inside which EM field
changes periodically, while only part of the energy escapes at each round-trip [1].
1.2.2 Laser cavity
There are a few ways how to achieve optical feedback. The most fundamental is
certainly the Fabry-Perot cavity design. It consists of two parallel reflective surfaces
sandwiching the gain media between themselves. The gain media in QCLs has been
already discussed, but where and in which form are those reflective surfaces located?
Across different laser types, dielectric coatings are used the most [45]. They are directly
deposited on the facets of solid state gain medium [45] or at the ends of the tube of
gaseous gain medium [46]. Although dielectric coatings are also used for the short cavity
QCLs to increase the wall plug efficiency, most of the QCL devices make do with bare
facets. The reason is, high refractive index of used semiconductors at the interface with
the low refractive index of low concentration gas or vacuum form a partially reflective
surface, that is due to relatively high gain efficient enough for most devices [36, 14, 24].
This thesis considers self-starting lasers. It means, studied QCLs get initially pumped
creating the population inversion. Due to the spontaneous emission, the first photons
are created. They further stimulate electrons in the upper level. By this process, an
EM wave is formed. If pumping current exceeds the threshold value Jth, wave travels
between both reflective facets and increases in intensity at every round-trip.
Next, intensity and power at a certain point in the cavity will be studied in respect
to the round-trips. As the intensity of light increases, the relative contribution of
stimulated emission increases too, while population in upper state decreases. Since
pumping current can support only limited number of electron transitions, the system
eventually reaches the gain saturation [1], where gain saturation, saturation intensity
Esat and saturation power Psat are defined by the system constants, that specify the
intensity and power of optical transparency. Power starts to drop due to the overall
cavity losses. After the few alternations stabilized power in respect to round-trips is
reached. This takes tens to hundreds of round-trips, depending on the cavity design
and applied current. Eventually, the overall losses are perfectly balanced by gain of
the material.
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After reaching this state, slight and often unrecognizable fluctuations of overall
intensity occur in respect to additional round-trips. Because of that, the system has
not reached the stabilized state yet. Initially photons with a random phase relation,
originating from multiple spontaneously emitted photons form incoherent optical out-
put. If a self-starting FM laser is designed correctly, phases of photons of different
energies couple with each other forming the frequency comb. The laser is now in a
steady state, it is phase-locked and frequency spectrum correlates with spectra of few
previous round-trips. This process takes thousands of round-trips. In comparison to
reaching state of gain balance, it does not have to converge at all [18] depending on de-
vice parameters [4]. In some cases, photons cannot overcome initially randomly phase
distribution or they reach state, where some overall phase dependence can be observed,
but a considerable number of photons of different energies cannot couple with others.
Optical output of this device is an incoherent multi-mode spectrum [3]. It does not
correlate with spectra of previous round-trips and we could even say, such a device
cannot reach steady state at all. Although this declaration seems right, in literature,
steady state refers to the condition, where constant power has been reached and gain
balances out the losses of cavity [1].
In previous paragraphs, optical gain has been vaguely mentioned several times. As
it is one of the most fundamental figure-of-merit in laser technology, it will be explained
in the following lines. The gain is defined as the derivative of the logarithm of power





where z is the direction of travelling wave. Since gain can be expressed differently in
other literature, it is important to stick to the definition and not to confuse it with the
power amplification factor, since power amplification is ∝ exp(g) [39]. As waveguide
losses can be represented by similar term called intensity loss coefficient αw and power
attenuation is ∝ exp(−αw), it can be used to represent gain at the threshold, which
is determined exclusively by cavity losses. Gain threshold for Fabry-Perot cavity is
defined in eq. 1.10:




where L is the length of the cavity, R1 is the reflectance of left facet and R2 re-
flectance of right facet. For this case, αw is considered to be constant. This assumption
does not have to stay valid for high optical powers, where attenuation decreases with
increase of optical intensity due to the absorber saturation. This phenomenon is suc-
cessfully used for phase-locking of ICLs [48, 49].
Other important terms are unsaturated and saturated intensity gain. They connect















At low electric intensity g ≃ g0, therefore g0 is sometimes referred as the small signal
gain [50]. It is independent on the electric intensity and ∝ J . Since gth is independent
on applied current, g0/gth is used in the travelling wave model (TWM) to determine
the ratio of applied to the threshold current. If g0/gth ≥ 1, the current threshold is
surpassed and laser can be studied. For higher values of optical intensity, gain can be











We have already described the effect of the optical feedback on the gain material
and discussed gain. Now, it is time to mathematically describe the whole system with
use of the derivation from the previous section. For this sake, the general formalism of
sheet densities of electron population from eq. 1.2 - 1.5 and electric amplitude E from
eq. 1.6 will be extended to support most essential cavity contributions. In cavity EM
waves travel in both directions, where E+ represents the slowly varying envelope of
the right propagating wave and E− the slowly varying envelope of the left propagating
wave. These waves interfere with each other forming the standing wave interference
pattern. This can be observed in fig. 1.4.
Figure 1.4: Schematic image of the Fabry-Perot cavity of length L. Gain material
is localized between two semi-reflective mirrors of reflectance R1 and R2. Circulating
EM wave is represented by electric intensity Icirc = |Ecirc|2 inside the cavity, while
part of the intensity IcircTi exits at each mirror. Interference pattern of right and left
propagating wave is created. The red solid line in figure below represents the space-
dependent electric intensity, red dashed line intensity of envelope and green solid line
shows the population inversion ∆N = (nu−nl)N , where N is the spatial concentration
of electrons [41].
The alternating electric intensity causes alternating gain. Since gain saturation
increases with optical intensity, the gain reaches its maximum at the minimum value
of intensity and vice-versa. The effect, when intensity antinode (maximum) locally
depletes the population inversion is called the spatial hole burning (SHB) and it has
various consequences on laser operation. In lasers, SHB has significant impact on comb
generation. It has been numerically proven [19], that inclusion of this term significantly
increases number of modes compared to the case without SHB term. In contribution
with fast gain dynamics, that applies in general to QCLs, it causes almost constant in-
tensities of individual modes in frequency domain [32]. SHB effect is so significant, that
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it is necessary for FM comb generation [19][32]. Mathematically speaking, the whole
term is introduced through additional grating components nu0, nl0 and ng0. Those
are added to the sheet densities of individual energy levels [19]. Previously discussed







nu(z,t) = nu0 + nu2e
−2ik0z + n∗u2e
2ik0z,
nl(z,t) = nl0 + nl2e
−2ik0z + n∗l2e
2ik0z, (1.14)






where k0 = nω0/c and c.c. is the complex conjugate. As has been highlighted
in eq 1.2 - 1.4, injection current can be divided into individual contributions. Since
those contributions obey set of eq. 1.11 inside cavity, current J should be changed
correspondingly [40]. This is shown in eq. 1.15:
J(z,t) = J0 + J2e
2ik0z + J∗2e
−2ik0z (1.15)
By substituting eq. 1.11 and 1.12 into eq. 1.2 - 1.5 with an addition of waveguide
losses αw into envelope functions, we obtain complete set of coupled density matrix




















































































































These coupled differential spatio-temporal equations are often called Maxwell-Bloch
equations and they fully determine laser generation for system with 2 energy states and
an additional ground state in the form of slowly varying envelopes [40].
Cavity effects that influence these equations have been demonstrated on a Fabry-
Perot cavity. It has been done for illustrative purposes and also because Fabry-Perot
cavity will be calculated in the simulation chapter. Since any step used for derivation
of Maxwell-Bloch equations did not require the Fabry-Perot cavity, eq. 1.16 can be
applied to any kind of optical feedback.
Alternative cavity design for QCLs uses ring resonator. In this type of cavity, light
can circulate in two opposite modes, clockwise and counterclockwise. In respect to
the emission mechanism, there is one significant difference to the Fabry-Perot cavity.
Innately only one propagation component occurs. As a result, SHB is expected to be
negligible [51]. Even though SHB should prevent QCL rings to form frequency combs
at currents near the threshold, existence of frequency combs has been experimentally
confirmed [52]. Current focus points toward simulations of nonlinear processes, that
should be responsible for this interesting result [52]. Although TWM possesses also
ring cavity functionality the merit of this thesis heads toward Fabry-Perot cavities,
thus Fabry-Perot design is going to be used in following sections exclusively.
1.2.3 Active region
In this study, AR denotes the active region of laser. According to the definition, AR
could be described as the particular region of radiative electron transition inside each
cascade [36] or as the whole set of cascades [53]. In this thesis, second definition is
used. The number of cascades is carefully designed for optimal performance. This
value was already claimed to be in range of units to tens. In general, devices producing
high power optical output [16] consist of a large number of cascades, while devices with
emphasis on high wallplug efficiency and single transverse mode application consist of
fewer cascades [35].
In the beginning of this chapter, basic introduction to emission mechanism of QCLs
has been presented, mostly to justify used models. Yet, a detailed study of AR has
not been delivered, especially study of non-radiative transitions. In order to describe
gain mechanisms in the AR, band simulations are used. By modelling electric potential
in direction of growth, probability density of electrons can be calculated. Results are
plotted in spatial dependent energy diagram, as we can see in fig. 1.5
The following paragraph analyses this diagram from [53] from left to right. Potential
distribution across the cascade is tilted due to applied voltage. Electrons radiatively
from subband to subband in gain section. In this particular device electrons are further
horizontally and vertically extracted to the injection section. The horizontal extractor
creates potential barrier confining electrons in the upper state of the gain section. The
vertical extractor significantly reduces thermal backfilling of electrons from the high
energy states in the injector. In this case, the extraction is performed through scattering
assisted tunnelling [53]. Commonly QCLs use vertical extraction via an LO-phonon
stair instead [38]. At the end of vertical extractor doping levels of semiconductors are
increased. This results in band bending [36]. Doping levels stay high for first part of the
injector section, decreasing to usual values in second part. Eventually, high probability
density of electrons is achieved in narrow wells and electrons enter next cascade.
After detailed study of different sections of AR, it became evident, there are enor-
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Figure 1.5: Band diagram of bi-functional Quantum cascade laser and detector (QCLD)
in laser operation at maximal wallplug efficiency. Potential of wells and barriers is
graphically represented by narrow black lines. Colored lines express probability density
of electrons at given energy state. Black arrows show expected direction of transition
of electrons. Background colour separate individual regions according to their role.
Figure is taken from [53] and modified.
mous demands for fabrication quality of individual layers. Layers are so thin, that
they consist of few number of atoms. Even small thickness deviation of wells changes
probability density of electrons and thickness deviation of barriers significantly influ-
ences tunneling rates. In addition rough interfaces can support unwanted non-radiative
relaxations [38]. Luckily, accurate growing techniques such as molecular beam epitaxy
[54] and metal-organic vapor-phase epitaxy [55] show precise, reproducible results of
growth in respect to QCL application.
Materials of individual layers cannot be arbitrarily chosen. They consist of lattice
matched compounds, that support conduction band engineering of wells and barriers.
It turns out, lattice matching of different compounds is especially challenging and used
substrate limits growth to very few materials. In conclusion III-V semiconductors are
usually used, e.g. InP substrate, that supports InP wells and In0.52Al0.48As barriers
with addition of In0.53Ga0.47As outside of AR [16].
1.2.4 Overall design
In this section overall 3D design of QCL with Fabry-Perot cavity is discussed. We
start with the most obvious dimension. It is the direction of wave propagation, which
has been already denoted by the length of cavity L. Other two dimensions are more
complex because of the electron transport, heat transport, waveguiding properties and
applied current in the growth direction, resp. heat transport and waveguiding proper-
ties in the lateral direction. This thesis is not concerned with heat or electron transport
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outside of AR, thus interested reader is referenced to external source [56].
The most fundamental design of Fabry-Perot QCL is the ridge architecture, which
is shown in fig. 1.6.
Figure 1.6: Scheme on the left illustrates ridge cross-section. On the right side there
is an image from electron microscopy. Right image is taken from [24] and modified.
According to the left part of fig. 1.6, whole structure is sandwiched between electri-
cally contacting layers, usually from Au with some thin layer of adhesion metal. They
serve as conductive layers, where the applied voltage is introduced. Since the substrate
has usually relatively high doping levels, which would increase overall losses of propa-
gating wave, the AR is separated from bellow by a thick, low doping and low refractive
index cladding layer. This layer is also located above AR to avoid losses with the metal-
lic interface. Most lasers have an additional separate-confinement layer (SCL) (missing
in scheme) between AR and cladding layers, where SCL has high refractive index and
low doping level. Hence, it helps to confine light to the environment of minimal losses.
The whole ridge is laterally protected from the upper contacting layer by passivation.
This simplified scheme is not intended for dimension scaling. For those purposes serves
the image on the right.
The whole structure is fabricated in set of steps. First, layers up to the upper
cladding are grown on the top of a cleaned substrate inside the growth chamber. Next,
laser, that is defined by length of the cavity and width of the ridge is selectively covered
by thick layer of SiN, which can be achieved due to optical lithography. Further,
uncovered spots are etched out to selected depth. This can be done by dry or wet-
etching. For anisotropic dry-etching case, the ridge is rectangular-like in growth to
lateral dimension. Isotropic wet-etching results in a ridge from the left scheme in
fig. 1.6. As soon as a protective SiN layer is removed, the whole structure is covered
by SiN again except the top of the ridge, which is directly covered by contacting layer,
which is also applied from the bottom of the substrate. In the last step, the whole
structure is mounted on the chip.
1.3 Frequency combs
According to eq. 1.2 - 1.6, EM waves would travel at a single frequency f0 = ω0/(2π).
Introduction of optical feedback in set of eq. 1.14, causes periodically changing sheet
densities of individual populations across the cavity. More importantly, this effect is
carried forward to the normalized dipole moment ρlu, which has enormous impact on
the frequency of the emitted light. By analyzing the mode-locked spectrum inside the
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cavity, we could determine finite set of frequencies, that could represent the entire
signal. They denote longitudinal modes and can be extracted from the solution of
Maxwell-Bloch equations.
Luckilly, the position of individual peaks in frequency domain can be also obtained
from much easier and more intuitive model. For each longitudinal mode travelling
waves preserve phase after one roundtrip at any point in the resonator. Periodically
changing signal E ∝ sin(kz) can be expressed at any point as sin(φ) = sin(2kL+ φ).





where m can be represented by any natural number. From dispersion relation of





The frequency difference between two closest modes can be expressed as frep =





Following the last equation, we can see, frep is defined just by the effective index
of cavity medium and length of the cavity, which is the same relation as the roundtrip
frequency in TWM. As it is obtained for general case of any two closest modes, it is
safe to say, all modes are equidistant in frequency space. For this sake, we can define
positions of individual modes in form commonly used in frequency combs studies:
fm = f0 +mfrep (1.20)
where f0 is the carrier offset frequency and frep repetition frequency (also referenced
as a comb tooth spacing). This expression finally reveals the term comb. Individual
modes form narrow peaks that resemble comb teeth. Just by using this simple deriva-
tion, we determined possible positions of all frequency peaks. This model defines
infinite number of frequencies, which is physically incorrect, because the gain is in gen-
eral frequency dependent and does not have infinite bandwidth. Hence, only limited
number of modes will be found. Therefore m is restricted to the number of modes.
The differences between frequency comb and multimode regime can be more clearly
demonstrated on phase relation between individual modes. Amplitudes and phases of
peaks in frequency spectrum cannot be determined by such intuitive model as their
position. Therefore, TWM model is used for simulations of generation of frequency
combs.
If we assume multi-mode spectra as a common case for laser cavities, we can intro-
duce some techniques, that can overcome chaos and generate frequency combs. The
most important aspect of this study is the self-starting comb generation.
1.3.1 Self-starting comb
As has been explained in eq. 1.14. Model with counterpropagating waves has to be
supplemented with a grating component representing action of SHB. If we assume
two counterpropagating waves at different frequencies, grating components would beat
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at frequency ∆f , that would lead into energy transfer not only between those two
modes, but any modes within the same beating ∆f . Since intersubband transitions
feature in general strong third-order optical nonlinearities [8], we can represent this
effect on refractive index n(ω) = n0(ω) + nnl(ω), where nnl represents contribution
of different nonlinearities, e.g. linewidth enhancement, Kerr effect and GVD. Since
refractive index determines the phase velocity of wave v(ω) = c/n(ω), Travelling waves
of different frequencies would modulate themselves according to their phase mismatches
caused by n(ω) [57].
The nonlinear effect of saturable absorption αw(E), that is used to generate fre-
quency combs in ICLs [49] leads to the generation of amplitude modulated combs. In
amplitude modulation, all beatnotes from neighboring modes are equal in phase, form-
ing one strong beatnote in the frequency domain. As a result, a signal of periodically
repeating pulses is generated [58].
In QCLs, fast gain dynamics leads to efficient four-wave mixing [58], which is the
process where three waves of different frequencies produce a fourth wave [57]. four-
wave mixing mechanism depends on intermodal beatings between original frequencies
[57]. Such system can be described as frequency modulated. In FM comb, phases are
splayed uniformly across the unit circle and signal is generated in CW form [58].
FM enables QCLs to generate self-starting frequency combs, which has been first
confirmed in 2012 by the group of prof. Faist at ETH Zurich [8]. Ever since that,
frequency combs found many different applications in the QCL field. Since the four-
wave mixing has not been fully theoretically described yet, forecasting of future mea-
surements are being done mainly with help of simulations. Simulations of passive
mode-locking will be part of the simulation chapter.
1.3.2 Injection locking
Injection locking describes mixing of external signal with the signal in the cavity in
order to lock original comb to the external source. Although external signals can be
used for mode-locking of otherwise multimode lasers [39], this work presents action
of external signal upon already mode-locked comb in order to control the repetition
frequency. The beatings between any two neighboring modes in a frequency comb can
be represented by a set of coupled oscillators. In general, one of these oscillators or
complete set can be locked in frequency and phase to external oscillator, if individual
oscillators exhibit enough coupling with each other [59]. Modulation is successful, when
original set collectively couples to the external oscillator and the whole system stays
in mode-locked state.
There are two relevant injection locking techniques for QCLs. First uses a radio-
frequency electric signal, that is applied to the cavity. It is called electric injection
locking.
Studied lasers emit at λ = 8 µm, that corresponds to f ≈ 37 THz. Such a frequency
obviously cannot be achieved in electric circuit, thus applied signal cannot directly
modulate individual comb teeth. Instead, signal is tuned to be close to the roundtrip
frequency frep, leading to the modulation of the beating. In the case of applying an
electric signal to the short section at one facet, where the electrical beating is most
susceptible to the injected signal [60], all teeth can be coherently locked to an external
signal [61]. In conclusion, this technique can be used to modulate beatnote frequency
frep and may lead to future miniaturization of dual-comb spectrometers [61].
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Other relevant technique is the optical injection locking. It is based on the in-
teraction of an external light source with the EM signal inside the cavity [39]. In
our case, the external light source is represented by a DFB grating, that provides an
additional optical feedback via backward Bragg scattering from a periodic perturba-
tion of refractive index [62]. In the QCL ridge architecture, sufficient DFB gratings
have been demonstrated via lateral double-sided grating, that has been fabricated by
conventional photolithography [63]. DFB structures enable single mode narrow band
emission, which is the main reason for their implementation. Singe frequency signal of
DFB can be expressed in a simple form:
EDFB(t) = E0e
iωot, (1.21)
where E0 represents the amplitude of the electric intensity and ωo central frequency
of the DFB laser. ωd will be on the other hand referenced as the detuning frequency,
which is the difference between frequency of selected mode and ωo. This signal is
directly applied to one of the facets. Bear in mind, the actual amplitude of the DFB
laser should be increased by the factor of Fresnel coefficient to account for the finite
transmittance of the facet.
Since the DFB laser impacts frequency distribution inside the cavity, whereas cavity
signal does not have any influence on the frequency of DFB laser, the DFB laser is often
referenced as the ’master’ laser and cavity is called the ’slave’ [64]. The main purpose
introducing the master laser is to directly modulate the frequency of a selected mode.
The amplitude of the injected signal is usually low relative to the power inside the
cavity to prevent chaotic behaviour. The frequency usually differs from the frequency
of selected mode by units of tens of MHz, which is in our case approximately 3 orders
of magnitude less compared to the frep. The master laser is expected to completely
capture the selected mode [64] or pull it towards itself [59]. For a second case we
expect besides the original and the injected peak additional peaks generated by the
interference of those spectra. In all cases, shifted frequency of the selected mode applies
to other modes equally, preserving original frep [17], which is the most significant
difference to the electric injection locking. As a result those techniques are meant to
be complementary rather than directly concurrent.
Figure 1.7: Scheme of different operations of optical injection locking. a) shows the
set of optical injection locked states starting from the passive mode-locked simulation,
b) shows the progressive regime, where each injection locked state serves for injection
locking of following frequency.
Optical injection can be put into practice in two ways. This is illustrated in fig. 1.7.
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Simulation of case a) presents the set of steady states for each frequency. Case b)
simulates system in time evolution, when frequency changes gradually. The advantage
of the first operation is relative simple interpretation of results. Other operation should
benefit from larger locking window. Furthermore, it should simulate more trustworthy
possible experiment.
1.3.3 Dual comb spectroscopy
At the end of the Spectroscopic methods section, comb spectroscopy has been intro-
duced promising new technique with vast potential in MIR region. Leaving the im-
plementations of frequency combs into conventional spectrometers aside, dual comb
spectroscopy is the most exciting novel technique for accurate and fast spectral mea-
surements [27] and the most promising application of research in the field of optical
injection locking of QCLs.
Dual comb spectroscopy works on the principle of a multi-heterodyne beat detection
[17]. The signal from the first comb travels through the gas cell with a sample and
gets mixed with the signal of local oscillator, which is the second comb of slightly
different line spacing frep. Resulting interferogram can be translated by the FT to the
beatnote spectrum. Because of different line spacing between both combs, each pair of
corresponding frequencies generates different beatnote. According to this, individual
beatnotes can be reversely translated to the frequency domain and intensity of each
mode can be measured. Based on that, sample transmission can be determined up to
the resolution of line spacing of the first comb [27].
If we apply this to a few cm long QCL cavity, the resolution would reach units
to tens of GHz, which is better or similar to the resolution of conventional FTIR
spectrometers, but still insufficient for small liquid molecule analysis and gas sensing
[17]. By shifting the offset frequencies of both the sample comb and the local oscillator,
we introduce a frequency scanning recording high number of points in detuning range
up to frep. Eventually, a resolution of frep divided by the number of scanning steps (but
not better than the width of an individual mode peak) can be reached. This resolution
enhancement within the dual comb spectrometer is pictured in fig. 1.8.
In the case of a QCL cavity, enhanced resolution could reach few MHz and total
acquisition time could reach tens to hundreds of ms. Still, there are multiple factors,
that could massively degrade the functionality of the whole device, such as insufficient
injection locking, comb instabilities or low temporal coherence.
In conclusion, dual comb spectroscopy is a quick, accurate technique with vast po-
tential for monolithic integration due to the absence of moving parts [27]. Nowadays,
tunable frequency combs are the major limitation in terms of the resolution and sensi-
tivity [17]. Hence, studies in the field of coherent techniques for frequency combs can
improve their future performance.
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Figure 1.8: Scanning method for spectral resolution improvements. a) Schematic view
of dual comb spectrometer, b) Illustration of 3 sub-steps, that form single transmis-
sion spectrum in both domains, c) Measured dependence of number of steps on total




This chapter concerns with the simulation software for the QCL technology. These
tools contribute significantly to the current research progress and are expected to cover
even broader part of scientific work in the future. The available computational power
increases each year and the technological methods evolve rapidly. Nowadays, some
sort of simulation work can be found in almost every scientific paper. For this sake, it
became almost indispensable.
The motivation for the development of simulation tools is the demand for informa-
tion, which is difficult or too time consuming to measure experimentally. In case of
the QCL technology, the most common tools are electron transport calculations and
optical wave formation inside the cavity. This thesis aims on the second one in respect
to the frequency comb generation and coherent control. For this purpose, TWM devel-
oped at TU Wien in 2019 has been extended by optical injection functionality. First
section describes extended TWM model, giving the background for self-starting mode
locking and optical injection locking simulations. Other section supplements this work
with the wave-guiding model of the ridge architecture, determining the range of some
important parameters used in the TWM, including GVD.
2.1 Travelling wave model
This section is divided into three parts. First describes the motivation for TWM
development, presenting ideas about comb generation from early days to the present.
Next part shows solutions, that lead to accurate representation of comb generation.
Last part outlines the numerical implementation, that leads to the simulation software.
2.1.1 Motivation
After the first demonstration of generation of self-starting QCL frequency combs in
2012 [8], many researchers tried to determine the key factors, which lead to the comb
generation. At first, the contribution of fast gain dynamics with SHB was found to be
responsible for multimode behaviour [32] in Fabry-Perot cavity, leading to the comb
generation with approximately constant intensity. Unfortunately, it remained unclear
why some lasers generate combs, while others stay in unlocked regime regardless of the
time of observation or simulation. Follow-up studies have shown that the nonlinear
processes were responsible for different efficiencies of phase coupling in four-wave mix-
ing [57]. For this sake, those nonlinearities were inspected in detail. Subsequent studies
suggested, GVD values around zero are necessary for comb generation [66] and many
researchers designed their devices in order to meet this condition [8, 67, 68]. Luckily, a
study provided in [4] depicted comb generation as an interplay between different non-
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linearities, that have to be treated simultaneously. Those contributions were included
into a highly optimized TWM model. Therefore, it can be used to predict their actions
on frequency combs. This has been demonstrated in the same article [4].
The described instrument has still a lot of blank space uncovered. Hence, it is partic-
ularly appealing to use it for different self-starting simulations or further developments
in the field of optical injection locking.
2.1.2 Theory
This thesis presents three nonlinear processes responsible for the frequency comb gen-
eration. These processes are GVD, LEF and Kerr electro-optic effect.
The Kerr electro-optic effect (Kerr effect) stands for the change of the refractive
index caused by the intensity of the slowly varying EM envelope ∆n ∝ E2. In the
general case of wave propagating through a bulk material of III-V semiconductors,
which constitute the QCL active region, a small Kerr effect can be observed in a
similar manner to the Pockels effect, that is dependent on the first power of electric
field ∆n ∝ E [69]. However, at transitions among the intersubband quantum wells in
MIR, the Kerr effect reaches values several times larger, than in the bulk [70], so the
mechanism has to be completely different to the simple bond stretching in molecules.
GVD is the characteristics of every dispersive medium. It determines the frequency
dispersion of the group velocity vg. The group velocity in a waveguiding device depends
on the changes of the effective wavenumber k in frequency, therefore GVD can be













Now we return back to the set of Maxwell-Bloch equations from 1.16. While the
LEF and the Kerr contribution can be directly implemented into the wave equations,
with the GVD this is not the case, because the equations are using constant ω0 and k
has been used without an exact definition. This is going to be put into order in the
following lines, allowing the addition of the GVD term.
First, we define the instantaneous angular frequency ω of the electric field E. Ac-
cording to this, the wavevector is k(ω) = ωn(ω)/c. Since n(ω) contains a number of
nonlinear contributions, k(ω) can be written in the form of the Taylor expansion:












(ω − ω0)m. (2.2)
According to the derivations in [19], the contribution of GVD to the wave equation
can be written in the form of −i/2k′′(∂2E/∂t2).
In conclusion the wave equations from 1.16 can be expanded by including the Kerr





















In these two equations, we can easily spot individual terms. On the left side there
are the travelling wave term and dispersion, where GVD coefficient is represented by
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k
′′ . On the right side there are the gain contribution, Kerr effect expressed by the
coefficient β and losses αw.
Maxwell-Bloch equations expanded by nonlinearities can be directly used for study
of comb generation. This robust system is unfortunately very hard to interpret. If
we change some parameter, it influences other equations and the whole mechanism
becomes difficult to trace. Luckily, lifetimes Tij are in order of ps for QCLs. Therefore,
we can consider fast gain dynamics and anticipate almost instantaneous response of
variables [4]. Assuming efficient extraction from lower level, we can neglect the lower
level population and change the equations correspondingly. By applying the FT fol-
lowing with an inverse FT to multiple variables and estimating only linear response
E±+A (∂E±/∂t) for population components and quadratic response E±+B (∂E±/∂t)+
B2 (∂2E±/∂t
2) for components of normalized dipole elements, the whole system can











































where T1 expresses (1/Tul+1/Tug)−1, Psat is the saturation power, P = |E+|2+|E−|2
is the normalized power and g(P ) is the saturated gain defined in eq. 1.13. This repre-
sentation is used for simulations in the form of optimized TWM model (further only
TWM). The whole derivation is rigorously described in the supplementary information
of article showing capabilities and consequences of TWM [19].
In order to justify the simplifications leading to the set of eq. 2.4, we can further
represent complex electric field envelopes by the real value amplitudes and phases in
the form of E± = A±exp(iϕ±) [19]. By substituting E± into eq. 1.13, reducing several
minor contributions [19] and splitting real and imaginary parts, we could obtain set a of
two independent equations for the amplitude and phase. Those terms have to influence
each other in an FM comb. It has been shown, that the only term providing feedback
from phase to amplitude comes from the quadratic response ∝ ∂2E±/∂t2. Thus, it
is absolutely necessary to prevent chaotic behaviour [19] and it well justifies selected
complexity during derivation.
The attentive reader notices, that we have not explained and implemented the
LEF yet. The LEF expresses additional broadening of spectral linewidth due to the
amplitude-phase coupling mechanism, when spontaneously emitted photons couple
with natural distribution inside the cavity [71]. It has been found, that the LEF
can be expressed as the ratio of the carrier induced changes of the refractive index and
the gain and overall gain can be modified by the factor of 1 + iα [19], where α is the
LEF. This term is slightly more difficult to be manipulated, as it directly modulates
gain and it would make previous equations complicated for demonstration purposes.
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where α represents the LEF. Due to the fast gain dynamics in QCLs, the LEF
has enormous contribution to the Kerr effect [19]. This might be also the reason for
measuring a significantly higher Kerr effect in MIR subbands compared to the bulk
medium [70]. Original study considered the bulk Kerr effect with the GVD, observing
decreasing intensity of individual modes. This study on the other hand simulates
comb generation by the LEF in combination with the GVD, while the bulk Kerr effect
contribution is considered to be zero.
2.1.3 Numerical implementation
TWM model defines a system, where future time step at one place inside the cavity can
be calculated from the previous spatial step. The whole cavity is divided into multiple
grid points N , that directly determines the number of steps to reach a single roundtrip
2N . The calculated vector contains multiple time-dependent variables from eq. 1.16,
including the forward and backward propagating electric field envelopes E+ and E−.
These are initially set to zero for all points inside the cavity. As we know the size of
one step in space L/N and time (n/c)(L/N), we can discretize the master equation
and iteratively calculate the values for chosen number of points.
At the end of the cavity, the electric field abruptly attenuates because of the bound-
ary conditions on facets, that are determined from the reflection coefficient r =
√
R,
where R is the cavity reflectance. Usually both facets are modeled with the same
reflectances, which results in spatially symmetric distribution of variables within the
cavity. At this point, it is fair to mention, the model is also capable of ring cavity
simulations and slow gain simulations, where whole set of Maxwell-Bloch equations is
used instead of master equations. Since all simulations are going to be demonstrated
on a Fabry-Perot QCL cavity, those examples are pushed to the side.
Electric injection locking is managed by modulating otherwise constant pumping
current by time dependent sinusoidal signal at the selected area near one of the cavity
facet. Newly developed optical injection locking functionality is managed by addition
of electric field EDFB to the right propagating envelope E+ at the boundary point
corresponding to the left facet.
The control interface, processing and post-processing methods are written in Python
programming language. It benefits from its object-oriented nature and because of clear
and intuitive construct, it is relatively easy to implement and understand the writ-
ten code. Individual calculations, that are directly connected to the discretized master
equation are optimized for higher performance. This is achieved by multithreading and
calculations on the graphics processing unit instead of the conventionally used control
processing unit. These time-demanding calculations are written in C programming
language. Compared to the Python, compilation occurs only once and because of the
low-level access to memory, code is run more efficiently. In the end, all functionalities
are connected into a single program, supporting selection of parameters, running simu-
lations and post-processing calculated data. In addition, all methods can be relatively
quickly adapted for particular requirements.
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Calculation output is usually saved in selected number of last roundtrips. The most
important for post-processing are complex electric field envelopes E+ and E−, that
will be referenced as the right and left propagating signal. Each signal can be Fourier-
transformed into the frequency domain, shifted in frequency to ω0 and normalized
in a manner, where distance between the neighboring modes is exactly one in norm.
frequency space. The FT signal will be referenced as the complex spectrum s = s1+is2.
Spectrum carries information about intensity and phase of electric field envelopes. Both












































































Figure 2.1: Figures of merit of generated frequency comb example for forward propa-
gating (blue) and backward propagating (orange) electric field envelopes. Upper left
figure shows the time evolution of intensity. Bottom left shows the time evolution of
correlation factor. Upper middle shows the intensity during last two roundtrips. Bot-
tom middle shows the instantaneous phase during last two roundtrips. Upper right
shows the intensity spectrum and bottom right shows the delta phase distribution.
describing the modulus and phase of a complex number. Intensity and phase values
are usually calculated at individual mode peaks only. Next, we define ∆φ (Delta phase)
as the phase difference between two neighboring modes. In general, delta phases can
reach any value. Because of the physical nature of phase, it can be shown in span
of one period 2π, e.g. symmetric around zero, where scale is shifted to fulfil lowest
frequency mode reaches ∆φmin = −π. Additionally, we define the correlation factor,
that calculates the correlation of a selected period of signal to calculated number of
periods in advance, where number of periods in advance is in range of hundreds. This
value can be represented as the time evolution in respect to the roundtrips. In many
cases, the whole system has to be described by single value called the locking factor.
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This factor represents the average value of correlation factor in respect to the last ten
roundtrips. Both correlation and locking factor show signal stability in time, which is
tightly related to the phase stability and therefore, mode-locking. In our simulations,
the laser is considered to be mode-locked if correlation or locking factor exceeds the
value of 0.9. Operation generating lower values is considered to be in multi-mode
regime, where frequency comb is not generated. Described figure of merit can be
plotted in fig. 2.1.
As we can see, a frequency comb is for this case generated after approx. 5000
roundtrips, where the intensity stabilizes and correlation factor reaches value close to
1. For clear illustration purposes, a quickly locking comb has been chosen. More gen-
erally, combs can initially exhibit more chaotic behaviour, therefore, 40 000 roundtrip
simulations are considered adequate. Sudden changes in intensity and instantaneous
frequency are caused by reflections at the ends of cavity. Delta phases exhibit linear
behaviour, which means that the modal phases follow a parabolic distribution [4]. As
we can see, the information from the forward and backward propagating electric in-
tensity envelope is equivalent and time shifted by a half of the roundtrip, therefore,
it is sufficient to display only one of them. Consequently, only forward propagating
components will be shown in the following pages. For the most parts of simulation
study, the comb is going to be represented by the locking factor and in some cases
figures of spectrum and delta phase.
2.2 Wave guiding model
TWM describes the 1D model, that traces multiple contributions of photon generation
and absorption inside the AR with losses connected to mirrors. We have simplified the
whole system into propagation through the gain material, where all parameters can be
represented uniformly in lateral and growth direction. This assumption is absolutely
necessary because of the computing requirements, which would increase significantly
for the 2D and even more for the 3D. As a result, the current computing capacity
is sufficient for 1D simulations only. However, there is multi-dimensional solution to
this problem. If we assume all parts of the ridge laser to serve as a waveguide and
we simplify AR into the state, with no emission or absorption mechanism, we can
calculate the propagation constant, waveguide losses, field confinement to the AR and
GVD for every existing transversal EM mode. This is called the modal analysis and it
degenerates system by 1 dimension assuming geometry is uniform in wave propagation
direction.
Modal analysis for 1D case in growth direction has been already developed. It
is sufficient for the determination of the power confinement to the AR, but it does
not have to reflect the actual waveguiding properties of the ridge laser [72], especially
for structures with small ridge widths. For this case 1D mode-solving functionality
has been taken over and 2D model has been implemented. This was already done
as an alternative project during my Erasmus+ stay at Technical University of Vienna.
However, since waveguiding properties are related to the merit of this thesis, this model
was used to simulate some typical examples. In order to prevent misinterpretations,
the model is going to be briefly described.
The problem solving workflow consists of the geometry creation, mesh fitting,
boundaries definition and actual solving. Geometry creation is the most time consum-
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ing designing step, since there are multiple atom thick layers inside AR Superlattice
(SL) and even in other parts, helping to compensate stress of slightly different lattice
parameters at the interface between different materials. The issue comes with the mesh
creation. Neither solver can time efficiently solve the 2D problem without degeneration
of thinnest layers into bigger units defined by mesh. Those units should represent the
response of the system to the electromagnetic field, relative permittivity ε (from now
just permittivity). Layer averaging methods are generally not trivial, but if we assume
layers are sufficiently thin, we can represent each bigger unit by single anisotropic ma-
terial [73]. Correct averaging method is already defined in the 1D tool. The whole 1D
model is operating and calculating in Python language, hence the 2D model does the
same instead of using already developed software modules, e.g. Comsol multiphysics
and Lumerical Mode, where we would have to define externally calculated averaged
permittivities of different layers. According to the literature [73], we can write in plane
















This model uses following axis convention, where z depicts the propagation direc-
tion, y growth and x lateral direction. Since in plane and out of plane components are
generally different numbers, anisotropic permittivity for single mesh point has to be
defined as 3×3 matrix [74]. At first we set the non-diagonal terms to be zero. ϵxx and
ϵzz diagonal terms are the in plane terms by our definition of the geometry, while ϵyy
is the out of plane term. Now we can directly write the permittivity matrix:
ε =
εinP lane 0 00 εoutOfP lane 0
0 0 εinP lane
 , (2.8)
In the AR, Im(ε2) is manually set to 0, since the light emission or absorption in the
gain medium cannot be expressed by the imaginary part of the refractive index [40].
Thus, calculated α represents only the losses outside of the AR. In general, modal
analysis is the eigenvalue problem. The eigensolver matrix is calculated inside the
Vector Finite Difference Modesolver [75] from the Electromagnetic python library, that
was used for exactly this purpose, since the original ‘scipy‘ solver [76] has been replaced
by the faster Krylov-Schur eigensolver [77]. The expected solution has the form:
A(x,y,z) = B(x,y)e−γz, (2.9)
where B represents the complex amplitude of the EM field and γ = α + iβ is the
complex propagation term, β is the propagation constant and α represents the waveg-
uide attenuation, not to be confused with the previously defined the Kerr coefficient
and the LEF. β has a simple relation to the effective index neff = β/k0 and α should
be negative in the case of gain suppression. Solutions can be divided into two groups
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of dominant fields, qTM (quasi-transverse magnetic), where Hx ≫ Ex ∧ Ey ≫ Hy
and qTE (quasi-transverse electric), where Ex ≫ Hx ∧ Hy ≫ Ey [72]. Because of the
parity selection rules for the intersubband transitions [78], only qTM modes are going
to be concerned. In all cases, model plots |Hx|2 distribution, calculated as modulus of
B to the second power. This directly corresponds to the energy distribution inside the
waveguide and it is used to calculate the energy fraction inside the AR referenced as
the confinement factor Γ.
Additionally, the model received GVD functionality. GVD can be calculated from
eq. 2.1, where k is represented by the propagation constant β instead. Since the
calculation uses second numeric differentiation and the parameter depends on ω, the
mesh has to be recreated and calculations solved for slightly lower and higher frequency
too. In order to spot possible numerical instabilities, GVD is further calculated for
multiple frequencies and evaluated.
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3. Simulations
This is the main part of this work, where results are going to be presented. We start
with the simulations of self-starting combs. This is important as we are going to see
contributions of individual parameters to the frequency comb generation. The next
part presents results from the waveguiding model for conventionally used Fabry-Perot
ridge cavities. They point out waveguiding properties including GVD, showing some
typical values of initially arbitrarily chosen parameters in the previous section. The
next section is devoted to the optical injection locking, a technique that can be used to
coherently manipulate the entire frequency comb, which is the current area of interest
of many researchers.
3.1 Self-starting frequency combs
Many different parameters influence existence, stability, shape and other aspects of
QCL frequency combs. In previous chapters we mostly discussed nonlinear terms re-
sponsible for power exchanges between different longitudinal modes, causing the self-
modulation in four-wave mixing process. These nonlinearities are quite complex to
start with, without knowing the behavior of the frequency comb occurrence according
to other parameters. The most fundamental one is the pumping current. At first, we
are going to pick some nonlinear parameters enabling comb generation. Let‘s further
assume the pumping current is constant in time and space within the cavity and all
carriers are used for the emission mechanism. We are going to calculate multiple states
reached after 40 000 cavity roundtrips, while gradually increasing pumping current.
This can be observed in fig 3.1.
The parametric sweep starts at the threshold current, as lower current generates
only a weak light source dominated by spontaneous emission, that cannot produce
coherent output. Just above the threshold (a), the laser supports one dominant mode
at the transition frequency f0 with 2 side modes, that are significantly lower in intensity.
As a result, the generated comb is close to the single-mode regime. By increasing the
applied current, the frequency comb supports more longitudinal modes, which can
be seen in (b). The frequency comb then consists of multiple modes, frequency peaks
have similar intensities and delta phases show linear dependence. By further increasing
the pump current we observe, additional spectral broadening cannot be supported in
comb regime anymore, locking factor drops and the output becomes incoherent. This
is illustrated in (c). We can clearly see, that delta phases lost linear arrangement
and became chaotic. In conclusion, we are going to choose broad but locked frequency
combs for future simulations. The reason is, that the broad-spectrum is more beneficial
for spectroscopic application. For this sake, all future simulations in this section are
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Figure 3.1: Simulation with variation in the pumping current. The left figure shows
the parametric sweep of locking factor over applied current to the threshold current
ratio in a range from 1 to 2.125. Different columns in the right figure show the spectral
distribution of normalized intensity peaks and delta phases for selected simulations
from the left figure.
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Figure 3.2: Simulation with variation in the diffusion and LEF. The upper left figure
shows the parametric sweep of locking factor over LEF in a range from -1.5 to 1.5.
Figures on the right show the spectral distribution of normalized intensity peaks and
delta phases for LEF = 0.375 and 0.75. The lower left figure shows the parametric
sweep of locking factor over diffusion in a range from 200 to 400 cm2/s.
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In the next step, we evaluate the contribution of carrier diffusion. This is simu-
lated in fig. 3.2. The lower left plot shows, that a higher mobility results in a locked
state. In the general case, the locking factor does not have to gradually grow. Yet
generated output stabilizes in locked regime from certain diffusion value. The reason
is, higher mobility of carriers in space reduces SHB effect [79], which is responsible for
the sidemode proliferation. This means that with higher diffusion, the spectral width
decreases. As a result, frequency comb with too large spectral width to be coherently
supported, can be reduced and therefore, mode-locked. In this simulation, the locking
factor does not change from 400 cm2/s. In future simulations, the diffusion coefficient
is set to 440 cm2/s, although the diffusion coefficient has usually lower values in the
most QCL papers [80] [79].
After the analysis of pumping current and carrier diffusion, we move towards more
complex simulations. At first, we present the influence of LEF, while keeping zero GVD.
The results are shown in fig. 3.2. According to the parametric sweep, there are two
symmetric islands of mode-locking. Spectra for border points on the right island are
shown on the left. The most evident phenomenon is, that the whole comb is negatively
shifted in frequency. Frequency shift has been calculated by linear regression to the
delta phases dependence, setting the central frequency to the ∆φ = 0. It was found,
that frequency comb at LEF = 0.375 is negatively shifted by 30 modes and comb at
LEF = 0.75 by 65.5 modes.
In the next step, we present the influence of GVD. Fig. 3.3 shows similar results
to the article [4], where locking range of GVD is studied in respect to Kerr coefficient.
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Figure 3.3: Simulation with variation in the GVD. Left figure shows the parametric
sweep of locking factor over GVD in broad range from -8000 to 8000 fs2/mm for constant
LEF = -1, -0.5, 0, 0.5 and 1. Upper right figure shows delta phases for 3 different
simulations at LEF = 0 and GVD = 1500, 4000 and 8000 fs2/mm. Lower right figure
shows norm. intensity spectrum for corresponding combs.
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According to the figure, the locking range splits into two islands. The unlocked
region between islands shifts in respect to the LEF. Those islands are expected to
be infinitely long for LEF = 0. For LEF = -0.5 and 0.5, one island has finite length.
For LEF = -1 and 1, same island cannot fulfil mode-locking condition anymore. In
conclusion, a higher absolute value of LEF significantly limits the mode-locking range.
Restrictions in length for islands, where GVD and LEF have opposite signs has been
recently observed in QCL rings [81]. The parameters of the system can be represented
with contributions to the total nonlinearity and dispersion. Appropriate values of these
two parameters can lead to a single-mode instability via a process called the phase
turbulence, which is known across many scientific areas such as chemistry, biology and
synchronization theory [82]. This process leads to multimode emission and eventually
comb formation even in a ring laser cavity [81].
Similarly to another article [4], we present chirp evolution in respect to the GVD.
This is shown in fig. 3.3 on the right. The chirp is represented by the slope of the
regression line in delta phases on normalized frequency dependence. We can see, combs
at the edge of the locking island show the most gradual chirp. As we are moving towards
higher GVD, the slope gets steeper. If we examined the chirp in the left island, we
would find the same dependence with positive slope values instead. Since the delta
phases axis has always the same size of 2π, steeper slopes result in narrower frequency
combs and vice versa. This is illustrated in the bottom right figure.
The maximum spectral width for comb operation is determined by the gain width
of the laser, which is the width of the Lorentzian gain shape [83]. The slope between
both islands is too small. This means that the spectral width would be too large and
exceeds the available gain width of the laser. Consequently, comb operation in this
region is unstable. Regardless of the spectral width, comb should be always unlocked
for LEF = GVD = 0. Since this point corresponds to zero slope, hence an infinitely
broad comb.
Table 3.1: Values of other parameters
Symbol Description Value
Nrt Number of roundtrips 40 000
Tul Upper-lower level transition lifetime 0.5 ps
Tug Upper-ground level transition lifetime 3 ps
Tlg Lower-ground level transition lifetime 0.08 ps
T2 Dephasing time 0.05 ps
n Refractive index 3.3
αw Waveguide power losses 2 cm−1
µ Dipole matrix element 1.7·e nm
Rl,Rr Reflectivity of facets 0.3
Γ Confinement factor 1
Lp Single cascade thickness 58 nm
L Cavity length 4 mm
λ0 Central wavelength 8 µm
The presented results further support a hypothesis, that frequency combs can be
generated in dispersion uncompensated cavities [4]. None of the conducted simulations
showed a locked regime near-zero GVD exclusively. Therefore, we did not find any
benefits of GVD compensation. On the other hand, prior experimental demands for
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near-zero GVD values [8, 67, 68] do not have to be in contradiction. The reason is,
LEF has non-zero values for laser above threshold operation [84]. This means, that
the unlocked region between islands shifts according to the fig. 3.3 and zero GVD can
be used to generate the frequency comb. Further, this model distinguishes between
gain-induced dispersion included in gain term [85] and waveguide induced dispersion
from dispersion term, while experimental works measure everything at once. Finally,
the effect of higher-order terms from Taylor expansion of wavevector k, that has been
neglected, might limit mode-locking for high GVDs [4].
3.2 Wave guiding simulations
In the previous section, we highlighted the interplay of LEF and GVD in self-starting
frequency comb generation. Since GVD coefficient can be obtained from wave-guiding
simulations, we are going to demonstratively show the influence of different ridge de-
signs and calculate the wave-guiding parameters, including GVD for one particular
device.
The device has been taken from an article [16], that uses QCLD structure for lasing
and detecting functionalities, depending on the applied bias. The whole device is
grown on the n-InP (2.5× 1018cm−3) substrate. The AR consists of InAlAs / InGaAs
superlattice. Detailed information can be found directly in the article [16]. For purposes
of this work, 3 different ridge designs have been tested. The mesh consists of uniformly
spaced squares with a size of 100 nm. All ridges have the same height and width of 10
µm in the upper part. They are shown in fig. 3.4.
Figure 3.4: The out-of-plane component of refractive index for 3 different ridge designs.
(a) represents dry-etched structure. Au at the top of the ridge provides an upper
electric contact for laser biasing. As a result of fabrication, Au is also located on the
ridge sides, but they are protected from a short circuit contact with a 200 nm thick
SiN passivation layer. (b) shows a similar structure with compensation doped InP on
the sides instead of the passivation and Au. (c) shows the previous case fabricated
by wet chemical etching. Assuming perfectly isotropic etching, the profile would be
circular-like.
Initially, a finite-difference modal analysis is performed for structure (a). This is
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illustrated in fig. 3.5. We can clearly see, that the passivation thickness slightly influ-
ences the GVD of the fundamental qTM00 mode. Calculated parameters for the first 3
modes from the 2D simulation are available in table 3.3. They are further compared to
the result of the 1D simulation represented in table 3.2. For visual purposes, |Hx|2 com-
ponents are colored alike, for both simulations. Thanks to that, it is easy to determine
both qTM00 and qTM10 correspond to the TM0 and qTM01 matches TM1.
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Figure 3.5: Finite-difference modal analysis of structure (a). the upper left figure
shows the original 1D functionality with refractive index map in blue and the first 3
transversal modes. The upper right figure shows the 2D functionality with the first 3
modes. Both figures display |Hx|2 components. Lower figure shows GVD functionality
for the fundamental qTM00 mode demonstrated for two different passivation thicknesses
of SiN.
Table 3.2: The 1D solutions of first 3 modes from modal analysis of structure (a)
mode neff −α (cm−1) ΓAR (%)
TM0 3.191 1.58 63.7
TM1 3.043 10.34 10.5
TM2 2.944 34.16 12.2
If we first look at the table 3.2, it becomes obvious TM0 mode is superior to
the others, as energy is more tightly confined to the AR and waveguide losses are
substantially lower. Corresponding modes in 2D solutions have similar values to the 1D,
although AR confinement is higher and waveguide losses lower. The biggest difference
between qTM00 and qTM10 mode in table 3.3 is the drop of effective index and higher
waveguide losses. This effect further increases for higher-order modes. As a result,
we can clearly determine the fundamental qTM00 transversal mode to be the most
efficient. Therefore, this mode has the biggest impact on waveguiding and it can be
used exclusively for the GVD calculations.
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Table 3.3: The 2D solutions of first 3 modes from modal analysis of structure (a)
mode neff −α (cm−1) ΓAR (%)
qTM00 3.172 0.97 66.8
qTM10 3.103 1.62 65.8
qTM01 3.024 5.96 12.5
In next step fundamental qTM00 mode is calculated for all 3 designs. In addition,
simulation is extended by 8 µm and 12 µm wide dry-etched ridges. The GVD is
further evaluated in multiple frequency calculations to account for possible numerical
inaccuracy and added to the table 3.4. The most significant effect can be observed on
the GVD. Initially, low negative dispersion dramatically increases for wider ridges from
-799 up to -289 fs2mm−1. Immersed ridges on the other hand possess slightly positive
GVD values. The most significant effect of wet-etching is lower confinement to AR
caused by the energy shift towards lower parts, where the ridge is wider. I would like
to clarify, that the GVD error has been calculated only for the immersed dry-etched
ridge, where calculated GVD did not match the GVD regression in a range from 7 to
9 µm. GVD error for other cases should be one or more orders lower.
Table 3.4: The 2D solutions of qTM00 mode for different ridge designs. Labelling of
the ridge type corresponds to the fig. 3.4
ridge type width neff −α (cm−1) ΓAR (%) GVD (fs2mm−1) GVD error
(a) 8 µm 3.160 1.14 66.5 -799 -
(a) 10 µm 3.172 0.97 66.8 -475 -
(a) 12 µm 3.178 0.89 66.9 -289 -
(b) 10 µm 3.180 0.80 64.9 150 ± 50
(c) 10 µm 3.189 0.77 56.0 176 -
In conclusion, we found out the waveguiding parameters of different transversal
modes for ridge architecture of particular layer structure [16]. We evaluated different
transversal modes and showed typical GVD values of qTM00 mode for different ridge
designs. Those values are on the lower scale compared to the values used for the
parametric sweep in fig. 3.3. No matter what, GVD could be further manipulated
by dispersion tuning by the introduction of tunable optical feedback in form of an
additional mirror, that is able to move outside of cavity [67]. However, we should
be very careful with that, as optical feedback was found to have a negative impact on
frequency comb generation [86], although a recent study in the field of electric injection
locking showed, this effect can be mitigated by electric signal [61]. The effect of optical
feedback on optically injection-locked signal remains unclear.
3.3 Optical injection locking
In the last part, we present simulations of optical injection locking, as has been dis-
cussed in previous chapters. A single-mode external optical signal is introduced near
the frequency of selected comb mode [64]. It acts like a local oscillator, that influences
the nearest mode [87]. As a result, the mode can shift in frequency. Because of the co-
herent nature of FM frequency combs, the whole spectrum shifts accordingly. Since we
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demand coherent and easily controlled output, we should wisely choose cavity parame-
ters for self-starting frequency combs. First, to take advantage of coherent properties,
the laser cavity should be in a self-starting regime, which means the locking factor
should be close to 1. Second, the laser should not have too many modes, since broad
combs are more difficult to manipulate. Finally, the laser should have non-zero LEF,
not only because it is more realistic but also for observation of red/blue shift difference
predicted in theoretical study [88].
For a purpose of following simulations, we choose parameters from tab 3.1. Applied
current to the threshold current ratio is lowered to 1.2 in order to generate a narrower
comb, diffusion is set to 440 cm2/s, LEF is set to 0.5, so the only remaining free
parameter from previous sections is the GVD. In addition, there are lots of parameters
of optical injection signal (referenced as DFB). First, we need to determine the injection
mode. It turns out, that this numerical instability increases with the distance from the
normalized frequency = 0. For this sake, all simulations are going to use the first mode
to the left from the normalized frequency = 0. Bear in mind, this value slightly changes
with different GVD, but in general, it is around normalized frequency = -0.77. In the
next step, we accurately determine the exact peak position of the selected mode from
the spectrum array of self-starting comb simulation. This is also important because the
detuning frequency is in the range of MHz and an inaccurate offset could significantly
shift the actual detuning.
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Figure 3.6: Effect of DFB amplitude upon frequency comb spectrum. The injection
frequency is labeled by the red dashed line. The upper row shows an entire intensity
spectrum, lower row the position of the selected mode. First column shows self-starting
comb without DFB, second column the effect of E2rel = 1e-4, third column effect of
E2rel = 1e-10.
From now on, we can proceed to the first simulation. We run self-starting comb
simulation for 40000 roundtrips and set GVD = -2000 fs2mm−1. In the next step, we
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load this simulation into the same system with an addition of DFB signal for detuning
frequency ωd = -1 MHz and two different amplitudes for another 40000 roundtrips.
The results can be observed in fig. 3.6. The intensity amplitudes are presented as the
relative values of DFB intensity to the saturation intensity E2rel = E20/E2sat.
We can see, that the DFB amplitude has a huge impact on the observed intensity
spectrum. Those two simulations are extreme cases, but they nicely illustrate the effect
of too high or too low amplitude. A high amplitude results in other modes suppression
so that the entire cavity becomes just a modulation and amplification environment for
single-mode laser. A low amplitude negligibly influences the entire intensity spectrum
and we can see, DFB signal is still able to capture the selected mode. However, it is
beneficial to increase amplitude in future simulations to increase the locking window
for higher detunings. There is also one important remark: The presented figure does
not necessarily illustrate the shape of the selected intensity peak. The reason is, the
recorded signal array has only a limited number of space points and they determine
through FT sampling rate of spectrum in the frequency domain. In the end, low
sampling frequency along with the Hann method used for signal smoothing [89] can
distort the actual peak shape.
In the next step, we evaluate the action of positive and negative detuning for the
constant intensity amplitude of E2rel = 1e-6. The results are shown in fig. 3.7. We
can see, that the intensity spectrum gets changed significantly at this amplitude. No
matter what, the generated output can be considered a frequency comb since individual
modes follow the phase-locking condition.
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Figure 3.7: The effect of positive and negative DFB detuning upon frequency comb
spectrum. The injection frequency is labeled by the red dashed line. The upper row
shows an entire intensity spectrum, lower row the position of the selected mode. The
first column shows self-starting comb without DFB, the second column the effect of
negative detuning, the third column the effect of positive detuning.
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The other important thing is, there is a major difference in spectrum intensities of
individual modes (even for injected mode) for positive and negative detuning simula-
tion. This demonstrates, that a small change in frequency with respect to the mode
spacing ≈ 12 GHz, can have a major impact on the whole frequency comb.
In the last simulations, we observed the effect of a small detuning. The injected
signal captured the selected mode of the frequency comb and both cavity and local os-
cillator coupled with each other. This does not have to be the case for larger detunings.
Hence, the following simulations are going to show intensity spectra near the selected
mode in respect to detuning. It requires the addition of another dimension, therefore,
figures are displayed as the 2D colored array, which is shown in fig. 3.8.
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Figure 3.8: Detuning simulation for GVD = -2000 fs2mm−1 and E2rel = 1e-6 in range
from -50 MHz to 50 MHz. The upper left figure shows the parametric sweep of locking
factor over detuning frequency, upper right figure the parametric sweep of spectral
intensity distribution around selected mode over detuning. The bottom figures show
the intensity and delta phases for selected detunings.
Each horizontal line in the colored figure represents a single simulation. The initial
state for all simulations was loaded from the terminal state of 40000 roundtrips self-
starting simulation without optical injection. For this sake, it represents a set of
independent states pictured in (a) case of fig. 1.7. colors are in a logarithmic scale to
highlight all intensity peaks. We can see, the selected mode is captured by the local
oscillator in a detuning range from -24 to 23 MHz. At higher positive and lower negative
detunings, oscillators suddenly separate from each other, which is accompanied by the
sudden drop of the locking factor. The central peak is still strongly pulled towards the
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injection signal. Further, pulling force decreases and the central peak returns back to
the original position. It is really interesting, that the locking factor drops and increases
again for large detunings. According to the bottom figures, comb in uncaptured regime
behaves similarly to the self-starting regime without optical injection. Both (a) and (b)
spectra separated by shallow unlocked island look very similar. Case (c) is on the other
hand completely different. We can clearly see similarities with previous figures. After
those simulations, we can generalize, injection-locked mode and neighboring peaks
are overall amplified, while broader surroundings appear weaker. Interestingly, peaks
located farthest away from injection frequency have a higher intensity than peaks in
the middle. This is clearly caused by the choice of injection mode. Another repeating
aspect relates to the delta phases. Although comb is clearly in a mode-locked regime,
we cannot observe gradual chirp anymore. It rather seems like the slope of the delta
phases is directly proportional to the intensity of modes. Furthermore, the delta phases
between less intense modes are displaced more often.
Now, we will explain the origin of other lines in the colored figure. If we look closely
at the distance between injection and central peak, we can see this distance periodically
repeats in respect to other peaks. Those peaks are generated by degenerated four-wave
mixing process, where one oscillator interferes twice with the second oscillator [57]. It
results in the generation of frequency-shifted oscillator, where shift corresponds to the
frequency difference between individual oscillators. This process is further repeated
creating an evenly spaced pattern. Unlike the original longitudinal modes in frequency
comb, they have higher losses. Therefore, generated peaks gradually drop in intensity.
If we did not introduce a logarithmic scale, it would be even hard to spot them. A
similar phenomenon can be found in few unlocked states inside the region of oscilla-
tor capturing. In conclusion, this simulation shows possibilities of coherent control,
regardless of the detuning direction.
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Figure 3.9: Detuning simulation for GVD = -1500 & 0 fs2mm−1 and E2rel = 1e-6 in
range from -50 MHz to 50 MHz. Both figures show the parametric sweep of spectral
intensity distribution around selected mode over detuning.
In the following simulations in fig. 3.9 we can see, that the detuning symmetry does
not apply to the GVD values closer to zero. The asymmetry is visible from GVD = -
1500 fs2mm−1, where the locking window decreases for negative detuning, while in-
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tensity spectra for positive detuning stay the same. In addition, at some points, we
observe a sudden oscillator pushing below the locking window. The situation escalates
dramatically at GVD = 0 fs2mm−1. The locking window disappears in negative detun-
ing and pushing force prevails over pulling. For all cases, positive detuning shows the
same results regardless of the GVD.
These results partially correspond to the theoretical prediction, where the intensity
maximum is expected to shift towards a positive detuning value in presence of posi-
tive LEF in resonant circuit [88]. In comparison, the anti-resonant circuit should shift
the intensity minimum to the negative detuning value [88]. No matter which process
prevails where, it should always lead towards a shift of the locking window to the posi-
tive detuning values. The origin of sudden regular pushing in the range of uncaptured
negative detuning has not been explained yet.
Finally, the progressive regime pictured in (b) case of fig. 1.7 is concerned, where
the terminal state of the previous detuning simulation serves as the initial state for
following detuning simulation. In order to extend the locking window as much as
possible, we conduct two separate simulations for negative and positive detuning shift,
while each starts at zero detuning. In the end, we combine both simulations into the
colored figure. This is shown in fig. 3.10.
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Figure 3.10: Simulation of progressive regime of detuning sweep for GVD =
−2000 fs2mm−1, −500 fs2mm−1 and E2rel = 1e-6 in range from -40 MHz to 60 MHz.
In comparison to the fig. 3.9 and 3.8, we observe, that neither simulation shows
sudden pushing of peaks outside the range of the locking window for negative detuning
anymore. Therefore, it does not have to be considered in the actual detuning exper-
iment, where DFB laser is sweeping through frequency. Further, there is a higher
density of unlocked states inside the locking window. This can be explained by system
disturbance induced by previous already disturbed detuning step. The range of the
locking window is significantly extended in the range of positive detuning for both
cases. At the same time, there is no apparent effect on negative detuning. For GVD
= -500 fs2mm−1, that has been calculated in waveguiding simulation for 10- µm wide
SiN passivated rectangular ridge architecture of QCLD design, the locking window is
in range from -2 to +47 MHz. Lower GVD = -2000 fs2mm−1 results into additional
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capturing of negative detuning values. The locking window is in a range from -22 to
+47 MHz.
This might lead to a conclusion, that the lower GVD is just better in respect to
the coherent control of optical injection locking of frequency combs. However, we
should not forget, that according to fig. 3.3, the lower GVD also decreases the spectral
width of the frequency comb. Whereas GVD = -500 fs2mm−1 creates comb with
≈ 60 significant modes, -2000 fs2mm−1 results into the comb with ≈ 40 modes and
-3000 fs2mm−1 has just ≈ 25 modes, which is so few, that this detuning simulation
could not be trustworthily presented, because the injected mode was often located
outside the spectrum of other modes in frequency comb.
To sum it up, we successfully demonstrated the optical injection locking and discov-
ered an enormous impact of GVD on detuning asymmetry. The detuning simulations
showed, that the locking window is in the range of tens of MHz, which is in a much
lower scale than the mode spacing (frep ≈ 12 GHz). However, the possibility of co-
herent control of frequency combs by optical injection locking and achieved range of
locking window is still considered a great success. The whole field is in the early stages
of research and there are presently no scientific papers describing optical injection




This master thesis considered spatio-temporal dynamics and coherent control of
QCL frequency combs. In the first part, the available highly optimized TWM tool [4]
has been used for simulations of self-starting combs. The modeling approach is based
on the interplay of different nonlinearities and wave dispersion in the master equation.
They are responsible for coherent processes in four-wave mixing, which leads to the
generation of a self-starting frequency comb. In this study, simulations were based on
the interplay of GVD and LEF, while the bulk Kerr contribution was considered zero.
Initially, the effect of applied current and diffusion has been studied. Next, the
GVD was considered zero and the parametric sweep of the locking factor over LEF was
performed. We found out, that combs are supported in a range of two islands and LEF
is responsible for the frequency shift of spectrum. Eventually, the LEF was considered
constant and the parametric sweep of locking factor over GVD was performed. Results
of non-zero LEF simulations shown, that combs are generally supported in a range of
one infinite and one finite island, which corresponds to the article about QCL rings
[81].
Moreover, the 2D finite differences EM mode solver has been used to determine
waveguiding properties of different ridge architectures of particular QCLD device [16].
These properties were calculated for relevant transversal modes with the special em-
phasis on the GVD.
In the last part, TWM tool has been extended by optical injection locking function-
ality and simulations have been performed. We evaluated the effects of the amplitude
of an injected signal. For high amplitudes, the cavity serves as a modulation and am-
plification environment for the single-mode laser. For lower values, the spectral width
of the frequency comb has not been influenced and the whole comb is locked to the in-
jected signal. In a next step, parametric sweeps over detuning have been conducted in
both steady state and progressive regimes. We observed, that the range of the locking
window is more limited to the positive detuning. Furthermore, this asymmetry radi-
cally increases in GVD compensated cavities. In progressive regime at LEF = 0.5 and
GVD = -500, which has been calculated for 10- µm wide SiN passivated rectangular
ridge laser, we simulated range of the locking window from -2 to +47 MHz.
The field of coherent control of QCL frequency combs is in the early stages of
research and there are no relevant papers, that would demonstrate or describe optical
injection locking of QCL combs. Hence, our pioneering simulation results can support
future experimental studies, that can lead to a new class of miniaturized dual-comb
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