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Abstract
Let L be a Z6-graded Lie ring with L0 = 0. We prove that L is soluble and the derived length of
L is at most four. Moreover, γ3(L) is nilpotent and the nilpotency class of γ3(L) is at most six.
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1. Introduction
Let A be an additively written abelian group. A Lie ring L is said to be A-graded if
the additive group of L is presented as a sum L = ∑i∈A Li of subgroups Li indexed by
elements of A in such a way that [Li,Lj ]  Li+j for all i, j ∈ A. The subgroups Li are
called homogeneous components of L. Let Zn denote the additively written cyclic group of
finite order n. The study of Zn-graded Lie rings with L0 = 0 is closely related to the study
of Lie rings (or Lie algebras) admitting a fixed-point-free automorphism. An automorphism
φ of a Lie ring L is called fixed-point-free if CL(φ) = 0. Here, as usual, CL(φ) denotes the
set {x ∈ L: xφ = x}.
In [2] Higman showed that for any prime p there exists a number h(p) depending only
on p such that if L is any Zp-graded Lie ring with L0 = 0, then L is nilpotent and the
nilpotency class of L is at most h(p). He also showed that the class of a nilpotent group
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hold if we consider Zn-graded Lie rings with n not a prime. It is easy to construct examples
that show that for any non-prime n there exists a Zn-graded Lie ring L with L0 = 0 such
that L is not nilpotent, or nilpotent with the nilpotency class any given positive number [4,
p. 366]. Thus, there is no hope to bound the nilpotency class of such rings. As a positive
development, though, Kreknin proved that if L is a Zn-graded Lie ring with L0 = 0 then
L is soluble and the derived length of L is at most 2n−1 − 1 [7]. There is, however, a unan-
imously shared opinion among experts that the bound 2n−1 − 1 in Kreknin’s theorem is
pretty much inaccurate. In fact, the following conjecture seems to be very plausible.
Conjecture A. Let L be a Zn-graded Lie ring with L0 = 0. Then L is soluble and the
derived length of L is less than n.
Much new evidence in favor of the above conjecture can be found in the second author’s
thesis [8]. In particular, it was proved there that if L =∑Li is a Zn-graded Lie ring with
L0 = 0, then for j = 0,1,2,3,4 the j th term of the derived series of L is contained in the
subring of L generated by Lj+1,Lj+2, . . . ,Ln−1. If this could be proved for an arbitrary
j  n− 1, Conjecture A would have been confirmed. The obtained results are sufficient to
deduce that the derived length of L is at most 5 × 2n−7 + 1 (when n 7).
Another well-known conjecture (see [5, p. 118]) about the structure of Zn-graded Lie
rings is the following.
Conjecture B. Let n = pk11 . . .pkss be the decomposition of a positive integer n into the
product of primes. Let L be a Zn-graded Lie ring with L0 = 0. Then L has a series of
ideals
0 = I0  I1  · · · Ir = L
such that r 
∑
i ki and all the quotients Ij+1/Ij are nilpotent of class bounded by a
function depending only on n.
One source of motivation for Conjecture B comes from finite groups admitting a fixed-
point-free automorphism. A well-known corollary of the classification of finite simple
groups says that any finite group admitting a fixed-point-free automorphism of coprime
order is soluble. In 1964 Thompson discovered that if a finite soluble group G admits a
fixed-point-free automorphism of coprime order n, then the Fitting height of G is bounded
by a function depending only on the number of prime divisors of n, counting multiplici-
ties [9]. Later Berger proved [1] that in fact the Fitting height of G is at most the number
of prime divisors of n, counting multiplicities. It remains an open problem whether the
derived length of a finite group admitting a fixed-point-free automorphism of coprime order
n can be bounded by a function that depends only on n.
Both Conjectures A and B are known to be true in the case that n = 2,3,4,5, or 7.
The cases where n is a prime at most 5 were covered by Higman [2]. The treatment of the
case n = 4 can be found in Khukhro [5, p. 118]. Finally, the case n = 7 was considered in
Hughes [3]. The goal of the present paper is to confirm the conjectures in the case n = 6.
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length of L is at most four.
Theorem B. Let L be a Z6-graded Lie ring with L0 = 0. Then γ3(L) is nilpotent and the
nilpotency class of γ3(L) is at most six.
With these results at our disposal it will be easy to deduce the following group-theoretic
corollary.
Theorem C. Let G be a locally nilpotent torsion-free group admitting a fixed-point-free
automorphism of order six. Then G is soluble and the derived length of G is at most four.
Moreover, γ3(G) is nilpotent and the nilpotency class of γ3(G) is at most six.
The proof of the above theorem will be based on the use of the Baker–Campbell–
Hausdorff formula and some other tools that are now fairly standard. A thorough discussion
of results of this kind and techniques used in their proofs can be found in [5,6].
2. Preliminaries
Given elements l1, l2, . . . , lm of a Lie ring, we denote by [l1, l2, . . . , lm] the element
[. . . , [[l1, l2], . . . , lm−1], lm]. Let L = ∑0in−1 Li be a Zn-graded Lie ring, and let
Li1 , . . . ,Lim be some not necessarily distinct homogeneous components of L. We denote
by [Li1, . . . ,Lim ] the subgroup of the additive group of L generated by all elements of the
form [l1, l2, . . . , lm], where each lj belongs to Lij . The symbols L(k) and γk(L) denote
the kth term of the derived series of L and the kth term of the lower central series of L,
respectively. Write
L(k)r =
∑
i+j=r
[
L
(k−1)
i ,L
(k−1)
j
]
, (1)
Lkr =
∑
i+j=r
[
Li,L
k−1
j
]
. (2)
There is no ambiguity in this notation since the homogeneous components Li are merely
subgroups of the additive group of L and therefore the notions of the derived and lower
central series of Li are not defined.
The subrings L(k) and γk(L) can be viewed as Zn-graded Lie rings in their own right
since they inherit the grading from the ring L with homogeneous components L(k)i and L
k
i ,
respectively. Note that the way we introduced the grading of L(k) and γk(L) is somewhat
different from the traditional one where the homogeneous components of L(k) and γk(L)
are taken to be L(k) ∩Li and γk(L)∩Li . The latter approach however is not quite adequate
for the purposes of the present paper as, for example, the equality
L(k) ∩ Lr =
∑ [
L
(k−1)
i ,L
(k−1)
j
]
i+j=r
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and ‖Lkr ‖ for the right-hand side of (1) and (2), respectively. It is now easy to check that
for any subgroup M of the additive group of L, the commutator [M,‖L(k)r ‖] is the sum of
subgroups of the form [M,L(k−1)i ,L(k−1)j ] with i +j = r . A similar fact holds for [M,Lkr ].
A subring of L generated by a subset M will be denoted by 〈M〉. For the rest of the paper
we let L =∑Li be a Z6-graded Lie ring with L0 = 0. The following lemma will be used
throughout the paper, mostly without explicit reference.
Lemma 2.1. The following facts hold:
(a) Suppose i1, . . . , is ∈ Z6 and i1 + · · · + is = 0. Then [Li1, . . . ,Lis ] = 0;
(b) [Li,Lj ] = [Lj ,Li ] and [Li,Lj ,L−j ] = [Li,L−j ,Lj ] for all i, j ∈ Z6;
(c) [Li, [Lj ,Lj ]] = [Lj ,Lj ,Li ] [Li,Lj ,Lj ] for all i, j ∈ Z6;
(d) [L1, . . . ,L1,L1︸ ︷︷ ︸
k
,Li] = 0 for any k  6 − i;
(e) [L5, . . . ,L5,L5︸ ︷︷ ︸
k
,Lj ] = 0 for any k  j ;
(f) [L5,L5,L5,L(2)5 ] = 0.
Proof. All the claims, except the last one, follow immediately from the hypotheses
so we need prove only that [L5,L5,L5,L(2)5 ] = 0. Write [L5,L5,L5,L(2)5 ] = [L5,L5,
L5,‖L(2)5 ‖]. Part (e) tells us that [L5,L5,L5,Li ] = 0 for any i = 4,5. Thus,
[
L5,L5,L5,
∥∥L(2)5
∥∥]= [L5,L5,L5,L(1)4 ,L(1)1
]= [L5,L5,L5,
∥∥L(1)4
∥∥,L(1)1
]
.
Now the same argument shows that ‖L(1)4 ‖ can be replaced above by [L5,L5]. We obvi-
ously have [L5,L5,L5, [L5,L5],L(1)1 ] = 0, as required. 
Of course, now one can easily deduce that [L1,L1,L1,L(2)1 ] = 0. This follows from
Lemma 2.1(f) by symmetry, replacing 5 by 1 and vice versa. This symmetry principle will
be used throughout the paper.
3. Proof of Theorem A
Lemma 3.1. Both [L1,L2,L5] and [L2,L1,L5] are contained in [L1,L1].
Proof. In fact [L1,L2,L5] = [L2,L1,L5] by Lemma 2.1(b). Taking into account that
5 = −1, write [L2,L1,L5] [L2,L5,L1] [L1,L1]. 
Lemma 3.2. We have
(a) L(2)2  [L1,L1] + [L5,L5,L4] + [L1,L3,L1,L3];
(b) L(2)  [L1,L1] + [L4,L4].2
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[L1,L3,L1,L3] [L1,L3,L3,L1] +
[
L1,L3, [L1,L3]
]
 [L1,L1] + [L4,L4].
Hence, we need only prove part (a).
We have L(2)2 = [L(1)1 ,L(1)1 ] + [L(1)3 ,L(1)5 ] + [L(1)4 ,L(1)4 ] so it is sufficient to show the
inclusions for [L(1)3 ,L(1)5 ] and [L(1)4 ,L(1)4 ]. By Lemma 3.1, we obtain
[
L
(1)
3 ,L
(1)
5
]

[
L1,L2,L
(1)
5
]+ [L4,L5,L(1)5
]
 [L1,L1] +
[
L4,L5,
∥∥L(1)5
∥∥]
 [L1,L1] + [L4,L5,L1,L4] + [L4,L5,L4,L1] + [L5,L4,L2,L3].
It is immediate that [L4,L5,L1,L4]  [L5,L5,L4] and [L4,L5,L4,L1]  [L1,L1].
Further,
[L5,L4,L2,L3] = [L5,L2,L4,L3] [L5,L2,L3,L4] + [L5,L2,L1].
Since [L2,L2,L4] = 0, it follows from Lemma 3.1 that
[L5,L4,L2,L3]
[
L5, [L3,L2],L4
]+ [L1,L1] [L1,L1] + [L5,L5,L4],
which proves the inclusion for [L(1)3 ,L(1)5 ]. We also have
[
L
(1)
4 ,L
(1)
4
]= [∥∥L(1)4
∥∥,L(1)4
]

[
L1,L3,
∥∥L(1)4
∥∥]+ [L5,L5,L(1)4
]+ ([L2,L2,L4] = 0
)

[
L1,L3, [L1,L3]
]+ [L1,L3, [L5,L5]
]+ [L5,L5,L(1)4
]
.
Since [L1,L3,L3,L1] [L1,L1] and [L1,L3, [L5,L5]] [L5,L5,L4], the proof of the
lemma is complete. 
Symmetry also allows us to obtain the following lemma.
Lemma 3.3. L(2)4  [L5,L5] + [L2,L2].
Lemma 3.4. L(2)3  [L1,L2] + [L5,L5,L5].
Proof. Because L(2)3 = [L(1)1 ,L(1)2 ]+[L(1)4 ,L(1)5 ], it is sufficient to show that [L(1)4 ,L(1)5 ][L1,L2] + [L5,L5,L5]. We have
[∥∥L(1)4
∥∥,L(1)5
]= [L1,L3,L5] + [L2,L2,L5] + [L5,L5,L5].
It is easy to check that [L1,L3,L5], [L2,L2,L5]  [L1,L2], whence the lemma fol-
lows. 
Proposition 3.5. L(3)  〈L1,L5〉.
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for all i = 1,2,3,4,5. This is obvious in the case that i = 1 or 5. Once the inclusion
L
(3)
2  〈L1,L5〉 is proved, the inclusion L(3)4  〈L1,L5〉 will follow by symmetry. Thus, it
is sufficient to establish the inclusions L(3)2  〈L1,L5〉 and L(3)3  〈L1,L5〉.
Write
L
(3)
2 =
[
L
(2)
1 ,L
(2)
1
]+ [L(2)3 ,L(2)5
]+ [L(2)4 ,L(2)4
]

[
L
(2)
3 ,L
(2)
5
]+ [L(2)4 ,L(2)4
]+ 〈L1,L5〉.
The inclusion [L(2)3 ,L(2)5 ] 〈L1,L5〉 follows quickly from Lemma 3.4 combined with
Lemma 3.1. Using Lemma 3.3 and the fact that [L5,L5,L2] = [L2,L4] = 0, we conclude
that
[
L
(2)
4 ,L
(2)
4
]

[
L5,L5, [L2,L2]
]+ [L2,L2, [L2,L2]
]+ [L5,L5,L5,L5]
 [L5,L5,L5,L5].
Thus, we have shown that L(3)2  〈L1,L5〉 and it remains to show that L(3)3  〈L1,L5〉.
Since L(3)3 = [L(2)2 ,L(2)1 ] + [L(2)4 ,L(2)5 ] and since [L(2)2 ,L(2)1 ] and [L(2)4 ,L(2)5 ] are sym-
metric, it is sufficient to establish the inclusion [L(2)2 ,L(2)1 ] 〈L1,L5〉. By Lemma 3.2(a),
we have
[
L
(2)
2 ,L
(2)
1
]

[
L1,L1,L
(2)
1
]+ [L5,L5,L4,L(2)1
]+ [L1,L3,L1,L3,L(2)1
]
.
It is easy to see that [L1,L1,L(2)1 ] + [L5,L5,L4,L(2)1 ]  〈L1,L5〉, so we only have to
show that
[
L1,L3,L1,L3,L
(2)
1
]
 〈L1,L5〉.
Using that [L1,L3,L1,L(2)1 ,L3] = 0, write
[
L1,L3,L1,L3,L
(2)
1
]= [L1,L3,L1,L(2)4
]
.
By Lemma 3.3 this is contained in
[
L1,L3,L1, [L5,L5]
]+ [L1,L3,L1, [L2,L2]
]
.
Now, it is clear that [L1,L3,L1, [L5,L5]] [L5,L5,L5]. Further, by Lemma 2.1(c),
[
L1,L3,L1, [L2,L2]
]= [L1,L3,L1,L2,L2] =
[
L1, [L3,L1],L2,L2
]
.
Bearing in mind that [L3,L1] commutes with L2 and [L1,L2] commutes with L3, we
obtain
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L1, [L3,L1],L2,L2
]
 [L1,L2,L2,L3,L1]
 [L1,L2,L3,L2,L1] + [L1,L2,L5,L1] = [L1,L2,L5,L1].
The last commutator is contained in 〈L1,L5〉 (Lemma 3.1) so we conclude that the same
holds for [L1,L3,L1, [L2,L2]]. This completes the proof. 
Combining Proposition 3.5 with the fact that [L1,L5] = 0, we easily obtain the
following corollary.
Corollary 3.6. L(3)2  [L1,L1] + [L5,L5,L5,L5]; L(3)3  [L1,L1,L1] + [L5,L5,L5];
L
(3)
4  [L1,L1,L1,L1] + [L5,L5].
We are now ready to prove Theorem A. First, however, we will make the following con-
vention. In the calculations below all the commutators with an underlined subcommutator
[Li1, . . . ,Lik ,∗] equal zero and so we will just discard such commutators. In the proof of
Theorem A the reason that the commutators are zero will always be the following. The
underlined subcommutator is contained in L(3)i and the triviality of the commutator can be
established by combining Corollary 3.6 with Lemma 2.1(d–f). We will also be using the
fact that [L(3)i ,Lj ]L(3)i+j .
Proof of Theorem A. To prove that L(4) = 0 it is sufficient to show that L(4)1 = L(4)2 =
L
(4)
3 = 0 as the equalities L(4)4 = L(4)5 = 0 will follow by symmetry. First, we will show that
[L(3)3 ,L(3)4 ] = 0. By Corollary 3.6, [L(3)3 ,L(3)4 ] [L5,L5,L5,‖L(3)4 ‖]. Lemma 2.1 shows
that [L5,L5,L5] centralizes the components L1,L2, and L3 so [L5,L5,L5,‖L(3)4 ‖] =
[L5,L5,L5, [L(2)5 ,L(2)5 ]]. In view of Lemma 2.1(c), this is the same as [L5,L5,L5,
L
(2)
5 ,L
(2)
5 ], which is zero by Lemma 2.1(f). Therefore, indeed [L(3)3 ,L(3)4 ] = 0.
Similarly we can prove that
[
L
(3)
3 ,L
(3)
5
]

[
L5,L5,L5,L
(3)
5
]= 0 and
[
L
(3)
2 ,L
(3)
5
]

[
L5,L5,L5,L5,L
(3)
5
]= 0.
Further,
[
L
(3)
1 ,L
(3)
1
]= [L(3)1 ,
∥∥L(3)1
∥∥]= [L(3)1 ,L(2)2 ,L(2)5
]+ [L(3)1 ,L(2)3 ,L(2)4
]
+ [L(3)1 ,L(2)4 ,L(2)3
]
.
Using Lemmas 3.3 and 3.4, the above equality shows that [L(3)1 ,L(3)1 ] is contained in
[
L
(3)
,L1,L2,L
(2)]+ [L(3),L2,L1,L(2)
]+ [L(3),L2,L2,L(2)
]
.1 4 1 4 1 3
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that [L(3)1 ,L2]  L(3)3 and Corollary 3.6, we conclude that the last one is contained in
[L1,L1,L1,L2,L(2)3 ]. Since [L1,L1,L1] commutes with both L3 and L5, it follows that
[
L1,L1,L1,L2,L
(2)
3
]

[
L1,L1,L1,
[
L2,L
(2)
3
]]+ [L1,L1,L1,L(2)3 ,L2
]= 0
and so [L(3)1 ,L(3)1 ] = 0. Because
[
L
(3)
4 ,
∥∥L(3)4
∥∥] [L(3)4 ,L(2)1 ,L(2)3
]+ [L(3)4 ,L(2)3 ,L(2)1
]+ [L(3)4 ,L(2)5 ,L(2)5
]
,
the triviality of [L(3)4 ,L(3)4 ] follows from the fact that [L(3)4 ,L(2)3 ,L(2)1 ] = 0. The latest
equality can be deduced as follows. By Lemma 3.4, we have
[
L
(3)
4 ,L
(2)
3 ,L
(2)
1
]

[
L
(3)
4 ,L1,L2,L
(2)
1
]+ [L(3)4 ,L5,L5,L5,L(2)1
]= 0,
as required. Thus, we now conclude that L(4)1 = L(4)2 = 0 because both L(4)1 and L(4)2 are
sums of subgroups of the form [L(3)i ,L(3)j ] whose triviality has already been established.
It remains to prove that L(4)3 = 0. Write L(4)3 = [L(3)2 ,L(3)1 ] + [L(3)4 ,L(3)5 ]. We have
[
L
(3)
2 ,
∥∥L(3)1
∥∥] [L(3)2 ,L(2)2 ,L(2)5
]+ [L(3)2 ,L(2)5 ,L(2)2
]+ [L(3)2 ,L(2)3 ,L(2)4
]
.
Now, by Lemmas 3.2 and 3.4,
[
L
(3)
2 ,L
(3)
1
]

[
L
(3)
2 ,L1,L1,L
(2)
5
]+ [L(3)2 ,L1,L2,L(2)4
]+ [L(3)2 ,L2,L1,L(2)4
]
.
This allows us to deduce that L(4)3 = 0 because the equality [L(3)4 ,L(3)5 ] = 0 follows by
symmetry from [L(3)2 ,L(3)1 ] = 0. Hence the proof of the theorem is now complete. 
4. Proofs of Theorems B and C
Write K = γ3(L). Then K = ∑0i5 Ki is Z6-graded with Ki = L3i defined in (2).
Furthermore, for any s  2 the ring γs(K) is Z6-graded with
Ksr =
∑
i+j=r
[
Ki,K
s−1
j
]
.
The next lemma can be proved by the same arguments as Lemmas 3.2–3.4.
Lemma 4.1. The following facts hold:
(a) K2  [L1,L1] + [L4,L5,L5] + [L4,L4];2
P. Shumyatsky, A. Tamarozzi / Journal of Algebra 277 (2004) 703–716 711(b) K23  [L1,L2] + [L5,L5,L5];
(c) K24  [L5,L5] + [L2,L1,L1] + [L2,L2].
The above lemma will be helpful in the proof of the following proposition.
Proposition 4.2. We have
(a) K32  〈L1,L5〉;
(b) K34  〈L1,L5〉.
Proof. By symmetry it is sufficient to prove just (a). First we will prove that
[
K23 ,L5
]
 〈L1,L5〉 and
[
K24 ,L
2
4
]
 〈L1,L5〉. (3)
The inclusion [K23 ,L5]  〈L1,L5〉 is immediate from Lemmas 4.1(b) and 3.1. To prove
the other inclusion we use Lemma 4.1(c):
[
K24 ,L
2
4
]

[
L5,L5,
∥∥L24
∥∥]+ [L2,L1,L1,L24
]+ [L2,L2,L24
]
 [L5,L5,L5,L5] +
[
L2,L1,L
2
4,L1
]+ [L2,L1,
[
L24,L1
]]
,
which, combined with Lemma 3.1, shows that [K24 ,L24] 〈L1,L5〉.
Since K32 = [K21 ,K1] + [K23 ,K5] + [K25 ,K3] + [K24 ,K4], it remains to show that
[K25 ,K3] 〈L1,L5〉. Recall that
‖K3‖ =
[
L21,L2
]+ [L22,L1
]+ [L24,L5
]+ [L25,L4
]
.
Now write
[
K25 ,K3
]= [K25 ,‖K3‖
]

[
K25 ,L2,L1
]+ [K25 ,L4,L5
]+ [K25 ,L5,L24
]
+ [K25 ,L25,L4
]
.
The commutators [K25 ,L2,L1], [K25 ,L4,L5], and [K25 ,L5,L24] are subgroups of [L1,L1],
[K23 ,L5], and [K24 ,L24], respectively. Thus, in view of (3), they are contained in 〈L1,L5〉.
So we only have to show that [K25 ,L25,L4] 〈L1,L5〉. Write
[
K25 ,
∥∥L25
∥∥,L4
]

[
K25 ,L4,L1,L4
]+ [K25 ,L2,L3,L4
]+ [K25 ,L3,L2,L4
]
.
It is immediate that [K25 ,L3,L2,L4] = 0 because [K25 ,L3]L2. Furthermore,
[
K25 ,L4,L1,L4
]

[
K25 ,L4,L4,L1
]+ [K25 ,L4,L5
]
 [L1,L1] +
[
K23 ,L5
]
.
In view of (3), this obviously is contained in 〈L1,L5〉. Also, by Lemma 3.1, we have
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K25 ,L2,L3,L4
]

[
K25 ,L2,L4,L3
]+ [K25 ,L2,L1
]

[
K25 ,L4,L2,L3
]+ 〈L1,L5〉.
But, [K25 ,L4,L2,L3]  [K25 ,L4,L3,L2] + [K25 ,L4,L5] and since [K25 ,L4]  K23 and
[K23 ,L3] = 0, it follows that [K25 ,L4,L2,L3]  [K23 ,L5]. Combined with (3), this
completes the proof. 
Proposition 4.3. K43  〈L1,L5〉.
Proof. We have
K43 =
[
K31 ,K2
]+ [K32 ,K1
]+ [K34 ,K5
]+ [K35 ,K4
]
.
By the symmetric argument, it is sufficient to show that [K31 ,K2] and [K32 ,K1] are
contained in 〈L1,L5〉. Proposition 4.2(a) tells us that [K32 ,K1]  〈L1,L5〉. To deal with
[K31 ,K2] we write
[
K31 ,‖K2‖
]

[
K31 , [L1,L1]
]+ [K31 , [L3,L5]
]+ [K31 ,
[
L24,L4
]]

[
K31 ,L3,L5
]+ [K31 ,
[
L24,L4
]]+ 〈L1,L5〉.
By Proposition 4.2(b), [K31 ,L3,L5] [K34 ,L5] 〈L1,L5〉 and so it remains only to show
that [K31 , [L24,L4]] 〈L1,L5〉. But,
[
K31 ,
[∥∥L24
∥∥,L4
]]= [K31 , [L1,L3,L4]
]+ [K31 , [L2,L2,L4]
]+ [K31 , [L5,L5,L4]
]
.
Clearly, we have [K31 , [L2,L2,L4]] = 0 and [K31 , [L5,L5,L4]] = [L5,L5,L4,K31 ] [L5,L5,L5]. Finally,
[
K31 , [L1,L3,L4]
]

[
K31 , [L1,L3],L4
]+ [K31 ,L4, [L1,L3]
]

[
K31 ,L1,L3,L4
]+ [K31 ,L3,L1,L4
]+ [K31 ,L4,L3,L1
]
.
Since
[
K31 ,L1,L3,L4
]

[
K31 ,L1, [L4,L3]
]
 [L1,L1,L1]
and
[
K31 ,L3,L1,L4
]

[
K31 ,L3,L4,L1
]+ [K31 ,L3, [L4,L1]
]
,
we conclude that
[
K31 , [L1,L3,L4]
]

[
K32 ,L1
]+ [K34 ,L5
]+ 〈L1,L5〉.
Hence, the result follows from Proposition 4.2. 
From Propositions 4.2 and 4.3 we can deduce the following corollary.
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(a) K61  [L5,L5,L5,L5,L5];
(b) K42  [L1,L1] + [L5,L5,L5,L5];
(c) K43  [L1,L1,L1] + [L5,L5,L5];
(d) K44  [L1,L1,L1,L1] + [L5,L5];
(e) K65  [L1,L1,L1,L1,L1].
Proof. As [L1,L5] = 0, the assertions (b)–(d) are quite straightforward from Proposi-
tions 4.2 and 4.3. The assertion (e) follows from (a) by the symmetry. Therefore, it
is only (a) that we have to prove. First, we notice that (b) implies that [K42 ,L5] [L1,L1,L5] + [L5,L5,L5,L5,L5], which immediately yields
[
K42 ,L5
]
 [L5,L5,L5,L5,L5]. (4)
Similarly, using (c), we establish that
[
K43 ,L
2
4
]

[
L1,L1,L1,L
2
4
]+ [L5,L5,L5,L24
]
.
Replacing now L24 by ‖L24‖ and then using Lemma 2.1(d), we also deduce that
[
K43 ,L
2
4
]
 [L5,L5,L5,L5,L5]. (5)
Since K61 = [K52 ,K5] + [K53 ,K4] + [K55 ,K2] + [K54 ,K3], it remains only to prove that
[K55 ,K2] and [K54 ,K3] are both contained in [L5,L5,L5,L5,L5]. Notice that
[
K44 ,‖K3‖
]

[
K44 ,L1,L2
]+ [K44 ,L4,L5
]+ [K44 ,L5,L24
]+ [K44 ,L25,L4
]
.
By (d), combined with Lemma 2.1, we have [K44 ,L1,L2] = 0. Since [K44 ,L4]K42 and
[K44 ,L5]  K43 , it follows from (4) and (5) that both [K44 ,L4,L5] and [K44 ,L5,L24] are
contained in [L5,L5,L5,L5,L5]. Furthermore,
[
K44 ,
∥∥L25
∥∥,L4
]

[
K44 ,L1,L4,L4
]+ [K44 ,L4,L1,L4
]+ [K44 ,L3,L2,L4
]
.
Using that [K44 ,L4]  K42 , it follows from (d) and (b) that [K44 ,L1,L4,L4] + [K44 ,L4,
L1,L4] = 0. Therefore,
[
K44 ,L
2
5,L4
]

[
K44 ,L3,L4,L2
]

[
K44 ,L4,L3,L2
]+ [K44 ,L1,L2
]

[
K44 ,L4,L5
]+ [K44 ,L1,L2
]
.
It was shown earlier that [K44 ,L4,L5] [L5,L5,L5,L5,L5] and [K44 ,L1,L2] = 0. Thus,
[
K44 ,K3
]
 [L5,L5,L5,L5,L5]. (6)
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[
K55 ,K2
]= [∥∥K55
∥∥,K2
]= [K41 ,K4,K2
]+ [K44 ,K1,K2
]
+ [K42 ,K3,K2
]+ [K43 ,K2,K2
]
.
We have already seen that [K44 ,K1,K2] = 0. Moreover, [K41 ,K4,K2]  [K41 ,K2,K4] 
[K43 ,K4] and [K42 ,K3,K2] [K44 ,K3]+ [K42 ,K5]. Combining this with (4)–(6), it is now
sufficient to establish the inclusion [K43 ,K2,K2] [L5,L5,L5,L5,L5]. That can be done
as follows:
[
K43 ,K2,‖K2‖
]

[
K43 ,K2,L3,L5
]+ [K43 ,K2,L5,L3
]+ [K43 ,K2,L4,L4
]
.
Since [K43 ,K2,L3]  K42 , the inclusion of [K43 ,K2,L3,L5] in [L5,L5,L5,L5,L5]
is immediate from (4). Combining (c), Lemma 2.1, and the fact that K2 centralizes
[L5,L5,L5], we obtain
[
K43 ,K2,L5,L3
]+ [K43 ,K2,L4,L4
]
 [L1,L1,L1,K2,L5,L3]
+ [L1,L1,L1,K2,L4,L4] = 0,
which completes the proof. 
The next lemma will be helpful in the proof of Theorem B.
Lemma 4.5. [K4,L5,L5,L5] = 0.
Proof. We know that
[K4,L5,L5,L5] [L3,L1,L5,L5,L5] + [L2,L2,L5,L5,L5] +
[
L5,L
2
5,L5,L5,L5
]
.
Since [L1,L5] = 0, it is straightforward that [L3,L1,L5,L5,L5]  [L3,L5,L5,
L5,L1] = 0. Because [L2,L2,L5]  [L2,L5,L2]  [L1,L2], the same argument shows
that [L2,L2,L5,L5,L5] = 0. Further, replacing L25 by ‖L25‖ one proves that [L5,L25,L5,
L5,L5] = 0. Therefore, indeed [K4,L5,L5,L5] = 0. 
In what follows, as in the proof of Theorem A, all commutators of the form
[Li1, . . . ,Lik ,∗] are trivial. In the proof of Theorem B this happens because the underlined
subcommutator lies in Kli and the triviality of [Li1, . . . ,Lik ,∗] can be checked using
Corollary 4.4 with Lemma 2.1(d–f).
Proof of Theorem B. We wish to show that γ7(K) = 0. Clearly, it is sufficient to establish
that K71 = K72 = K73 = 0 as K74 = K75 = 0 will follow by symmetry. The inclusions
K61  [L5,L5,L5,L5,L5] and K65  [L1,L1,L1,L1,L1] combined with Lemma 2.1(d)
and (e) immediately imply that [K6,K1], [K6,K2], [K6,K2], and [K6,K3] all equal zero.1 1 5 5
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[K63 ,K4] = [K62 ,K5] = 0. Since K71 = [K62 ,K5] + [K65 ,K2] + [K63 ,K4] + [K64 ,K3], we
will be able to conclude that K71 = 0 once it is shown that [K64 ,K3] = 0. We have
[
K64 ,‖K3‖
]

[
K64 ,L1,L2
]+ [K64 ,L24,L5
]+ [K64 ,L4,L25
]
+ [K64 ,L25,L4
]+ [K64 ,L5,L24
]
.
It follows from Lemma 4.5 that
[
K64 ,
∥∥L24
∥∥,L5
]

[
K64 ,L1,L3,L5
]+ [K64 ,L3,L1,L5
]+ [K64 ,L5,L5,L5
]= 0.
Now replacing L25 in [K64 ,L25,L4] by ‖L25‖ and L24 in [K64 ,L5,L24] by ‖L24‖, we deduce
that indeed K71 = 0.
If we write K72 =
∑
i+j=2[K6i ,Kj ], it is straightforward to check that [K63 ,K5] and
[K64 ,K4] are the only terms from the right-hand side of the above equality whose triviality
has not yet been confirmed. The proof that [K63 ,K5] = 0 is immediate after K5 is replaced
by ‖K5‖. To show that [K64 ,K4] = 0, we write
[
K64 ,‖K4‖
]

[
K64 ,L1,L3
]+ [K64 ,L3,L1
]+ [K64 ,
∥∥L25
∥∥,L5
]+ [K64 ,L5,
∥∥L25
∥∥]

[
K64 ,L1,L4,L5
]+ [K64 ,L4,L1,L5
]+ [K64 ,L3,L2,L5
]
+ [K64 ,L5,L1,L4
]+ [K64 ,L5,L4,L1
]+ [K64 ,L5,L2,L3
]
,
and we conclude that K72 = 0.
To establish the fact that K73 = 0, it is sufficient to show that [K61 ,K2] = [K62 ,K1] = 0.
Since we have already shown earlier that [K61 ,K2] = 0, it remains only to prove that
[K62 ,K1] = 0. Write
[
K62 ,K1
]

[
K62 ,L
2
2,L5
]+ [K62 ,L2,L25
]+ [K62 ,L5,L2
]+ [K62 ,L3,L4
]
.
Now replacing L22 and L
2
5 by ‖L22‖ and ‖L25‖ it follows that [K62 ,L22,L5] = [K62 ,L2,
L25] = 0. This completes the proof of the theorem. 
Proof of Theorem C. Without loss of generality we can assume that G is finitely
generated and hence nilpotent. Let φ be the fixed-point-free automorphism of G. We
denote by G∗ the Mal’cev completion of G. This is a radicable nilpotent group that
contains G as a subgroup and has certain universal properties (see, for example, [6,
Chapter 9]). In particular, every non-trivial subgroup of G∗ has a non-trivial intersection
with G and every automorphism of G extends uniquely to G∗. Thus, we can view φ as
an automorphism of G∗. Moreover, φ is fixed-point-free on G∗ because CG∗(φ) ∩ G = 1.
Clearly, it will be sufficient to establish that G∗ has derived length at most 4 and that
γ3(G∗) is nilpotent of class at most six.
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algebra over Q, the field of rationals (see, for example, [6, Chapter 10]). Let us denote
the Lie algebra by L. Then for any i the ith terms of the derived series of L and of G∗
coincide as sets and the same is true for the terms of the lower central series of L and
of G∗. In particular, G∗ has derived length at most 4 and γ3(G∗) is nilpotent of class at
most 6 if and only if the corresponding facts hold for L and γ3(L).
Any automorphism of G∗ can be viewed as an automorphism of L. Thus, φ will be
viewed as a fixed-point-free automorphism of L. Let ω be a primitive 6th root of unity, and
let L = L⊗Q[ω]. We will view L as a Lie algebra over Q[ω] and L as a Q-subalgebra of L.
Note that φ extends naturally (and uniquely) to L so we will think of φ as an automorphism
of L. As a linear transformation φ is semisimple. That is, L decomposes into a direct sum
of the eigenspaces for φ. Let Li denote the eigenspace corresponding to the eigenvalue ωi ;
i = 0,1,2,3,4,5. Then L =∑Li becomes a Z6-graded Lie algebra. Moreover, since 1 is
not an eigenvalue for φ, it follows that L0 = 0. Now, combining Theorems A and B, we
deduce that L has derived length at most 4 and γ3(L) is nilpotent of class at most 6. Of
course, the same is true for L as well. This completes the proof. 
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