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Les systèmes logiciels modernes sont caractérisés par leur complexité croissante et les fortes exi-
gences en termes de continuité et de disponibilité des services. Face à cette problématique, des pro-
positions telles que le génie logiciel à composants et l’approche contractuelle constituent des approches
pertinentes pour faciliter la construction des systèmes et augmenter leur fiabilité. En outre, les aspects ex-
trafonctionnels des systèmes à l’exécution doivent être constamment mieux gérés, et des techniques qui
permettent aux systèmes logiciels de réagir à divers changements et maintenir des qualités satisfaisantes
sont requises.
La contribution de cette thèse est ainsi un modèle d’auto-adaptation dynamique pour des systèmes
logiciels fondés sur ces deux approches. Notre proposition originale consiste à définir un modèle de
négociation automatisé de contrats qui permet aux composants contractualisés de conduire eux-mêmes
l’auto-adaptation. Le modèle identifie les différents éléments de base permettant aux composants d’ef-
fectuer l’adaptation des composants ou des contrats, et chaque processus de négociation exploite diverses
informations fines contenues dans les contrats. Des politiques de négociation différentes sont aussi dé-
veloppées pour orienter et fournir plusieurs possibilités de déroulement de négociation. En particulier,
un support compositionnel permet de conduire la négociation dans les hiérarchies de composants. Le
modèle de négociation s’appuie sur les principes généraux de la plate-forme à composants hiérarchiques
Fractal et du modèle de contrats ConFract , et son intégration est effectuée sur ces deux technologies. Les
propositions sont illustrées sur des exemples extraits d’un cas d’étude et les premières expérimentations
du modèle sont présentées.
Mots-clés: Génie logiciel des composants, Composants logiciels hiérarchiques, Contrats, Aspects extra-
fonctionnels, Négociation dynamique, Fractal, ConFract
Abstract
Modern software systems are characterized by their increasing complexity and the strong require-
ments with respect to the continuity and availability of services. To address these needs, the component-
based software engineering and the contractual approach represent two relevant approaches which aims at
facilitating the construction of larger systems and increasing their reliability. In addition, non-functional
properties of running systems have still to be better managed and some mechanisms that allow them to
react to changes and to maintain some satisfactory quality levels are required.
This thesis proposes a self-adaptation model for runtime systems that are based on both software
components and contracts. Our proposal consists in defining an automated contract negotiation model
which makes components negotiate themselves the contract in which their are involved. The negotiation
model identifies the different basis elements required to make components operate the adaptation of the
components or the contracts, and each negotiation process takes advantage of the various information
contained in the contracts. Two negotiation policies are also designed to conduct the negotiation process
in different ways. In particular, a compositional reasoning support is proposed to conduct the negotiation
processes down into component hierarchies. The negotiation model is based on the general principles
of the hierarchical software components platform, named Fractal , and on the contract model, named
ConFract , and it is integrated into these two technologies. The contributions are illustrated on various
examples which are extracted from a larger case study and the first experiments are described.
Keywords: Component-based software engineering, Hierarchical software components, Contracts, Non-
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LE logiciel est devenu, de nos jours, un élément central et omniprésent dans des domaines aussi va-riés que l’économie, l’industrie, le domaine médical, l’automobile ou encore l’administration. Il
ne représente plus seulement la part technique et marginale des systèmes, mais est devenu le cœur de
fonctionnement et l’intelligence qui contrôle les systèmes modernes. Ainsi, les systèmes logiciels ac-
tuels réalisent des services très divers et ont acquis une importance telle que les fonctionnalités qu’ils
offrent constituent leur valeur ajoutée et représentent leurs caractéristiques majeurs et discriminantes.
Compte tenu de cette utilisation répandue et intensive, les contraintes sur les systèmes logiciels sont
de plus en plus fortes. Ils doivent offrir de plus en plus vite des fonctionnalités de plus en plus riches ;
celles-ci doivent satisfaire à des exigences en terme de qualité ; les systèmes ont aussi une durée de vie
plus longue et ils doivent donc régulièrement évoluer pour répondre à de nouveaux besoins et convenir à
des contextes d’utilisation de plus en plus variés (distribution, hétérogénéité, etc.). Toutes ces contraintes
ont pour conséquence directe d’augmenter radicalement la taille et la complexité des systèmes logiciels,
et d’introduire une pression supplémentaire sur les délais ainsi que sur les coûts de développement et de
maintenance.
Pour maîtriser la construction et l’évolution des systèmes logiciels, le génie logiciel propose conti-
nuellement divers principes, méthodes et techniques ayant pour objectif final de produire, dans une ap-
proche systématique, du logiciel de qualité élaboré en respectant les contraintes de délais et de coûts et
qui satisfasse aux besoins des utilisateurs finaux. Pour répondre à cet objectif, le développement logiciel
doit, en particulier, faire face à deux défis majeurs que sont l’augmentation croissante de la complexité
des systèmes et le besoin croissant de les adapter à leur environnement ainsi qu’à de nouveaux besoins.
Les techniques de génie logiciel sont donc contraintes à évoluer sans cesse pour permettre de maîtriser
cette complexité et d’offrir une certaine capacité d’adaptation. Cette évolution se fait notamment en in-
troduisant de nouvelles abstractions à divers niveaux (langages, plates-formes, architectures, etc.), tout
en continuant à s’appuyer sur des notions fortes déjà existantes telles que la réutilisation [McIlroy 1968]
et la modularisation [Parnas 1972].
Dans cette perspective, le génie logiciel à composants [Heineman et Councill 2001; Szyperski 2002]
a récemment été mis en avant comme étant une approche pertinente qui applique ces principes et pro-
met a priori une gestion plus efficace de la complexité, une réduction significative des temps/coûts de
développement ainsi qu’une productivité accrue [Brown 2000]. Dans cette approche, les composants en-
capsulent des fonctionnalités bien définies, et exposent clairement des interfaces fournies et requises qui
1
Chapitre 1. Introduction
décrivent les fonctionnalités qu’ils fournissent et requièrent. Ils représentent alors des briques fonction-
nellement unitaires aux dépendances explicites et fortement réutilisables. Ces composants préalablement
développés peuvent alors être assemblés pour construire, de façon incrémentale, des systèmes logiciels
plus larges. De plus, de nouvelles fonctionnalités sont apportées ou retirées des systèmes en les reconfi-
gurant, par exemple, par des ajouts ou retraits de composants, et des modifications de leurs connexions.
Comme l’approche par composants contribue à rendre plus explicite la structure des systèmes logi-
ciels au travers des composants, elle entretient des liens très étroits et complémentaires avec l’architecture
des systèmes [Bass et al. 1998]. Cette dernière discipline se concentre, à un niveau général, sur la des-
cription de l’organisation et de la structure des systèmes (unités, propriétés visibles, relations, etc.) et
intervient surtout dans les premières phases de développement pour évaluer la satisfaction aux exigences.
L’approche par composants s’efforce de prolonger et de maintenir l’architecture des systèmes aussi lors
des phases de déploiement et d’exécution. Ainsi, dans les systèmes à composants avancés, les composants
et la structure des systèmes restent explicites aussi à l’exécution, et l’approche par composants maintient
donc un continuum d’architecture entre les différentes phases du cycle de vie des systèmes (développe-
ment, déploiement, configuration, exécution, reconfiguration). De plus, ils autorisent aussi maintenant
les compositions hiérarchiques de composants (des composants peuvent être assemblés récursivement
pour former un autre composant) [Bruneton et al. 2006], et offrent aussi des capacités réflexives (intros-
pection et intercession) de plus en plus étendues [Kon et al. 2000; Coulson et al. 2002; Bruneton et al.
2006].
L’approche à composants est appliquée de façon répandue et avec succès à la fois dans les milieux
académique et industriel, et de nombreuses technologies à composants, se situant à différents niveaux
d’abstraction et couvrant un large spectre de classes d’applications (systèmes d’exploitation, systèmes
embarqués, intergiciels, etc.) ont été proposées pour soutenir le développement par composants. Tou-
tefois, le génie logiciel à composants n’a pas encore complètement réussi. Les attentes restent fortes
et de nombreux défis doivent encore être résolus. En particulier, alors que les aspects fonctionnels des
composants et des systèmes sont par nature plutôt clairement spécifiés au travers des interfaces fournies
et requises, tous les aspects autour des caractéristiques extrafonctionnelles des composants ne sont pas
encore complètement résolus, et un verrou majeur réside notamment dans le manque de support pour
gérer les aspects extrafonctionnels des composants. Ces aspects extrafonctionnels ne concernent pas di-
rectement les services fournis et requis des composants mais décrivent plutôt d’une façon très générale
les qualités des systèmes et les conditions dans lesquelles les fonctionnalités sont rendues. En outre,
comme ils sont définis simplement par opposition aux aspects fonctionnels, les aspects extrafonctionnels
sont réellement divers, et un premier problème apparaît donc dans l’existence de définitions à la fois
nombreuses et souvent imprécises. Dans la pratique, ces aspects sont considérés de façon très variée ; ils
peuvent être abordés selon différents points de vue, et différents degrés d’importance peuvent aussi leur
être accordés. Par exemple, du point de vue d’utilisateurs finaux, des exemples de propriétés extrafonc-
tionnelles importantes sont représentées par des qualités générales des systèmes telles que la simplicité
d’installation, la facilité d’utilisation ou encore un bon comportement attendu. D’autres propriétés ex-
trafonctionnelles cette fois-ci pertinentes du point de vue du fonctionnement des systèmes, décrivent par
exemple la robustesse, la consommation en ressources ou encore la qualité des services rendus [Barbacci
et al. 1995]. En conséquence, en plus de la réalisation stricte des services, les propriétés extrafonction-
nelles des systèmes logiciels actuels sont devenues de première importance et constituent un critère de




COmme discuté précédemment, tout système logiciel à partir d’une certaine taille fait nécessairementintervenir diverses propriétés extrafonctionnelles. En même temps que les fonctionnalités des sys-
tèmes s’enrichissent, les aspects extrafonctionnels des systèmes doivent être mieux couverts et pris en
compte afin de toujours satisfaire les besoins des utilisateurs et les qualités de fonctionnement des sys-
tèmes. Par ailleurs, comme les propriétés extrafonctionnelles sont très diverses, couvrent tout le cycle de
vie des systèmes et que ce dernier tend justement à s’allonger, les propriétés extrafonctionnelles doivent
aussi être mises en relation selon ce même cycle de vie. En particulier, elles doivent être prises en compte
le plus tôt possible ; elles doivent évoluer avec les besoins, les utilisations et les contextes d’exploitation
des systèmes, et elles doivent être gérées de différentes manières en fonction des phases du cycle de vie
(déploiement, configuration, exécution, etc.). Dans ce contexte, deux problématiques liées à la gestion
des propriétés extrafonctionnelles se posent. Il est important de pouvoir définir et identifier les propriétés
extrafonctionnelles mises en jeu. Lorsque ces dernières sont mal ou très faiblement connues, il devient
très difficile d’avoir une idée précise des comportements généraux des systèmes et des niveaux de qua-
lités résultants, et cela a pour conséquence de limiter le niveau de confiance que l’on peut leur accorder
(mauvaises utilisations, erreurs, comportements inattendus,...). De plus, comme de nombreuses proprié-
tés extrafonctionnelles sont relatives au comportement des systèmes à l’exécution et qu’elles varient lors
de celle-ci, il est primordial de pouvoir maintenir des niveaux de qualités acceptablesmalgré les fluctua-
tions dans le fonctionnement ou l’environnement des systèmes. De telles fluctuations sont par exemple
des variations de ressources (mémoire, processeur, etc.), des variations d’environnement (environne-
ments de déploiement, plates-formes hétérogènes, etc.), des changements de mode de fonctionnement,
etc. La gestion des propriétés extrafonctionnelles à l’exécution est importante de fait puisque ces pro-
priétés ont un impact particulier sur la qualité des services rendus par le système et visibles à l’exécution
par les utilisateurs finaux. De plus, comme la tendance actuelle est aussi d’offrir des systèmes qui fonc-
tionnent en continu et doivent maintenir des services hautement disponibles, cette phase d’exécution des
systèmes acquiert une place encore plus importante dans son cycle de vie.
Pour maintenir des niveaux de qualités attendus, des approches classiques, surtout issus des travaux
dans le domaine de la construction fiable de systèmes ou des télécommunications et réseaux, proposent
de garantir un certain niveau de qualité par construction des systèmes ou par dimensionnement des res-
sources de l’environnement d’exécution. Parallèlement à ces approches, et devant le constat que toutes
les propriétés ne peuvent pas être complètement modélisées et garanties avant l’exécution des systèmes,
de nombreux axes de recherche se sont aussi développés autour de l’adaptation des systèmes lors de
leur exécution. L’adaptation dynamique représente la capacité de modifier le comportement de sous-
parties d’un système lors de son exécution. Par exemple, cela peut-être motivé par le besoin de modi-
fier une partie d’un système pour introduire de nouvelles fonctionnalités, ou pour ce qui concerne plus
notre cadre d’étude, par la nécessité de faire évoluer et reconfigurer des systèmes qui fonctionnent en
continu en réponse à de nouveaux besoins (utilisateurs, applications, etc.) ou des changements d’envi-
ronnement (ressources, niveaux de services, etc.). Les systèmes adaptatifs se déclinent entre autres en
deux sous-classes selon qu’ils soient adaptables ou auto-adaptatifs. Les systèmes adaptables fournissent
des moyens qui permettent uniquement à des acteurs externes de les adapter explicitement [Blair et al.
2001], mais ces adaptations peuvent être opérées potentiellement à n’importe quel moment y compris à
l’exécution. A l’inverse, les systèmes auto-adaptatifs ne requièrent pas d’intervention extérieure [Oreizy
et al. 1999]. Ils fonctionnent en boucle fermée et intègrent des logiques d’adaptation, souvent définies et
intégrées dès la construction des systèmes, qui leur permettent de surveiller activement des conditions
de leur fonctionnement et de réagir eux-mêmes à des changements de leur état ou de l’environnement.
Ainsi, ces systèmes auto-adaptatifs possèdent des logiques qui décrivent quand et comment réagir aux
événements bien précis, et en fournissant des moyens pour modifier les systèmes de façon autonome lors
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de leur exécution, ces technologies d’auto-adaptation à l’exécution constituent aussi une base fondatrice
pour l’élaboration de qualités d’auto-régulation plus générales (surveillance, configuration, réparation,
optimisation, protection) dans le contexte émergent des systèmes autonomiques [Kephart 2005; Parashar
et Hariri 2005].
Le sujet de cette thèse s’inscrit dans ce cadre de l’auto-adaptation dynamique des systèmes construits
par assemblages de composants logiciels. Actuellement, alors que les systèmes sont construits par inté-
gration de composants dans une approche montante (bottom-up), la plupart des technologies d’adapta-
tion pour construire des systèmes auto-adaptatifs sont encore réalisées dans une approche descendante
(top-down). Ainsi, elles s’appuient sur des techniques, infrastructures ou modèles de performances qui
prennent en charge l’auto-adaptation sous une connaissance globale des systèmes, sans s’appuyer sur les
notions de décomposition et d’architecture explicite, y compris à l’exécution, apportées par l’approche
à composants. De plus, la surveillance et la réalisation des adaptations sont aussi souvent gérées par une
entité centralisée gestionnaire d’adaptation au niveau d’une infrastructure sous-jacente, alors que les lo-
giques d’adaptations pourraient être réparties au niveau des composants et les adaptations réalisées par
des interactions entre composants.
Ayant reconnu primordiales les problématiques soulevées et les points faibles des approches tradi-
tionnelles, une question naturelle se pose pour savoir « s’il est possible d’organiser différemment l’auto-
adaptation des systèmes à composants, cette fois-ci, en s’appuyant davantage sur le fait que les compo-
sants représentent les unités de décomposition des systèmes, pour structurer et répartir la réalisation de
l’auto-adaptation du système au niveau de ses composants ».
Ainsi, à la différence des mécanismes traditionnels qui opèrent de façon centralisée et requièrent
une connaissance globale, l’approche générale proposée dans cette thèse consiste à prolonger le rôle
d’unité de décomposition et de fonctionnement qu’ont les composants, pour leur confier la responsabi-
lité de conduire eux-mêmes l’adaptation dynamique de leur système. Les composants représentent déjà
les briques fonctionnelles de base et interagissent pour réaliser les services offerts par leur système. A
l’exécution, le système peut être soumis à des variations de fonctionnement et de l’environnement. Dès
lors, pour réagir à ces variations, l’auto-adaptation est répartie au niveau des composants. Ils prennent en
charge et implémentent l’auto-adaptation de leur système en interagissant entre eux.
1.2 Démarche
POur mettre en œuvre de tels mécanismes d’auto-adaptation, il est nécessaire de pouvoir i) effectuerdes observations de façon à détecter les variations qui surviennent dans le fonctionnement des sys-
tèmes ou dans leur environnement, et ii) définir les mécanismes qui vont faire interagir les composants
pour qu’ils conduisent eux-mêmes l’adaptation. Pour répondre à ces besoins, nos travaux reposent sur
deux approches. Ils s’appuient fortement sur une application de l’approche contractuelle (Design By
Contract) [Meyer 1992a] à des composants logiciels. De plus, ils s’inspirent de certains mécanismes
d’interactions proposés dans le domaine des systèmes multi-agents.
Le principal objectif de l’approche contractuelle est de fournir au travers de la notion de contrat logi-
ciel, une base explicite et efficace pour spécifier et vérifier le plus précisément possible les collaborations
entre les différents éléments logiciels, en terme d’obligations et de bénéfices respectifs. Initialement in-
troduite pour la programmation par objets, les contrats spécifient usuellement dans ce cadre des pré- ou
post-conditions sur les méthodes ou encore des invariants de classes. Appliqués aux composants logi-
ciels, ces contrats sont des spécifications d’obligations qui doivent aussi prendre en compte les diverses
caractéristiques des composants (interfaces fournies et requises, assemblages, composants, etc.) et cou-
vrir davantage le spectre des éléments fonctionnels et extrafonctionnels [Beugnard et al. 1999]. De plus,
ils doivent aussi suivre le cycle de vie des systèmes et, contenir et maintenir à jour diverses informations
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sur le contexte de spécification et de vérification (contraintes, propriétés et éléments spécifiés, contexte
d’évaluation, etc.). De telles informations doivent aussi être rendues accessibles à l’exécution, puisque
l’adaptation opère à ce moment. De cette façon, comme les contrats effectuent des vérifications sur di-
verses propriétés et éléments des composants, ils permettent de réaliser des observations sur diverses
sous-parties du système et de localiser des variations ou erreurs liées au fonctionnement ou à l’envi-
ronnement. Lors des fluctuations des propriétés extrafonctionnelles, les cas d’erreurs ou de fautes sont
détectées par les contrats et entraînent leurs violations. Ces violations de contrats sont alors très fré-
quemment gérées par une politique restrictive qui consiste à rejeter l’opération et déclencher des signaux
d’erreurs en attribuant un blâme à la partie responsable de la faute. Toutefois, il est aussi potentiellement
possible d’envisager d’autres types de traitements tels que i) ignorer la violation du contrat comme si
ce dernier était absent ou désactivé, ii) attendre que d’autres potentielles opérations changent l’état du
contrat violé, ou encore iii) négocier les termes du contrats en faisant intervenir les parties concernées.
Par ailleurs, comme les contrats formalisent justement les obligations entre les différents composants,
les différentes parties impliquées dans un contrat sont clairement connues et diverses formes de res-
ponsabilité peuvent en plus leur être attribuées, compte tenu des différents rôles qu’elles ont dans les
collaborations. Ces responsabilités permettent alors de comprendre plus finement les erreurs détectées
et, outre l’attribution de blâmes aux parties fautives, elles peuvent être exploitées pour élaborer des mé-
canismes d’auto-adaptation visant à rétablir les contrats et adapter dynamiquement le système.
Dans notre approche de l’auto-adaptation, comme la spécification et la vérification des propriétés sont
organisées autour des contrats et que ces derniers contiennent diverses informations riches et à jour sur
lesquelles il est possible de raisonner, nous soutenons l’idée selon laquelle les mécanismes de rattrapage
doivent aussi faire partie de la contractualisation, en plus de s’appuyer sur la structuration en composants
motivée précédemment. Par conséquent, nous prolongeons l’approche contractuelle en organisant l’auto-
adaptation par des mécanismes de négociation automatisés de contrats entre composants dans le but
de rétablir la validité des contrats. Ainsi, de la même façon que les contrats sont définis pour régir le
fonctionnement des composants, la négociation de contrats trouve naturellement sa place en permettant
à ces derniers de conduire et négocier eux-mêmes le contrat violé dans lequel ils sont impliqués de sorte
à adapter le système et à rétablir le contrat. Le rétablissement du contrat en sortie de l’auto-adaptation
permet alors de s’assurer du retour à un état valide de la sous-partie du système impactée.
Dans son sens le plus général, la négociation constitue « un processus par lequel deux ou plusieurs
parties échangent des propositions pour parvenir à un un accord mutuel » [Pruitt 1981]. Elle représente
donc une notion fondamentale qui permet de façon générale de gérer dynamiquement les interactions
d’entités dans un contexte où ils ont individuellement une certaine intelligence, et doivent collective-
ment s’organiser de façon distribuée dans un environnement qu’ils partagent (organisation d’un travail
commun, planification cohérente d’actions, etc.). En revanche, la notion de négociation est très générale
et reste souvent difficile à appréhender en raison des nombreux concepts qu’elle intègre mais aussi de
son applicabilité dans divers contextes. En particulier, elle est couramment utilisée dans le domaine des
systèmes multi-agents en tant que mécanisme puissant pour supporter la coopération ou la coordination
d’agents logiciels qui ont des dépendances et sont fortement autonomes [Briot et Demazeau 2001].
Vis-à-vis de la négociation de contrats logiciels, il apparaît naturel que les composants qui sont liées
par les contrats soient assimilables aux participants d’une négociation, si un contrat est violé. Pour conce-
voir notre modèle de négociation, l’étude de la négociation dans les systèmes multi-agents sera donc
effectuée en analysant les mécanismes sous-jacents et les différentes composantes nécessaires, avec une
attention particulière sur le protocole de négociation, les objets négociés, et le raisonnement des com-
posants. Compte tenu de notre objectif, le modèle de négociation proposé sera aussi élaboré dans une
approche pragmatique qui prend en compte les spécificités de l’approche par composants, celles des
contrats logiciels ainsi que les contraintes de l’auto-adaptation des systèmes. Les diverses informations
contenues dans les contrats seront exploitées et des modélisations explicites des propriétés extrafonc-
5
Chapitre 1. Introduction
tionnelles compositionnelles seront aussi utilisées pour piloter la négociation dans les hiérarchies de
composants et offrir un minimum de contrôle dans le déroulement de celui-ci. De plus, des contrats né-
gociables seront aussi définis sur le système de négociation lui-même, de façon à contrôler voire adapter
les processus de négociation. Par ailleurs, les mécanismes d’auto-adaptation proposés dans le cadre de
notre modèle de négociation ainsi que l’autonomie résultante des systèmes seront aussi évalués dans la
perspective connexe de l’approche autonomique qui vise à créer des systèmes informatiques capables de
s’autogérer.
1.3 Hypothèses principales
L’Objectif de cette thèse est de concevoir un modèle de négociation pour composants logiciels contrac-tualisés. Cette section présente les principales hypothèses de nos travaux.
Génie logiciel à composants. Nous prenons comme point de départ de nos travaux l’approche
par composants et les systèmes construits à partir de composants logiciels. En particulier, nos travaux
s’appuient sur la plate-forme de composants logiciels Fractal [Bruneton et al. 2006]. Ce modèle de com-
posants récemment introduit est un canevas de conception, général et modulaire qui offre différentes
qualités intéressantes en plus de reprendre les principales caractéristiques des modèles de composants
existants (encapsulation, séparation entre interfaces et implémentations, séparation des préoccupations,
description explicite des dépendances, description architecturale, etc.). Ainsi, il supporte l’organisation
hiérarchique et le partage de composants, maintien la notion de composant aussi à l’exécution, offre des
capacités réflexives et des possibilités de reconfiguration dynamique, et effectue la gestion des aspects
techniques des composants par des entités dédiées en suivant une approche par séparation des préoccu-
pations. Le modèle présente aussi l’avantage de pouvoir servir de base à diverses extensions [Coupaye
et al. 2008] et il propose une plate-forme complètement opérationnelle qui supporte différents langages
et types d’implémentation. Toutes ces caractéristiques en font donc un support idéal pour nos recherches.
Approche contractuelle. Pour effectuer la spécification et la vérification des propriétés, nos tra-
vaux s’appuient sur une application de l’approche contractuelle aux composants logiciels. Dans cette
optique, un système de contractualisation, nommé ConFract [Collet et al. 2005] et précédemment défini
dans l’équipe RAINBOW du Laboratoire I3S, applique l’approche contractuelle à des composants hiérar-
chiques tels que ceux définis dans le modèle de composants Fractal . Ce système de contrats définit des
caractéristiques intéressantes en adéquation avec notre démarche. Les contrats sont des objets de pre-
mière classe qui sont construits à partir de spécifications. Ils permettent de spécifier et vérifier diverses
propriétés sur les différents éléments d’architecture des composants (interfaces, assemblages interne et
externe), attribuent diverses responsabilités aux composants et suivent le cycle de vie des composants.
Cette caractéristique est fondamentale pour effectuer des vérifications diverses lors de l’exécution du
système, car les contrats peuvent ainsi observer le fonctionnement des composants et reporter des er-
reurs. Lorsqu’ils sont violés, la politique actuelle du système consiste basiquement à signaler les erreurs
ainsi que les composants responsables concernés. Pour mettre en œuvre complètement l’auto-adaptation
dans les systèmes à composants contractualisés, les mécanismes de négociation sont bâtis sur le système
ConFract , et le travail de cette thèse s’inscrit donc en directe extension de ce système.
Approche par négociation Il existe plusieurs façons de mettre en œuvre l’auto-adaptation dans
les systèmes. Dans le cadre des systèmes construits par assemblage hiérarchique de composants logi-
ciels, la réponse à la question principale posée dans la problématique est qu’il nous semble possible
de s’appuyer sur les composants pour répartir et conduire l’auto-adaptation. Ainsi, l’approche défendue
dans cette thèse consiste à proposer de nouvelles techniques d’auto-adaptation dans les composants en se
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basant sur le concept de négociation. Comme les contrats régissent le fonctionnement des composants,
la responsabilité de l’auto-adaptation leur est confiée. Les composants impliqués vont alors interagir et
vont négocier dynamiquement pour réaliser l’auto-adaptation du système. Pour cela, les composants sont
munis de certaines capacités et interagissent entre eux par les mécanismes de négociation automatisés de
contrats proposés, et sur la base de leur responsabilité dans les contrats violés.
1.4 Contributions
LA principale contribution de ce travail de thèse est la conception d’un modèle de négociation automa-tisé de contrats pour des composants logiciels hiérarchiques. La négociation porte sur des contrats
logiciels et celle-ci est notamment pertinente lorsque les contrats spécifient des propriétés extrafonc-
tionnelles. Elle s’opère surtout à l’exécution des systèmes pour réagir aux fluctuations des propriétés
extrafonctionnelles. Elle vise de façon automatisée à adapter dynamiquement le système et à rétablir la
validité des contrats lorsqu’ils sont violés. Plus précisément, les principaux éléments de contributions
sont les suivants :
– la définition des éléments de base nécessaires à la mise en œuvre de mécanismes de négociation
pour composants logiciels contractualisés ;
– le développement de deux politiques différentes de négociation qui offrent clairement deux dé-
roulements possibles des négociations et qui se distinguent du point de vue de leur portée et des
éléments qu’elles adressent. La politique par concession exploite la responsabilité de bénéficiaires
des contrats, vise à effectuer des adaptations des contrats et reste confinée au niveau de hiérar-
chie de la violation. La politique par effort s’appuie sur la responsabilité de garant des contrats,
vise à effectuer des adaptations sur les composants et peut potentiellement se propager dans les
hiérarchies de composants.
– le développement d’un support permettant d’intégrer des propriétés extrafonctionnelles dans les
composants logiciels, et de raisonner sur les propriétés compositionnelles dans les hiérarchies
des composants. Ce support permet d’expliciter certaines classes de propriétés extrafonctionnelles
vis-à-vis des composants pris individuellement. De plus, il fournit des mécanismes permettant
de raisonner simplement sur des propriétés compositionnelles des composants. Ce support est en
particulier exploité dans la politique par effort pour propager les négociations dans les hiérarchies
des composants ;
L’application de ces propositions est démontrée sur la plate-forme de composants Fractal et sur le
système de contrats ConFract . Les propositions sont illustrées sur des exemples tirés d’une application
de validation détaillée dans l’annexe A. Les contributions développées ainsi que leur utilisation sont aussi
évaluées de façon qualitative et les résultats des premières expérimentations sont présentés.
1.5 Plan du document
LA suite de ce document de thèse se décompose en neuf chapitres regroupés en deux parties.La partie I présente l’état de l’art décrivant les trois principaux domaines de recherche connexes à ce
travail.
Chapitre 2 Ce chapitre présente les principales approches contractuelles dans les composants logiciels.
Il rappelle les principales approches contractuelles dans les objets et décrits les éléments spécifiés
dans les contrats et les techniques de vérifications dans les composants. Ce chapitre présente aussi
les contrats électroniques et les systèmes de gestion de contrats proposés dans ces environnements.
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Chapitre 3 Ce chapitre présente une importante vision d’ensemble sur les aspects extrafonctionnels.
Il présente rapidement les principales problématiques avant de décrire successivement dans une
approche verticale, les principales classifications des aspects extrafonctionnels, les langages de
spécifications de qualité et les mécanismes de gestion des aspects extrafonctionnels.
Chapitre 4 Ce chapitre présente un panorama complet des concepts et des travaux relatifs à la négocia-
tion dynamique. Il fournit une vision d’ensemble des concepts autour de la négociation dynamique
en général et des ses approches alternatives. Puis, les principaux travaux issus du domaine des sys-
tèmes multi-agents sont présentés.
Chapitre 5 Ce chapitre conclut l’état de l’art en tirant des conclusions sur les travaux étudiés et en
donnant le cahier des charges du modèle de négociation.
La partie II regroupe les contributions de ce travail de thèse.
Chapitre 6 Ce chapitre présente le modèle de négociation de contrats développé au cours de ce travail
de thèse. Il commence par présenter les principes et les différents éléments de base du modèle.
Puis, il détaille et illustrent les politiques de négociations conçues. Enfin, il effectue un retour sur
les choix effectués.
Chapitre 7 Ce chapitre présente les patrons d’intégration des propriétés extrafonctionnelles et le support
de raisonnement compositionnel associé aux propriétés compositionnelles. Les propositions sont
d’abord présentées d’une façon abstraite avant d’être appliqué dans la plate-forme Fractal .
Chapitre 8 Ce chapitre décrit la mise en œuvre du modèle de négociation dans la plates-formes Fractal
et ConFract . Cette mise en œuvre repose sur la version 2.5 de l’implémentation de référence Julia
de la plate-forme Fractal , et sur la première version du système ConFract . Les principaux éléments
d’architecture du système, leur implémentation et leurs interactions y sont présentés.
Chapitre 9 Ce chapitre regroupe les éléments d’évaluation du modèle de négociation. Une évaluation
qualitative du modèle et des processus de négociation est tout d’abord présentée, puis quelques
éléments méthodologiques sont décrits et enfin les résultats des premières évaluations de perfor-
mances sont présentés.
Enfin, le chapitre 10 conclut ce document. Il effectue un résumé des contributions, présente les pers-
pectives de recherches soulevées par ce travail de thèse et liste les publications liées à cette thèse.
1.6 Financement et contexte de travail
Ce travail de thèse a été financé par une allocation de recherche du ministère MENESR d’une durée
de trois ans. Il a été réalisé au sein du projet OCL puis RAINBOW 1, du Laboratoire I3S 2 à Sophia
Antipolis, dans une sous-thématique du projet qui s’intéresse à l’application des approches contractuelles
dans les architectures orientées composants ou services. Les recherches ont aussi été menées en étroite
collaboration avec le contrat de recherche externe I3S/France Télécom R&D no 46132097. Les résultats








Buts et portée de la partie
L’objectif de cette première partie est de fournir un état de l’art des principaux travaux connexes à
cette thèse. Les travaux présentés dans ce chapitre sont regroupés selon trois grands axes. Le premier
chapitre effectue une brève étude des travaux autour des composants contractualisés et des systèmes de
contractualisation. Le deuxième chapitre propose une vision d’ensemble sur les aspects extrafonction-
nels, leurs définitions ainsi que les mécanismes de spécification et d’adaptation dynamique. Enfin, le
troisième chapitre présente une étude des concepts et des mécanismes de négociation dynamique, en




Contrats dans les composants
LA plupart des travaux qui portent sur les contrats dans les composants trouvent leurs origines dansles premières approches contractuelles dans les systèmes à objets. D’un point de vue strictement
fonctionnel, dans les systèmes à objets ou à composants, des groupes d’entités coopèrent pour effectuer
diverses tâches ou maintenir certains états du système. Les contrats visent alors à expliciter les fonction-
nalités apportées par de telles entités ainsi que les interactions qui interviennent entre groupes d’objets
ou de composants.
2.1 Contrats dans les objets
La notion de contrat telle qu’elle est actuellement acceptée est attribuée aux travaux de Meyer [Meyer
1992a]. Ces travaux se focalisent surtout sur le point de vue de l’interaction client-serveur entre deux
objets, et ils sont menés dans l’objectif principal de réduire la complexité des systèmes à objets et d’aug-
menter leur fiabilité. De façon parallèle, une autre contribution importante est issue des travaux de Helm
et al. [Helm et al. 1990] qui s’attachent davantage à expliciter les interactions entre objets coopérants
dans une optique de réutilisabilité.
Contrats comportementaux
Les contrats définis par Helm et al. [Helm et al. 1990; Holland 1992] partent du constat selon lequel
les interactions entre les objets représentent l’aspect fondamental et de première importance des systèmes
à objets [Holland 2003]. Ces contrats ont donc été introduits dans l’objectif de rendre plus explicite les
interactions entre les objets coopérants. De ce fait, ils visent donc à faciliter la conception et la réutilisa-
bilité des groupes d’objets au delà de celles des simples classes. Chaque objet coopérant est vu comme
étant un participant potentiel d’un contrat et ce dernier définit des obligations contractuelles associées à
un ensemble de participants. Ces obligations se distinguent selon les obligations de type, qui portent sur
le type des variables et des méthodes et les interfaces externes supportées par les objets), et les obliga-
tions causales qui capturent les dépendances comportementales entre objets, en terme de séquencement
des actions ainsi que de satisfaction de préconditions, à l’instanciation du contrat, et d’invariants, pendant
la durée du contrat. Pour pouvoir réutiliser des contrats existants et créer des contrats plus complexes,
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ceux-ci supportent aussi la spécialisation (rajout ou surcharge des obligations) et l’inclusion (héritage et
réunion des obligations).
Design By Contract
Avec son approche contractuelle « Design By Contract » (DbC) [Meyer 1992a], Meyer introduit
les contrats ainsi qu’un ensemble de principes et de méthodologies qui visent à être appliqués dans une
approche systématique pour faire face aux erreurs logicielles [Jézéquel et Meyer 1997] et augmenter la
fiabilité des systèmes à objets. Les contrats logiciels de Meyer sont inspirés des contrats humains bila-
téraux, et établis dans le cadre des interactions elles-mêmes bilatérales entre un client et un serveur. Ils
explicitent les bénéfices et les obligations mutuels des parties qui s’expriment alors en terme de précon-
ditions et de postconditions attachées aux opérations. Les préconditions expriment des contraintes devant
être satisfaites par l’appelant d’une opération pour que celle-ci puisse se dérouler correctement, alors que
les postconditions expriment des contraintes qui sont satisfaites par l’opération en sortie de celle-ci. De
plus, un autre élément important défini dans DbC est la notion d’invariant de classe qui représente une
propriété qui s’applique et doit être satisfaite pour toutes les instances d’une classe. Les contrats deMeyer
font partie intégrante du langage Eiffel [Meyer 1992b] et sont aussi appliqués de façon par extension à
d’autres langages de programmation, comme Java [Findler et al. 2001]. Les pré et postconditions sont
implémentées par des assertions formées par des expressions booléennes. Elles sont vérifiées à l’exécu-
tion des programmes, et les contrats non satisfaits entraînent alors des levées d’exception qui indiquent
des erreurs, soit vis-à-vis de l’appelant pour une précondition, soit de l’appelé pour une postcondition.
Dans le cas général et compte tenu de leur expresssivité, les spécifications par des assertions ne sont
pas décidables pour toute exécution, et donc non vérifiables statiquement. Les faiblesses des assertions
comparées à d’autres techniques de spécification plus formelles sont reconnues. Toutefois, la spécifica-
tion par des assertions constitue un bon compromis pour mettre en œuvre facilement des techniques de
fiabilité dans les systèmes logiciels [Meyer 1992a]. Ainsi, l’approche DbC présente de nombreux avan-
tages (documentation automatique, aide à la conception, exploitation pour les tests) et elle est devenue
populaire car elle permet, non seulement de spécifier les bénéfices et les obligations des opérations, mais
fournit aussi, dans une approche systématique, des mécanismes intégrés aux langages pour vérifier les
contrats objets, client-serveur, et signaler leurs violations.
2.2 Contrats dans les composants
Cette section présente les éléments essentiels des principales propositions de contrats dans les com-
posants et apporte une conclusion comparative.
Spécifications d’interface
Büchi et Weck [Buchi et Weck 1997] définissent un langage conçu comme une extension de Java
pour définir des spécifications sur les interfaces des composants. Les contrats ressemblent très fortement
aux travaux initiaux de Helm et Holland dans les objets, si ce n’est qu’ils sont directement intégrés
au langage Java et que les spécifications peuvent référer des éléments privés des composants, lesquels
doivent alors être vus comme des boîtes grises [Buchi et Weck. 1999].
Han [Han 1998, 2000] présente un canevas qui vise à spécifier l’utilisation des interfaces de compo-
sants. Le canevas veut prendre en compte les aspects des interfaces relatifs à leur signature (syntaxe des
attributs et des opérations accessibles), leur configuration (ports fournis et requis), leur comportement
(pré et postconditions), leur interaction (protocole d’utilisation) et leur qualité (mentionnée sans plus de
détails). Han met en avant les qualités de simplicité (notations proches des IDLs) et de légèreté.
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Niveaux de contrats
Beugnard et al. [Beugnard et al. 1999] définissent une classification de quatre niveaux de contrats
dans les composants. Les contrats basiques décrivent les éléments syntaxiques des opérations des com-
posants. Les contrats comportementaux spécifient le comportement des opérations en termes de pré et
postconditions et d’invariants de classe. Les contrats de synchronisation spécifient le comportement glo-
bal des composants en termes de synchronisation des diverses invocations des opérations, et permet, par
exemple, de décrire les relations de séquence et de parallélisme. Enfin, les contrats de qualité de service
expriment les paramètres de qualité requis et fournis. Ces contrats couvrent différents aspects relatifs
aux opérations des composants. Ils sont mis en relation avec le cycle de vie des composants défini par
les étapes de conception, chargement des composants, exposition des services, invocation et destruction
des composants, et un cycle de vie des contrats est donc aussi défini (définition, inscription, application,
terminaison, suppression). Par exemple, les contrats basiques sont vérifiés lors de la compilation. Les
contrats comportementaux sont vérifiés lors de l’exécution et ne sont généralement pas modifiés. Par
contre, les contrats de synchronisation peuvent varier dans le temps, et plusieurs composants peuvent
avoir un même contrat de synchronisation. Pour ce qui est des contrats de qualité, il n’y a pas de descrip-
tions très précises mis à part le fait qu’ils spécifient des paramètres de QdS décrivant les qualités requises
et offertes, et que celles-ci peuvent potentiellement être négociées. Ces contrats sont appliqués dans le
cadre d’applications distribuées [Lorcy et al. 1998]. La structure exacte des contrats n’est pas précisée
mais une infrastructure pour les supporter est implémentée comme extension d’un intergiciel existant.
Cette infrastructure permet d’attacher, détacher des contrats de composants, modifier certains termes des
contrats, etc.
CoCoNut
Reussner [Reussner 2001, 2003] propose un modèle pour spécifier les aspects relatifs à l’adhérence,
la compatibilité et l’adaptation aux contextes des composants, lors de leur utilisation (assemblage, dé-
ploiement, configuration) et de leur exécution (invocation des services requis/fournis). Pour cela, il intro-
duit de nouvelles interfaces fournies et requises qui intègrent en plus des protocoles fournis et requis. Ces
protocoles sont exprimés par des machines à états finis et décrivent des séquences d’appels valides, reçus
et émis par les composants. Ils peuvent alors être utilisés pour effectuer des tests d’interopérabilité et de
substituabilité entre deux composants, par extension des règles de sous-typage de contrat et d’interopé-
rabilité sur les pré et postconditions des méthodes des composants. De plus, des contrats paramétriques
sont aussi définis pour lier les interfaces fournies et requises d’un même composant. Ils paramétrisent les
préconditions d’un composant par rapport à ses postconditions et vice-versa. Ainsi, ces contrats paramé-
triques permettent de calculer des cas d’interopérabilité plus faibles entre deux composants en réduisant,
par intersection des protocoles, leur coopération aux seules interactions requis-fournis satisfaites. Ces
propositions visent et sont expérimentées sur la plate-forme à composants des Enterprise JavaBeans.
Contrats de besoins/assurances
Rausch [Rausch 2000] propose un système permettant de décrire les besoins et les assurances des
composants (requirements/assurances an anglais). Dans ce système, les besoins expriment les propriétés
dont un composant requiert de son environnement alors que les assurances expriment les propriétés assu-
rées par un composant à son environnement, dès lors que ses besoins sont satisfaits. Ainsi, ces contrats de
besoins/assurances permettent de spécifier les dépendances externes entre composants, en indiquant pour
chacun d’entre eux les assurances qui sont garantis par les besoins satisfaits. Ils sont formés entre des
composants et incluent les instances de composants concernées, leur connexions et les correspondances
explicites entre les interfaces fournies et requises impliquées dans les relations de besoins/assurances.
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Les contrats de Rausch sont spécifiés dans un modèle formel mais les transformations de ce modèle vers
les contrats comportementaux restent encore vagues. De plus, les vérifications des contrats sont opérées
manuellement lorsque les composants changent, par exemple par des preuves à établir sur les prédicats
assurés et requis.
Contrats dans ConFract
Le système ConFract [Collet et al. 2005] applique l’approche contractuelle aux composants logiciels
hiérarchiques. Il définit trois types de contrats permettant de spécifier et de vérifier diverses propriétés sur
les connexions des interfaces, les compositions internes et les usages externes des composants. Le contrat
d’interface contractualise une relation client-serveur, comme les contrats usuels client-serveur dans les
systèmes à objets. Il est établi sur chaque connexion entre une interface requise et une interface fournie et
regroupe les spécifications des deux interfaces. Le contrat de composition externe contractualise l’usage
d’un composant vis-à-vis de son environnement, et est construit à partir des spécifications qui ne réfé-
rencent que des interfaces visibles à l’extérieur de la membrane et placées sur celle-ci. Enfin, le contrat de
composition interne contractualise, quant à lui, l’assemblage et le comportement d’un composant com-
posite 3 vis-à-vis de son contenu, et ne contient que les spécifications qui référencent des interfaces dans
le contenu du composite (interfaces internes du composite, ou interfaces externes des sous-composants).
Les contrats sont gérés par une entité dédiée – le gestionnaire de contrats – placée sur le composant
composite sur lequel est défini le contrat. Comme ils suivent le cycle de vie des composants, ces contrats
sont à jour vis-à-vis de l’architecture des composants surveillée, et permettent donc d’effectuer diverses
vérifications et localisations d’erreurs. De plus, ils identifient clairement, pour chaque clause de contrat,
des responsabilités (garant, bénéficiaires, contributeurs), attribuées aux composants par le modèle de
contrats. Dans ce système, les contrats sont dynamiquement construits par le gestionnaire de contrats,
en fonction des événements d’assemblage des composants, à partir de spécifications exprimées dans un
formalisme. De plus, ils sont mis à jour lors des reconfigurations dynamiques. La première version du
système intègre un langage d’assertions exécutables nommé CCL-J (Component Constraint Language
for Java en anglais), inspiré d’OCL et adapté aux composants logiciels. Ce langage supporte les caté-
gories de spécification classiques (pré et postconditions, invariants de configuration) dont la portée est
associée aux interfaces et aux composants. Enfin, les contrats construits sont vérifiés par évaluation, à di-
vers moments, dès que l’environnement nécessaire à leur évaluation est connu. Dans le cas d’un langage
d’assertions exécutables comme CCL-J , ces moments sont déterminés pour chaque catégorie d’asser-
tions et correspondent, à la phase de fin de configuration des composants pour les invariants ou, à la
phase d’exécution, lors des appels et retours de méthodes pour les pré et postconditions. Les clauses
des contrats sont donc évaluées selon un environnement d’évaluation bien précis, et permettent de tester
qu’un composant respecte bien sa spécification (test d’admission), et de vérifier et détecter les violations
de contrats à l’exécution.
La deuxième version du système ConFract est en cours de finalisation [Collet et al. 2007b; Ozanne
2007] et propose un canevas de contractualisation plus général, nommé Interact, qui est abstrait, à la fois,
des entités architecturales (composants, services...) et des formalismes de spécification. Il offre ainsi la
possibilité d’intégrer des formalismes autres que les assertions exécutables (protocoles comportemen-
taux, logiques temporelles, etc.) [Collet et al. 2006]. Un modèle central de contrats est défini dans lequel
les spécifications sont réifiées et interprétées, en terme de données échangées entre un composant et son
environnement, selon le paradigme hypothèse/garantie (assume/guarantee en anglais) [Abadi et Lamport
1993] De plus, chaque contrat construit se compose maintenant de clauses de contrats et d’un accord, tout
en continuant à attribuer des responsabilités précises aux entités contractualisées. Ainsi, en utilisant les
3. Un composant composite est un composant formé d’assemblages d’autres composants.
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descriptions d’architecture de ces entités, les clauses et l’accord peuvent alors être vérifiés pour évaluer,
respectivement, la conformité d’une spécification vis-à-vis de son implémentation, et la compatibilité
entre des spécifications de composants, lorsqu’ils sont impliqués dans une relation horizontale (relation
de type client-serveur) ou verticale (relation d’assemblage).
2.3 Contrats électroniques
Plus récemment, avec la maturité d’Internet et le développement des web services, les systèmes
monolithiques et les services électroniques classiques (e-business) sont progressivement remplacés par
un environnement dans lequel des fournisseurs et consommateurs de services, faiblement couplés, sont
interconnectés et interagissent de façon dynamique. Ainsi, les services sont découverts et établis en
fonction des besoins ; les parties qui interagissent sont liées à la demande ; les termes des interactions
peuvent changer d’une interaction à l’autre ; les durées des interactions sont variables et celles-ci peuvent
s’opérer sous diverses conditions de qualité. Dans ce cadre, de nombreux travaux autour des contrats
électroniques ont été réalisés. La suite présente la nature de ces contrats ainsi que les systèmes proposés
pour les gérer.
Nature des contrats
Les contrats électroniques [Merz et al. 1998b; Keller et al. 2002] ont été proposées pour formaliser
les relations entre les différentes parties qui interagissent dans les interactions de service. Ils permettent
de formaliser et leur construction et leur gestion de façon automatisée. Les termes spécifiés dans ces
contrats sont assez basiques et restent assez similaires à ceux contenus dans les contrats usuels [Merz
et al. 1998b; Hoffner et al. 2001]. Ils reprennent et formalisent les différentes parties du contrat, leurs
rôles ainsi que les droits et devoirs de chacune d’entre elles en termes de livrables, de coûts, délais,
niveaux de service, paramètres de QdS, et aussi, dans certains cas, des pénalités en cas de non respect
des conditions.
Les premières transactions électroniques, basées sur XML et définies dans le cadre de la suite des
standards ebXML [ebXML 2001], introduisent des contrats qui permettent de formaliser le contexte
d’interopérabilité des transactions entre organisations. La construction des contrats s’appuie sur un pro-
tocole de collaboration entre les parties nommé CPPA (Collaboration Protocol Profile and Agreement
en anglais) [ebXML CPPA 2002] qui permet de mettre en correspondance et d’affiner successivement les
profils des organisations (identités et rôles des organisations, nature des messages échangés, mécanismes
de transport des messages...).
Plus récemment, le canevas WSLA [Ludwig et al. 2003] proposé par IBM permet de définir et
de gérer des contrats de QdS sur des services web. Il fournit un langage de spécification de contrats de
service qui permet d’associer des contraintes extrafonctionnelles à des descriptions de services exprimées
dans des langages dédiées (WSDL [Christensen et al. 2006] pour les web services, JSDL [Anjomshoaa
et al. 2005] pour les soumissions de jobs, etc.). Dans WSLA, les contrats de qualité sont exprimés par
des SLA (Service Level Agreement). Un SLA représente un type de contrat de Qualité de Service utilisé
pour spécifier de façon générale les qualités fournies par un fournisseur à un client. Il spécifie des parties,
des descriptions des services (opérations concernées, paramètres de SLA) et des obligations (garanties
de QdS, actions et pénalités en cas de violation). DansWSLA, les contraintes extrafonctionnelles portent
surtout sur des éléments liées à la performance (temps de réponse, débit, etc.), et au delà de la définition
de contrats de qualité, le canevas met surtout l’accent sur la définition d’une architecture pour intégrer
des contrats à des interactions basées sur des services en définissant des services de déploiement, de
surveillance, de mesures et d’évaluation des contrats [Keller et Ludwig 2003]. D’autres travaux en cours
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[Skene et al. 2004] tentent aussi de définir de façon plus précise la sémantique des SLA par le biais d’un
vocabulaire dédié issu de cas d’étude industriels et une modélisation en UML de la syntaxe.
WS-Agreement [Andrieux et al. 2005] est un autre standard en cours de définition par dans un
groupe de travail du Global Grid Forum. Ce standard fournit des moyens pour définir des accords entre
deux parties sur des niveaux de qualité, et il trouve son intérêt dans les situations où les consommateurs
de service souhaitent avant d’interagir avoir certaines garanties de conditions de services de la part des
fournisseurs (e.g temps de réponse inférieur à 1 seconde pour taux d’arrivées de 100 requêtes à la mi-
nute). Structurellement, un accord se forme d’un nom, d’un contexte et de termes qui décrivent à la fois
les services (fonctionnalités) et les garanties de qualité sur chaque service. Ces garanties de qualité sont
souvent exprimées par des valeurs constantes ou des intervalles de valeurs acceptables, et pour offrir
de telles garanties, les fournisseurs sont alors amenés à effectuer de la réservation de ressources selon
les demandes des consommateurs. La spécification WS-Agreement spécifie un schéma XML pour dé-
crire les documents XML des accords, une représentation des modèles d’accords (agreement templates),
des interfaces pour construire et gérer les instances d’accords (surveillance, etc.), ainsi qu’un protocole
pour la création d’un accord en utilisant des modèles de contrats (templates). Toutefois, bien que cette
spécification couvre de nombreux autres aspects, elle ne prend pas encore en compte les possibilités de
re-négociation des SLA établis [Andrieux et al. 2004; Dan et al. 2004].
Les contrats électroniques sont souvent établis de manière unilatérale par le fournisseur de services
sans qu’il y ait d’échanges visant à former le contrat d’une façon commune. De plus en plus, le contrat
effectif est le résultat d’une phase de négociation simple basée sur des échanges successifs de proposi-
tions de contrats (contract template) [Ludwig 2002; Ludwig et al. 2005]. Dans ce cas, les fournisseurs
offrent un ensemble prédéterminé de services sous diverses conditions éventuellement ouvertes et les
consommateurs choisissent ou complètent les propositions de contrats parmi ceux disponibles. Les pro-
cessus de négociation mis en œuvre restent spécifiques au système de gestion des contrats associé, et
utilisent souvent des techniques de mises en correspondance (matchmaking en anglais) des profils des
fournisseurs et des consommateurs. Pour élaborer des protocoles de négociation plus sophistiqués, des
travaux issus des systèmes à agents sont actuellement repris pour être adaptés au cadre des interactions
de services [Andreoli et Castellani 2001; Picard 2003; Kraus 2001].
Bien que les spécifications de SLA ne l’imposent pas, les garanties de qualité des SLA sont, dans la
plupart des cas, définis de façon rigide par des constantes [Austin et al. 2004; Mobach et al. 2005], et la
vision générale actuelle est que les niveaux spécifiés doivent être maintenus. Toutefois, il est maintenant
reconnu que des possibilités de re-négociation doivent aussi faire partie intégrante des SLA [D’Arienzo
et al. 2002; Czajkowski et al. 2002, 2003] pour par exemple prendre en compte de nouvelles garanties
de services (délais de traitements, ressources mémoire et bande-passante, coûts,...).
Systèmes de gestion des contrats
Pour pouvoir gérer les contrats établis, des systèmes de gestion des contrats sont proposés. La suite
détaille les deux principaux systèmes.
Le système COSMOS [Merz et al. 1998a] définit une architecture de gestion des contrats électro-
niques qui s’appuie sur les entités suivantes : un catalogue qui regroupe et donne accès aux services des
fournisseurs et à leurs conditions d’exécution, un courtier (broker) qui permet de lier des clients à des
fournisseurs, un support de négociation qui permet de construire les contrats par échanges de documents
structurés XML, et enfin un service de signature qui permet de sceller le contrat établi. Les fournisseurs
de services sont implémentés par des CORBA Business Objects et ils publient leurs services en enregis-
trant leurs adapteurs dans le catalogue. La négociation consiste alors à i) modifier les valeurs de QdS,
ii) modifier les types et références des adaptateurs ou encore iii) transférer le contrat entre les parties.
Le modèle de contrats défini dans COSMOS lui est spécifique et il décrit i) les parties (avec leur rôles
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et leur identité), ii) les obligations des parties en terme de services et de qualité de service exprimée
sous la forme d’une liste de couples (attribut de qualité, valeur), iii) les relations entre les obligations qui
précisent par exemple les moments auxquels réaliser les services ou les traitements à appliquer en cas
d’obligations rompues, et iv) des aspects légaux qui permettent d’intégrer des clauses juridiques.
Le canevas Cremona [Keller et al. 2002; Keller et Ludwig 2002] définit une architecture permettant
de spécifier, déployer et surveiller les contrats électroniques selon la spécification de WS-Agreement.
Le système Cremona fournit des implémentations des interfaces, définies dans la spécification WS-
Agreement, afin d’implémenter les fonctionnalités de construction et de gestion des accords établis. En
plus, il définit aussi deux types d’entités spécifiques. Le premier est utilisé lors des échanges des modèles
d’accords et permet d’accepter ou non les propositions échangées en évaluant les ressources disponibles.
Une fois l’accord établi, le second permet de surveiller, les paramètres de QdS et aussi de déclencher des
activités pour résoudre les problèmes. Les mesures et vérifications des paramètres de QdS se font par
interception des appels entre les clients et fournisseurs, et les actions d’adaptation en cas de violations
des contrats peuvent consister à exécuter des actions/politiques prédéfinies, alerter un administrateur ou
encore signaler la violation au fournisseur ou au client impliqué. Enfin, il est à noter qu’en dehors de tout
aspect contractuel, d’autres travaux [Sayal et al. 2003] visent aussi à proposer des plates-formes pour
définir et mesurer des métriques de qualité dans les web services (définition de métriques de haut-niveau,
séparation de la définition des métriques de leurs mesures, réutilisations des métriques, etc). Des modèles
de qualité sont définis pour cela, et ils définissent souvent des méthodes qui permettent de décomposer
des métriques basiques en métriques plus complexes.
2.4 Synthèse
Les éléments spécifiés dans les contrats concernent en premier lieu les signatures des opérations
ainsi que leurs sémantiques opérationnelles, usuellement décrites par des pré et postconditions ainsi que
des invariants. En plus de ces éléments basiques, le protocole et le comportement des composants sont
les aspects les plus couramment adressés pour décrire les comportements dynamiques des composants
(interactions valides avec un composant vu de l’extérieur, vision dynamique de l’exécution interne d’un
composant). Ils sont formalisés par des logiques temporelles [Han 1998], des machines à états finis
[Reussner 2001] ou des spécifications de composants en boîtes grises [Buchi et Weck 1997], voire des
réseaux de Petri [Giese 2000] ou encore des algèbres de processus [Canal et al. 2000]. Vis-à-vis de
notre problématique, il en ressort que les modèles et systèmes de contrats proposés concernent surtout
les aspects fonctionnels des composants, en dépit des recommandations formulées dans la plupart des
travaux pour davantage prendre en compte les spécifications et contrats extrafonctionnels. Beugnard et
al. [Beugnard et al. 1999] listent des exemples de propriétés extrafonctionnelles telles que la latence, la
précision, etc. et évoquent, de façon très générale uniquement, les contrats de qualité et leurs possibilités
de négociation. La difficulté de spécifier les propriétés extrafonctionnelles est donc claire, et résulte
notamment de celles liée à leur définition et à leur quantification.
Du point de vue de leurs objectifs, les divers modèles de contrats proposés dans les objets et les
composants permettent de vérifier les signatures des opérations, la capacité de deux composants à inter-
agir (vision statique et dynamique), la spécialisation de comportement (refinement en anglais) [Buchi et
Weck. 1999] et la substituabilité d’un composant (substituability en anglais) [Reussner 2001]. De ce fait,
la plupart des techniques contractuelles se basent sur des approches formelles et se concentrent sur la
vérification statique des contrats. Toutefois, comme il n’est pas possible de formellement garantir qu’une
implémentation respecte bien sa spécification, les comportement réels lors de l’exécution peuvent malgré
tout être différents de ceux attendus. De plus, ces techniques formelles manquent souvent de capacités
de mesure et de quantification, nécessaires pour prendre en compte les éléments liés à l’exécution. Les
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vérifications des contrats et la détection d’erreurs à l’exécution peuvent néanmoins se faire par insertion
d’assertions dans le code [Meyer 1992a], ou par ajout d’intercepteurs dédiés dans des infrastructures
existantes (intercepteurs dans CORBA [Diakov et al. 2000; Jin et Han 2005], gestion par des wrappers
[Mingins et Chan 2002],...). Il faut néanmoins noter que les mécanismes de vérification de contrats à
l’exécution ne sont pas l’objet d’un intérêt majeur. Dans cette optique, l’approche contractuelle est sou-
vent délaissée au profit des approches basées sur la collecte et l’analyse de traces d’exécution [Andrews
et Zhang 2000].
Le système ConFract , quant à lui, se distingue des autres propositions dans le fait qu’il définit diffé-
rentes formes de contrats, pour spécifier les interactions client-serveur entre composants mais aussi pour
prendre en compte d’autres aspects liés à l’assemblage et à l’usage des composants. De plus, comme
il réifie les spécifications dans des objets contrats qui maintiennent à jour le contexte nécessaire à leur
évaluation, les contrats peuvent être évalués et vérifiés lors de l’exécution à des moments bien précis, et
ils permettent ainsi d’effectuer de la détection d’erreurs.
Pour ce qui est des contrats électroniques, leur cycle de vie se décompose globalement selon les
phases suivantes. Une première phase dite d’information permet de découvrir, localiser et comparer les
services disponibles au travers d’un catalogue de services. Une deuxième phase de négociation consiste à
établir les termes des services ainsi que les conditions de leur réalisation. Sous une forme plus ou moins
explicite, cette phase aboutit à la construction des contrats, et les ressources demandées sont garanties
par réservation. Enfin lors de la phase d’exécution, les services régis par les contrats sont exécutés et
surveillés par les systèmes de gestion des contrats. Les contrats sont souvent bilatéraux et reprennent
les éléments classiques des contrats usuels. La plupart des contrats électroniques spécifient maintenant
les contraintes de qualités par le biais des SLA, et les objectifs de qualité (SLO) sont souvent exprimés
par des valeurs constantes ou des intervalles de valeurs acceptables. Les termes des contrats sont soit
fixes et imposés par les fournisseurs de services, soit construits par des mécanismes de négociation
simples qui consistent en des échanges de propositions de contrats combinées à des mécanismes de
mise en correspondance purement syntaxique des SLA. A l’exécution, les contrats sont surveillés par
des infrastructures de gestion spécifiques. Celles-ci définissent leur propre modèle de contrats ainsi que
leurs mécanismes de gestion dédiés. Concernant la négociation, les mécanismes existants portent surtout
sur l’établissement des contrats. Les violations de contrats sont gérées par l’infrastructure sous-jacente





ÀLa différence des aspects fonctionnels qui décrivent très précisément ce que les systèmes réalisenten termes de services et de fonctionnalités rendus, les aspects extrafonctionnels décrivent plutôt les
conditions dans lesquels les fonctionnalités sont rendues. Ils sont donc importants et doivent être gérés.
Toutefois malgré cette importance, comme les aspects extrafonctionnels sont essentiellement décrits par
opposition aux aspects fonctionnels, ils ont vocation à englober tout ce qui n’est pas fonctionnel et ne
sont donc pas décrits aussi précisément que les aspects fonctionnels. Ces aspects extrafonctionnels sont
donc très divers. Ils peuvent être abordés sous différents points de vue et il en résulte une très grande
variété lorsqu’il s’agit de les définir (« à quels aspects s’intéressent-on ? », « quel sens leur donne t-on ?
»), de préciser les besoins attendus (« quels sont les besoins ? », « qu’entend-on par bonnes qualités ? »)
ou encore de les gérer (« comment établir et maintenir ces qualités ? »).
Dans ce contexte, de nombreux travaux ont été effectués, et on constate que traditionnellement bon
nombre d’entre eux ont été réalisés à l’intérieur de communautés qui œuvrent dans des domaines bien
précis. Les aspects extrafonctionnels y sont abordés sous certains points de vue très particuliers et les pro-
positions sont donc influencées par les traditions et les expertises de chaque communauté. Une première
variation sensible apparaît déjà au niveau de leur définition. Par exemple, la notion de performance, ini-
tialement introduite par la communauté du temps réel, exprime exclusivement des contraintes liées aux
temps d’exécution, alors que dans le domaine du génie logiciel, cet aspect désigne plutôt une capacité
à réaliser des fonctions sous des contraintes plus larges telles que la rapidité, la qualité des résultats ou
encore la consommation en ressources. De façon similaire, la Qualité de Service, notion très ancienne qui
a toujours été sous-jacente pour décrire les relations clients-fournisseurs dans le domaine des réseaux,
est revisitée et tend à se structurer sous des problématiques et des formes diverses dans le contexte des
systèmes électroniques sur Internet, des applications réparties et des systèmes temps-réels.
En plus de cette forte hétérogénéité et de la variabilité des définitions, une autre dimension impor-
tante qui s’impose lorsque l’on prend en compte les aspects extrafonctionnels réside dans le fait que ces
derniers sont intrinsèquement liés à la notion de variation. D’une part, comme les besoins évoluent et
que les systèmes ont une durée de vie plus longue, les exigences de qualité définies sur les systèmes
ne sont pas les mêmes et doivent être fréquemment reconsidérés. D’autre part, comme les systèmes ont
aussi une durée d’exécution allongée, la partie importante des aspects extrafonctionnels qui décrivent
le comportement du système peuvent varier fréquemment lors l’exécution et le plus souvent de façon
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non-déterministe. Comme ces aspects déterminent les qualités du système lors de son fonctionnement,
leur gestion devient alors primordiale, et de nombreux travaux ont proposé, à cet effet, divers modèles
et mécanismes permettant de les gérer. Dans le domaine des télécommunications et des réseaux, il s’agit
de contrôler l’allocation de ressources sur des éléments de l’infrastructure physique ou de définir des
protocoles et des politiques de contrôle des données. Dans les intergiciels, l’objectif est de garantir un ni-
veau de QdS de bout-en-bout et de manière transparente en se focalisant surtout sur des propriétés liées
aux qualités temporelles des messages échangés. Enfin, dans le domaine du multimédia et du temps-
réel, les travaux se concentrent respectivement sur la satisfaction au mieux et la garantie des contraintes
temporelles. Les propositions s’intéressent une nouvelle fois aux notions de qualité de services de façon
spécifique aux domaines et elles définissent leurs propres mécanismes de gestion sans réellement aborder
la gestion des aspects extrafonctionnels dans une vision globale depuis la définition jusqu’à l’utilisation
de ressources a niveau de l’infrastructure sous-jacente.
En effet, pour aborder la définition et la gestion des aspects extrafonctionnels de façon complète,
ceux-ci doivent idéalement se structurer selon les étapes suivantes :
• la spécification des propriétés extrafonctionnelles. Elle consiste à capturer les besoins extrafonc-
tionnels des applications. Pour cela, des langages de modélisation sont utilisés et permettent de dé-
finir et de modéliser les concepts extrafonctionnels étudiés avant de les associer à des contraintes
extrafonctionnelles. Les spécifications extrafonctionnelles peuvent se situer à différents niveaux,
mais elles sont habituellement définies à un niveau d’abstraction élevé et décrivent souvent de
façon quantitative des propriétés de haut-niveau liées au comportement externe du système (utili-
sation, services de haut-niveau, etc.).
• l’ exécution des aspects extrafonctionnels qui regroupe tout ou partie des étapes suivantes :
– la transformation des aspects extrafonctionnels de haut-niveau en propriétés extrafonction-
nelles plus précises. Cette étape sert à exprimer les aspects extrafonctionnels de haut-niveau et
à les décomposer en fonction de sous-aspects extrafonctionnels plus précis qui elles peuvent
être liées aux éléments de l’application ou de l’infrastructure. Cette étape est optionnelle et dé-
pend du degré d’abstraction des concepts extrafonctionnels et des langages de spécifications
manipulés.
– la réservation des ressources. Elle est généralement effectuée avant l’exécution du système
dans l’objectif de garantir au système des niveaux de ressources suffisants. La réservation des
ressources s’effectue après dimensionnement des ressources, et les niveaux de qualités garantis
sont souvent établis par un processus de négociation simple qui a lieu de façon automatisée ou
non entre les fournisseurs de l’infrastructure et des services, et les clients finaux. Lorsqu’elle est
possible, la réservation des ressources est coûteuse et la difficulté essentielle consiste à trouver
le bon niveau de ressources à réserver entre d’une part la sous-réservation (inacceptable pour
le client) et la sur-réservation (non rentabilisée par le fournisseur). Par ailleurs, cette phase de
réservation des ressources ne concerne essentiellement que les aspects extrafonctionnels les plus
orthogonaux. Les autres propriétés extrafonctionnelles moins orthogonales et qui sont davantage
liées aux fonctionnalités rendues (qualité des services, bonne exploitation des ressources, etc.)
ne sont pas directement abordées à cette étape.
– la surveillance et le contrôle des niveaux de qualité spécifiés. L’objectif est de contrôler l’exé-
cution du système dans le but de maintenir les niveaux de qualités spécifiés dans les cas où
ces derniers n’aient pas été garantis. Pour cela, des mécanismes de surveillance des propriétés
de qualités spécifiées combinées à des mécanismes et des politiques de contrôle sont usuel-
lement mises en œuvre. Ils peuvent par exemple consister à redéfinir des niveaux de qualité
alternatifs dégradés ou à adapter certains éléments du système. Dans la littérature, le terme né-
gociation correspond plus à l’établissement de niveaux de qualités alors que les mécanismes
employés pour maintenir les niveaux préalablement négocié sont généralement inclus sous le
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terme d’adaptation. Comparé aux mécanismes de réservation de ressources, les mécanismes
d’adaptation sont devenus particulièrement pertinents dans le contexte actuel où les environne-
ments sont de plus en plus hétérogènes et de plus en plus changeants.
Ces étapes décrivent un cadre général qui permet d’aborder les aspects extrafonctionnels d’une façon
complète. Toutefois, peu de travaux réalisent complètement ces différentes étapes. Au contraire, ils se
focalisent sur certaines d’entre-elles et proposent soit i) la spécification et la réservation de ressources à la
conception du système, si l’objectif est de définir les besoins pour orienter la conception et l’implémen-
tation avec des garanties de qualités du système résultant à l’exécution, soit ii) de traiter la surveillance
et le contrôle et l’adaptation des qualités à l’exécution du système si l’objectif consiste plus à se focaliser
sur l’exécution du système pour réagir aux variations de QdS par des adaptations.
La suite de ce chapitre fournit un panorama des différentes dimensions autour des aspects extra-
fonctionnels. La section suivante revient sur le problème des définitions hétérogènes des aspects extra-
fonctionnels et a pour but de donner un tour d’horizon rapide des propositions sur ce sujet. Pour mieux
appréhender la forte diversité des aspects extrafonctionnels, la seconde section fournit, à partir d’une ana-
lyse des travaux existants, différents critères que nous avons établis de façon à permettre de mieux classer
les aspects extrafonctionnels. Par la suite, les sections suivantes, en liaison plus directe avec nos travaux,
établissent une étude des différentes propositions autour de la spécification et de la gestion des aspects
extrafonctionnels. Compte tenu de notre problématique générale (cf. section 1.1), l’accent sera en parti-
culier mis sur les mécanismes de gestion des aspects extrafonctionnels dans les systèmes à composants
et lors de l’exécution des systèmes.
3.1 Normes et catalogues généraux
Pour faire face à la forte variété des définitions des aspects extrafonctionnels et à la diversité des
interprétations qui en découle, de nombreuses normes et catalogues, tels que IEEE 1061, ISO 9126 ou
le catalogue du Mitre, sont proposés avec pour objectif de décrire de façon plus universelle les qualités
du logiciel. Ainsi, la norme IEEE 1061 [IEEE 1061 1998] définit et décompose six facteurs de qualité
qui concernent l’utilisation du logiciel (utilisabilité), les qualités du logiciel en terme de prise en main
(fonctionnalité) et de qualité des services (efficacité, fiabilité) et enfin l’évolution du logiciel (mainte-
nabilité, portabilité). Cette norme vise surtout à fournir une première décomposition des six facteurs de
qualités précédents de façon à mieux les décrire. Toutefois, elle ne prend en compte que des aspects
définis à un niveau assez général et qui concernent différentes phases du cycle de vie du logiciel. Une
deuxième norme ISO/IEC 9126 [ISO/IEC 9126] s’intéresse aux six même concepts de qualités abordés
dans la norme IEEE 1061 (utilisabilité, maintenabilité, portabilité, fonctionnalité, efficacité, fiabilité).
Toutefois, bien qu’elle se concentre sur les six mêmes facteurs de qualité, ces derniers sont tous décrits
sous des décompositions différentes. Pour exemple, le concept de fiabilité se décompose dans la norme
IEEE selon la capacité à ne pas être défaillant, la tolérance aux erreurs, et la disponibilité, alors que
dans la norme ISO/IEC, elle est exprimée selon la maturité, la réparabilité et la tolérances aux fautes.
Les autres facteurs de qualité étudiés dans ces deux normes ne sont pas plus détaillés ici. Le lecteur
intéressé pourra se reporter aux documents référencés pour des descriptions plus complètes. Un autre
catalogue [Clapp et Stanten 1992] proposé par l’organisation du Mitre [Mitre Corporation (Web Site)]
propose des définitions d’autres aspects extrafonctionnels qui concernent des propriétés liées à l’utili-
sation et au fonctionnement (utilisabilité, correction, vérifiabilité, integrité, interopérabilité, résistance
aux pannes, efficacité, fiabilité), aux qualités de développement (flexibilité, portabilité) et aux aspects de
maintenance et d’évolution (maintenabilité, capacité à faire évoluer, réutilisabilité).
Les aspects extrafonctionnels présentés dans ces normes et catalogues sont des facteurs de qualité de
haut-niveau. Ils décrivent différentes propriétés qui concernent le cycle de vie du logiciel (déploiement,
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installation, fonctionnement et évolution) et proposent un premier niveau de décomposition. Ces propo-
sitions permettent surtout de définir un cadre qui fournit un premier niveau de décomposition des aspects
extrafonctionnels mais n’abordent pas les problématiques liées à leur gestion opérationnelle (spécifica-
tion, vérification, mesures, etc.). Par ailleurs, des différences au niveau de la définition ou de la décom-
position des propriétés abordées existent déjà et illustrent l’hétérogénéité mentionnée en introduction de
ce chapitre. Les normes et catalogues présentées constituent des alternatives à la définition des facteurs
de qualité, et il n’y finalement pas de système de classification unifié des aspects extrafonctionnels et des
définitions très précises.
De façon spécifique au génie logiciel à base de composants, un catalogue permettant de décrire les
attributs de qualité issus de divers domaines et transposables aux composants logiciels [Brahnmath et al.
2002] à été proposé dans le cadre du projet UniFrame [UniFrame Project (Web Site)]. Ce catalogue
contient une description plus détaillée des qualités utilisables pour les composants logiciels ainsi que
des métriques et des méthodologies pour leur évaluation. De plus, les attributs de qualité sont classés
selon différents critères : i) le domaine dans lequel ils sont le plus pertinent, ii) leur caractère constant
ou dynamique, pour faire la distinction entre les qualités dont les valeurs sont constantes ou variables
par exemple lorsqu’elles sont fonction de l’environnement, et iii) leur nature, déterminée selon qu’ils
traitent des aspects relatifs à des notions temporelles (e.g délai), d’importance (e.g priorité, précédence),
de performance (e.g débit, capacité), d’intégrité (e.g précision), de sécurité, ou encore à des notions plus
auxiliaires (portabilité, maintenabilité). Actuellement, différents paramètres de QdS sont présentés dans
ce catalogue et synthétisées dans le tableau 3.1. Contrairement aux propositions précédentes, les proprié-
tés extrafonctionnelles introduites dans ce catalogue sont de plus bas niveau. Elles se focalisent plus sur
les qualités de services à l’exécution du logiciel (débit, temps de réponse, priorité,...), et des indications
un peu plus explicites sont données pour indiquer les mesures qu’elles représentent. Toutefois, les dé-
finitions des concepts extrafonctionnels proposés restent encore assez générales et ne s’appliquent pas
réellement au domaine des composants logiciels. En particulier, il n’y pas de méthodologie qui détaille
comment ces concepts devraient être spécifiées à la phase de conception des composants et comment
elles devraient être gérées à l’implémentation et à l’exécution des composants. L’objectif des travaux
menés dans ce projet consiste davantage à tendre vers une définition commune de certains paramètres
de qualité, par regroupement et adaptation des propriétés définies dans de nombreux domaines voisins.
En conséquence, les mécanismes de mesures et les relations entre ces aspects ne sont pas réellement
abordés.
3.2 Critères de classifications
L’étude des principaux travaux sur les normes et les catalogues des qualités du logiciel (IEEE 1061,
ISO 9126, catalogue de qualité du Mitre) montre que ces derniers restent très généraux et ne proposent
pas réellement de système de classification unifié et suffisamment précis des aspects extrafonctionnels.
De ce fait et compte tenu de la difficulté du problème, ceux-ci restent alors souvent imprécis et définis de
façon adhoc. Dans cette section, nous présentons, à titre de synthèse, quelques critères de classification
qui permettent de notre point de vue de mieux distinguer les aspects extrafonctionnels. Pour entamer
cette discussion, nous considérerons tout d’abord que les aspects extrafonctionnels sont des éléments
ou des propriétés qui influencent les fonctionnalités rendues par ces entités et que l’on peut apprécier
d’une manière qualitative ou quantitative. En particulier, la dépendance entre aspects fonctionnels et
extrafonctionnels peut-être traduite par le fait que les aspects extrafonctionnels influencent les aspects
fonctionnels en contribuant à leur définition, à leur amélioration ou à leur dégradation. Pour cette
classification, nous analyserons les aspects extrafonctionnels en traitant successivement les points de vue
à partir desquels on peut les aborder, le cycle de vie des systèmes, le niveau d’abstraction auxquels ils
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Aspects Description
Tolérance aux erreurs (dependability) Mesure de la probabilité d’un composant à être exempt d’erreurs
Sécurité (security) Mesure de la capacité d’un composant à résister aux intrusions
Adaptabilité (adaptability) Mesure de la capacité d’un composant à tolérer des changements
en termes de besoins des utilisateurs et des besoins en ressources
Maintenabilité (maintainability) Mesure de la facilité de maintenance d’un système logiciel
Portabilité (portability) Mesure de la facilité pour migrer un système dans un nouvel
environnement
Débit (throughput) Mesure de l’efficacité ou la vitesse d’un composant
Capacité (capacity) Mesure du nombre maximum de requêtes concurrentes suppor-
tées par un composant
Temps de réponse, latence (turn-around
time)
Mesure du temps mis par un composant pour rendre le résultat
d’une opération
Contraintes de parallélisme (parallelism
constraints)
Mesure de la capacité d’un composant à supporter des commu-
nications synchrones et asynchrones
Disponibilité (availability) Mesure de la durée pendant laquelle le composant est disponible
pour offrir un service particulier
Contraintes d’ordonnancement (ordering
constraints)
Indication sur l’ordre des résultats rendus
Evolution (evolvability) Indication de la facilité d’un composant à évoluer sur une pé-
riode de temps
Résultat (result) Indication de la qualité des résultats rendus
Réalisabilité (achievability) Indication de la capacité d’un composant à fournir un service de
degré supérieur à celui annoncé
Priorité (priority) Indication du fait qu’un composant puisse fournir des services
prioritaires
Présentation (presentation) Indication de la qualité de présentation des résultats rendus
TABLE 3.1 – Synthèse des propriétés extrafonctionnelles introduites dans le catalogue UniFrame.
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sont définis, leur décomposition en d’autres aspects extrafonctionnels.
Points de vue Les aspects extrafonctionnels sont généralement exprimés selon des points de vue
différents. En particulier, d’un point de vue totalement externe au système, ils sont exprimés selon le
point de vue des utilisateurs et décrivent des qualités telles que la facilité d’utilisation, la rapidité d’exé-
cution, etc. Ils sont perçus de façon relativement subjective et interprétés de manière qualitative, et les
qualités sont souvent caractérisées par les utilisateurs de manière intuitive selon des niveaux qualitatifs
qui correspondent à leurs propres interprétations («rapidité excellente, performance bonne,...»). De façon
plus générale, les aspects extrafonctionnels observables de l’extérieur du système peuvent être considérés
selon qu’ils concernent le fonctionnement général du système (documentation de l’outil, ergonomie de
l’application, facilité d’utilisation, internationalisation,...) ou ses comportements en réponse aux actions
bien précises des utilisateurs. En particulier, cette dernière catégorie reprend les qualités des services per-
ceptibles de l’extérieur comme, par exemple, le temps de réponse, l’intégrité ou la précision des résultats,
etc. Selon un deuxième point de vue, d’autres propriétés décrivent cette fois-ci des informations internes
au système, et il est devient alors souvent possible d’exprimer les offres et les besoins extrafonctionnels
du système de façon plus détaillée et quantitative, en fonction de ses éléments internes. Sous cette vision
interne, les aspects extrafonctionnels peuvent être liés soit (i) à des éléments applicatifs pour exprimer
des aspects incluant des propriétés internes du système (conditions d’utilisation des éléments, perfor-
mance de codage/décodage, efficacité des algorithmes), des informations sur l’architecture du système,
ou encore des mécanismes et des modes de communication entre les différents éléments du système, soit
(ii) à des ressources physiques (CPU, mémoire, réseau), pour exprimer les besoins et les consommations
du système en ressources.
L’existence de ces différents niveaux d’observations fait clairement ressortir le besoin de mécanismes
permettant de transformer les aspects extrafonctionnels d’un niveau à un autre. Par exemple, pour une
application de type Video On Demand (VoD), il s’agirait de pouvoir lier un critère de qualité perçu au
niveau d’un utilisateur (ex : «qualité excellente», «qualité audio»), à des qualités du niveau applica-
tif (ex : «résolution de l’image», «frame rate»), jusqu’à éventuellement des paramètres du support de
transmission (ex : «débit» ou «jigue»).
Cycle de vie des systèmes Mis en relation avec le cycle de vie des systèmes logiciels, les aspects
extrafonctionnels peuvent aussi être distinguées selon qu’ils concernent le déploiement et l’évolution du
système logiciel, ou les qualités à l’exécution [Malan et Bredemeyer 2001]. Les aspects extrafonction-
nels de la première catégorie sont fortement liés à la phase de développement. Ils sont essentiellement
déterminés par certains choix ou certaines caractéristiques établis au moment de la conception et du dé-
veloppement. Par exemple, l’internationalisabilité (adaptation aux différences régionales), l’intégration
’plug & play’ de composants, l’extensibilité et la réutilisabilité décrivent des aspects liées au déploiement
du logiciel et à l’évolution du logiciel. Par ailleurs, ces derniers ont davantage un impact à long terme, car
ils déterminent les qualités d’évolution du produit logiciel et influencent les efforts et les coûts associés
aux développements en cours et aux évolutions futurs. À l’inverse, les aspects liés au comportement et à
l’exécution du système ont un impact sur le logiciel à court terme et selon le contexte d’exécution. Pour
exemple, de telles propriétés décrivent les utilisations du logiciel (utilisabilité, efficacité,...), la qualité de
service (temps de réponse du système, efficacité d’un algorithme,...), la communication des composants
(bande passante, délai, jigue,...), les qualités du système dans les cas de défaillance (tolérance aux fautes,
fiabilité, disponibilité, sureté, sécurité,...) ou encore les consommations en ressources.
Abstraction et compositionnalité Comme nous l’avons précédemment mentionné, les aspects ex-
trafonctionnels peuvent aussi être distingués selon les différents niveaux d’abstraction auxquels ils se
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situent. Certains aspects, comme par exemple des propriétés collectées au niveau des ressources, sont di-
rectement mesurables, alors que d’autres, en raison de leur caractère plus abstrait, ne sont pas clairement
définis et ne peuvent donc pas être mesurés. Les aspects sont donc définis à différents niveaux d’abs-
traction, et un aspect extrafonctionnel peut être de type primitif s’il est entièrement défini et de valeur
complètement mesurable, ou de type compositionnel lorsqu’il existe une relation explicite qui permet de
l’exprimer ou de le calculer par rapport à d’autres sous-aspects extrafonctionnels.
Par ailleurs, compte tenu des dépendances pouvant exister entre aspects extrafonctionnels,
En particulier, ces aspects compositionnels peuvent être décomposées selon plusieurs façons incluant
au moins : 1) une composition au niveau de la définition d’un aspect extrafonctionnel qui consiste à dé-
composer qualitativement un concept extrafonctionnel en fonction de sous-aspects extrafonctionnels plus
précis, et 2) une composition au niveau du calcul d’une propriété extrafonctionnelle pour exprimer une
relation de calcul qui lui permettrait d’être liée par une formule à d’autres propriétés extrafonctionnelles
mesurables. Dans le premier cas, il pourrait ainsi s’agir de définir la qualité d’une application de type
VoD comme une combinaison de l’interactivité et de la qualité de l’image vidéo, alors que le second
cas permettrait d’exprimer le fait que le temps de réponse global se calcule en sommant les délais des
traitements réalisés par les éléments applicatifs et les les délais de propagation sur le support physique.
Dans le domaine spécifique des composants, une classification intéressante a été proposée pour dé-
crire dans quelle mesure des propriétés compositionnelles d’un assemblage de composants peuvent se
décomposer selon des propriétés des sous-composants de cet assemblage ou d’autres facteurs externes.
Cinq types de propriétés compositionnelles sont distingués en fonction des différents éléments qui inter-
viennent dans l’expression de la décomposition [Crnkovic et al. 2004; Larsson 2004] :
– les propriétés de composition directe. Elles sont définies au niveau d’un assemblage de composants
et ne s’expriment exclusivement que selon la même propriété définies sur les sous-composants de
l’assemblage. La propriété s’exprime par :
P (A) = f(P (C1), P (C2), ..., P (CN )) N ∈ N (3.1)
avec,A l’assemblage, P la même propriété étudiée à la fois sur l’assemblage et les sous-composants
et P (Ci) la propriété P sur le composant Ci.
Un exemple d’une telle propriété est l’empreinte mémoire statique d’un assemblage qui, sous une
modélisation simple, est égale à la somme des empreintes mémoires de chaque composant qui
le constitue. Il est à noter que, dans cet exemple, la fonction somme dépend de la technologie
de composants utilisée et de ses mécanismes d’assemblages. Dans cette catégorie de propriétés
comme dans celles qui vont suivre, la relation de calcul n’est donc pas explicitée mais ce sont
davantage les éléments qui interviennent dans les décompositions qui sont étudiés (propriétés des
sous-composants, influences externes tierces,...).
– les propriétés de composition dérivée sont une généralisation des propriétés précédentes et consi-
dèrent, cette fois-ci, le cas où la propriété d’un assemblage représente plus que la somme de la
même propriété sur ses sous-composants, et dépend de k autres propriétés définies sur n compo-
sants. La propriété s’exprime de façon matricielle par :
P (A) = f


P1(C1) P1(C2) ... P1(CN )





Pk(C1) Pk(C2) ... Pk(CN )

 N ∈ N (3.2)
avec P la propriété de l’assemblage A et Pk(Cj) la propriété k sur le composant j.
Le délai de bout-en-bout dans un système temps-réel est un exemple d’une telle propriété. Avec
une technologie à composants qui définit des composants implémentant des tâches de bas-niveau et
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dont les interfaces requises/fournies se projettent naturellement sur des entrées/sorties du système
ou des périphériques sous-jacents, on peut considérer que ce délai de bout-en-bout s’exprime selon
les propriétés de temps d’exécution au pire (Worst-Case Execution Time en anglais) et la fréquence
d’exécution, toutes deux définies sur deux composants distincts [Hissam et al. 2002].
– les propriétés de composition directe liées à l’architecture. Elles s’expriment selon la même pro-
priété définies au niveau des sous-composants de l’assemblage (composition directe) mais aussi
font intervenir l’architecture de l’assemblage.
La propriété s’exprime par :
P (A) = f(P (C1), P (C2), ..., P (CN ), SA) N ∈ N (3.3)
avec les mêmes éléments décrits pour la composition directe (voir Equation 3.1) et en plus SA
l’architecture de l’assemblage. L’architecture est souvent employée pour améliorer certaines pro-
priétés du système résultant sans modifier celles des composants individuels. A propriétés des
composants constants, différents styles d’architecture peuvent ainsi être mis en œuvre pour offrir
des qualités différentes de l’assemblage résultant. Par exemple, la fiabilité ou le degré de concur-
rence d’un système peuvent être augmentés en introduisant des pools de composants et des mé-
canismes pour inclure ces composants. Cette catégorie de propriétés traduit bien les influences
possibles de certains choix architecturaux sur les aspects extrafonctionnels. En revanche, comme
celles-ci restent complexes et difficiles à décrire, il n’y a pas plus d’éléments pour décrire et quan-
tifier l’influence de l’architecture sur la propriété de l’assemblage résultant.
– les propriétés de composition liées à l’utilisation. Comme les propriétés d’un assemblage peuvent,
en plus des propriétés internes des sous-composants, dépendre des profils d’utilisation de l’as-
semblage, la propriété d’un assemblage soumis à un usage donné peut s’exprimer selon des pro-
priétés de ses sous-composants, elles-mêmes calculées en fonction de l’usage du sous-composant
concerné. La propriété s’exprime alors par :
P (A,Uk) = f(P (C1, U
′
1,k), P (C2, U
′
2,k), ..., P (CN , U
′
N,k)) k,N ∈ N (3.4)
avec P , la propriété de l’assemblage sous le profil d’utilisation Uk, U
′
i,k le profil d’utilisation du
composant Ci obtenu en décomposant l’usage Uk sur l’ensemble des composants Ci.
Le principal problème de ce type de composition réside dans le fait de pouvoir quantifier cette
notion d’usage. En particulier, cela implique de pouvoir calculer les usages des composants dans de
nombreux et différents contextes qui restent souvent inconnus, et aussi de pouvoir évaluer l’usage
d’un composant individuel indépendamment de son contexte d’utilisation dans l’assemblage.
– enfin, les propriétés de composition liées à l’utilisation et à l’environnement généralisent la caté-
gorie de propriétés précédente en introduisant en plus l’influence de l’environnement. La propriété
s’exprime par :




2,k), ..., Pk(CN , U
′
N,k, El)) k, l,N ∈ N (3.5)
avec sous les mêmes notations, les mêmes éléments définis dans la relation précédente et en plus
El le contexte d’environnement. Par exemple, les qualités de sécurité d’un système (sécurité, inté-
grité) dépendent de l’usage du système qui en est fait, mais aussi des risques inhérents à l’environ-
nement. Dans cette catégorie aussi, l’influence de l’environnement est particulièrement difficile à
évaluer.
Les catégories de propriétés compositionnelles présentées offrent une classification intéressante et
exhibent diverses relations qui peuvent exister entre d’une part les propriétés d’un assemblage et d’autre
part les propriétés des sous-composants pris individuellement ou lorsqu’ils sont influencés par les usages,
l’architecture ou l’environnement. Les propriétés les plus simples et plus facilement exploitables sont
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celles qui appartiennent aux deux première catégories (composition directe et indirecte) car elles ne s’ex-
priment qu’en termes d’autres propriétés internes aux sous-composants de l’assemblage (elles-mêmes
facilement mesurables). Les autres catégories ont surtout le mérite d’introduire des facteurs susceptibles
d’influencer les propriétés des assemblages (environnement, architecture, usage) mais elles introduisent
aussi le problème majeur de l’évaluation de telles influences compte tenu du fait qu’elles ne se calculent
ni ne se déduisent automatiquement à partir des (compositions de) composants. A notre connaissance, le
problème reste donc difficile et ouvert.
Quantification Pour pouvoir apprécier quantitativement les propriétés extrafonctionnelles de bas-
niveau, et faire des observations, celles-ci doivent être mesurées. Lors de ces quantifications, les valeurs
mesurées peuvent être constantes ou dynamiques. Les propriétés constantes sont entièrement déterminées
et elles restent notamment constantes lors de l’exécution des systèmes (version d’un logiciel, propriétés
environnement d’installation). Les propriétés dynamiques fluctuent dans le temps, notamment pendant
l’exécution du système (consommation batterie, niveau de CPU, délai, jigue,...). Cette différenciation
entre propriétés constante et dynamique, et le degré de fluctuation d’une manière plus générale, dépend
toutefois des conditions d’observation et doit notamment être modulée par l’échelle de temps considérée.
Par exemple, certaines propriétés définies à la phase de développement comme étant des constantes, ne
varient plus à l’exécution du système (version d’un composant, environnement d’installation,...), tou-
tefois, elles le seraient si la période d’observation inclut plusieurs cycles de développement pendant
lesquels des évolutions majeures de conception sont réalisées. Cette fenêtre des observations est à défi-
nir et à ajuster plus précisément en fonction des besoins et du contexte des éléments observés. De plus,
un compromis doit aussi être fait entre des mesures très fines, mais complexes et coûteuses à obtenir
(valeurs fortement changeantes et mesurées périodiquement), et des mesures moins précises mais qui
peuvent être plus facilement mesurées et sont plus facilement exploitables (mesures statistiques). Ainsi,
souvent en plus des valeurs mesurées, des notions d’erreurs sont aussi souvent introduites pour fournir
en parallèle une appréciation de la validité des mesures.
Interdépendances Pour avoir une modélisation assez précise des aspects extrafonctionnels, il est né-
cessaire de considérer les relations qui peuvent exister entre ceux-ci. Comme nous l’avons évoqué pré-
cédemment, des relations de composition et de calcul permettent d’exprimer la composition d’un aspect
extrafonctionnel selon d’autres sous-aspects extrafonctionnels, mais de façon plus indirecte, il peut aussi
exister des interdépendances ou influences entre aspects extrafonctionnels moins directement liés. Par
exemple, le développement de code natif contribue à accroître les performances du système, mais cela
affecte manifestement la portabilité et la maintenabilité du système. Dans la même idée, l’intégration de
techniques de cryptographie contribue à garantir un certain niveau de sécurité mais souvent au détriment
de performances en terme de consommation de ressources (mémoire, CPU,...). L’utilisation d’adapteurs
spécifiques pour augmenter l’interopérabilité entraîne usuellement un surcoût en terme de consomma-
tion de ressources. Enfin, l’ajout de réplicas permet d’accroître la disponibilité du système (temps de
réponse,répartition de la charge,...) et la fiabilité (tolérance aux pannes) mais contribue aussi en termes
de complexité de déploiement multi-sites et de consommation de ressources (mémoire, CPU,...). Il existe
donc de façon très claire des interdépendances entre les aspects extrafonctionnels, et celles-ci doivent être
prises en compte. Un verrou majeur réside notamment dans le fait de pouvoir exprimer de telles dépen-
dances, avant de pouvoir les quantifier pour celles qui sont mesurables. De façon très grossière, il est
déjà possible de classifier de telles dépendances entre propriétés extrafonctionnelles selon qu’elles soient
contributives (la réalisation des objectifs de qualité des aspects des uns contribue à ceux des autres),
conflictuelles (les évolutions souhaitées des aspects extrafonctionnels sont inversement proportionnelles).
Ce dernier cas est celui qui est le plus souvent rencontré mais aussi le cas problématique, car il s’agit
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alors de trouver un compromis optimal dans la réalisation des aspects extrafonctionnels dépendants.
3.3 Langages de spécification
Pendant de nombreuses années, les besoins extrafonctionnels des applications ont été écrites textuel-
lement en tant que partie intégrante des documents de spécification des besoins. Depuis, de nombreux
langages ont été proposés pour permettre de modéliser et de décrire les besoins extrafonctionnels des
applications tout en les séparant du code métier. Ils s’adressent initialement à une utilisation humaine et
présentent notamment des atouts de compréhensibilité et de réutilisabilité supportés par des mécanismes
d’héritage, de regroupement ou encore de nommage des spécifications.
Dans le domaine des intergiciels et des infrastructures CORBA , les langages QIDL [Becker et Geihs
2000] et QDL (QoS Description Language en anglais) [Pal et al. 2000b] ont été proposés. QIDL défini
dans le cadre bien précis du système MAQS (Management for Adaptive QoS-enabled Services en an-
glais) [Becker et Geihs 1997] et permet de spécifier des contraintes de QdS très simples en étendant les
descriptions des interfaces, et d’affecter ces contraintes aux interfaces fonctionnelles. QDL est un autre
langage défini dans le système QuO 4 [Quality Objects (QuO) Project (Web Site)] qui permet d’expri-
mer différents aspects de QdS (contrats de QdS, description des objets et des délégués, configuration
des applications). Une caractéristique particulière de QDL est qu’il permet, en plus de la déclaration de
spécifications de qualité, de définir des règles d’adaptation qui sont définies en combinant les caracté-
ristiques de qualité à certains éléments spécifiques de l’implémentation. Toutefois, malgré cette qualité,
l’entrelacement des concepts de qualité avec certains détails de l’implémentation de la plate-forme rend
le langage complexe et difficile à appréhender.
Un autre langage QoSCL (QoS Constraint Language en anglais) [Defour et al. 2004b] a été défini
récemment pour définir des niveaux de qualité aux interfaces fournies et requises des composants. Le
langage s’appuie sur les concepts de qualité, niveau de qualité et dépendances extrafonctionnelles. Les
qualités sont contraintes pour définir les niveaux de qualité requis et fournis, et des relations explicites
permettent d’exprimer des dépendances entre QdS requises et fournies d’un composant. A partir de ces
relations de dépendances, il est alors possible de valider, en phase de déploiement et par un moteur de
résolution, les niveaux de qualité des composants individuels, mais aussi ceux de plusieurs composants
connectés, par propagation des relations de dépendances.
Dans le domaine des applications multimédias distribuées, le langage de spécifications HQML [Gu
et al. 2001b] basé sur XML a été proposé dans l’environnement QoSTalk [Gu et al. 2001a]. Ce langage
reste très spécifique au domaine multimédia. Il reprend les éléments de base des autres langages mis à part
le fait qu’il permette de spécifier des aspects extrafonctionnels plus étendus concernant les qualités des
utilisateurs, de l’application et des ressources système. De plus, il autorise la définition de règles simples
d’adaptation qui permettent de choisir de nouveaux profils de QdS, construits à partir de configurations
d’applications possibles.
Le langage QML (QdS Modeling Language en anglais) [Frølund et Koistinen 1998a,c,b], développé
au sein des laboratoires Hewlett-Packard, propose un langage de spécification de qualité plus général.
Il est implémenté comme une extension de UML et organise la définition des spécifications de QdS
selon trois abstractions principales : le type de contrat, le contrat et le profil. Le type de contrat permet
de modéliser une catégorie de QdS et il est, pour cela, composé d’un ensemble de dimensions de QdS
représentant chacune une propriété extrafonctionnelle définie par, son domaine de valeurs, son unité et
le sens de variation souhaité. Les contraintes sont définies sur ces dimensions, et regroupées dans une
instance de contrat. Les contrats de qualité correspondent à de simples déclarations de contraintes de
qualité qui définissent un intervalle de valeurs valides. QML permet aussi de caractériser l’évolution
4. Les travaux de ce projet seront décrits plus loin dans ce document.
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des dimensions par le biais de concepts mathématiques statistiques simples comme la moyenne ou la
variance. Enfin, le profil permet d’associer les contrats aux interfaces ou aux opérations, et le type de
contrat (requis ou offert) dépend directement de type de l’entité (client ou serveur) auquel le profile est
associé.
Le listing 3.1 qui suit décrit un exemple de contract type définissant la catégorie extrafonctionnelle de
nom Reliability, et composée des dimensions numberOfFailures, TTR et availability.
type R e l i a b i l i t y = con t ra c t {
numbe rOfFa i l u r e s : decrea s ing numeric no / y e a r ;
TTR : decrea s ing numeric s e c ;
a v a i l a b i l i t y : i n c r e a s i n g numeric ;
}
s y s t e mR e l i a b i l i t y = R e l i a b i l i t y con t ra c t {
numbe rOfFa i l u r e s < 10 no / y e a r ;
TTR{
p e r c e n t i l e 100 < 2000 ;
mean < 500 ;
var iance < 0 . 3
} ;
a v a i l a b i l i t y > 0 . 8 ;
}
r a t e S e r v e r P r o f i l e f o r Ra t e S e r v i c e I = p r o f i l e {
requ i re s y s t e mR e l i a b i l i t y
from opera t ionName requ i re a n o t h e r C o n t r a c t I n s t a n c e ;
}
Listing 3.1 – Exemple de type de contrat, de contrat et de profil en QML.
L’instance de contrat de nom systemReliability définit des contraintes sur les dimensions précé-
dentes. Celles-ci sont liées aux interfaces et opérations par le biais du profil rateServerProfile dé-
fini sur l’interface RateServiceI et sur l’opération operationName. En plus de ces mécanismes de
spécification,QML définit aussi un système de représentation des spécifications à l’exécutionQRR (QdS
Representation Runtime en anglais) [Frølund et Koistinen 1998c]. Ce système se charge de construire des
représentations des spécifications pour qu’elles puissent être gérées à l’exécution. Des structures de don-
nées sont ainsi construites pour représenter les propriétés extrafonctionnelles et leurs contraintes. Par
cela, le système rend alors possible la vérification des spécifications à l’exécution en évaluant les struc-
tures de données par le biais d’interfaces prédéfinies à implémenter. Contrairement à QuO , rien dans
ce langage ne permet de définir des stratégies d’adaptations. De plus, les spécifications définies dans ce
langage restent très peu liées au éléments sous-jacents de l’application.
CQML (Component Quality Modeling Language en anglais) est un autre langage de spécification
pour QdS proposé par J.Ø. Aagedal [Aagedal 2001]. Ce langage permet de spécifier la QdS offerte et
requise dans les systèmes à composants de façon plus générale et plus précise que QML . Pour cela, trois
éléments de base sont définis (QoS characteristic, QoS statement, QoS profile) respectivement inspirés
des abstractions type de contract, contrat et profil de QML . Dans CQML , la construction de base est
la QoS characteristic, défini par un nom unique, un domaine de valeurs (numérique ou ensembliste),
et un sens de variation souhaité (croissant ou décroissant). Comparé à QML , une différence majeure
est que les spécifications extrafonctionnelles en CQML peuvent être paramétrées par des attributs de
l’application dont les valeurs ne seront connues qu’à l’exécution. Les QoS statements représentent les
contraintes sur les concepts de qualité – QoS characteristic – précédents, et les QoS profiles définissent la
mise en correspondance des contraintes de niveaux de qualité aux composants. Un composant peut ainsi
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soit fournir, soit requérir un QoS statement donné. L’avantage de CQML est qu’il est plus adapté aux
composants logiciels car il permet d’exprimer les offres et les besoins en qualité des composants, et cela,
de façon plus riche, par paramétrisation des spécifications. Toutefois, comme QML , les spécifications
extrafonctionnelles restent encore peu liées aux composants à l’exécution, et on ne sait pas très clairement
comment celles-ci se projettent et se réalisent dans une plate-forme d’exécution. Enfin, CQML permet
aussi d’inclure différents profils de QdS pour un composant et de définir des règles de transitions entre
ceux-ci à opérer sur certains callbacks. Cela fourni ainsi un mécanisme d’adaptation par changement de
profils de QdS.
Enfin, le langage de spécification CQML+ [Röttger et Zschaler 2003] s’inscrit directement dans la
ligné de CQML et a été établi dans le cadre du projet COMQUAD afin de mieux décrire le traitement
des spécifications de QdS à l’étape d’exécution. Pour cela, un méta-modèle définit notamment des évé-
nements (e.g appel d’une méthode), des queues d’événements (e.g liste des appels de méthodes d’un
composant) ainsi que des ressources permettant de modéliser des ressources physiques comme le CPU
ou la mémoire. Bien que ces travaux permettent d’enrichir CQML et d’exprimer plus finement des spéci-
fications extrafonctionnelles, la sémantique n’est toujours pas précise et est à déterminer par le système
sous-jacent. Par ailleurs, au lieu de spécifier des domaines de valeurs déterminées statiquement, une
clause QdS_dependencies est aussi définie pour expliciter par des équations la relation entre une QdS
fournie et une QdS requise au niveau d’un même composant [Zschaler et Meyerhöfer 2003]. Ces équa-
tions sont des formules exactes ou des formules intégrant des intervalles dont les bornes sont soit fixes
ou soit définies par des fonctions. Toutefois, cette dépendance exprime un lien entre la QdS requise de
celle fournie sur un même composant mais on ne dispose pas des contributions de plusieurs composants
sur une même propriété de qualité.
3.4 Gestion des contrats et adaptation dynamique
Dans cette section, nous présentons les principaux travaux sur l’adaptation dynamique en nous at-
tardant principalement sur i) les infrastructures de gestion qui intègrent des contrats, et ii) les systèmes
d’adaptation définis dans les intergiciels, les applications multimédias et les composants.
3.4.1 Techniques pour l’adaptation
Architecture dynamiques
Les architectures logicielles ont pour objectif de modéliser de façon explicite les entités et les connexions
des systèmes distribués. Dans cette idée, les ADL (Architecture Description Language en anglais) repré-
sentent un moyen couramment employé pour spécifier de telles architectures sous la forme d’un graphe
acyclique formé de composants et de connecteurs. Sur de telles architectures, des styles architecturaux
ou contraintes [Medvidovic et Taylor 2000; Moreira et al. 2001] sont utilisées pour spécifier des proprié-
tés des architectures ou pour spécifier des logiques d’adaptation décrivant les actions à appliquer pour
transformer une architecture donnée en une autre ainsi que les événements les déclenchant [Moazami-
Goudarzi 1999; Georgiadis 2002]. La plupart des actions d’adaptation s’opèrent par réécriture d’archi-
tecture et mettent souvent en œuvre des primitives de reconfigurations au niveau des composants et
des connecteurs telles que replace-component, rebind-connector, etc. [Moazami-Goudarzi
1999; Georgiadis 2002; Dashofy et al. 2002]. De nombreuses approches pour l’auto-adaptation sont
basées sur les architectures dynamiques, car celles-ci formalisent l’auto-adaptation et proposent des mo-
dèles pour atteindre des reconfigurations cohérentes. Toutefois, elles ne résident souvent qu’au niveau de
l’architecture et reposent exclusivement sur une entité dédiée et centralisée qui opère les adaptations au
niveau de l’architecture globale [Dashofy et al. 2002; Garlan et Schmerl 2002; White et al. 2004].
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Systèmes réflexifs
Les systèmes réflexifs possèdent une représentation d’eux-mêmes et offrent la possibilité d’obtenir
diverses informations qui les décrivent (introspection) et de les modifier (intercession). Pour cela, certains
de leurs éléments, habituellement implicites, sont réifiés et des méta-modèles, causalement connectés
au système de base, sont définis pour manipuler ces réifications. Les méta-objets sont généralement
rendus accessibles et modifiables par un protocole à méta-objets et les modifications effectuées sur ces
derniers sont répercutées sur le niveau de base. Ainsi, parce qu’ils offrent une représentation et ouvrent
les systèmes, les techniques réflexives fournissent un mécanisme très puissant pour facilement mettre en
œuvre les adaptations et reconfigurations des systèmes [Blair et al. 2002; Redmond 2003]. Toutefois,
les techniques réflexives seules ne suffisent pas, et d’autres infrastructures pour gérer la cohérence et
l’intégrité des reconfigurations sont aussi nécessaires.
3.4.2 Principaux travaux
Contrats et infrastructures de gestion
JAMUS La plate-forme JAMUS (Java Accommodation of Mobile Untrusted Software en anglais)
[Sommer 2003] définit des contrats pour spécifier et réserver l’utilisation des ressources par les com-
posants. Cette plate-forme permet d’héberger les composants Java capables d’exprimer leurs besoins en
ressources, et s’appuie notamment sur l’environnement RAJE qui fournit des fonctionnalités d’obser-
vation et de contrôle des accès aux ressources. Le processus de contractualisation se décompose en une
phase de soumission des contrats et de test de réservabilité des ressources, suivie d’une phase d’enre-
gistrement des contrats qui permet de mettre à disposition les ressources réservées. Une entité dédiée
centralise la gestion des ressources (demandes, évaluation, surveillance), et forme le contrat lorsqu’un
niveau de QdS requis par une application est satisfaite par l’infrastructure hôte, un accord contractuel
est alors formé entre les deux parties. De plus, chaque composant s’exécute dans un conteneur spécial
qui lui permet d’être isolé du reste des composants (espace propre de nommage, absence de partage,
absence d’accès à des objets référencés par d’autres composants,...). Ce conteneur prend en charge les
ressources réservées par le composant et intègre un moniteur d’application qui extrait les contrats et sur-
veille la correcte utilisation des ressources. Les violations des contrats sont traités par des notifications,
éventuellement suivis de sanctions (verrouillage de l’accès aux ressources, etc.).
CR-RIO Un autre canevas, nommé CR-RIO (Contractual Reflective-Reconfigurable Interconnectable
Objects en anglais) [Cerqueira et al. 2003; Loques et Sztajnberg 2004] permet de décrire, déployer et
gérer les aspects fonctionnels et extrafonctionnels dans les systèmes à composants. Ce canevas définit
comme éléments de base, un modèle de composants basé sur des modules, des connecteurs qui défi-
nissent les relations entre composants et qui concentrent sur les aspects extrafonctionnels, et des ports
qui identifient les points d’accès aux modules et aux connecteurs. Un ADL est aussi défini pour dé-
crire l’architecture des composants, et celle-ci est conservée dans un référentiel et utilisée pour déployer
l’application et réaliser des vérifications formelles [Braga et Sztajnberg 2004]. Enfin, un configurateur
fournit divers services pour gérer les applications. Les aspects extrafonctionnels sont décrits dans des
contrats dits d’architecture qui expriment i) les besoins des deux parties liées dans une relation client-
serveur, et ii) des politiques de négociation. Ces contrats sont exprimés dans un langage de QdS, sous
ensemble de QML (cf. page 30), et sont gérés à l’exécution par l’infrastructure. En plus des éléments
classiques de QML , une clause de négociation décrit les adaptations à réaliser lorsque des conditions du
contrat évoluent. En l’état, la négociation consiste à établir une autre configuration des composants qui
autorise un niveau de qualité dégradé mais les mécanismes mis en œuvre pour déterminer et appliquer
cette nouvelle configuration ne sont pas plus décrits. L’infrastructure de gestion des contrats s’appuie sur
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une entité globale, qui agit en tant qu’autorité de gestion ayant une vue sur l’ensemble des contrats et
des services exécutés, des entités locales, représentant chaque participant client ou serveur, et enfin des
agents de QdS en charge de la gestion des ressources. Ainsi, l’entité globale identifie le service à négocier
et envoie les contrats de QdS aux entités locales de chaque participant, lesquels traduisent les contraintes
de QdS en paramètres systèmes gérés par les différents agents de QdS. Ces derniers effectuent dès lors
la réservation de ressources et la surveillance des paramètres.
Projet COMQUAD Le projet COMQUAD [COMQUAD project (Web site) 2001] (COMponents with
QUantitative ADaptivity en anglais) définit un modèle de composants et un environnement pour la spé-
cification des aspects extrafonctionnels dans les applications à base de composants. La particularité de
ce travail réside dans le fait qu’il propose une approche très complète qui s’appuie sur des notions de
langages de spécifications, de contrats et de négociation. De nombreux éléments sont ainsi définis : un
langage de spécification des aspects extrafonctionnels, nommé CQML+ 5, une architecture de compo-
sants, des rôles et de types de contrats de QdS, et enfin des mécanismes pour gérer la négociation des
contrats et la réservation des ressources. Le modèle de composants est bâti au dessus du modèle des
EJB . Il sépare clairement les ressources système des composants, et définit différentes entités dédiées
qui gèrent, d’un coté les accès aux ressources, et d’un autre, l’exécution des composants. Pour gérer
la QdS, différents rôles sont définis (opérateur, système, conteneur et plate-forme, et quatre types de
contrats permettent de décrire les besoins en QdS des clients, des composants ou du conteneur, et les
capacités des composants ou de la plate-forme à en offrir. Ainsi, de manière transitive, les QdS spécifiées
au niveau des clients sont traduites en ressources à réserver par la plate-forme.
Le système propose aussi des mécanismes de négociation [Göbel et al. 2004; Mulugeta et Göbel
2005] et de réservation des ressources [Baumgartl et al. 1998; Härtig et al. 1999]. La négociation est
initiée lorsqu’un client désire instancier des composants à un niveau de qualité donné. Les niveaux de
qualité sont décrits par des structures générées à partir des spécifications CQML+ , et le processus de
négociation consiste à sélectionner une implémentation de composant adéquate, qui fournit les qualités
spécifiées par le client à partir d’une liste d’implémentations disponibles, ou alors dans le cas, où au-
cune implémentation n’est satisfaisante, à choisir une autre profil de QdS spécifiant des contraintes de
qualité moins fortes. L’algorithme de négociation teste ainsi toutes les configurations d’implémentations
possibles et vérifie, pour chaque connexion de composants, la validité du contrat établi. Un contrat de
QdS entre deux composants ne peut être établi qu’à la condition où la QdS requise par un composant lui
est fournie par un autre, et si cette condition n’est pas satisfaite alors l’assemblage de ces deux compo-
sants est impossible, et le contrat n’est pas construit. Le processus de recherche induit une complexité
combinatoire et ne garantit pas l’obtention de la meilleure configuration possible. Des optimisations sont
néanmoins proposées pour réduire l’espace de recherche, par exemple, en retirant les implémentations
dont la QdS requise n’est fournie par aucun autre composant, ou encore en classant les implémentations
par ordre de qualité descendante.
Enfin, la gestion des ressources s’effectue dans l’environnementDROPS (Dresden Real-time Opera-
ting System en anglais) qui effectue la réservation des ressources par des dialogues entre un gestionnaire
principal qui reçoit les requêtes de réservation de ressources, et les différents gestionnaires associés aux
ressources. Ces dialogues se font par des interfaces et des opérations clairement définies, et les ressources
à réserver sont décrites sous la forme de couples (ressource,valeur). Par la suite, chaque gestionnaire de
ressource est responsable de la surveillance de sa ressource, et il notifie le gestionnaire principal des
problèmes de réservation (ressource invalidée, modification de la ressource...), à charge pour ce dernier
de gérer les erreurs.
5. Ce langage a été précédemment décrit dans ce document en section 3.3, 32.
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QuO Le projetQuO [Quality Objects (QuO) Project (Web Site)] est un canevas qui permet de construire
des applications distribuées auto-adaptatives (adaptations de paramètres d’une vidéo dans des applica-
tions multimédias distribuées, réglages des paramètres du protocole TCP...) [Atighetchi et al. 2003]. Le
prototype de base de QuO s’appuie sur CORBA , et comparé aux mécanismes standards d’invocation qui
utilisent un ORB, il supporte des contrats de QdS et définit des entités supplémentaires (délégués, objets
de surveillance...) qui lui permettent de surveiller et de réagir aux changements du système [Pal et al.
2000a]. Le langage QDL associé à QuO permet de définir des contrats de QdS et se décompose en deux
sous-langages qui permettent, respectivement, i) de spécifier les niveaux de qualité requis par le client et
fourni par le serveur, et ii) de spécifier les actions d’adaptations à exécuter en réponse aux changements
des états de QdS. Ainsi, dans QuO , les contrats de QdS définissent les états de QdS acceptables (régions
de valeurs) et les logiques d’adaptations sont spécifiées en indiquant les méthodes à exécuter en réponse
à des transitions d’états donnés [Sharma et al. 2004]. Plus précisément, les contrats contiennent les diffé-
rents éléments suivants : i) les niveaux de qualités spécifiés, ii) les références à des objets de surveillance
qui mesurent et contrôlent les niveaux spécifiés, iii) l’ensemble des transitions d’états pour déclencher
les actions d’adaptations, et iv) des objets de callback qui permettent d’effectuer des notifications de
changements d’états aux objets client ou serveur. Au niveau de son infrastructure de gestion, les niveaux
de qualité sont encapsulés à l’exécution dans des objets de contrats, et les logiques d’adaptation sont
tissés lors de la génération des objets délégués afin que ces derniers puissent effectuer des intercessions
sur les appels de méthodes (point d’appel, avant l’appel distant, à l’entrée de la méthode distante, et les
retours correspondants). QuO fournit aussi des objets dédiés (syscond pour system condition en anglais)
pour mesurer diverses informations de bas niveau sur les ressources du système. Ces objets exposent
des interfaces permettant de collecter les informations de différentes manières (simple requête, requêtes
périodiques, etc.) et peuvent être invoquées en tant que méthodes d’adaptations. Enfin, il est à noter que
ce système ne fournit pas de support pour explicitement gérer la cohérence des actions d’adaptations.
Celle-ci reste à la charge du développeur. De plus, pour mettre à jour les logiques d’adaptations, il faut
réécrire de nouvelles spécifications en QDL , les récompiler et les re-déployer. Enfin, un inconvénient
majeur de QuO est qu’il est restreint aux relations client-serveur et que les logiques d’adaptations res-
tent relativement complexes à spécifier et à maintenir car le nombre d’états et d’actions d’adaptation à
spécifier augmente radicalement.
Systèmes d’adaptation
Adaptation dans les intergiciels Dans le domaine des intergiciels et des systèmes distribués, le but est
de fournir un niveau de QdS de bout en bout et de manière transparente en mettant en oeuvre la coopé-
ration entre les différentes composantes du système, du support de communication et de l’application.
La gestion de la QdS consiste à adapter les offres du système réparti aux besoins des utilisateurs, en pre-
nant en considération différents facteurs (nature du service, support de communication, applications des
utilisateurs,...). La plupart des travaux réalisés dans les intergiciels se focalisent sur une infrastructure
CORBA . Ils s’intéressent surtout au contrôle de la priorité et proposent de configurer et contrôler les
ressources et les communications par des interfaces standards et des politiques de QdS [Real-time Corba
1997; Schmidt et Kuhns 2000] ou des patrons de conception [Schmidt 2001]. Les techniques mises en
œuvre portent sur différents éléments au niveau du système d’exploitation, des couches réseaux ou en-
core de la communication inter-processus, et s’appuient fortement sur des capacités d’introspection et
de reconfiguration du système [Kon et al. 2000]. Une synthèse de la gestion des ressources dans les
intergiciels est présentée dans [Duran-Limon et al. 2004].
Dans un autre cadre, le projet Erdos (End-to-end Resource Management of Distributed Systems en
anglais) propose un canevas qui offre des possibilités de contrôle d’admission et dégradation de QdS dans
les systèmes distribués [Chatterjee et al. 1999]. Dans ce système, des entités dédiées sont définies pour
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gérer chaque ressource à surveiller, l’application donnée et le système entier. Le contrôle d’admission est
effectué par le gestionnaire du système qui, à partir d’algorithmes de gestion de ressources, détermine
les ressources nécessaires à allouer et coordonne l’utilisation qui en est faite. Ces informations sont alors
transmises au gestionnaire de l’application et des ressources. La dégradation des paramètres de QdS n’est
évoqué qu’au travers d’exemples, notamment, une application multimédia dans laquelle une adaptation
structurelle (redirection vers un proxy qui prend en charge le coût du décodage du flux) et des algorithmes
de dégradations pour sur les données multimédia (diminution de la résolution ou du débit des images)
sont mis en œuvre.
Open ORB [Coulson et al. 2002] définit une plate-forme, sous plusieurs implémentations (COM,
CORBA...), qui propose des possibilités de (re)-configuration des applications par des techniques de
réflexion. Les différents aspects structurels (accès aux composants et leurs implémentations) et com-
portementaux (interceptions, ressources) sont organisés sur différents niveaux méta. Les politiques et
actions d’adaptations sont représentées par des automates qui sont directement traduits vers les compo-
sants à l’exécution, et utilisent les capacités d’introspection de la plate-forme pour agir sur la structure et
le comportement des composants [Blair et al. 2002].
Adaptation dans les applications multimédia Dans les applications multimédias distribuées, la QdS
est abordée de façon plus globale et prend en compte des aspects extrafonctionnels liés au réseau, aux
ressources système, aux applications et aux utilisateurs. Les spécifications de QdS concernent ainsi des
propriétés très diverses telles que des critères de qualités perceptibles au niveau des utilisateurs (taille de
l’image, qualité de l’image...), des caractéristiques temporelles ou spatiales des flux de données (frame
rate, taux de compression, résolution...), des éléments du support de communication (délai, ordonnance-
ment des messages...) ou des aspects de synchronisation [Bouch et Sasse 2001; Jin et Nahrstedt 2002,
2004]. La gestion, à proprement dite, se décompose selon les phases usuelles de i) traduction des besoins,
ii) négociation d’un accord initial de qualité, et iii) exécution avec maintien ou modification du niveau de
QdS [Aurrecoechea et al. 1998]. Les variations à l’exécution sont gérées par des systèmes fermés qui in-
tègrent leurs propres règles de reconfiguration. Celles-ci sont souvent statiquement définies et consistent
à modifier tout ou partie des éléments de la chaîne de traitement du flux multimédia [Fu et al. 2000;
Waddington et Coulson 1997].
D’autres travaux proposent de réaliser l’adaptation dynamique en s’appuyant sur des architectures à
composants [Black et al. 2002; Lohse et al. 2002], et s’intéressent de plus en plus aux capacités de recon-
figurations dynamiques. Ainsi, le canevas PLASMA (Platform for Self-Adaptive Multimedia Application
en anglais), basé sur des composants hiérarchiques, à été proposé dans le projet Sardes, pour construire
des applications multimédias auto-adaptatives [Layaïda et al. 2004; Layaida et Hagimont 2005]. Ce ca-
nevas exploite les capacités hiérarchiques et réflexives des composants Fractal et définit trois types de
composants : les composants métiers qui encapsulent les opérations de traitement des données multimé-
dia, les composants de sondes et surveillance qui, respectivement, donnent accès à diverses informations
sur les paramètres sur la QdS et les ressources, et surveillent les valeurs mesurées à des seuils spéci-
fiés, et enfin les composants de reconfiguration, qui effectuent des actions de reconfigurations. Celles-ci
peuvent consister en des modifications de valeurs d’attributs ou en des changements de la structure in-
terne d’un composite mais dans les deux cas, les reconfigurations sont déclenchées par une modification
d’attribut. Par ailleurs, comme tous les éléments – applicatifs et de reconfiguration – sont représentés de
façon homogène par des composants, et que les actions de reconfiguration se traduisent exclusivement
par des modifications d’attributs, un langage spécifique très proche de l’ADL est utilisé pour supporter
la description des différents composants métiers, celle des différents composants de surveillance et de
reconfiguration ainsi que les observations et les actions de reconfiguration de ces derniers, exprimées
sous la forme de changement d’attributs.
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Enfin, d’autres travaux [Dalmau et al. 2004], menées dans le projet ALM, abordent l’adaptation dy-
namique par un processus qui évalue le contexte et calcule la meilleure configuration de composants. Les
caractéristiques des composants individuels sont identifiées, puis, les différentes configurations possibles
des composants sont modélisées sous la forme de graphes. La comparaison des qualités de service des
différentes configurations se fait alors par injection de valeurs dans les graphes et calcul de la configura-
tion optimale, par un fonction de distance simple. En revanche, il y a peu de détails donnés sur les types
de propriétés spécifiées, ainsi que sur les mécanismes employés pour la surveillance et les mesures des
caractéristiques de qualité des composants individuellement ou assemblés.
Adaptation dans les composants Dans les systèmes composants, le système SAFRAN [David. 2005]
(Self-Adaptive Fractal Components en anglais) propose un canevas pour l’auto-adaptation dans les com-
posants. L’adaptation est considérée comme étant une préoccupation transverse intégrée à l’application
par tissage. Le canevas proposé vise les applications construites à base de composants Fractal , et il se
base sur deux systèmes. Un système sensible au contexte et un système pour le développement de po-
litiques d’adaptation. Le service sensible au contexte d’exécution fournit des informations endogènes
sur les composants (réception/retour de message, manipulation des politiques, modifications du contenu,
des connexions, du cycle de vie...) ou exogènes sur le contexte d’exécution (changement de valeur, réa-
lisation d’une condition...). Ces informations collectées peuvent aussi être primitives ou combinées par
des opérateurs logiques ou chroniques. Un système d’adaptation, quant à lui, décrit les changements de
contexte précédents à détecter et les politiques d’adaptation à appliquer. Ces politiques sont exprimées
sous la forme de règles ECA, et les actions d’adaptation représentent des reconfigurations qui modifient
la structure de l’application (ajout/suppression de composants, (dé-)connexions d’interfaces) ou les at-
tributs des composants. Les logiques d’adaptations peuvent être dynamiquement attachées/détachées et
cela est fait individuellement par composant en utilisant l’interface de contrôle dédiée. De plus, chaque
composant à individuellement des logiques d’adaptations et les interactions de plusieurs politiques sur
un même composant sont résolues par sélection, fusion ou traitement en séquence. Enfin, un langage
dédié pour programmer plus facilement les reconfigurations structurelles dans des architectures Fractal
est aussi défini (navigation, sélection d’éléments, accès aux primitives de reconfigurations de Fractal ...).
La spécification de ce langage définit des critères de consistance concernant les reconfigurations, et par
exemple l’implémentation qui s’adresse au modèle Fractal , organise les reconfigurations selon un en-
chaînement d’opérations bien précis qui i) vérifie quelques propriétés d’intégrité structurelle relatives au
modèle Fractal (pas de composants stoppés implicitement avec des interfaces clientes obligatoires non
connectées,...) ou des contraintes d’architectures propres à chaque composant, et ii) journalise chaque
action primitive de reconfiguration pour pouvoir les rejouer à l’envers, en cas d’échec de reconfiguration.
Le modèle de composants adaptatifs ACEEL [Chefrour 2005] a été proposé dans l’équipe Paris,
pour mettre en œuvre l’adaptation dynamique en combinant des techniques de réflexion et l’utilisation
de patrons de conception. Ce modèle fait le choix de se concentrer spécifiquement sur le développement
de composants adaptatifs par construction, en isolant clairement la partie adaptable des composants.
Elle définit sa propre notion de composant (peu de structuration, pas de notion de connexions d’inter-
faces,...), et les capacités d’adaptations sont donc très spécifiques à cette plate-forme. Dans ACEEL, la
surveillance et l’adaptation sont surtout opérés localement à chaque composant, et la plate-forme permet
de développer des applications adaptatives par changement d’implémentations. Pour cela, un composant
n’est pas une unité d’encapsulation indivisible mais clairement formé de plusieurs parties : un contexte
qui implémente l’interface externe et délègue les appels vers une implémentation courante, une partie
qui encapsule uniquement l’état du composant et, plusieurs autres implémentations qui vivent dans le
composant et se partagent son état. Les logiques d’adaptations sont exprimées dans des scripts sépa-
rés et spécifiées sous la forme de couples (événement, action) dont les événements sont générés par un
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système de surveillance, et les actions consistent à modifier la valeur d’un attribut du composant ou à
remplacer l’implantation courante du composant parmi les autres disponibles. Ces logiques sont chargées
en mémoire et exploitées par un adaptateur qui réside au niveau méta du composant. Le système de sur-
veillance observe diverses ressources système et est implémenté sous la forme de démons qui notifient
ou peuvent être interrogés par les adaptateurs des composants, en utilisant un protocole textuel dédié.
Enfin, il est à noter que la gestion de la cohérence dans ACEEL est faite par construction – la partie
état est isolée et distincte des implémentations remplaçables – et revient surtout à isoler le composant en
cours de reconfiguration des messages qu’il reçoit.
Le canevas Dynaco (Dynamic Adaptation for Components en anglais) [Buisson 2006] est proposé
pour concevoir des applications à base de composants adaptables dans le contexte des grilles de calculs.
Ce canevas décompose clairement les adaptations selon les quatre étapes successives i) d’observation
(détection des changements), ii) de décision (choix de la stratégie), iii) de planification (définition des
actions qui satisfont la stratégie choisie) et iv) d’exécution (réalisation des actions). A chacune de ces
étapes, Dynaco associe des entités dédiées, et celles-ci sont définies indépendamment des logiques des
composants métiers. Le prototype actuel de Dynaco est basé sur le modèle à composants Fractal , et les
différentes entités qui implémentent les fonctionnalités d’adaptation précédentes sont implémentées sous
la forme de contrôleurs Fractal regroupés dans un composite, hébergé dans la membrane des composants.
Ces entités exposent diverses interfaces, internes ou externes à la membrane, qui permettent de définir les
logiques d’adaptations (événements à surveiller, actions d’adaptations à effectuer...), et celles-ci peuvent
aussi porter sur les entités de l’adaptation. Enfin, une mise en œuvre complète de ce canevas est effectuée
avec le système AFPAC pour l’adaptation de composants parallèles (surveillance de ressources allouées
et adaptation de leurs utilisations...).
3.5 Synthèse
Pour ce qui concerne les mécanismes de spécification, mis à part les langages de spécification dé-
finis pour des domaines d’application bien précis (intergiciels, multimédias,...), les langages plus gé-
néraux (QML , CQML et CQML+) proposent des abstractions principales pour définir successivement
les concepts et les contraintes extrafonctionnelles. Ils reposent selon globalement le même schéma :
i) la définition des concepts extrafonctionnels pertinents d’intérêts, ii) la quantification consiste à as-
socier des contraintes aux concepts définis précédemment et iii) la mise en correspondance (mapping
en anglais) pour lier les contraintes de qualité avec les éléments de l’application (méthodes, interfaces,
composants,...). Les spécifications extrafonctionnelles consistent souvent en des définitions de niveaux
de qualité, exprimés par des intervalles de valeurs valides. De plus, les concepts extrafonctionnels in-
troduits sont souvent abstraits et avec peu de liens avec les éléments applicatifs à l’exécution, même si
certains langages permettent de référencer des éléments à l’exécution. L’association des contraintes ex-
trafonctionnelles aux éléments applicatifs est réalisé uniquement au travers des profils. Il en résulte que
dans les cas les plus favorables, des structures de données sont construites de façon adhoc pour représen-
ter les spécifications à l’exécution, et les mécanismes d’adaptation consistent en des modifications des
profils de QdS initiaux.
Des travaux plus complets se basent sur des contrats de QdS et proposent aussi un support des contrats
à l’exécution qui consiste en une infrastructure propre chargée d’interpréter et de gérer les contrats. Dans
ces propositions, les contrats servent le plus souvent à effectuer de la réservation des ressources et à sur-
veiller l’utilisation qui en est faite. De plus, les mécanismes de négociation, lorsqu’ils existent, consistent
à établir le contrat qui va spécifier les niveaux requis par les applications et fournis par le système. Il est
construit par mise en correspondances des profils de QdS et est ensuite échangé entre les différentes
entités de l’infrastructure pour opérer la réservation effective, avec ou sans surveillance. La surveillance
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des contrats reviennent donc ainsi à signaler les violations de contrats. Certains travaux spécifiques per-
mettent aussi de spécifier des logiques d’adaptation au moment des spécifications extrafonctionnelles.
Ces logiques décrivent des méthodes à exécuter lors des transitions d’états, représentées par des chan-
gements de domaine de valeurs de la QdS mesurée. D’un autre coté, les travaux qui se concentrent à la
mise en œuvre de l’adaptation dynamique ne s’appuient pas sur des technologies de spécifications ou
de contrats. Elles proposent diverses techniques d’adaptations qui sont exprimées par des règles ECA
ou des automates, et pour ceux qui s’appuient sur des plates-formes à composants, les logiques d’adap-
tation reviennent à effectuer des modification d’implémentation de composants ou de reconfigurations
d’attributs.
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APrès avoir étudié les principaux travaux dans les domaines des composants contractualisés et desaspects extrafonctionnels, ce dernier chapitre de l’état de l’art présente un aperçu général de la
négociation dynamique. Compte tenu de sa généralité, ce chapitre commence par fournir une vision
d’ensemble des concepts, des mécanismes sous-jacents et des alternatives à la négociation dynamique.
Puis, elle présente les principales propositions effectuées dans le domaine des systèmes multi-agents.
4.1 Vision d’ensemble de la négociation
4.1.1 Contexte
Lorsque des entités (humains, objets, composants,...) ont un certain niveau d’autonomie, elles sont
dotées de leurs propres compétences et agissent souvent en vue de satisfaire leurs propres intérêts [Briot
et Demazeau 2001]. Compte tenu de cette autonomie, les activités des entités autonomes, peuvent être
complètement indépendantes, mais bien souvent, comme celles-ci ne sont a priori pas organisées, leurs
activités peuvent alors tout à fait se recouvrir et leur environnement devient donc partagé. Il en résulte
ainsi des interdépendances qui concernent le plus fréquemment i) les objectifs (buts communs, partagés,
individuels mais interdépendants), ii) les dépendances aux ressources (ressources limitées, partagées,...)
ou encore iii) les dépendances fonctionnelles (besoin des capacités d’autres), et qui imposent alors de fait
des interactions pouvant consister par exemple à coordonner les actions individuelles pour l’élaboration
d’un plan commun ou encore à accorder les différents points de vue pour résoudre des conflits.
Dans ce contexte, la négociation constitue une abstraction fondamentale et évoluée permettant de
gérer dynamiquement les interactions, en particulier lorsque les entités dotées de leur propre intelligence
et organisées de façon distribuée, cherchent à accomplir leurs buts. Ainsi, elle est usuellement utilisée
pour la résolution de problèmes globaux qui tiennent compte de buts individuels, l’optimisation collec-
tive d’une solution globale par des efforts individuels ou encore la résolution des conflits engendrés par
des actions interdépendantes. Toutefois, parce qu’elle représente un concept général, la négociation reste
assez floue et difficile à appréhender. Elle introduit de nombreux concepts, intègre différentes dimen-
sions, et sa mise en œuvre effective peut être faite sous diverses formes, selon différents contextes et à
différents degrés de complexité. Sous une forme basique, les interactions sont mises en œuvre de façon
simple par un transfert d’informations explicite entre entités (échange intentionnel de messages) et, du
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FIGURE 4.1 – Représentation des entités et de leurs interactions
point de vue de chaque membre, elles se décomposent selon les phase de i) réception d’informations, ii)
raisonnement à partir des informations acquises et iii) émission d’informations ou réalisation d’actions
visant à modifier l’environnement ou les entités. D’autres formes d’interactions plus évoluées peuvent
aussi être définies selon que les entités aient des connaissances plus étendues (capacité omnipotente,
dépendance envers d’autres membres, etc.), des capacités de planifier ou de partitionner leurs actions ou
encore de faire évoluer leurs raisonnements par apprentissage en observant les actions des autres.
4.1.2 Principales définitions
Selon une première proposition, issue des travaux de R. Davis et R. Smith concernant le Contract-
Net Protocol [Smith 1980; Smith et Davis 1980], la négociation est vue comme «une discussion entre
des parties intéressées qui s’échangent des informations pour parvenir à un accord». En complément
de cette définition, ils présentent trois composantes de base, nécessaires pour définir une situation de
négociation : a) un échange mutuel d’information, b) la capacité de chaque partie d’évaluer les infor-
mations de sa propre perspective, et c) la sélection du choix final effectué parmi les différents résultats
possibles. Dans cette définition, la négociation est plutôt vue sous la forme d’un processus d’organisation
qui permet la résolution des problèmes en décomposant le problème en sous-tâches et allouant ces der-
nières. Elle intègre cependant aussi des notions importantes de communication (cf. a)) et de capacités de
raisonnement (cf. b) et c)). D. Pruitt considère la négociation comme «un processus par lequel une déci-
sion commune est réalisée par deux ou plusieurs parties» [Pruitt 1981], et détaille davantage les aspects
stratégiques liés aux raisonnements des parties : «les parties commencent d’abord par formuler leurs
demandes contradictoires puis, évoluent vers un accord en faisant des concessions ou en recherchant
des alternatives». La définition de Pruitt met en avant les raisonnements internes pour converger vers un
accord. Pour E. Durfee et V. Lesser, la négociation est un «échange structuré d’informations permettant
d’améliorer les accords sur des points de vue communs ou des plans d’actions» [Durfee et Lesser 1989].
Enfin, d’une façon plus technique, N. Jennings propose de considérer la négociation comme étant un
processus de recherche de solution dans l’espace des différents accords potentiels [Jennings et al. 2000,
2001]. Dans cette représentation, chaque proposition formulée est représentée par un point d’un espace
de dimension égale au nombre de critères sur lequel porte la négociation. L’ensemble des propositions
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des participants forme alors différentes régions qui évoluent et l’objectif de la négociation consiste à
trouver un point acceptable appartenant aux régions des différents participants.
Toutes ces différentes définitions présentent la négociation selon plusieurs points de vue, en insistant
en particulier sur les dimensions de communication et de raisonnement des participants. Plus précisé-
ment, les caractéristiques d’une négociation qui ressortent le plus souvent sont les suivantes : i) des
échanges structurés ii) entre plusieurs parties iii) avec pour but de parvenir à un accord iv) en partant
de points de vue contradictoires, avec la capacité pour chaque partie v) d’évaluer les informations de sa
propre perspective et vi) de faire des concessions ou de rechercher des solutions alternatives.
4.1.3 Aperçu des composantes principales
En dépit de la variété des domaines dans lesquels la négociation s’applique et des différentes ap-
proches possibles, la très grande majorité des négociations automatisées définissent usuellement cer-
taines grandes dimensions. Tout d’abord, la négociation doit préciser ce sur quoi elle porte. Ces objets
de la négociation (appelés aussi termes ou critères négociés) varient en fonction des domaines et des ap-
plications. Par la suite, la négociation met en jeu différents participants (appelés aussi parties) qui inter-
viennent au cours de la négociation. Ces différentes parties négociantes communiquent et s’échangent
des informations tout le long du processus de négociation pour que celui-ci avance. L’ensemble de ces
échanges ainsi que le déroulement général de la négociation sont gouvernés par un ensemble de règles,
au travers des protocoles de négociation. Enfin, les parties négociantes sont équipées de capacités in-
ternes de décision qui leur permet de raisonner et d’agir en accord avec le protocole de négociation et
de façon à atteindre les objectifs.
Objectif de la négociation
D’une façon générale, l’objectif de la négociation est de résoudre des conflits ou de coordonner les
actions entre entités capables de raisonner et de communiquer. En présence d’une forme de conflits,
et c’est en particulier le cas lorsque les entités ont des objectifs opposés ou qu’ils sont en conflits sur
des ressources, la négociation devient un moyen pour la résolution des problèmes. Dans un environne-
ment davantage coopératif, lorsque différentes entités veulent coordonner leurs tâches, la négociation
contribue alors à obtenir une plus grande coordination entre les entités. Elle peut ainsi intervenir pendant
la décomposition d’un problème initial en sous-problèmes, pendant l’exécution individuelle des sous-
problèmes ou encore après l’exécution des plans individuels au moment de recomposer la solution du
problème initial. De ce point de vue, la négociation est ainsi présentée comme un processus permettant
de décomposer et de recomposer d’une manière cohérente, et d’orienter les comportements individuels
vers des buts communs. La négociation devient ainsi un moyen, qui se justifie notamment bien dans les
environnement distribués et permet la résolution de deux classes de problèmes [Martial 1990] : la plani-
fication dirigée par les tâches et la coordination de plans. Dans la planification dirigée par les tâches, il
existe un problème initial qui est décomposé en plusieurs sous-problèmes répartis entre plusieurs entités
(décomposition top-down du problème dans un modèle d’organisation hiérarchique), et l’objectif est de
trouver la bonne décomposition. Dans un problème de coordination de plans, les plans d’agents existent
déjà et il s’agit alors de concilier les plans individuels avant leur exécution.
Termes négociés
Compte tenu des objectifs généraux de la négociation, l’éventail des termes sur lesquels elle porte
est aussi très large. Les termes négociés peuvent consister en un seul terme unique ou alors en des termes
plus complexes, éventuellement liés. Dans l’exemple classique des ventes aux enchères, la négociation
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porte souvent sur les prix des objets en cours mais d’autres critères peuvent aussi entrer en compte
comme les conditions de garantie et de livraisons ou encore les pénalités. Les différents termes de la
négociation restent donc complètement ouverts et sont à définir par le domaine dans lequel s’applique la
négociation. Dans les systèmes multi-agents, l’étendue des termes sur lesquels peut porter la négociation
est extrêmement variée. Ils peuvent ainsi porter sur les objets du domaine d’application, les objets de
contrôle de la négociation et éventuellement certains autres paramètres de qualité. Les termes négociés ne
sont pas réduits à des domaines particuliers et la richesse des concepts introduits permet potentiellement
d’envisager la négociation de termes quelconques du moment que des mécanismes permettant de décrire
et de raisonner sur ces termes soient définis. Néanmoins, il est possible de regrouper les termes selon
qu’ils représentent :
– des objets définis par les domaines d’application de la négociation et qui sur lesquels portent la
négociation. Ces objets peuvent être plus ou moins complexes. Il n’y a encore une fois aucune
restriction sur la nature des objets, et par exemple, la négociation peut porter sur des termes relati-
vement simples comme des intervalles de temps lorsqu’il s’agit d’organiser des rendez-vous, des
prix de produits dans les systèmes de commerces ou de ventes aux enchères, mais aussi sur des
termes plus complexes comme le partage de ressources ou encore des ensembles de termes liés
(prix de produits liés à des conditions de garanties et de livraisons ou à des pénalités,...). Sous une
forme plus élaborée, la négociation est aussi employée pour le partage de ressources [Cammarata
et al. 1983], la gestion du trafic aérien [Wollkind et al. 2004] ou encore la gestion d’informations
distribuées [Jennings et al. 1996] ;
– des éléments qui décrivent le déroulement même de la négociation. Dans cette seconde catégorie,
il s’agit de négocier sur la manière dont se déroule le processus de négociation lui-même. En effet,
comme l’approche par négociation est ouverte, il est aussi possible de structurer une négociation
selon plusieurs niveaux pour pouvoir négocier, sur un premier niveau, les objets directs des conflits,
et sur un second niveau, la manière de conduire la résolution elle-même (proposition de nouveaux
critères, réduction à un sous-problème moins contraints,...).
Parties négociantes
Les parties négociantes ne sont pas imposées et sont à définir par les applications. Les parties peuvent
être organisées de plusieurs façons différentes (négociation bilatérale, ou multi-latérale), et chaque partie
a souvent un rôle bien précis à tenir au cours de la négociation. Dans les systèmes multi-agents (SMA),
les parties sont les agents, et bien que les modèles de négociation dans les SMA restent ouverts, en
pratique les négociations sont souvent bilatérales (une unique négociation bilatérale isolée ou plusieurs
négociations bilatérales indépendantes). Dans les travaux portant sur la gestion de la Qualité de Service,
les acteurs ne sont pas définis. Les parties sont aussi souvent bilatérales, car liées par une relation de type
client-fournisseur (interactions entre clients-fournisseurs pour l’utilisation et la fourniture de services,
connexions entre composants clients/serveurs pour l’appel et la réalisation de services). De plus, comme
l’objectif principal est surtout de gérer de façon efficace les paramètres de qualité, les rôles ne sont pas
très clairement explicités.
Mécanismes généraux
De façon générale, la négociation est un processus d’échanges d’informations entre les différentes
parties impliquées. C’est un processus itératif qui repose sur des communications structurées et dans
lequel les différentes parties dans la négociation agissent selon des stratégies d’échanges permettant
de résoudre le problème. Ainsi, au fur et à mesure des échanges successifs, les parties recueillent des
informations sur l’état courant de la négociation et éventuellement sur les autres parties. Ces informations
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leur permet alors d’élaborer successivement des nouvelles propositions jusqu’à ce qu’un compromis soit
trouvé ou qu’un conflit majeur apparaisse. Par la suite, plusieurs formes de négociation peuvent être
mises en œuvre selon i) la structure et les rôles des parties négociantes (cardinalité des participants,
rôles, éventuelles parties tierces), ii) les communications entre les différentes parties (description des
objets négociés, langages de négociation), iii) le processus général (différents états de la négociation et
leur transition) ou encore iv) les raisonnements des parties négociantes leur permettant de guider leur
comportement et d’atteindre leurs objectifs (modèle de prise de décision, actions possibles).
Pour décrire plus précisément ces mécanismes de négociations, il faut s’intéresser aux mises en
œuvre réalisées dans des domaines plus spécifiques. La section qui suit décrira dans le détail la modéli-
sation des comportements intelligents lors des négociations et les mécanismes de négociation définis.
4.1.4 Approches alternatives
D’autres approches alternatives à la négociation ont été proposées. La suite présente brièvement ces
propositions selon qu’elles s’orientent davantage vers des procédés de coordination, ou qu’elles consti-
tuent des techniques de résolution qui se focalisent sur l’obtention de la solution.
Approches orientées coordination
La coordination est présentée comme étant un procédé qui permet à des entités d’évoluer d’une façon
cohérente sans que leurs activités ne rentrent en conflit. Il existe plusieurs techniques de coordination :
les structures organisationnelles dans lesquelles la coordination s’appuie fortement sur les rôles et les
relations des membres, la planification qui consiste à composer de façon adéquate des plans individuels
afin d’éviter les conflits futurs, et la contractualisation entre un gestionnaire et des contractants pour
l’allocation des tâches et des ressources.
Structures organisationnelles Il s’agit à a priori de la technique de coordination la plus simple. Ici,
toute la coordination repose sur l’existence au, sein de l’organisation, d’une représentation des rôles
des membres, de leurs relations et de leurs capacités. Cette forte explicitation des rôles et des relations
fournit alors un cadre qui régit les activités des membres [Durfee et al. 1987]. Parmi les différentes or-
ganisations possibles, on trouve les habituelles organisations hiérarchiques incluant les relations usuelles
maître-esclaves ou serveur-clients, dans lequel un membre central exerce son autorité sur le reste des
membres et contrôle leurs actions et leurs plans. Les membres-esclaves, quant à eux, peuvent ou pas
communiquer entre eux, mais doivent, à tout prix, rendre compte de leurs actions au membre-maître.
Dans ce cas, l’autonomie (d’actions, de décisions) des esclaves est très faible et le contrôle exercé par
le maître est total. Il est à noter que la plupart des structures organisationnelles sont bâties sur une or-
ganisation hiérarchique qui existe de fait, et qui permet donc de centraliser le contrôle et l’affectation
des actions. En revanche, cette centralisation limite considérablement bon nombre d’avantages de la
distribution (peu de parallélisme, goulot d’étranglement,...) et va un peu à l’encontre de l’approche par
intelligence distribuée [Durfee et al. 1989]. De plus, cela suppose aussi qu’un membre spécifique dispose
de la connaissance globale du problème lui conférant ainsi, pour la résolution du problème, le droit de
contrôle sur ses compatriotes.
Contractualisation Une technique classique de coordination pour la répartition des tâches et pour l’al-
location des ressources entre entités est proposée par la famille des protocoles du Contract-Net Protocol
[Smith 1980; Davis et Smith 1988]. Cette approche préconise une structuration des entités en organisa-
tion de marché telle que chaque entité peut avoir :
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– soit le rôle de gestionnaire qui divise un problème global en plusieurs sous-problèmes, cherche à
affecter ces sous-problèmes à plusieurs contractants et supervise leurs résolutions ;
– soit le rôle de contractant qui accomplit et résout un sous-problème. De façon récursive, un
contractant peut aussi à son tour devenir gestionnaire et re-décomposer son problème en divers
sous-problèmes s’il ne possède pas les capacités pour le résoudre seul.
C’est une technique complètement distribuée dans laquelle chaque intervenant peut à la fois être ges-
tionnaire et contractant. De plus, en comparaison, à la technique basée sur une organisation hiérarchique,
la réalisation de chaque sous-problème est à la charge de chaque contractant et dépend de ses propres
capacités. Le gestionnaire effectue simplement la décomposition du problème en sous-problèmes, la
répartition des sous-problèmes et la collecte des solutions de chaque sous-problème. En revanche ses
principales limitations concernent le fait qu’une situation de coordination initiale est supposée exister
et que les contractants sont assez bénévoles et non-antagonistes. Cette technique ne permet ainsi pas de
détecter, ni de résoudre des conflits. De plus, le coût des communications semble être assez élevé, en
particulier induit au moment de la recherche des contractants. Compte tenu des notions d’organisation
hiérarchique et de contractants introduits par le Contract-Net Protocol , une étude plus complète de ce
protocole et de son utilisation dans les systèmes multi-agents est effectuée dans la section suivante 4.2.
Planification Dans le but d’éviter toute activité et interaction conflictuelle, une autre forme de coor-
dination consiste à planifier les activités des différentes entités. Ainsi, avant d’entreprendre toute action,
les entités s’entendent pour construire un plan global qui détaille le découpage des plans individuels de
chacun (leurs actions futures et leurs interactions), ainsi que les éventuelles étapes de recoupement pour
la re-planification ou une autre réorganisation des plans individuels [Edmund H. Durfee 1987; Georgeff
1988a]. Il existe deux formes de planification, centralisée et décentralisée.
Dans une planification centralisée [Georgeff 1988a,b; Cammarata et al. 1983], il existe usuellement
un coordinateur général qui, après réception des plans individuels, les analyse pour identifier les conflits
potentiels ainsi que les interactions inconsistantes (ex. ressources requises insuffisantes). Par la suite, le
coordinateur général tente de modifier les plans individuels et de les organiser d’une façon cohérente afin
d’éliminer l’ensemble des conflits exhibés à l’étape précédente. Dans la forme décentralisée [Durfee et
Lesser 1987; Corkill 1979], le coordinateur général n’existe plus et chaque entité doit avoir une repré-
sentation des plans individuels des autres. Ainsi, les agents doivent se communiquer et s’échanger leurs
plans individuels afin de les modifier ou de les mettre à jour pour résoudre les conflits.
Généralement, les techniques de planification sont fortement consommatrices de ressources car des
échanges d’informations importants sont réalisés. La forme centralisée reprend les mêmes limitations
que les techniques de coordination de type maître-esclaves alors que la mise en œuvre de la planification
décentralisée est beaucoup plus complexe, car chaque entité ne dispose justement que d’un point de vue
local du problème.
Approches orientées résolution
Vote L’approche par vote, stratégie usuellement utilisée dans les sociétés humaines, propose des pro-
cessus de décision basé sur le choix d’une solution parmi un ensemble de solution prédéterminé : un
ensemble de solutions existe ; chaque membre effectue son vote et la solution finale est celle qui re-
cueille l’unanimité ou la majorité des voix. En comparaison de la négociation, l’approche basée sur le
vote reste exclusivement employée pour résoudre des questions simples et n’est pas applicable dans des
situations très complexes car le processus de déroulement est fermé et très ciblé, la solution finale fait
partie d’un ensemble de solutions connu dès le départ, et les conflits ne sont pas explicités et ne peuvent
pas être modifiés. En revanche, elle pourrait très bien être employée comme une étape postérieure à la
négociation pour permettre de choisir entre des solutions globalement équivalentes.
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Théorie des jeux Un jeu est un modèle formel de diverses situations d’interactions : plusieurs joueurs
rationnels interviennent ; ils ont des individuellement des préférences ; disposent de certaines informa-
tions ; et effectuent par le biais de stratégies des actions qui ont des influences sur les autres joueurs. La
théorie des jeux constitue donc une théorie de la décision rationnelle d’individus stratégiquement inter-
dépendants. Il s’agit de modéliser le processus de décision interne des joueurs dans une situation où ils
sont égocentrés [Osborne et Rubinstein 1994; Osborne 2004] ou coopératifs et d’étudier comment les
actions des uns influencent celles des autres [Luce et Raiffa 1957]. Le calcul de l’action optimale n’est
pas forcément une opération triviale et peut se révéler coûteux, voire impossible. De nombreux travaux
ont abordé la théorie des jeux par des modélisations mathématiques et économiques du problème. Toute-
fois, en dépit de l’élégance des solutions mathématiques proposées, de nombreuses hypothèses limitent
fortement son application à certains problèmes réalistes. Ainsi, les négociations de la vie courante, sont
souvent conduites sous une certaine incertitude, ils portent davantage sur plusieurs termes corrélés que
sur le simple critère de gain, les connaissances et stratégies de joueurs ne sont pas communes mais plutôt
privées et les individus ne sont pas omniscients. Une part importante des travaux de la négociation qui se
basent sur la théorie des jeux ont été appliqués dans les systèmes multi-agents par Rosenschein et Zlotkin
[Rosenschein et Zlotkin 1994] dans leur étude des mécanismes de coordination entre agents rationnels.
Techniques de résolution de contraintes Les problèmes de satisfaction de contraintes (Constraint Sa-
tisfaction Problem en anglais), qui apparaissent souvent dans les problèmes d’allocation de ressources
et planification, consistent à chercher une solution qui satisfasse un système de contraintes, par le calcul
des valeurs de variables adéquates. La résolution de ces problèmes est généralement combinatoire et
donc des raisonnements et des heuristiques particuliers sont souvent introduits pour permettre de guider
la recherche vers les bonnes combinaisons et ainsi réduire l’examen des combinaisons possibles. Des
algorithmes généraux mais moins efficaces peuvent être appliqués directement et dans certains cas, en
fonction de la formes des contraintes ou des variables, des algorithmes spécialisés mais plus effeicaces
peuvent être définis. Au lieu de résoudre les CSP avec les techniques classiques, d’autres approches ont
aussi proposé de distribuer ce problème de résolution et de faire appel à des techniques issues tradition-
nellement de l’Intelligence Artificielle. Ainsi, dans un CSP distribué [Fernandez et al. 2002; Hamadi
1999], les variables sont distribuées entre différentes entités et les relations entre ces entités sont déter-
minées par le système de contraintes. Dès lors, l’algorithme de résolution est réalisé par chaque entité sur
les variables qu’il a en charge et les agents communiquent et s’échangent des informations pour valider
ou réfuter les valeurs affectées aux variables par les uns et les autres. Ces techniques sont basées in fine
sur la modélisation et la résolution d’un système de contraintes sans qu’il n’y ait réellement de processus
d’interactions.
Evaluation
Nous avons brièvement présenté une liste des principales approches de résolution de conflits et de
coordination, alternatives à la négociation. Les structures organisationnelles, la contractualisation et la
planification abordent particulièrement le problème sous l’angle de la coordination alors que les ap-
proches par vote, par la théorie des jeux ou encore la résolution de contraintes proposent davantage des
techniques de résolution spécifiques et ciblés à certains types de problèmes bien précis.
En guise de synthèse, le tableau 4.1 récapitule ces différentes techniques selon les critères suivants :
– Rôles et relations : les rôles des entités et leurs relations peuvent être explicites. Par exemple,
ces rôles sont prédéfinis dans les structures hiérarchiques ou dans les organisations de marché
(maître-esclaves, fournisseurs-consommateurs,...).
– Type de communication : il peut y avoir un processus de communication explicite permettant
l’échange d’informations entre les différentes entités.
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– Connaissances : les connaissances peuvent être centralisées en une seule entité de contrôle, ou
alors réparties dans chacune des différentes entités.
– Solution : la solution peut être soit élaborée dynamiquement à partir des interactions entre les
entités, soit choisie à partir d’un ensemble donné ou alors soit calculée.
– Décision : la décision peut être collective lorsqu’elle est le fruit d’échanges successifs, centralisée
si une entité détient un rôle prépondérant ou alors individuelle lorsque les entités sont égocentrés
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TABLE 4.1 – Synthèse des approches alternatives à la négociation.
Par ailleurs, en remettant en perspective chacune des techniques présentées par rapport à la caracté-
risation de la négociation présentée en section 4.1.2 comme étant constitué par «des échanges structurés
entre plusieurs parties avec pour but de parvenir à un accord (en partant de points de vue contradic-
toires), avec la capacité pour chaque partie d’évaluer les informations de sa propre perspective et de
faire des concessions ou de rechercher des alternatives», on constate que chacune des techniques aborde
une partie de ces caractéristiques :
– les structures organisationnelles insistent sur les rôles et les relations des parties. En particulier, les
structures hiérarchiques laissent entrevoir une forme de négociation autoritaire dans laquelle une
entité contrôle et influence les autres. En revanche, le processus de négociation n’est pas du tout
abordé ici ;
– la contractualisation s’attache justement, et exclusivement, à cet aspect. En se plaçant dans le
contexte très précis des organisations de marché, elle s’attache à décrire les mécanismes d’échanges
pour traiter le problème particulier de l’allocation de tâches et de ressources. En plus d’être spé-
cifique à une certaine classe de problème, la contractualisation ne s’attarde pas sur les capacités
internes de raisonnements des participants, gestionnaire ou contractants ;
– la planification se place aussi dans un contexte bien précis où il s’agit d’organiser les actions des
uns et des autres avant leur exécution de façon à ce que l’ensemble des activités puisse se dérouler
d’une façon cohérente sans conflit. Les échanges et les raisonnements des différents intervenants
ne sont pas abordés ;
– le vote constitue certainement la technique la plus rompue et la plus spécifique parmi celles pré-
sentées. Il constitue bien un processus permettant de parvenir à un accord, cependant, les échanges
sont simplistes, et le processus n’est guère évolué (choix des solutions parmi un ensemble donné,
raisonnements simples justifié par le fait que le vote doit porter sur des termes simples, décision à
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la majorité) ;
– la théorie des jeux s’intéresse essentiellement au processus de décision et donc peut intervenir
pour concevoir les capacités internes de participants rationnels. Toutefois, une étude approfondie
serait nécessaire afin d’analyser si certains résultats de cette théorie seraient transposables à la
forme de négociation qui nous intéresse (adéquation des modèles de raisonnements, hypothèses
d’application,...) ;
– enfin, les techniques de résolution de contraintes constituent à elle seules des techniques à part en-
tière dont l’objectif est de trouver une solution à un système de contraintes. L’hypothèse implicite
consiste donc à représenter les conflits sous une forme équationnelle et l’utilisation de telles tech-
niques dans une approche par négociation serait conditionnée par l’applicabilité des hypothèses
d’utilisation. En revanche, elles pourraient offrir un moyen permettant de modéliser ou d’orienter










⋆ ⋆ ⋆ ⋆ ⋆ ⋆
Contractualisation ⋆⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
Planification ⋆ ⋆ ⋆ ⋆ ⋆ ⋆
Vote ⋆ ⋆ ⋆ ⋆
Théorie des jeux ⋆ ⋆ ⋆ ⋆ ⋆ ⋆⋆
Résolution de
contraintes
⋆ ⋆ ⋆ ⋆ ⋆ ⋆⋆
⋆ ⋆ ⋆ : point fort
⋆⋆ : notion existante mais peu aboutie ou spécifique
⋆ : peu évoqué
TABLE 4.2 – Évaluation des techniques vis-à-vis de la négociation.
Les techniques qui viennent d’être présentées s’attardent sur certaines caractéristiques bien spéci-
fiques de la négociation. Ainsi, il apparaît que la négociation doit être vue comme une approche réel-
lement générale qui englobe en particulier les approches que nous venons d’évoquer. La négociation
permet donc d’abstraire les techniques classiques de résolution de conflits et de coordination d’activités
par le biais de certaines briques de base.
4.2 Négociation dans les systèmes multi-agents
Dans cette section, nous nous intéressons particulièrement à la négociation dans les systèmes multi-
agents (SMA). Il s’agit, en effet, d’une discipline dans laquelle le concept de négociation occupe une
place fondamentale, et de nombreux travaux y sont proposés. Après avoir présenté dans une première
sous-section, le cadre général des agents et des systèmes à agents, nous introduirons le contexte de la né-
gociation et présenterons ses motivations. Puis, nous décrirons les principes généraux des mécanismes de
négociation dans les systèmes à agents. Enfin, nous présenterons les systèmes de négociation significatifs
dans ce domaine.
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4.2.1 Cadre général
Systèmes Multi-Agents
Dans les systèmes multi-agents, les agents sont considérés comme des entités de base intelligentes
qui ont diverses caractéristiques [Ferber 1995; Franklin et Graesser 1997; Huhns et Singh 1998; Jennings
et al. 1998.]. Ils sont i) autonomes (l’agent contrôle ses actions et agit sans intervention assistée), ii) situés
(l’agent est capable d’agir sur l’environnement à partir de messages reçus ou de perceptions sensorielles),
iii) proactifs (l’agent est capable de prendre des initiatives et n’agit plus seulement en tant qu’exécutant
d’une action dictée), iv) capables de percevoir leur environnement et d’élaborer une réponse ou de réali-
ser une action, et enfin v) capables d’interagir en société de façon à interagir avec d’autres agents dans
le but de compléter leurs actions ou aider les autres à l’accomplissement des leurs.
Munis de ces capacités individuelles, les agents font alors partie d’un environnement dit multi-agents,
dans lequel ils sont amenés à collaborer en s’appuyant sur leurs compétences et leurs connaissances
individuelles. Par extension à la notion d’agent, la thématique des systèmes multi-agents se focalise sur
l’étude des comportements collectifs et sur la répartition de l’intelligence sur des agents plus ou moins
autonomes, capables de s’organiser et d’interagir pour résoudre des problèmes. Cette vision devient
d’autant plus pertinente dans le contexte actuel où la très grande majorité des systèmes sont de fait
distribués et deviennent de plus en plus ouverts. Un système multi-agents peut ainsi être vu comme « un
réseau d’agents faiblement interconnectés qui travaillent ensemble dans le but de résoudre des problèmes
qui ne peuvent pas être résolus individuellement par les agents » [O’Hare et Jennings 1996].
Ainsi, les systèmes multi-agents sont généralement définis par les caractéristiques suivantes [Briot et
Demazeau 2001]. Chaque agent a des informations ou des capacités limitées et n’a aucun contrôle global
du système multi-agent. De plus, les données sont souvent décentralisées et les échanges asynchrones.
Par la suite, compte tenu de ces qualités, les systèmes à agents de deviennent des candidats aux qualités
idéales lorsqu’il s’agit :
– de fournir une solution décentralisée pour les problèmes où l’expertise est répartie et qui ne pour-
raient pas l’être de façon centralisée (ressources limitées, risques inhérents aux systèmes centrali-
sés,...) ;
– de représenter une solution naturelle pour les nombreux problèmes qui font intervenir des élé-
ments distribuées et autonomes comme, par exemple, les problèmes de contrôle de traffic aérien
[Cammarata et al. 1983] ;
– d’améliorer la vitesse de résolution (résolutions parallélisées à condition de maintenir des com-
munications minimales), la fiabilité (la distribution minimise l’impact de la panne d’un agent),
l’extensibilité (facilité à changer les agents qui interviennent) ;
– de favoriser l’interconnexion et la coopération entre de multiples systèmes distribués et patrimo-
niaux ;
– d’offrir un support conceptuel simple et claire et de tolérer un certain seuil d’incertitude sans
entraver le processus de résolution.
De plus, du point de vue du processus de résolution, les systèmes multi-agents présentent l’avantage
de combiner à la fois les qualités des techniques de résolution distribuée (parallélisation, redondance) et
aussi celles des méthodes d’IA surtout de par l’intégration de schémas d’interaction sophistiqués comme
la coopération, la coordination et la négociation. Ainsi, pour pouvoir exploiter pleinement ces systèmes,
le défi majeur consiste à résoudre les problèmes inhérents à la construction des systèmes multi-agents et
des mécanismes d’interactions.
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Contexte et buts de la négociation
Dans les systèmes à agents, la négociation est employée en raison de la forte autonomie des agents
et est employée à la fois lorsque les agents sont de nature coopérative ou égocentrée. Les buts généraux
de la négociation dans les SMA consistent à faire de l’allocation de tâches ou de ressources, à détecter
ou à résoudre des buts conflictuels, à modifier l’organisation du système à agents pour en garantir sa
cohérence ou encore à modifier les plans des agents. Pour cela, ils doivent communiquer entre eux, par
exemple en faisant des propositions et des contre-propositions de façon à modifier le comportement des
autres agents. Le processus de négociation peut se présenter sous des formes diverses et variées telles
que les négociations par enchères, les protocoles de la même famille que le Contract-Net Protocol , ou
encore toutes celles qui introduisent des capacités plus évoluées d’apprentissage, d’argumentation et de
croyance.
Les recherches en négociation dans les SMA se divisent en plusieurs catégories [Muller 1996]. Les
recherches sur les langages de négociation analysent la syntaxe et la sémantique des messages échan-
gés au cours d’une négociation (primitives de négociation, description des messages échangés) et leurs
usages dans les protocoles (réponses autorisées, états valides). D’autres s’attardent plus sur les raisonne-
ments des agents au cours de la négociation (évaluation et comparaison des propositions) et leurs modé-
lisations (fonctions d’évaluation et de proposition, préférences). Enfin, une dernière catégorie étudie les
processus de négociation et leur déroulement global au niveau des agents (algorithme de négociation) et
au niveau du système à agents (propriétés d’équité ou d’optimalité, répartition des connaissances).
4.2.2 Principes
Termes négociés
Dans les systèmes multi-agents, le termes de la négociation sont principalement déterminés par les
domaines d’applications. Ils peuvent être des objets relativement simples comme par exemple, des inter-
valles de temps pour des rendez-vous, des prix de produits dans les commerces électronique ou les ventes
aux enchères. Mais ils peuvent aussi représenter des termes plus complexes, éventuellement liés comme
par exemple, des ressources à partager, une décision commune à trouver, des objectifs ou des niveaux
de qualité de service dans les transactions électroniques. Ces différents termes restent complètement ou-
verts et sont à définir par le domaine dans lequel s’applique la négociation. En dehors des utilisations
classiques, des termes plus abstraits peuvent aussi être négociées. En particulier dans le domaine des
systèmes multi-agents, il est possible de négocier les relations entre les agents (actions ou plans des enti-
tés pour leur coordination, réorganisation de la société d’agents, établissement de liens privilégiés entre
agents, création d’un réseau d’interconnexion d’agents,...) [Chevrier 1992].
Protocoles et langages de communication
Communication Généralement, les communications sont définies par le contenu des messages, le
mode de transmission et ce qui les motive. Les messages contiennent généralement des informations
(requêtes, propositions, offres, connaissances, arguments) et des méta-informations (délai de réponse,
type de négociation). De plus, dans le système, les communications peuvent se dérouler selon un mode
direct ou indirect. Dans une communication directe, les agents échangent volontairement des messages
en direction d’un ou d’un groupe d’agents. De plus, la communication peut se réaliser :
– soit par partage d’informations, et dans ce cas il existe une structure partagée (tableau noir) dans
laquelle les agents déposent et retirent des informations,
– soit par envoi de messages selon les différents modes usuels (point-à-point, diffusion,...).
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Dans une communication indirecte, il n’y pas d’échanges explicites. Des signaux (ou des traces) sont
laissés sur l’environnement par des agents, par exemple suite à des actions qui modifient l’environnement,
puis ces signaux sont propagés par l’environnement et perçus par d’autres agents. Il s’agit d’un mode
de communication limité (perte d’efficacité car les interlocuteurs directs ne sont pas connus), mais qui
peut être intéressant dans le cas où l’on souhaite, non pas réaliser des tâches précises mais plutôt des
opérations grossières sur un ensemble d’agents (récepteurs) sans avoir à déterminer précisément leurs
rôles. Par ailleurs, les communications peuvent aussi être soit synchrones, soit asynchrones. Dans les
systèmes multi-agents, les communications synchrones sont réalisées par des appels de fonction. Les
fonctions sont bloquantes pour l’appelant qui attend la réponse. Les communications asynchrones sont
réalisées soit par écriture sur un tableau noir, soit par un système de messages de type boîte aux lettres.
Ainsi, les agents peuvent vouloir communiquer pour prendre des initiatives, car ils se sont engagés à le
faire mais aussi en réponse à la perception de changements.
Les modélisations de la communication entre agents s’appuient aussi sur la théorie des actes de lan-
gages, développée par les linguistes et qui vise à s’inspirer des dialogues entre humains. Très brièvement,
dans cette théorie, un énoncé sert avant tout à produire des effets sur ses destinataires. Ainsi, les énoncés
sont liés aux actes et leur donne un poids plus ou moins important. Un énoncé peut ainsi être décomposé
selon trois composantes [Austin 1962]. Les actes locutoires (sujet de la conversation), illocutoires (in-
tentions du locuteur), et perlocutoires (effets produits ou espérés). Une typologie des actes de langages
a été introduite parmi lesquels les assertifs pour affirmer quelque chose sur le monde, les directifs pour
donner des directives à l’allocutaire, les interrogatifs, les exercitifs pour demander d’accomplir une ac-
tion, les promissifs pour s’engager à accomplir certains actes, les expressifs pour donner des indications
concernant son propre état.
Langages de communication Les actes de langages ont été utilisés dans de nombreux langages pour
faciliter les communications entre agents. Les langages de communication permettent aux agents d’échan-
ger des informations en particulier pour la négociation. Parmi les plus connus, KQML et ACL consi-
dèrent les énoncés comme des actes qui visent à accomplir ou faire accomplir quelque chose aux agents
allocutaires. KQML (Knowledge Query Manipulation Language en anglais) [Finin et al. 1993; Labrou
et Finin 1997], issu des travaux de la DARPA [DARPA Knowledge sharing effort (Web Site)] propose
de définir un standard de communication dans les systèmes multi-agents. Dans KQML , un message est
défini par un identifiant (un codage du temps), l’agent émetteur du message, une liste d’agents destina-
taires, et le corps du message comprenant un contenu et une force illocutoire (demander la réalisation,
affirmer que, répondre que,...). De plus, trois couches conceptuelles sont introduits ( couche communi-
cation, couche des message et contenu du message).
Bien qu’il soit utilisé depuis plusieurs années, en particulier dans les milieux académiques, les li-
mites principales de KQML proviennent de la définition vague de nombreux performatifs (ambiguïté,
incohérence,...). De plus, certains performatifs (broker, stream-all), oblige les agents-expéditeurs,
d’avoir, au moment de la construction des messages, une idée de la manière dont les agents-destinataires
devront re-rerouter les messages. Ces limites sont abordées dans [Cohen et Levesque 1995].
Plus récemment, la FIPA (Foundation for Intelligent Physical Agents en anglais) [FIPA Organization
(Web site)] a définit le langage ACL (Agent Communication Language en anglais) [FIPA TC Commu-
nication 2002a]. Le but principal de la FIPA est d’offrir un ensemble de spécifications qui permet de
favoriser l’interopérabilité entre les agents et les systèmes multi-agents. Le langage ACL est aussi basé
sur la théorie des actes de langages et a une syntaxe similaire à KQML . Toutefois, au lieu de définir des
performatifs, ACL définit des actes de communications associées à diverses finalités ( transmettre/de-
mander des informations, distribuer des tâches, gérer un problème,...).
Les langages KQML et ACL sont grossièrement similaires. D’un point de vue pratique, KQML
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commence à faire ses preuves mais la sémantique des actes reste peu formalisée et utilisable potentielle-
ment dans n’importe quel contexte de communications entre agents. Le langage ACL a, quant à lui, été
conçu directement avec une sémantique rigoureuse et commence juste a être utilisé dans des applications
réelles de taille relativement importante. L’évaluation de ces deux langages est encore en cours et, les
défauts révélées et les améliorations apportées tendent de plus en plus à réduire leurs différences [Wag-
ner 1997]. Toutefois, leur utilisation reste malgré tout limitée en raison de leur complexité. La validation
réelle de ces langages mais aussi les promesses d’interopérabilité dans un contexte de systèmes à agents
ouverts doivent encore être développées. Un autre inconvénient de, KQML et d’ACL aussi souvent évo-
qué, réside dans leur approche un peu trop académique. Ainsi, dans certaines applications et situations
de négociation, leur utilisation n’est pas justifiée et les avantages qu’ils procurent ne sont pas évidents.
En pratique, il semble même que très peu d’applications réelles y ont recours.
Protocoles de négociation Les protocoles de négociation représentent un deuxième aspect majeur
considéré dans les recherches portant sur la négociation automatisée. Traditionnellement, les protocoles
de négociation définissent un ensemble de règles qui permettent de guider les interactions entre les agents
au cours de la négociation. La fonction de base des protocoles de négociation est de permettre aux agents
de communiquer et d’interagir au cours de la négociation sans qu’ils aient à planifier explicitement cha-
cune de leur action. Ils spécifient généralement, i) les états de la négociation (ex. phase des offres, états de
terminaison de la négociation), ii) les événements qui provoquent les changements d’états de la négocia-
tion (délai de réponse écoulé, proposition valide) ainsi que iii) les actions valides des parties négociantes
dans chacune des étapes de la négociation (messages autorisés, parties interrogées). Pour la spécifica-
tion des protocoles de négociation, et plus généralement des protocoles de communication, différents
formalismes peuvent être employés pour une représentation expressive des interactions (graphes de rai-
sonnement, réseaux de Pétri, langages de description formels, etc.). Toutefois, les plus classiques sont
basés sur un graphe état-transition dans lequel des noeuds qui représentent l’état d’un agent sont reliés
par des arcs qui représentent l’émission ou la réception d’un acte de langage. Ces formalismes s’at-
tachent à la spécification des règles d’interaction, mais l’intérêt vient surtout du fait que comme chaque
agent possède une copie du protocole, la représentation des agents peut être directement traduite dans
une implémentation.
Parmi les protocoles de négociation existants, la plus grande famille est représentée par les proto-
coles dits d’allocation de tâches par réseau contractuel issus du Contract-Net Protocol introduit par
Smith [Smith 1980] pour la résolution de problèmes distribués. Le Contract-Net Protocol (CNP) est un
protocole général qui se focalise principalement sur la coordination des agents coopératifs, ayant les
mêmes buts et qui partagent et résolvent un problème plus complexe. Un agent demande de l’aide car il
n’a pas la capacité de traiter un problème donné à lui tout seul. Pour cela, il tente d’abord de partitionner
la tâche initiale en sous-tâches qu’il tente ensuite d’affecter aux agents ayant les capacités appropriées
à les gérer. Ainsi, dans ce protocole, la négociation se résume à l’allocation de tâches en fonction de
la qualification des agents. Ce protocole établit en fait un procédé organisationnel en définissant : (i)
un gestionnaire qui cherche divise une tâche en plusieurs sous-tâches et cherche à les répartir, (ii) des
contractants qui répondent à l’appel d’offres et accomplissent les sous-tâches et enfin, (iii) des contrats
qui permettent de répartir et de coordonner les sous-tâches de chaque agent pour résoudre le problème
global. Le gestionnaire décompose le problème global en sous-tâches et initie la négociation en annon-
çant chaque sous-tâche sur le réseau. Les agents qui ont les capacités (ressources appropriées, expertise)
pour réaliser la sous-tâche participent à la négociation en envoyant au gestionnaire leurs propositions.
Dès lors, le gestionnaire rassemble les propositions reçues et alloue la tâche au meilleur. Notons, que le
modèle peut être récursif : à son tour, l’agent élu peut re-décomposer en sous-tâche.
Bien que le CNP constitue un protocole simple basé sur le mécanismes d’appels d’offres, il n’en
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demeure pas moins un processus de communication qui permet d’atteindre un accord et dans ce sens
constitue une forme de négociation relativement simple de même que les protocoles de ventes aux en-
chères classiques. Depuis sa version initiale et compte tenu de son caractère assez général, le CNP a
connu de nombreuses extensions. On citera entre autres les compléments apportés au protocole (tours
successifs, confirmation et refus de proposition) par la FIPA [FIPA TC Communication 2002b]. Les fi-
gures 4.2 et 4.3 présentent les versions standardisées du CNP et du CNP étendu. Initialement, le CNP a
été appliqué pour l’allocation de ressources ainsi que dans des systèmes de surveillance distribuée tels
le contrôle de trafic aérien [Smith et Davis 1980]. Il a aussi été utilisé dans [Malone et Howard 1983],
comme protocole d’ordonnancement distribué pour l’allocation de tâches de travail entre stations d’un
même réseau local. Par la suite, d’autres travaux ont prolongé le CNP en y intégrant des contraintes
globales [Conry et al. 1988], la gestion de l’incertitude dans les systèmes de commerce électroniques
[Sandholm et Lesser 1995], ainsi qu’une implémentation du CNP, enrichie par des mécanismes de coûts
marginaux [Sandholm 1993].
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FIGURE 4.2 – Actes de langages dans le Contract
Net Protocol.
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FIGURE 4.3 – Actes de langages dans le Contract
Net Protocol étendu.
Dans un tout autre domaine d’application, les enchères sont devenues un mécanisme d’achat et de
vente à grande échelle avec l’explosion du commerce électronique. De nombreux protocoles d’enchères,
largement inspirés des mécanismes d’enchères des sociétés humaines, ont alors été introduits mais les
mécanismes d’interactions restent assez simples. Ils comprennent un initiateur qui annonce l’objet à
vendre et plusieurs participants intéressés. L’initiateur veut vendre l’objet au prix le plus élevé et les
participants veulent l’acheter au prix le plus bas. Dans ce cas, la négociation a pour but de trouver
le prix qui convient aux parties. Il existe plusieurs protocoles d’enchères (anglaises, première offre-
cachée, hollandaises, Vickrey). Pour avoir un aperçu de quelques applications de la négociation à la vente
aux enchères électroniques, on pourra se référer aux systèmes eBay’s Auction Web [eBays’s Auction
(Web Site)], FishMarket Auction House [FishMarket (Web Site) ], eAuctionHouse [eAuctionHouse (Web
Site)] ou AuctionBot [Wurman et al. 1998]. Enfin, d’autres protocoles, non spécifiques à la négociation,
ont été proposés. Ce sont des protocoles d’enregistrement qui permettent de mettre en correspondance
des agents fournisseurs à des agents consommateurs, ou des des protocoles d’apprentissage.
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Raisonnement des agents
Le troisième aspect à prendre en compte lorsque l’on souhaite modéliser des systèmes de négocia-
tion automatisés est le raisonnement des agents. En effet, au cours de la négociation, les agents doivent
prendre des décisions et choisir les actions appropriées dans le but d’accomplir leurs objectifs. Les agents
doivent ainsi avoir les capacités à analyser et apprécier une requête, et à construire une réponse appro-
priée. Pour cela, ils doivent pouvoir s’appuyer sur des modèles de décision qui tiennent compte princi-
palement de leurs buts et de la nature des objets négociés et leur permet de réaliser les actions adéquates.
Les modèles de décision peuvent devenir sophistiqués, par exemple, en prenant en compte d’autres don-
nées obtenues par observation des actions ou des décisions réalisées par les autres agents, ou en intégrant
des mécanismes d’argumentation de façon à modifier le point de vue des autres agents.
Une stratégie fine et adaptée à l’application détermine fortement l’issue de la négociation et la vitesse
de convergence vers le point d’accord. Ainsi, dans la plupart des modèles, les processus de décision sont
prédéfinis et fortement couplés à l’application. Ils peuvent donc être bien adaptés mais ils dépendent
clairement de l’application cible. On peut distinguer les stratégies simples qui font intervenir des fonc-
tions de type linéaires ou quadratiques (ou n’importe quel autre type de fonction cablée) [Chavez et Maes
1996] qui ne conviennent généralement qu’aux négociations sur un seul critère donné ; et les stratégies
plus complexes et plus évoluées de Jennings [Faratin et al. 1999; Sierra et al. 1997; Faratin 2000] qui
mettent en oeuvre des fonctions d’évaluation (fonction additive pondérée multi-critères) et de proposi-
tion (concession, donnant-donnant, rajout-suppression). Par exemple, dans les ventes aux enchères, les
stratégies des agents, vendeurs et acheteurs, sont très souvent modélisées par des fonctions de décision
simples prédéfinies de type linéaire ou quadratique et qui ne concernent qu’un seul critère de négocia-
tion. D’autres façons de modéliser les capacités internes de raisonnement des agents ont été introduites
par Rosenschein et Zlotkin [Rosenschein et Zlotkin 1994] et se basent sur les fonctions d’utilité issues
des travaux de la Théorie des jeux.
Dans le contexte de la négociation, les fonctions d’utilité représentent les gains liés à la réalisation
des actions. Les utilités sont généralement représentées par des fonctions, et des matrices de décision
permettent aux agents de consulter le gain lié à la réalisation d’une action donnée. Ainsi, à chaque
tour, la stratégie de l’agent consiste à optimiser ses gains selon sa rationalité (minimiser le prix d’achat
dans les enchères, maximiser sa consommation en ressources). Les travaux les plus explicites à ce sujet
proviennent de [Faratin et al. 1999; Sierra et al. 1997; Faratin 2000]. Dans ces travaux, on distingue clai-
rement l’évaluation des propositions de la formulation des propositions. L’évaluation des propositions se
fait par le biais d’une fonction additive, qui pour chaque critère, permet d’apprécier la valeur reçue et qui
pondère chaque critère en fonction de leur importance. Pour formuler des propositions, trois mécanismes
sont introduits :
1. la concession : elle repose sur des fonctions décroissantes (polynômiales ou exponentielles) dont
la vitesse de décroissance peut dépendre du temps (plus longtemps on négocie, plus on est enclin à
concéder), des ressources ou par observation de la manière dont les autres font leurs concessions.
2. le donnant-donnant (trade-offs) : il consiste à formuler une proposition différente de celle reçue
mais qui reste équivalente dans le sens où l’évaluation, par une fonction de similarité, des deux pro-
positions est égale. En d’autres termes, pourX1 une proposition reçue, ∃X2 une autre proposition
et S une fonction de similarité telles queX2 6= X1 et S(X2) = S(X1).
3. le rajout-suppression de critères (issue changes) : il se base sur la modification de la liste des
critères sur lesquels portent la négociation. Par exemple, on peut retirer de cette liste les critères
moins importants ou sur lesquels bute la négociation. À l’opposé on peut aussi y rajouter de nou-
veaux critères qui apportent des arguments supplémentaires pour relançer la négociation.
Il est aussi possible de combiner ces trois stratégies en définissant une méta-stratégie qui permet à un
55
Chapitre 4. Négociation dynamique
moment donné de choisir un des trois mécanismes précédents. D’autres travaux [Balogh et al. 2000] pro-
posent un mécanisme de concession, beaucoup plus simple et qui s’appuie sur la notion de préférences. Il
se base sur une liste d’alternatives qui représente la liste des concessions faites successivement au cours
de la négociation. Cette liste d’alternatives peut être définie de manière discrète via un ensemble prédé-
fini ou de manière continue via une fonction décroissante. Les différentes capacités de décision que nous
venons de présenter constituent de bonnes stratégies pour faire avancer la négociation en présence d’in-
formations limitées. Pour les fonctions de décision simples, de type linéaire ou quadratiques, l’optimum
est calculable. En revanche, pour d’autres fonctions moins simples, des problèmes peuvent se poser au
niveau de l’expression de la fonction de décision mais aussi pour les calculs d’optimisations. En ce qui
concerne les trois mécanismes évoqués, les stratégies de donnant-donnant ou de rajout-suppression de
critères reposent sur des mécanismes de recherche parmi un ensemble calculé, elles sont donc sujettes
à des problèmes de complexité calculatoire et allongent d’autant la stratégie de la négociation. La stra-
tégie de rajout-suppression de critères, quant à elle, présente de bonnes qualités pour faire avancer une
négociation qui ne converge pas. En revanche, ils présentent des problèmes au niveau de la sémantique
de la négociation. En effet, pour avoir une stratégie réellement efficace les agents doivent savoir quelles
manipulations faire sur les critères. Pour le donnant-donnant, il s’agit de déterminer les critères qui sont
à mettre en balance, alors que pour le rajout-suppression, il faut avoir une idée des critères qui sont à
ajouter ou à supprimer de la négociation. À ce titre, et indépendamment des travaux de Jennings, un
modèle de négociation à deux niveaux a été défini pour prendre en compte i) la manière dont les agents
doivent négocier (e.g les actions à entreprendre) et ii) les manipulations que les agents doivent faire sur
les critères à négocier pour orienter leur stratégie de négociation [Chevrier 1992]. Ce modèle de négocia-
tion à deux niveaux donne aux agents des capacités à gérer explicitement leurs processus de négociation
et les rend ainsi plus autonomes.
Pour finir, nous évoquons simplement les problèmes qui peuvent apparaître au moment de l’implé-
mentation du modèle de négociation dans la mesure où ces stratégies reposent essentiellement sur la
définition de fonctions. En particulier, il s’agit de préciser les personnes responsables de la définition de
ces fonctions, la manière de les définir simplement et aussi la manière de les implémenter.
4.2.3 Systèmes de négociation
Parmi les systèmes de négociation existants, de nombreux travaux relèvent des mécanismes de mar-
ché. Ce domaine devient ainsi de plus en plus attractif pour la communauté des systèmes multi-agents,
non seulement en raison de la disponibilité de modèles formels sous-jacents mais aussi pour son appli-
cabilité directe aux transactions commerciales basées sur Internet dont l’importance actuelle est vouée à
croître.
Places de marché électroniques
Kasbah Kasbah [Chavez et Maes 1996] développé au MIT Lab par Maes est un système dans lequel
des agents négocient la vente et l’achat de produits sur Internet. Dans ce système, des agents de type
vendeur et acheteur sont crés pour représenter les acheteurs et les vendeurs, et diverses informations sont
associées à leur création (produits concernés, prix désirés, date d’expiration, etc.). La négociation est de
cardinalité 1-N et fait intervenir un vendeur et plusieurs acheteurs après que ces derniers aient été mis en
correspondance par un système similaire aux annonces. Elle se déroule selon plusieurs tours de sorte que
le vendeur puisse comparer les propositions d’achat successives des acheteurs. Trois stratégies de négo-
ciation différentes prédéfinies anxieuse, enthousiaste et frugale peuvent être utilisés pour paramétrer les
agents acheteurs. Elles correspondent respectivement à des fonctions linéaires, quadratiques et exponen-
tielles leur permettant de guider leurs offres successives. Le projet Tete-@-Tete [Guttman et Maes 1998]
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a été initié pour étendre les capacités de Kasbah en intégrant la négociation multi-critères, l’inclusion de
garanties et de délais de livraison ainsi que d’autres aspects liés aux qualités des transactions.
AuctionBot AuctionBot [Wurman et al. 1998] est une autre infrastructure développée à l’Université
de Michigan, qui propose un serveur d’enchères. Elle permet aux agents de participer à divers types
d’enchères (anglaise, hollandaise,Vickrey,...). Les agents débutent les enchères dans le système jusqu’à
ce que l’enchère soit fermée puis rendent compte des résultats à leurs mandants. Du point de vue de
l’implémentation de la négociation, ce système est dédié aux enchères et les allocations des enchères
sont réalisées par le serveur en fonction d’un ensemble de règles bien défini. Il n’y a donc pas réellement
de communication pour parvenir à un accord.
FishMarket Fishmarket [Rodríguez-Aguilar et al. 1998] est un autre système d’enchères électroniques
conçue dans le milieu académique. Les enchères sont inspirées des marchés de vente de poissons es-
pagnols dans lequel les propositions décroissent (enchères de type hollandaise). La particularité de ce
système est que des agents mandatés peuvent être amenés à négocier avec des utilisateurs humains di-
rectement au travers d’applets Java.
Magnet Le système Magnet (Multi AGent Negotiation Testbed en anglais) [Collins et al. 1998a,b] a été
conçu à l’Université duMinnesota pour pallier l’absence d’architectures permettant de prendre en compte
divers protocoles de négociation. Pour cela, le système Magnet propose de prendre en compte une grande
variété de négociation de l’achat/vente de biens à la négociation de contrats complexes entre agents. En
particulier, le but est de proposer une architecture généralisée qui fournit un support pour les transactions
commerciales de type B2B (business-to-business). Les agents négocient et surveillent l’exécution des
contrats commerciaux qui les lient aux différents fournisseurs. Chaque agent est une entité indépendante
possédant sa propre structure, ses buts et ses ressources. Toutefois, les ressources dont disposent les
agents ne sont, généralement, pas suffisantes pour l’accomplissement de leurs buts. Ainsi, la négociation
porte à la fois sur la réalisation de services et sur les ressources nécessaires à la réalisation de leurs
buts. Dans la négociation, les rôles de clients et de fournisseurs sont distingués, la négociation porte
essentiellement sur le prix des objets et incluent d’autres éléments (pénalités, dates limite de réception
des offres, de notification des réponses,...) et le protocole de négociation entre clients et fournisseurs
fonctionne selon les mécanismes d’appel d’offres et de façon très proche du Contract-Net Protocol .
Ainsi, les contributions du système reposent davantage sur la définition générale d’une architecture de
marché que sur le moteur de négociation lui-même. Les éléments importants du marché incluent une
ontologie spécifique, des définitions de types de protocoles de négociation supportés, un registre de
clients ainsi que des mécanismes pour gérer les transactions (intermédiaire explicite qui contrôle les
engagements, sessions, protection contre la fraude,...).
SilkRoad Le projet SilkRoad [Ströbel 2001], développé au Laboratoire d’IBM Zürich, se concentre
aussi sur les négociations commerciales. Ce système a pour but de faciliter la négociation dans un
contexte e-business en proposant une méthodologie spécifique de conception et une architecture gé-
nérique. Pour réaliser cela, le système s’appuie sur un système permettant de découvrir les articles dispo-
nibles et de mettre en correspondance, par appariement, différents articles par la donnée des contraintes
sur leurs attributs [Michael et Markus 2001]. Par la suite, le système de négociation agit comme un inter-
médiaire entre toutes les parties de la négociation (agents logiciels ou humains). L’ensemble des règles
de communication et des stratégies de négociation est complètement intégré et définit dans cet intermé-
diaire. Une classification extensive des systèmes de négociation adaptés au commerce électronique est
proposée dans [Lomuscio et al. 2001].
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Systèmes génériques
Plate-formes de négociation générique La plate-forme générique de négociation (Generic Negotia-
tion Platform en anglais) [Benyoucef et al. 2000], proposée à l’Université de Montréal, se place aussi
dans le cadre des enchères électroniques. La négociation entre les agents s’effectue au travers d’un ser-
vice de négociation qui permet d’apparier les demandes et les offres des acheteurs/vendeurs, et de fixer
les prix. Dans le GNP, des acteurs et de rôles son définis (lecteur, annonceur, négociateur, administrateur),
les règles de la négociation sont décrits séparément dans des documents et la négociation se déroule par
envoi de documents (XML, HTML).
D’autres travaux de Bartolini et al. [Bartolini et al. 2002] ont aussi conduit à l’élaboration d’une
plate-forme générique de négociation automatisée. L’objectif de ces travaux est d’offrir une alternative
au développement usuel de protocoles dédiés à certaines applications cibles en proposant un protocole
d’interaction simple, potentiellement utilisables dans différentes circonstances. Pour cela, il introduit
avantageusement différentes règles de négociation qui peuvent être utilisées pour paramétrer la plate-
forme et ainsi implémenter des mécanismes de négociation différents. Ainsi, au cours de la négociation,
les participants échangent des propositions qui doivent être valides en spécifiant certains paramètres de
la négociation (type de produit, prix, date de livraison,...) et respecter les règles de la négociation (parti-
cipants autorisés à proposer, validité des propositions par rapport à l’état courant de la négociation,....).
Ces propositions sont converties en accord dès qu’un accord est formé et la négociation se termine selon
les règles de terminaison spécifiées. Deux rôles sont aussi introduits dans cette plate-forme, les partici-
pants qui veulent aboutir à un accord et postent leurs différentes propositions, et l’hôte de la négociation,
qui peut être éventuellement un participant, chargé de faire gérer la négociation : création et surveillance
des règles de la négociation, exécution de la négociation, résolution de l’accord et finalisation de la né-
gociation. Une implémentation de cette plate-forme a été réalisée avec le système Jade et des envois de
messages au format FIPA-ACL.
Zeus Zeus [Nwana et al. 1999] est une boite à outils pour la programmation d’agents. Il ne se concentre
pas sur un type d’application en particulier mais propose davantage un ensemble d’outils et de biblio-
thèques Java, permettant de développer des agents dans une large variété de problèmes. L’architecture
de Zeus se décompose en trois couches : la couche de définition permettant de définir le fonctionnement
interne des agents (compétences, rationalité, ressources, croyances,...), celle d’organisation qui considère
les relations entre les agents (connaissance d’autres agents, capacités des autres agents connues), et la
couche de coordination qui permet de considérer les interactions des agents, en particulier en terme de
coordination et de négociation.
Genca Le modèle GeNCA propose une API Java permettant l’implémentation de systèmes de négo-
ciation génériques [Mathieu et Verrons 2002; Verrons 2004]. Ainsi, à partir d’une étude des systèmes de
négociation existants, le modèle générique de négociation réifie certains éléments de base (ressources,
personnes négociantes, actes de langages minimaux pour une négociation) et structure le modèle géné-
rique selon les trois niveaux de communication, de négociation et de stratégie. La couche de communi-
cation définit entre autres le support des communications et les types et formats des messages, la couche
de négociation introduit entre autres les contrats et le négociateur, et enfin la couche de stratégie pour
mettre en oeuvre le raisonnement des négociants. DansGeNCA , le niveau communication permet d’abs-
traire le processus de communication et n’est pas imposé. En effet, elle peut, par exemple, s’appuyer sur
une plate-forme à agents et ainsi utiliser le support de communication de celle-ci ou alors, être réalisée
par communication de processus ou échanges d’email. Les communications peuvent se faire soit entre
les agents, soit entre les agents et le serveur de noms dans le but de regrouper des agents intéressés par
une négociation. Cela induit ainsi deux types de messages destinés à représenter les échanges avec le
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serveur ou entre les agents. Enfin, les messages de négociation définissent un émetteur, une primitive,
des éventuels paramètres ainsi que l’identifiant et l’état de la négociation.
Le niveau de négociation distingue les objets permettant de (i) décrire la négociation (ressources né-
gociés, contrats engagés), (ii) gérer la dynamique de la négociation (négociateur, micro-agents) et (iii)
mémoriser les négociations passées pour, par exemple, établir des statistiques de succès ou de rétracta-
tion par couple (participant,ressource). Dans ce modèle, une ressource décrit ce que chaque agent tente
d’obtenir et les contrats sont créés à l’initialisation des négociations et encapsulent les ressources à né-
gocier, l’identifiant de l’initiateur, un délai de réponse et une réponse par défaut. Enfin, les propriétés
du contrat décrivent certains aspects du déroulement de la négociation (accords minimaux pour conclure
un contrat, participants impliqués, nb de re-négociations autorisées,...). Au niveau du déroulement de la
négociation, un négociateur gère toutes les négociations d’un agent donné, il connaît tous les contrats
initiés, leurs propriétés et leurs résultats. Chaque agent négociateur est constitué demicro-agents, chacun
étant purement réactif et responsable de la négociation d’un contrat donné. Ces micro-agents représentent
ainsi soit l’initiateur, soit un participant et ils interagissent entre eux avec une stratégie qui leur a été at-
tribuée. Enfin, le niveau stratégie s’appuie sur deux interfaces définissant l’ensemble des fonctions qui
permettent la prise de décision. Ainsi, l’initiateur peut réagir à la réception d’un message d’acceptation,
à la réception d’une (ou de toutes les) modification(s) et peut élaborer une décision à partir de toutes les
réponses reçues. Les participants, quant à eux, peuvent réagir à la réception d’un contrat et proposent à
l’initiateur une modification du contrat. Le modèleGeNCA intègre une implémentation, par défaut, pour
chacune de ces interfaces de stratégie, néanmoins pour des applications spécifiques, le développeur peut
implémenter de nouvelles stratégies. Des exemples d’application du modèle générique à des cas usuels
de négociation ont été proposées dans [Mathieu et Verrons 2004].
4.3 Synthèse
Dans ce chapitre, nous avons tout d’abord présenté rapidement le contexte dans lequel un processus
de négociation peut s’enclencher. La négociation peut être vue sous sa forme la plus basique et succinte
comme « un processus de communication entre un groupe d’entités dont le but est d’atteindre un accord
mutuel à propos de certains éléments » [Bussmann et Muller 1992]. Ces entités sont plongés dans un
environnement partagé. Ils ont des buts à atteindre, échangent des informations, et se coordonnent pour
réaliser des objectifs. Compte tenu de sa généralité, diverses formes de négociation peuvent toutefois
être élaborées et vont se distinguer par les rôles tenus par les participants, leurs communications, leurs
capacités de raisonnement au cours de la négociation, et le processus général de déroulement. Par ailleurs,
d’autres approches alternatives à la négociation existent. Les plus proches de la négociation sont les
structures organisationnelles, la contractualisation et la planification qui se focalisent sur la coordination
et introduisent sous une forme générale, des parties qui interagissent pour résoudre des problèmes, alors
que le vote, la théorie des jeux, et la satisfaction de contraintes sont plus éloignés et davantage orientés
vers la détermination de solutions aux problèmes, sous des hypothèses bien précises.
Les principales applications de la négociation sont réalisées dans les systèmes multi-agents (SMA).
Les SMA ont été créés pour résoudre des problèmes informatiques par des collaborations intelligentes,
inspirées de certains raisonnements humains, entre des entités actives et distribuées. L’étude montre que
c’est bien le domaine ou les capacités de négociation sont les plus diverses et les plus abouties. Etant
donnée l’autonomie des agents, la négociation est un processus essentiel dans les SMA. Les différentes
composantes de la négociation définies dans le chapitre précédent y sont donc particulièrement variées
et détaillées (places de marchés, négociations adaptées du Contract-Net Protocol ). Ce dernier protocole,
déjà adapté à diverses applications, semble le plus générique et donc, il constitue celui qui pourrait
donner les premières bases pour un processus général de négociation de contrats. Parmi les raisonnements
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établis par les agents, seuls les plus simples semblent adaptables à notre problématique, et en particulier,
les notions de concession et de donnant-donnant peuvent trouver leurs équivalents dans l’expression de
propriétés sur des entités logicielles.
60
5
Bilan de l’état de l’art
CE chapitre dresse un bilan de l’état de l’art. Il effectue une analyse et tire les principales conclusionsdes travaux étudiés dans les chapitres précédents. Puis, il présente le cahier des charges et les
qualités attendues des processus et du modèle de négociation.
5.1 Conclusions sur les travaux étudiés
Les chapitres précédents ont présenté les principaux travaux autour des contrats dans les composants,
des aspects extrafonctionnels et de la négociation dynamique. Le premier chapitre a brièvement abordé
les contrats dans les composants et les infrastructures qui les supportent. Il apparaît que la plupart des
propositions qui traitent les contrats dans les composants se focalisent surtout sur les aspects fonctionnels
(protocole, comportement, substituabilité...) dans le contexte des interactions client-serveur des compo-
sants. Par ailleurs, le modèle de contrats de ConFract présente des caractéristiques très intéressantes
compte tenu, notamment, des possibilités de spécifier diverses propriétés sur différents éléments archi-
tecturaux des systèmes (interfaces, composants) et à des portées différentes (connexion entre interfaces,
portée interne ou externe des composants), et de vérifier dynamiquement les contrats construits en fonc-
tion de leur environnement d’évaluation. La comparaison des caractéristiques du modèle ConFract avec
les autres travaux présents dans la littérature permet ainsi de valider notre hypothèse de travail d’utiliser
cette plate-forme.
Le second chapitre a proposé une vision complète des travaux sur les aspects extrafonctionnels. De
par leur diversité, ces derniers ne sont pas abordés dans une approche complète et la plupart des travaux se
concentrent sur certaines dimensions des aspects extrafonctionnels. Il n’y a pas d’approche systématique
pour décrire et délimiter le champ des aspects extrafonctionnels, et cela se fait de façon empirique, au cas
par cas en capitalisant les expériences acquises dans les études d’applications ou de classes d’application
bien précises. Pour spécifier les aspects et propriétés extrafonctionnels des systèmes, de nombreux lan-
gages de spécifications ont été proposés et les plus généraux introduisent des concepts clés pour organiser
les spécifications et leur mise en correspondance sur les interfaces des objets ou composants. Toutefois,
les éléments spécifiés dans ces langages restent à des niveaux très élevés. Les spécifications concernent
des définitions de niveaux de qualité acceptables exprimés par des intervalles de valeurs valides, et elles
ne permettent souvent pas de référencer des éléments applicatifs de la plate-forme, à l’exécution. Cela est
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particulièrement préjudiciable dans le cadre de notre travail car l’adaptation dynamique doit surveiller
activement les systèmes et leur environnement lors de leur exécution. De plus, lorsqu’ils sont évoqués, les
mécanismes de gestion des spécifications sont simples et s’appuient sur des structures de données ou des
objets spécifiques générés de façon adhoc. Les relations de ces derniers avec les spécifications initiales
ne sont donc pas claires, et cela a pour conséquence directe de limiter les possibilités de gestion fine des
spécifications à l’exécution, ainsi que la mise en œuvre de mécanismes d’adaptation des systèmes qui
s’appuient fortement sur des notions contractuelles. De ce fait, dans les meilleurs cas, les vérifications
effectuées sont simples et consistent à faire statiquement des tests de compatibilité de spécifications ex-
primant des niveaux de qualité sur des domaines de valeurs. De plus, les capacités d’adaptation et de
négociation reposent sur des modifications de profils de QdS définis, et reviennent à remplacer les profils
non satisfaits par de nouveaux profils qui expriment des contraintes de qualité moins fortes.
Sous une forme plus opérationnelle, d’autres travaux proposent des plates-formes de contractuali-
sation de ressources. Elles définissent des contrats sur des ressources ainsi que des infrastructures qui
permettent de gérer les contrats construits. Toutefois, les fonctionnalités réalisées reviennent à effectuer
de la réservation des niveaux de ressources spécifiés et à surveiller leurs utilisations lors de l’exécution.
L’inconvénient majeur de ces propositions réside dans la granularité des mécanismes. Bien souvent, les
ressources sont exprimées par des profils d’utilisation qui imposent des seuils d’utilisation fixes. De plus,
les spécifications et les surveillances portent sur l’application globale et ne considèrent pas des éléments
plus fins tels que les éléments (composants) qui la constituent. Les violations de contrats sont donc sou-
vent traités par des signalisations, et les quelques propositions d’adaptations reviennent à modifier les
profils d’utilisation. Nous estimons que c’est un inconvénient majeur car cela limite les possibilités de
raisonner de façon plus fine pour répartir l’auto-adaptation au niveau des sous-éléments des applications.
D’autres travaux se concentrent sur la mise en œuvre de techniques de surveillance et d’auto-adaptation
dans les systèmes à composants. Les logiques d’adaptations sont séparées de la spécification des systèmes
eux-mêmes, définies par des règles ECA ou des automates, et intégrées par diverses techniques (tissage
d’aspects, intercession au méta-niveau des composants...). Ces logiques d’adaptation appartiennent à la
famille des politiques basées actions et spécifient clairement l’action à effectuer lorsque le système ou
l’environnement est dans un état donné. Ainsi, les actions reviennent souvent à modifier l’implémentation
courante des composants, à faire des modifications structurelles ou à modifier des attributs de compo-
sants. De plus, dans les systèmes réflexifs, les adaptations sont effectuées de façon synchrones en étant
couplées à l’exécution des opérations du niveau de base des composants. Enfin, il est à noter aussi que
certaines techniques offrent maintenant la possibilité de mettre à jour et modifier les logiques d’adapta-
tions aussi à l’exécution des systèmes. Compte tenu de la complexité du dénombrement de tous les états
possibles, il n’y a jamais de stratégies complètes (ie. spécifiant toutes les actions sur tous les états) et
les logiques définies se limitent à une couverture partielle des cas évalués comme pertinents, par les dé-
veloppeurs ou administrateurs. De plus, les techniques d’adaptations mises en œuvre n’intègrent pas de
règles d’intégrité ou de cohérence, si ce n’est certaines vérifications structurelles (interfaces connectées,
dénombrement de sous-composants, contraintes d’architecture...).
Enfin, les travaux les plus complets qui s’appuient à la fois sur des technologies de contrats et d’adap-
tations sont les plus proches de notre problématique. Ils définissent souvent leur propre infrastructure
pour gérer les contrats, et les objets définis qui servent de support aux adaptations restent très spéci-
fiques aux langages de spécification et à la plate-forme d’exécution. De plus, l’adaptation est souvent
réalisée dans le contexte d’interactions client-serveur distribuées, et les actions d’adaptations consistent
à modifier des contrats (profils de QdS) et changer les implémentations de composants. Les techniques
d’adaptations sont aussi souvent organisées autour d’une entité centralisée qui a une vue globale sur les
contrats et les différents éléments qui gère les contrats, et ils ne définissent pas de support pour réaliser
les adaptations qui utiliserait des techniques distribuées. En ce qui concerne, les mécanismes de négo-
ciation, ceux-ci restent assez grossiers et consistent plus en des processus de recherche ou des tests sur
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les différentes configurations ou implémentations possibles qui satisfont les besoins de QdS demandés.
Les adaptations restent classiques et souvent exprimées par des règles ECA. Toutefois, les cohérences
des adaptations sont à la charge des développeurs.
Enfin, vis-à-vis de notre objectif de mettre en œuvre des mécanismes de négociation entre compo-
sants contractualisés, le troisième chapitre à présenté une vision d’ensemble des principes généraux de
la négociation dynamique, puis à identifié les principales composantes de négociation dans les systèmes
multi-agents (SMA). Les formes les plus décentralisées des négociations identifient ainsi des parties
négociantes qui vont interagir sur des objets de négociation sur la base d’un protocole. Dès lors, le mo-
dèle de négociation de contrats proposé devra expliciter au mieux toutes les différentes composantes de
la négociation, en s’inspirant des modèles existants notamment dans les systèmes multi-agents, tout en
l’adaptant aux mieux aux spécificités des contrats logiciels. Vis-à-vis de notre problématique, il apparaît
déjà que comme les composants sont porteurs de contrats, ils devraient être assimilables aux participants
d’un négociation si un contrat est violé. Dans les SMA, les agents négocient le plus souvent la répartition
de tâches à accomplir avec des capacités de raisonnement inspirées des êtres vivants. Dans notre cas, la
négociation va plutôt porter sur les contrats lorsqu’ils sont violés. En revanche, les aspects relatifs aux
capacités de communication et de raisonnement sont très évolués dans les SMA et devront être davantage
explicités dans nos mécanismes de négociation.
5.2 Cahier des charges
À partir de notre problématique déterminée dans l’introduction de ce document, cette section établit
le cahier des charges du modèle de négociation et discute les différentes décisions de conception vis-à-vis
des besoins exprimés. Ces décisions sont motivées par le fait que le modèle à concevoir doit s’adapter à
la fois à la nature des composants, des contrats et des contraintes à négocier.
Négociation des aspects extrafonctionnels. De façon générale, les contraintes exprimées dans les contrats
peuvent porter sur des aspects fonctionnels et extrafonctionnels. Dans notre étude, nous considé-
rons que les aspects fonctionnels ne peuvent être que très peu modifiés, et qu’ils doivent plutôt
être gérés avant l’exécution du système ou lors des phases de tests et d’intégration. De plus, bien
que la détection des erreurs fonctionnelles lors de l’exécution est importante, il n’y a que très peu
de marge de manœuvre pour les gérer à l’exécution. Ainsi, la négociation des aspects fonctionnels
n’est pas un objectif de notre modèle. En revanche, les mécanismes de négociation vont se concen-
trer sur les contrats qui spécifient des aspects extrafonctionnels, et devront permettre de trouver un
nouvel état d’équilibre qui satisfasse les diverses contraintes extrafonctionnelles.
Intégration au cycle de vie des composants. Compte tenu des différentes phases du cycle de vie des
composants, et des différentes propriétés que peuvent spécifier les contrats, la négociation doit
s’intégrer correctement dans le cycle de vie des composants et de leurs contrats. En particulier, la
négociation aura surtout lieu à l’exécution des systèmes lorsque les contraintes spécifiées ne sont
pas satisfaites, mais, en fonction de la nature des propriétés négociées, elle pourra s’effectuer à
d’autres moments si besoin (phase de configuration, phase de déploiement...). Par ailleurs, bien
que de nombreux travaux utilisent la négociation pour établir un contrat initial, nos mécanismes
de négociation vont davantage travailler sur des contrats existants mais qui sont violés par les
variations de fonctionnement du système ou de l’environnement. Ainsi, la négociation se concentre
plus sur le rétablissement de la validité des contrats que sur leur construction.
Identification des composantes de base. Compte tenu de la richesse de la notion de négociation, le
modèle devra clairement identifier les éléments de base qui sont nécessaires et suffisants pour dé-
marrer un processus de négociation. Il pourra, pour cela, s’appuyer sur les composantes de base
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(objets, parties et protocole de négociation) usuellement définies dans les mécanismes de négocia-
tion dans les systèmes multi-agents, mais en les adaptant aux spécificités des contrats, des com-
posants logiciels, et de la problématique de l’auto-adaptation. Conformément à notre démarche,
les parties négociantes de nos processus seront les composants, mais comme ils ne sont pas a
priori tous concernés par la négociation d’un contrat donné, le modèle devra permettre une iden-
tification plus précise des parties négociantes effectives pour chaque contexte de négociation. De
plus, comme la négociation vise à exploiter les capacités internes des composants, le modèle de-
vra clairement définir i) les informations et capacités attribuées aux composants ainsi que ii) les
mécanismes employés pour qu’ils puissent interagir au cours des processus de négociation.
Exploitation des contrats. Pour exploiter les capacités des entités contractualisées à organiser l’auto-
adaptation, la négociation doit en particulier s’appuyer sur des informations fines des composants
vis-à-vis des clauses des contrats négociées, telles que les rôles ou responsabilités des composants.
Cela permettra non seulement de faire cibler les interactions entre des entités précises mais aussi
d’offrir un premier niveau qui permet d’orienter la négociation, tout en évitant de consulter d’autres
entités non impactées. De plus, lorsque les contrats définissent des éléments atomiques telles que
les clauses, la granularité des négociations devra aussi se faire, au grain le plus fin, au niveau de ces
éléments atomiques. Le modèle de négociation devra donc définir des mécanismes de négociation
qui s’adressent à ces éléments atomiques des contrats, et expliciter au mieux les portées spatiales
et temporelles de ces négociations.
Pilotage par des politiques de négociation. Comme le processus de négociation est potentiellement
très ouvert et qu’il va faire intervenir des composants comme parties dotées de leur propre ca-
pacités, il est nécessaire d’intégrer au processus de négociation, des politiques de négociation, qui
vont permettre d’orienter et de maintenir un minimum de contrôle dans les déroulements des négo-
ciations. En fournissant diverses orientations possibles, de telles politiques vont par ailleurs aussi
enrichir les processus de négociation en présentant différentes formes de déroulement possibles.
5.3 Qualités attendues
Nous distinguons les qualités attendues par les processus de négociation de celles attendues par le
modèle lui-même.
5.3.1 Qualités du processus
Nous déterminons ici les qualités attendues pour le processus de négociation lui-même. Nous nous
intéressons au déroulement de la négociation entre les parties, plutôt qu’aux éléments ou acteurs de cette
négociation :
Simplicité. La première qualité du processus est sa simplicité. Cela est nécessaire pour qu’il puisse
être configuré et utilisé par des développeurs et des administrateurs de système qui seront amenés
à contractualiser, de façon négociables, un nombre important de propriétés extrafonctionnelles,
voire fonctionnelles, sur un ensemble de composants.
Raisonnement privé. Comme les composants sont équipés de mécanismes pour interagir et négocier,
leur manière de négocier doit rester privée. Seules devront être éventuellement visibles leurs di-
verses propositions selon le processus de la négociation. Cette propriété est souvent recherchée




Ouverture vs. contrôle. Comme la négociation de contrats conduit à adapter dynamiquement les com-
posants. Il est envisageable qu’une négociation entraîne des reconfigurations plus ou moins fortes
de composants. Il faut alors caractériser quelles sont les capacités d’adaptation — plus elles sont
larges, plus le modèle sera puissant — et quel degré de contrôle attend-t-on sur ces adaptations
— plus les adaptations sont puissantes, moins elles sont potentiellement contrôlables dans leur
cohérence. Les qualités d’ouverture et de contrôle seront donc opposées et il faudra étudier le pro-
cessus fourni selon les deux points de vue. Par exemple, la convergence du processus peut être vue
comme une caractéristique de contrôle, mais elle n’est même pas forcément assurée dans d’autres
processus d’adaptation dynamique.
Stabilité et reproductibilité. La stabilité du processus se définit par la capacité à prévoir ses perfor-
mances. Dans le cas du processus de négociation, l’environnement des composants peut varier de
façon à ce que le processus ne soit même pas reproductible, puisque les composants peuvent modi-
fier leur décision dans le processus en fonction de paramètres invisibles au niveau de la réalisation
du processus. Les conditions de reproductibilité du processus devront être néanmoins déterminées
au plus fin. A priori, déterminer la stabilité du processus demanderait une étude statistique très
poussée.
Efficacité et optimalité. Bien entendu, il sera intéressant d’évaluer l’efficacité théorique et pratique du
processus de négociation. Le caractère optimal de tout ou partie du processus pourra aussi être dé-
terminée. De manière pragmatique, la minimisation des communications dans le processus devrait
permettre de fournir une bonne efficacité dans les communications, mais ceci devra être validée
par des évaluations qualitatives plus approfondies.
5.3.2 Qualités du modèle
Le modèle proposé devra exposer les qualités suivantes :
Extensibilité. Chaque élément du modèle devra être potentiellement remplaçable pour adapter, amélio-
rer le modèle et le processus proposés par la suite.
Applicabilité. Le modèle devra être potentiellement applicable à d’autres architectures que Fractal et
d’autres approches contractuelles que celles proposées dans ConFract . Il sera donc nécessaire
d’étudier en quoi et comment les différents éléments du modèle sont applicables à d’autres envi-
ronnements.
Adéquation à Fractal et ConFract. Comme la plate-forme de contrats choisie par hypothèse estConFract ,
le modèle proposé devra aussi s’intégrer au mieux dans cette plate-forme et aussi exploiter au
mieux ses caractéristiques. Il s’agira notamment de respecter les mécanismes mis en œuvre par
ConFract pour la gestion des contrats (gestionnaire de contrats, mise à jour dynamique des contrats,
etc.) mais aussi de respecter les principes du modèle Fractal utilisé dans ConFract (hiérarchie des
composants, connexions, niveaux de visibilité, etc.).
65






Buts et portée de la partie
L’objectif de cette seconde partie est de présenter les contributions réalisées dans ce travail de thèse.
Les propositions sont regroupées selon quatre chapitres. Le premier chapitre présente le modèle de né-
gociation de contrats développé. Le deuxième chapitre décrit une contribution annexe sur l’intégration
des propriétés extrafonctionnelles et un support raisonnement compositionnel, utilisée par le modèle de
négociation. Le troisième chapitre présente la mise en œuvre du modèle dans les plates-formes de com-
posants Fractal , et de contrats ConFract . Enfin, le quatrième chapitre présente une évaluation qualitative,






DAns ce chapitre, nous présentons notre modèle de négociation de contrats pour composants logicielshiérarchiques. Dans une première partie nous présentons les principes du modèle de négociation,
puis nous décrivons successivement ses éléments de base : les objets de la négociation, les parties négo-
ciantes, le protocole et les politiques de négociation. Tout le long de ce chapitre, les éléments importants
du modèle sont aussi illustrés sur des exemples de contrats extraits d’un cas d’étude détaillé dans l’annexe
A de ce document. Enfin, le chapitre se termine par un retour sur les choix de conception.
6.1 Principes
L’objectif du modèle de négociation consiste à réaliser l’auto-adaptation des systèmes construits à
base de composants contractualisés. Comme notre approche de l’auto-adaptation se base sur des compo-
sants contractualisés, le modèle de négociation doit s’appuyer sur une plate-forme à composants contrac-
tualisés. Ainsi, nous présentons tout d’abord les principes généraux de la plate-forme ConFract sur les-
quels s’appuie le modèle, avant de présenter ceux du modèle de négociation lui-même.
6.1.1 Principes des plates-formes sous-jacentes
Comme nous l’avons rapidement présenté dans l’état de l’art (cf. section 2.2), le modèle de contrats
ConFract applique l’approche contractuelle a des composants logiciels hiérarchiques tels que ceux défini
dans le modèle Fractal . Comme ce dernier définit des hypothèses très générales sur les composants
et englobe les caractéristiques des autres modèles à composants existants, les principes de ConFract
peuvent s’appliquer à d’autres modèles de composants similaires. La suite de cette section présente
les principes généraux de ConFract exploités par le modèle de négociation. Les principes strictement
nécessaires pour la négociation sont présentés ici et illustrés sur des exemples. Le lecteur intéressé pourra
se référer à l’annexe B pour une présentation plus complète de ConFract .
Aperçu du modèle Fractal Le modèle Fractal [Bruneton et al. 2004, 2006] définit un modèle de com-
posants général et extensible dédié à la construction et à la (re-)configuration dynamique de systèmes
à granularités diverses. Dans ce modèle, les composants peuvent être de type primitif (lorsqu’ils en-
capsulent des objets simples) ou composite (lorsqu’ils contiennent d’autres composants). Un composant
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peut aussi être partagé s’il est contenu dans deux composites distincts. Ces composants représentent les
entités d’exécution du système et peuvent communiquer lorsque des interfaces requises et fournies sont
connectées. Ces interfaces constituent alors les seuls points d’accès aux composants et correspondent
à l’ensemble des services requis et fournis des composants. Le modèle propose aussi des contrôleurs
pour gérer divers aspects techniques des composants (cycle de vie, assemblage, exécution...). Ainsi, des
contrôleurs basiques sont déjà définis pour gérer le cycle de vie (LifecycleController), les connexions
(BindingController) et le contenu (ContentController) des composants, et comme la plate-forme est ou-
verte, d’autres fonctionnalités de contrôle peuvent être ajoutées.
Les figures suivantes illustrent ces principaux éléments du modèle Fractal et introduisent des exemples
qui seront utilisés dans la suite de ce chapitre pour illustrer les différents éléments du modèle de négocia-
tion. Ces exemples sont extraits d’une application plus générale qui est utilisée comme cas d’étude et est
complètement décrite dans l’annexe A. D’un point de vue fonctionnel, cette application consiste en une
application distribuée de communication instantanée dont la fonctionnalité principale consiste à former
automatiquement des groupes d’utilisateurs et à leur faire partager automatiquement diverses applica-
tions en fonction de leurs centres d’intérêts (vidéo, messagerie, etc.). La figure 6.1 décrit un composant
composite InstantCommunication qui contient trois sous-composants : InstantGroup possède
trois interfaces fournies pour réaliser la gestion des utilisateurs et des groupes connectés dans le système,
InstantApp qui encapsule les divers services partagés entre les utilisateurs, et InstantFacade qui
interface les deux sous-composants précédents. En particulier, le composant InstantGroup possède



























interfae InstantGroupAtt r ibutes
extends At t r i bu t eCon t r o l l e r {
int getMaxUsers ( ) ;
void setMaxUsers ( int m) ;
. . .
}
ContentController (LC)BindingController (BC) LifecycleController (LC)
: interface requise (client): interface fournie (serveur)




























































FIGURE 6.1 – Architecture en Fractal du composant InstantCommunication
La figure A.11 détaille le contenu du composite InstantApp. Celui-ci est formé de trois sous-
composants : ServiceFacade qui représente une facade vers les autres composants, VideoService
qui établit et gère le service lié à la diffusion vidéo, et ServiceConfigurator qui fournit di-
vers services pour configurer et optimiser le service précédent. En particulier, VideoService offre,
par l’interface fournie v :Video, les méthodes loadMedia et start, qui permettent respective-
ment de charger et de débuter la diffusion vidéo, et ServiceConfigurator fournit une interface
Configuration qui propose la méthode expectedCPUUsage permettant d’estimer l’utilisation
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du CPU induite par la diffusion vidéo en tenant compte de certains paramètres comme le frameRate
(nombre d’image diffusées par seconde) et le nombre de clients du service.
interfae Video{
void loadMedia (URL ur l ) ;
URL getURL ( ) ;
void s t a r t ( ) ;




interfae Conf igura t i on {
int expetedCPUUsage ( DataSoure ds , int frameRate ,








































FIGURE 6.2 – Architecture interne en Fractal du composant InstantApp
Principaux éléments du modèle ConFract Comme présenté dans l’état de l’art, le modèle de contrats
de ConFract [Collet et al. 2005] introduit trois types de contrats – des contrats d’interface, de compo-
sition interne et externe – pour prendre en compte les différentes caractéristiques architecturales des
composants hiérarchiques. Le listing 6.1 présente une spécification externe exprimée dans le langage
d’assertions exécutables CCL-J . Cette spécification externe est définie sur le composant <ic> pré-
senté précédemment (cf. Fig. 6.1). Elle exprime un invariant de configuration, vérifié en fin de phase
de configuration des composants, qui définit une contrainte de seuil minimal sur le nombre d’utilisateurs
maximal. Le composant <ic> doit supporter un nombre maximal d’utilisateurs d’au moins 250.
on < ic >
param max−u s e r s =250
inv <ig > . a t t r i b u t e s . ge tMaxUsers ( ) >= max−u s e r s
Listing 6.1 – Spécification interne sur l’assemblage du composant <ic>.
Le listing 6.2 présente cette fois-ci une spécification interne définie sur le composant <vs> (cf. Fig. 6.2).
Elle décrit une précondition sur la méthode start de l’interface v qui permet de vérifier, à l’entrée
de cette méthode, que l’utilisation du CPU, estimé à partir de certains paramètres (flux des données
multimédias, frameRate, nombre de clients du service), ne dépasse 60 %. La postcondition permet de
vérifier qu’en sortie de la méthode, la vidéo est bien démarrée.
on <vs >
con t ex t vo id v . s t a r t ( )
pre c . expectedCPUUsage ( g e tU r l ( ) . g e tDa t aSou r c e ( ) ,
< t h i s > . a t t r i b u t e s . g e tF rameRa te ( ) ,
< t h i s > . a t t r i b u t e s . g e tNbC l i e n t s ( ) ) <= 60 / / i n %
pos t v . i s S t a r t e d ( ) ;
Listing 6.2 – Spécification externe sur l’usage du composant <vs>.
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Les contrats construits par le système ConFract regroupent les spécifications suivant leur catégo-
rie (pré, post, invariant) et chaque clause de spécification devient une clause du contrat qui contient la
spécification, mais aussi le contexte spatio-temporel d’interception ainsi que les références au contexte
(composants, interfaces, etc.), nécessaires pour être évaluées. Par ailleurs, à chaque type de spécifica-
tion (pré, postcondition, etc.), le modèle de contrats attribue aussi différents types de responsabilités aux
composants impliqués 6. Ces responsabilités peuvent ainsi être : i) des garants, représentant les compo-
sants qui s’efforcent de rendre la clause vraie et qui ont potentiellement la capacité d’agir pour traiter
ces échecs, ii) des bénéficiaires, représentant les composants qui veulent pouvoir compter sur la véracité
de la clause et qui peuvent être prévenus en cas de changement d’état de celle-ci (invalidation ou réta-
blissement), et iii) d’éventuels contributeurs, qui sont des composants nécessaires à l’évaluation de cette
dernière.
Pour gérer les contrats, des gestionnaires de contrats sont introduits et placés sur la membrane de
chaque composant composite. Ils sont implémentés dans la plate-forme Fractal par un nouveau contrô-
leur de contrats dédié. Chaque gestionnaire de contrats prend en charge le cycle de vie et l’évaluation
i) du contrat de composition interne du composite sur lequel il est placé, ii) du contrat de composition
externe de chacun des sous-composants, et iii) du contrat d’interface de chaque connexion dans son
contenu. Le gestionnaire de contrats construit les contrats en fonction des événements d’assemblage qui
surviennent sur les composants (insertion d’un sous-composant, connexion de deux interfaces, etc.), et
met aussi à jour les contrats impactés lors des reconfigurations dynamiques sur l’architecture.
La figure 6.3 présente une vision textuelle du contrat construit à partir de la spécification interne du
composant <ic> (cf. List. 6.1), la portée de ce contrat et l’élément qu’il référence (interface d’attributs
qui étend AttributeController). Le contrat est géré par le gestionnaire de contrat du composite
<ic>. Les responsabilités de cette clause sont le composant <ic> à la fois en tant que garant et bénéfi-
ciaire. Ce contrat définit une contrainte d’assemblage de ce composite vis-à-vis de son sous-composant
<ig>. Le composite <ic> est alors seul responsable de son implémentation ; il garantit son assemblage
et bénéficie de la justesse de celui-ci.








































: composite boîte noire







internal omposition ontrat on <i>
partiipants : <i> <ig>
param max−use r s =250
inv
guarantor : <i> benef i iaries : <i>
<ig >. a t t r i b u t e s . getMaxUsers ( ) >= max−use r s
Représentation textuelle du contrat réifié
FIGURE 6.3 – Contrat interne sur l’assemblage du composant <ic>
De même, la figure 6.4 présente une vision textuelle du contrat de composition externe construit à
partir de la spécification externe (cf. List. 6.2), sa portée, et les éléments qu’il référence (interfaces fournie
v :Video et requise c :Config). Le contrat est géré par le gestionnaire de contrats du composite
6. Les responsabilités associées à chaque type de spécification et de contrats sont précisément décrites dans l’annexe B.
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<ia>. Les responsabilités de la précondition sont <ia> en tant que garant, <vs> en tant que bénéficiaire
et <sc> en tant que contributeur. Il est à noter que le garant de cette précondition est bien l’englobant
<ia>, et non pas <sf> qui agit en tant que simple utilisateur de l’interface, car c’est à <ia> que revient
la responsabilité d’assurer la bonne utilisation générale de son sous-composant<vs> vis-à-vis des autres.
<vs> quant à lui bénéficie de la véracité de la clause pour réaliser son service. Pour la postcondition,
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external omposition ontrat on <vs>
partiipants : <ia> <vs> <s> <s f>
lauses on server interfae Video v :
void s t a r t ( )
pre
guarantor : <ia> benef i iaries : <vs> ontributors : <s>
 . expetedCPUUsage ( getUr l ( ) . getDataSoure ( ) ,
<th i s >. a t t r i b u t e s . getFrameRate ( ) ,
<th i s >. a t t r i b u t e s . getNbCl ients ( ) ) <= 60 // in %
post
guarantor : <vs> benef i iaries : <ia> <s f>














Représentation textuelle du contrat réifié
FIGURE 6.4 – Contrat externe sur l’usage du composant <vs>
Dans sa première version basée sur des assertions exécutables, le système ConFract effectue les vé-
rifications des clauses à l’exécution des composants car les assertions peuvent être paramétrées par des
éléments fonctionnels d’exécution (méthodes, valeurs effectives des paramètres). De plus, l’évaluation
des contrats s’effectue selon certaines règles. Lorsqu’une méthode est appelée sur une interface Fractal ,
les préconditions du contrat d’interface sont d’abord évaluées, puis celles du contrat de composition ex-
terne du composant recevant l’appel, et enfin celles du contrat de composition interne. Des vérifications,
dans l’ordre inverse, sont effectuées au retour de la méthode pour les postconditions et les invariants.
Dans les cas où la vérification d’une clause n’est pas satisfaite, le gestionnaire du contrat en question
lance une exception qui décrit tout le contexte de la violation. Dans nos exemples précédents, la clause
exprimant l’invariant de configuration est violée pour un composant <ig> qui ne supporterait qu’une
charge maximale de 100 utilisateurs (maxUsers vaut 100 par exemple alors que la contrainte spécifie
un minimum de 250). La précondition du contrat externe, quant à elle, peut être violée lorsque l’utili-
sation estimée du CPU par le service de diffusion vidéo dépasse les 60% (expectedCPUUsage rend
80% par exemple), et la postcondition est violée si la vidéo n’est pas dans l’état démarré.
6.1.2 Principes du modèle
Comme les contrats sont découpés en clauses, le modèle de négociation définit et s’organise autour
de négociations atomiques. Une négociation atomique est déclenchée pour chaque clause violée. Elle
regroupe les différents éléments de base nécessaires à toute négociation et a pour objectif de rétablir la
validité d’une clause en échec d’un contrat. De plus, comme les mécanismes proposés visent à conférer
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FIGURE 6.5 – Organisation d’une négociation atomique
davantage d’autonomie aux composants, les négociations atomiques vont faire interagir des parties né-
gociantes selon un processus décentralisé, et chaque négociation atomique réunit donc des parties bien
identifiées. Ces parties interagissent pour négocier autour d’objets de négociation que sont les clauses
des contrats, à partir de leur rôle ou responsabilité dans celles-ci. De plus, pour conduire les interactions
des parties, celles-ci sont organisées selon un protocole de négociation. Enfin, différentes politiques de
négociation qui peuvent exploiter des informations fines contenues dans les contrats comme les respon-
sabilités des composants, sont aussi intégrées (cf. Fig. 6.5).
La figure 6.6 décrit le schéma d’intégration général de la négociation dans le processus de contrac-
tualisation des composants. Les négociations atomiques sont attachées aux vérifications en échec des
clauses. Celles-ci peuvent intervenir, juste après la construction des contrats lors de la phase de configu-
ration des composants, pour effectuer des vérifications statiques sur les clauses, ou alors, lors de l’exécu-
tion des composants, lorsque les clauses sont vérifiées dynamiquement. Dans les deux cas, le processus
général est identique. Les négociations atomiques sont déclenchées lorsqu’une clause est en échec, et
elles peuvent notamment conduire à modifier les clauses négociées. Lorsqu’elles les négociations ne
permettent pas de rétablir des clauses valides, elles sont en échec. Le contrat est alors rompu, et il est
possible, en dehors de tout processus de négociation, de mettre en œuvre de façon spécifique divers
actions de reconfiguration dynamique.
6.2 Objets de la négociation
Les objets de la négociation représentent les termes ou « sujets de discussion » pour lesquels une
négociation est amenée à démarrer. Leur définition précise est importante pour toute négociation en
général, car ces objets représentent les éléments communs qui font que des parties bien précises sont
réunies et sont amenées à interagir au cours d’une négociation. Dans notre problématique, comme le mo-
dèle de négociation défini vise des plates-formes à composants contractualisés, en s’attachant à rétablir
des clauses valides de contrats, les objets de nos négociations atomiques sont naturellement identifiés,
et sont justement ces clauses en échec des contrats. Dans nos exemples précédents, ce sont ainsi les
clauses qui spécifient l’estimation de l’utilisation CPU du service vidéo ou le seuil minimal d’utilisa-
teurs maximal qui sont les objets de la négociation. Compte tenu de notre objectif de proposer un modèle
pour conduire l’auto-adaptation par rétablissement de contrats valides, ces objets de la négociation sont
les seuls éléments fixes du modèle de négociation. Les autres aspects du modèle (parties négociantes
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FIGURE 6.6 – Intégration de la négociation dans le processus de contractualisation
6.3 Parties
De façon spécifique à chaque négociation atomique, le modèle de négociation définit les parties né-
gociantes suivantes : (i) le gestionnaire du contrat concerné, (ii) les entités participantes récupérées de
la clause négociée avec leur responsabilités (bénéficiaire, garant, contributeurs) entièrement déterminées
par le modèle de contrats, et (iii) un participant externe, introduit afin de représenter les intérêts d’une
entité externe possédant une capacité de décision supérieure. Le gestionnaire de contrats a pour rôle de
prendre en charge la gestion du cycle de vie des contrats et la réalisation de leurs vérifications ; comme
la négociation fait partie intégrante de la contractualisation, son champ d’action est naturellement étendu
pour qu’il prenne aussi en charge la négociation des contrats violés. Toutefois, comme ce dernier ne
sait pas a priori rétablir seul les clauses en échec, il consulte les composants participants qui, compte
tenu de leurs responsabilités dans la clause négociée, possèdent eux les diverses capacités pour rétablir
la clause. Enfin, le participant externe est défini pour représenter toute partie externe destinée à définir
ou modifier certains aspects du déroulement de la négociation. Ce participant peut être, par exemple,
l’administrateur de l’application qui souhaite injecter des contraintes globales sur le système telles que
des contraintes de déploiement, ou des données pour paramétrer le processus de négociation, comme par
exemple, la négociabilité d’une clause étant donné le contexte de déploiement, une durée limite de la
négociation ou encore la diffusion d’informations sur des négociations à d’autres niveaux de la hiérar-
chie des composants. Ce participant externe sert ainsi à intégrer divers éléments, vraisemblablement de
haut-niveau (informations, contraintes, etc.), pour piloter la négociation. Toutes ces parties interagissent
selon un protocole de négociation piloté par le gestionnaire de contrats. Ce dernier peut alors tirer parti
des diverses responsabilités des parties impliquées et orienter le déroulement de la négociation selon
différentes politiques.
Les parties négociantes des clauses de contrats des exemples précédents (cf. Fig 6.3 et 6.4) sont
récapitulées dans la table 6.1 qui suit.
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Clause concernée Parties négociantes
Invariant du contrat interne gestionnaire de contrats de <ic>,
<ic> (garant), <ic> (bénéficiaire)
Précondition du contrat externe gestionnaire de contrats de <ia>,
<ia> (garant), <vs> et <sc> (béné-
ficiaire)
Postcondition du contrat externe gestionnaire de contrats de <ia>,
<vs> (garant), <ia> et sf (bénéfi-
ciaires)
TABLE 6.1 – Illustration des parties négociantes
6.4 Protocole
À partir des clauses, l’ensemble des parties qui vont interagir lors des négociations atomiques sont
clairement connues. Un protocole de négociation est alors nécessaire pour spécifier la dynamique des
interactions entre les parties, et sa donnée induit très souvent une (nouvelle) organisation des parties en
leur affectant des rôles spécifiques qu’ils doivent tenir au cours de la négociation.
Le protocole de négociation actuellement employé pour les négociations atomiques est adapté du
Contract-Net Protocol (CNP) étendu [FIPA TC Communication 2002b], exploité pour de nombreuses
applications (cf. page 53 pour plus de détails). Ce protocole propose de structurer les différentes parties
d’une négociation selon une hiérarchie formée d’un initiateur et de participants (cardinalité 1-N), et orga-
nise simplement les échanges d’informations, entre l’initiateur et les participants, en trois phases selon un
schéma général de type appel d’offres (appel d’offres, réception et analyse des offres, contractualisation).
Dans le système ConFract , le gestionnaire de contrats et les participants d’une clause sont direc-
tement liés par un niveau de hiérarchie dans une relation englobant/sous-composants directs (cf. B.3),
l’utilisation du CNP se justifie ici car l’organisation des parties négociantes se projettent naturellement
dans le protocole CNP, de la façon suivante. L’initiateur de la négociation est le gestionnaire de contrats
situé au niveau du composant englobant. Il pilote le déroulement de celui-ci et et consulte les autres
participants. Les participants sont les composants responsables, situés soit au même niveau que le ges-
tionnaire de contrats, soit au niveau des sous-composants directs, et le participant externe. De cette façon,
le gestionnaire de contrats, initiateur de la négociation, dispose d’une vision et de la portée d’action sur
l’ensemble des éléments référencés (contrats, composants, etc.) Ils sont consultés par le gestionnaire de
contrats pour des propositions visant rétablir la clause en échec. Le protocole de négociation atomique
s’organise alors selon ces trois étapes :
1. l’initiateur demande des modifications aux parties sur la clause en échec,
2. les parties soumettent des modifications,
3. l’initiateur effectue les modifications proposées et revérifie la clause pour évaluer si les proposi-
tions suffisent à revalider la clause.
Ces étapes sont réitérées et la négociation se termine alors, soit lorsqu’une solution satisfaisante est trou-
vée, soit lorsqu’aucune modification ne permet de rétablir la validité de la clause en échec. En pratique,
pour ne pas prolonger indéfiniment le mécanisme de rattrapage, le processus de négociation est aussi
borné par une durée limite au delà de laquelle une négociation atomique est arrêtée. Si la clause est re-
validée alors la négociation est finalisée et le cycle de vie normal du système reprend là où elle s’était
arrêtée. Si la clause reste en échec, la négociation est alors en échec pour cette négociation atomique bien
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précise. Il est alors possible, d’après d’autres règles de pilotage de haut-niveau, de modifier certains élé-
ments de la négociation atomique et de relancer cette dernière avec de nouveaux éléments (exploitation
d’autres politiques, paramétrages différents du participant externe, changement de protocole de négo-
ciation, etc.). Si les nouvelles tentatives de négociation atomique restent insuffisantes et ne permettent
toujours pas de revalider la clause, alors la clause du contrat est rompue. Le processus de négociation
se termine, et fait remonter cette information d’échec de négociation. D’autres actions de rattrapage,
effectuées à un niveau plus haut, et portant sur des éléments de grains plus importants (code d’adapta-
tion dynamique, reconfigurations de l’architecture des composants), pourraient alors être déclenchées,
en dehors du processus de négociation (cf. section Discussion page 95).
6.5 Politiques
Une fois les parties et le protocole de négociation déterminés, différentes politiques peuvent être ap-
pliquées pour offrir diverses formes de négociation. Les politiques de négociation proposées exploitent
les informations très fines des responsabilités des clauses de contrats, et elles déterminent le processus
de négociation dès son initialisation. Ainsi, à partir des responsabilités des participants, deux politiques
sont actuellement proposées et couvrent les principales responsabilités, bénéficiaire et garant, attribuées
par le modèle de contrats aux composants impliqués. Une première politique dite par concession oriente
la négociation vers les composants bénéficiaires des contrats. Elle reste au même niveau de hiérarchie
concerné par la violation de contrats, et conduit à effectuer des concessions sur la contrainte spécifiée
en modifiant soit entièrement la clause négociée, soit certains de ses termes. Une seconde politique dite
par effort oriente, cette fois-ci, la négociation vers l’unique composant garant des contrats. Elle exploite
les capacités du garant soit à faire des efforts pour rétablir la clause à son niveau, soit à propager la
négociation dans sa composition afin de consulter de nouveaux composants susceptibles d’effectuer, à
leur niveau, d’autres efforts qui contribueraient à revalider la clause mise en échec, au niveau du com-
posant garant. Ces deux politiques couvrent les deux différentes responsabilités exploitables 7. De plus,
elles diffèrent radicalement l’une de l’autre en termes de niveau de hiérarchie des composants consultés
ainsi que de propositions d’actions réalisables. Elles enrichissent ainsi le modèle de différentes formes
de négociation qui peuvent être utilisées pour revalider des clauses de contrats. La suite détaille ces deux
politiques.
6.5.1 Politique par concession
Principes
La politique par concession modifie l’initialisation de la négociation en faisant intervenir uniquement
l’initiateur et les bénéficiaires en tant que parties négociantes. L’initiateur s’oriente alors vers les béné-
ficiaires de la clause et exploite leurs capacités à faire des concessions. Ainsi, l’initiateur effectue des
demandes de concession aux bénéficiaires. Compte tenu de leur responsabilité, comme les bénéficiaires
s’appuient sur une clause et expriment des attentes vis-à-vis de celle-ci, ces demandes de concessions
ont bien un sens, car elles visent à exploiter les capacités potentielles des bénéficiaires à assouplir leurs
attentes, s’ils y sont disposés. Les bénéficiaires peuvent alors, en fonction de leur contribution ou non à
la clause en échec, relâcher les contraintes de la clause en échec (i) par changement complet de la clause
7. La responsabilité de contributeur n’est pas exploitée par le modèle de négociation car celle-ci décrit davantage des
composants qui interviennent plus indirectement dans les clauses en étant par exemple nécessaires à leur fermeture (voir annexe
B sur le cycle de vie des contrats dans ConFract). Ces composants contributeurs n’ont alors pas de rôle actif à jouer dans la
négociation, contrairement aux composants bénéficiaires et garant dont les capacités, en terme de bénéfice/garantie vis-à-vis
d’une clause, peuvent être exploitées.
79
Chapitre 6. Modèle de négociation
pour une nouvelle clause moins contrainte (relâchement de la clause entière), ou par changement de cer-
tains termes paramétrés de la clause (relâchement de certains termes de la clause) 8. Il est à noter que le
fait que les concessions proposées soient plus ou moins contraints les uns par rapport aux autres n’est pas
forcément mesurable. Cela dépend beaucoup du formalisme de spécification utilisé et de l’espace dans
lequel les valeurs sont définies. Par exemple, en QML , comme les spécifications expriment souvent des
valeurs de seuils sur des valeurs entières, il est possible d’évaluer, statiquement sur les formules, qu’une
spécification est plus ou moins contrainte qu’une autre. Par contre, dans le langage CCL-J , comme il est
possible de spécifier dans le cas général de nombreux éléments à l’exécution, la comparaison de deux
spécifications exprimées dans ce formalisme n’est pas forcément possible.
La mise en œuvre de cette politique exploite fortement la distinction affinée entre les rôles de béné-
ficiaire principal et de bénéficiaire secondaire (cf. section B.3). En effet, en plus de la distinction due à
la différence de visibilité, les bénéficiaires principaux sont ici distingués des bénéficiaires secondaires
car ils possèdent des capacités de négociation plus développées. Les bénéficiaires principaux sont direc-
tement concernés par la clause et ont la capacité de modifier la clause. En revanche, les bénéficiaires
secondaires ont un rôle plus passif et ne peuvent pas faire avancer la négociation. Les bénéficiaires prin-
cipaux négocient donc en leur nom, ainsi qu’en celui des bénéficiaires secondaires. Dans notre exemple
précédent, pour la postcondition du contrat de composition externe sur <vs> (cf. page 75), <ia> est le
bénéficiaire principal car responsable de la correcte utilisation du contrat et de l’usage de <vs>, et <sf>
bénéficiaire secondaire, car simple client du service et plus indirectement concerné.
Processus général
En cas d’échec d’une vérification, le processus de négociation piloté par la politique par concession
se décompose selon les trois phases décrites dans la Fig. 6.7.
1. Tout d’abord (phase 1), l’initiateur demande la négociabilité de la clause en échec à tous les bé-
néficiaires, principaux et secondaires, et détermine la négociabilité de la clause par le biais d’une
fonction additive pondérée. En effet, comme les avis exprimés par les différents bénéficiaires n’ont
pas la même pertinence, différents poids sont attribués aux composants bénéficiaires, pour prendre
en compte ces différences. Couplé à cela, la fonction additive pondérée permet alors à l’initiateur
d’évaluer la négociabilité globale, qui se traduit par un seuil de négociabilité, en modérant l’avis
exprimé par chaque composant par son poids. Ainsi, une clause est négociable in fine si un certain
seuil de composants importants l’acceptent. Après évaluation de la négociabilité par l’initiateur, si
la clause n’est pas négociable, la négociation atomique échoue pour cette politique.
2. Dans le cas contraire, si la clause est négociable (phase 2), l’initiateur demande aux bénéficiaires
principaux de faire des concessions en lui passant une référence de la clause en échec. Les bénéfi-
ciaires principaux peuvent alors proposer des concessions qui représentent des modifications soit
sur la clause entière, soit sur certains termes paramétrées de la clause. Ces étapes de demandes et
propositions de modifications sont itérées, et pour chaque modification proposée, l’initiateur ef-
fectue les modifications puis réévalue la clause concernée. Si l’évaluation de la clause reste fausse
alors l’initiateur annule la modification pour rétablir le contexte initial et redemande des conces-
sions. Au contraire, si l’évaluation est vraie alors la négociation atomique est réussie, et l’initiateur
finalise la négociation en demandant aux bénéficiaires d’effectuer les concessions correspondantes.
3. Autrement, dans une dernière étape (phase 3), dans le cas où aucune proposition ne s’avère être
satisfaisante ou si l’initiateur ne reçoit que des demandes de retrait venant des bénéficiaires prin-
8. Dans ce cas, le bénéficiaire ne voit que la clause en échec, et selon l’expressivité du langage de spécification, il relâche
la contrainte soit en modifiant certains termes donnés de la clause, soit en remplaçant entièrement la clause.
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cipaux, il procède alors à une dernière consultation pour demander aux bénéficiaires principaux et
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FIGURE 6.7 – Processus de négociation atomique par concession
Modèles de décision
Dans le déroulement la négociation par concession, les bénéficiaires principaux raisonnent en s’ap-
puyant sur une liste d’alternatives qui décrit leurs préférences et représente les concessions successifs
à faire au cours de la négociation. Ainsi, chaque composant Ci du système qui possède une responsa-
bilité de bénéficiaire dans une clause identifiée id, associe à cette dernière un ensemble d’alternatives




, A2id,Ci , ..., A
n
id,Ci
, STOP ou RELEASE}.
et dans laquelle chaqueAjid,Ci , j ∈ [1, n] représente la j
ieme alternative (nouvelle formule, modifications
d’un terme de la formule) du composant bénéficiaire Ci pour la clause id.
Ainsi, au cours de la négociation, à chaque fois que l’initiateur émet une demande de concession
au composant, celui-ci renvoie successivement, à partir de cette liste d’alternatives, une concession qui
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correspond à une des modifications de la clause ou des attributs. L’alternative STOP, resp. RELEASE,
permet de notifier la fin de la concession en conservant la clause, resp. en autorisant le retrait de la
clause. Les alternatives Ajid,Ci sont optionnelles car un composant peut ne pas avoir de modifications à
proposer sur la clause, en revanche STOP et RELEASE, sont obligatoires et exclusives car, au minimum, un
bénéficiaire, doit exprimer si la clause sur laquelle il s’appuie doit être maintenue, ou au contraire peut
être complètement retirée.
D’un point de vue méthodologique, ces modèles de décision doivent être fournis pour tout composant
contractualisé qui a une responsabilité dans une clause dont on souhaite qu’elle puisse être négociée. Pour
un système à composants contractualisés donné, les clauses et les contrats sont en nombre relativement
réduit. De plus, comme parmi celles-ci, un certain nombre de clauses sont définies pour vérifier et détecter
des erreurs fonctionnelles ou d’assemblages, elles ne sont pas destinées à être négociées. Il n’y a donc
finalement qu’un très faible nombre de clauses négociables et pour lesquelles il faut fournir de telles listes
d’alternatives, mais celles-ci sont malgré tout pertinentes compte tenu des propriétés qu’elles spécifient.
Bilan
La politique par concession exploite les capacités des composants bénéficiaires et conduit à effectuer
des modifications sur la clause en échec (remplacement de la clause, modifications de termes de la clause,
retrait/maintien de la clause), sur les attributs des composants dans le but de relâcher les contraintes ou
leurs contributions à la clause. En revanche, avec cette politique, la négociation reste confinée à un seul
niveau de la hiérarchie des composants et n’exploite pas réellement la notion de composant hiérarchique
mise en avant par le modèle Fractal . Pour pallier ceci et fournir au modèle de négociation d’autres
formes de négociation, nous intégrons au modèle une autre politique par effort qui exploite d’autres
responsabilités et permet de propager cette négociation vers des composants de niveaux inférieurs.
6.5.2 Politique par effort
Principes
A la différence de la politique par concession, la politique de négociation dite par effort part du
principe que l’initiateur de la négociation consulte, cette fois-ci, le garant de la clause en échec dans le but
notamment d’exploiter sa capacité à re-satisfaire la clause et, à propager la négociation dans la hiérarchie.
Ainsi, alors que dans la politique par concession, les bénéficiaires sont consultés pour qu’ils proposent
des concessions visant à relâcher la clause sur laquelle ils souhaitent s’appuyer, dans la politique par
effort, le composant garant est maintenant consulté pour qu’il propose des efforts visant à rétablir la
clause qu’il doit satisfaire.
Ainsi, le composant garant peut avoir deux types de capacités. Il peut avoir des capacités d’actions
propres qui lui permettent de prendre l’initiative de re-satisfaire la clause violée, et d’effectuer des actions
d’effort à son niveau. Il peut aussi avoir des capacités de propagation, qui lui permettent de prendre
en charge la négociation et consulter des sous-composants dans son intérieur pour exploiter et obtenir
des propositions d’efforts de leur part. Dans ce cas, lors de la propagation, une nouvelle négociation
atomique se reforme, et le garant et certains de ses sous-composants deviennent ainsi les nouvelles parties
négociantes chargés d’interagir dans la négociation atomique.
Ces deux types de capacité sont découplés et l’ensemble des possibilités de la négociation par effort
est donc couvert par la matrice des quatre cas issus du produit des ensembles {faire un effort à son niveau
ou pas} X {propager ou pas}.




• avec des capacités d’efforts : le composant garant fait un effort à son niveau de hiérarchie en
proposant des actions d’effort. De telles actions sont complètement ouvertes mais sont régies par
les deux contraintes suivantes : (i) les actions ne peuvent porter uniquement que sur des éléments
dans la portée du composant garant (lui-même ou ses sous-composants s’il est composite), (ii)
les actions ne doivent pas modifier les termes de la clause négociée, mais leurs valeurs peuvent
l’être. Ainsi, ces actions d’efforts consistent, notamment, en des modifications de valeur de certains
termes de la clause, ou alors des actions d’adaptations qui exécutent un code ouvert, dans la portée
du garant et à clause constante.
• avec des capacités de propagation : il sollicite la propagation du processus de négociation, pour le
moment confiné au niveau de hiérarchie de la violation, pour qu’il la prenne en charge et puisse
consulter les composants dans son intérieur.
Par ailleurs, comme en propageant la négociation, de nouvelles actions d’effort peuvent être
proposées, cette fois-ci par les nouveaux composants à des niveaux de hiérarchie inférieurs, les
contraintes de portée des actions, mentionnées précédemment, s’appliquent aussi à ces nouveaux
composants, et ces derniers ne sont censés proposer que des efforts en relation avec la propagation
effectuée (cf. éléments de raisonnements ci-après).
Du point de vue des possibilités de négociation offertes par le modèle, cette dernière caractéristique
de propagation est essentielle, car elle vise, dans les cas favorables, à exploiter la composition hiérar-
chique du garant pour que celui-ci puisse rendre vraie une clause en échec dans laquelle il est garant.
Une négociation propagée revient alors à consulter des sous-composants dans l’intérieur du composant
garant afin que ceux-ci puissent effectuer, à d’autres niveaux inférieurs, des efforts qui permettent de
revalider la clause en échec, au niveau du garant. Il est à noter que la responsabilité du garant est ici
pleinement exploitée car c’est lui qui doit agir, en faisant un effort à son niveau ou en propageant la
négociation, pour rendre vraie une clause de contrat. Au contraire, dans la politique par concession, les
bénéficiaires ne voient une clause que dans l’optique de pouvoir s’y appuyer et sans qu’ils aient les
moyens, ni de raisonner, ni d’agir pour la rendre vraie.
Pour réaliser cette politique par effort complètement, un verrou majeur réside dans la capacité du
modèle à pouvoir propager avec précision la négociation. Le paragraphe suivant décrit les besoins du
modèle et les besoins de raisonnement. Les mécanismes de propagation sont complètement décrits dans
le chapitre 7 qui suit.
Eléments de raisonnement pour la propagation
Pour pouvoir propager la négociation dans la hiérarchie des composants et déterminer avec précision
les nouveaux composants qui doivent intervenir, le modèle de négociation doit pouvoir s’appuyer sur di-
vers éléments lui permettant de raisonner. Ces éléments de raisonnement doivent fournir les informations
compositionnelles suivantes :
1. ils doivent permettre d’identifier clairement les nouveaux composants vers lesquels la négociation
se propage,
2. ils doivent indiquer précisément comment la propriété spécifiée dans la clause négociée se décom-
pose d’un niveau de hiérarchie de composants à l’autre. En effet, comme la négociation porte sur
des clauses qui spécifient des propriétés extrafonctionnelles, et qu’une propriété peut s’exprimer,
dans le cas le plus général, en fonction de plusieurs autres propriétés, les relations de décomposi-
tion des propriétés représentent alors ce fil conducteur qui permet de propager la négociation,
3. enfin, les liens entre les propriétés négociées et les composants qui participent à la négociation,
doivent être clairement explicités. En particulier, comme la propagation va exploiter les relations
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de décomposition des propriétés négociées, celles-ci doivent être modélisées autant que possible
au niveau des composants eux-mêmes.
Dès lors que toutes ces informations compositionnelles sont réunies, le modèle de négociation peut
alors piloter la propagation de la négociation. La décomposition de la propriété négociée est connue
(point 2) ; les composants qui réalisent ces propriétés sont identifiés (point 3), et ces composants sont
alors ceux qui sont consultés dans la politique par effort (point 1).
Pour cela, le modèle de négociation s’appuie sur une modélisation explicite des propriétés extrafonc-
tionnelles ainsi que sur des relations compositionnelles associées aux propriétés négociées. Ces relations
compositionnelles permettent justement d’indiquer très clairement à la fois la façon dont se décom-
pose une propriété extrafonctionnelle dans une composition de composants, ainsi que la contribution de
chaque composant à la réalisation de celle-ci. C’est alors à partir de la connaissance de cette contribution
que les demandes d’efforts sont formulées.
Nous illustrons ces points au travers de deux exemples favorables dans lesquels les possibilités de
raisonnement compositionnel sont simples :
Exemple 1. Considérons la propriété A.p d’un composite A qui contient un composant unique B avec
une propriété B.p (cf. Fig. ci-après). La propriété p est clairement modélisée au niveau de chaque com-
posant A et B, ces derniers sont précisément connus, et peuvent être consultés dans le cas d’une négocia-
tion sur p. De plus, supposons que la propriété exprimée au niveau de A soit exactement le reflet de la
même propriété exprimée au niveau de B, alors la relation compositionnelle suivante A.p=B.p permet
de connaître exactement à la fois comment se décompose la propriété A.p de A selon son intérieur (ici







Ainsi, au niveau de A, la propriété est clairement modé-
lisée (c’est A.p). Au niveau de B, il en est de même (c’est
B.p), et la relation compositionnelle A.p=B.p exprime la
décomposition de p du niveau de A au niveau de B, et permet
d’orienter la négociation. Pour la négociation d’une clause
qui porte sur la propriété A.p et pour laquelle A est garant,
alors comme la réalisation de la propriété A.p de A est expli-
citée par la relation compositionnelle, il est possible d’orien-
ter la négociation depuis A vers B pour consulter ce dernier
compte tenu de sa contribution à la propriété. Cette propaga-
tion se fait ici naturellement, et est rendue possible, d’une part, par le fait que les propriétés p sur A et sur
B soient clairement explicitées (sinon les propriétés ne peuvent pas être référencées, ou les composants
porteurs être identifiés), et d’autre part, par le fait que la relation compositionnelle décrive vers qui (B),
et comment (les deux propriétés sont égales) se réalise la propriété p de A dans son intérieur (sinon les
nouveaux composants restent inconnus, ou leur contribution reste inconnue).
Il est à noter que, bien qu’étant simple, ce cas se produit couramment dans des situations réelles,
lorsque des composants patrimoniaux sont réutilisés et enveloppés dans de nouveaux composites avec
certains de leurs services conservés ou redéfinis, et certaines de leurs propriétés extrafonctionnelles (pro-
priétés de qualité, caractéristiques des composants), conservées et externalisées au niveau de l’englobant.
Exemple 2. Dans un autre cas à peine plus complexe (c.f Fig. ci-dessous), la propriété A.p peut main-











Dans ce cas, la relation compositionnelle A.p=f(B1.p,B2.p)
où f est une fonction quelconque (f :=Min ou f :Σ,
pour prendre un exemple concret), exprime alors clairement
la décomposition de A.p en fonction des propriétés B1.p
et B2.p sur B1 et B2. De même que précédemment, p
est clairement modélisée au niveau de A puis au niveau des
sous-composants B1 et B2, et la relation compositionnelle
A.p=f(B1.p,B2.p) décompose p du niveau de A au ni-
veau de B1 et B2 (il y a conservation de la propriété mais
décomposition sur plusieurs composants, avec la fonction arithmétique f).
Ainsi, la propagation d’une négociation qui porte sur une clause spécifiant A.p, et dans laquelle A
est garant, conduirait à orienter la négociation vers B1 et B2 pour consulter ces derniers de sorte qu’ils
puissent proposer des efforts, compte tenu de leur contribution à la propriété A.p. Cet exemple peut se
généraliser au cas d’une formule compositionnelle qui lie une même propriété sur n composants, et de
façon évidente, le cas le plus général consiste en une propriété qui se décompose selon plusieurs autres
propriétés portées par différents composants (n propriétés sur m composants exprimée par une relation
matricielle).
Dans nos exemples précédents, il se trouve que comme le composant <ig> effectue la gestion des
fonctionnalités relatives aux utilisateurs et aux groupes, il est architecturé de la façon suivante (cf. Fig.
6.8), et contient notamment un sous-composant UserManager qui gère l’ensemble des fonctionnalités
relatives aux utilisateurs connectés dans le système. La propriété maxUsers est donc effectivement











FIGURE 6.8 – Exemple de relation compositionnelle sur le composant <ig>
Ainsi, pour cette propriété, la formule compositionnelle suivante : <ig>.maxUsers := <umgr>.maxUsers
permet alors de lier la même propriété maxUsers de <ig> à celle de son sous-composant <umgr> :
la propriété maxUsers est réellement implémentée au niveau du composant <umgr> de gestion des
utilisateurs et simplement reflétée au niveau de son englobant. La négociation se propage vers <ig>
pour consultation de <umgr> contributeur à la propriété.
D’autres exemples de relations compositionnelles sont décrites dans l’annexe A.
Processus général
Comme nous l’avons précédemment indiqué (cf. section 6.5.2), l’ensemble des possibilités de la
négociation par effort est couvert par les quatre cas issus du produit des ensembles {faire un effort à son
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niveau ou pas} X {propager ou pas}. Le composant garant peut ainsi présenter les capacités suivantes :
– ne pas faire un effort à son niveau et ne pas propager ;
– faire un effort à son niveau et ne pas propager ;
– ne pas faire un effort à son niveau et propager ;
– faire un effort à son niveau et propager.
À partir de ces quatre capacités du garant, le processus de négociation par effort se décompose alors
selon les phases suivantes :
1. Tout d’abord (phase 1), de la même façon que dans la politique par concession, l’initiateur de-
mande la négociabilité au composant garant, et évalue la négociabilité de la clause (cf. Fig. 6.9).
Si le composant garant n’a pas de capacité d’agir dans cette négociation – il (ne peut ni faire un
effort à son niveau et ni propager) – alors la clause est pour lui non négociable, et il répond dans
ce sens. Dans ce cas, comme le garant est unique et qu’il est le seul participant consulté dans cette
politique, l’initiateur arrête la négociation atomique, et celle-ci échoue pour la politique par effort.
ParticipantInitiateur
Résultats de négociationProcessus de négociation
Négociation impossible
Efforts impossibles,Evaluation





FIGURE 6.9 – Phase de négociabilité
2. Dans le cas contraire (phase 2), la clause est négociable et, le garant exprime par cela sa capacité à
agir au cours de la négociation, en négociant ou en propageant celle-ci. L’initiateur demande alors
au garant des efforts en lui passant une référence de la clause en échec. Par la suite, le garant peut
avoir trois types de comportement, qui induisent trois formes de déroulement de la négociation.
Il peut : faire un effort à son niveau et ne pas propager, ou ne pas faire un effort à son niveau et
propager ou enfin faire un effort à son niveau et propager.
a) Si le garant présente la capacité de (faire un effort à son niveau et ne pas propager), alors sa
seule proposition d’effort consiste à exécuter des actions d’efforts conformes aux contraintes
indiquées (cf. Principes) et qui permet de revalider la clause en échec (cf. Fig. 6.10). La garant
propose ainsi à l’initiateur la réalisation d’une action qui consiste soit à modifier des termes de
la clause, soit à réaliser une action d’adaptation.
Si l’action consiste à modifier des termes de la clause, alors l’initiateur effectue les modifica-
tions, et revérifie la clause pour voir si elle est revalidée.
Si l’action consiste en une action d’adaptation alors, comme le code de l’adaptation est privé
au garant, l’initiateur ne reçoit du garant que l’information de la possibilité de réaliser ce code,
et il doit alors simplement l’accepter ou refuser sans connaître la nature des actions ni leurs
conséquences 9.
9. Une action d’adaptation est entièrement sous la responsabilité du garant qui ne sollicite de l’initiateur que son aval pour
la réalisation. L’initiateur n’a pas à raisonner sur les actions proposées par les participants consultés. En revanche, comme il est
responsable du contrôle et du pilotage de la négociation, il est, à ce titre, tenu d’accepter ou refuser qu’une action d’adaptation
se fasse ou pas dans le cadre de la négociation atomique qu’il pilote.
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Si l’initiateur refuse la réalisation de l’action d’adaptation alors il demande au garant de nou-
velles actions d’effort. Si l’initiateur l’accepte, alors le garant effectue son action d’adaptation,
et comme celle-ci conserve les éléments de la clause, l’initiateur revérifie la clause concernée
pour évaluer si elle est rétablie.
Dans tous les cas, quelque soit l’action réalisée (modification de termes ou action d’adaptation),
comme celle-ci préserve les termes de la clause (cf. Principes), l’initiateur opère une vérification
de la clause pour évaluer le rétablissement de la clause négociée. Si la clause est rétablie, alors la
négociation atomique se termine avec réussite, sinon l’initiateur demande au garant de nouvelles
actions d’efforts. Si aucun des efforts proposés par le garant n’a permis de revalider la clause,
alors la négociation se termine en échec.
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Contexte d’évaluation de la clause modifié,
Négociation réussie
RaisonnementAttente des    réponses
Modification de termes
Demande d’exécution du code
Exécution de   l’effort
Clause    revalidée?
Contrôleur de contrats






Analyse des    propositions:
Existence d’une    action d’effort?
FIGURE 6.10 – Phase de propositions d’actions d’efforts
b) Si le garant présente la capacité de (ne pas faire un effort à son niveau et propager), alors à
la demande d’effort faite par l’initiateur, le garant répond en proposant de prendre en charge la
négociation (cf. Fig. 6.11). Si l’initiateur refuse alors la négociation échoue pour cette politique.
Si l’initiateur accepte la propagation, alors l’initiateur transmet au garant le contexte de la né-
gociation, et c’est alors le gestionnaire de contrats du garant qui prend le relais et à qui revient
le pilotage de la négociation dans son intérieur. Comme le garant a proposé la propagation de la
négociation dans son intérieur, il a nécessairement une référence vers les sous-composants qu’il
doit consulter 10. Ainsi, le gestionnaire de contrats du garant consulte alors les sous-composants
10. Ces composants sont connus du garant soit parce qu’ils implémentent la propriété négociée (le garant est responsable de
l’usage de ses sous-composant, la propriété négociée est réalisée à leur niveau, et le garant sait vers qui propager en connaissant
le lien d’implémentation), soit parce qu’ils apparaissent parmi les contributeurs de la formule compositionnelle d’une propriété
du garant (le garant est lui-même responsable de son implémentation, la propriété négociée est implémentée à son niveau, et
le garant sait vers qui propager en connaissant la relation compositionnelle qui décompose la propriété à son niveau selon ses
sous-composants).
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clairement identifiés pour leur demander des efforts. Le processus de négociation par effort re-
prend alors à ce niveau de hiérarchie : le gestionnaire de contrats demande la négociabilité aux
nouveaux participants (cf. phase 1), et ces derniers, s’ils veulent négocier, peuvent proposer des
efforts qui consistent en la modification de la propriété propagée, en une action d’adaptation ou
en une nouvelle propagation.
Initiateur Participant






Négociation en échec ou réussie
ou de succès de négociation
RaisonnementAttente des    réponses
Proposition de propagation
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Contrôleur de contrats Garant
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Prise en charge de la négociation
Retour d’information d’échec
(consultation de l’intérieur)
Propagation du contexte de négociation
FIGURE 6.11 – Phase de proposition de propagation
c) Si le garant présente la capacité de (faire un effort à son niveau et propager), alors il s’agit du
cas où les capacités de négociation par effort du garant sont les plus riches. Ce cas regroupe
les déroulements de négociation des deux cas précédents, et la négociation revient alors à co-
ordonner les phases d’actions d’efforts et de propagation. Chaque garant définit alors un ordre
de préférence par défaut (faire un effort d’abord ou propager d’abord) ou, s’ils sont équivalents
pour lui, il en informe le gestionnaire de contrats qui choisit l’ordre d’exécution.
De la même façon que dans la politique par concession (cf. section 6.5.1.0), les mêmes règles per-
mettant d’isoler le système du processus de négociation sont appliqués au démarrage de la négociation
par effort.
Bilan
La politique par effort exploite les capacités de l’unique composant garant et conduit à effectuer
soit des actions d’efforts contraintes (modifications de valeur de termes de la clause, code d’adaptation)
pour directement re-satisfaire une clause, soit à propager la négociation dans l’intérieur du garant, pour
consulter et exploiter ses sous-composants. La propagation de la négociation requiert, en particulier, de
pouvoir s’appuyer sur divers éléments de raisonnements, comme par exemple, une modélisation explicite
des propriétés extrafonctionnelles et des formules compositionnelles permettant de décrire la décompo-
sition d’une propriété négociée dans une composition de composants. Le chapitre 7 qui suit décrit en
détail les patrons d’intégration des propriétés extrafonctionnelles et le support proposé pour raisonner
sur des propriétés compositionnelles.
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6.5.3 Illustration des politiques
Cette sous-section illustre les principales caractéristiques des deux politiques présentées précédem-
ment au travers des deux exemples de contrats présentés précédemment (cf. page 72) :
– Le premier exemple concerne deux clauses d’un contrat de composition externe exprimant une pré
et une postcondition. Pour la première clause de ce contrat, la politique par concession conduit à
modifier tout ou partie de la clause négociée, alors que la politique par effort effectue une modifica-
tion sur un attribut du composant bénéficiaire. La seconde clause, quant à elle, présente rapidement
un exemple d’échec de négociation par les deux politiques ;
– Le second exemple porte sur un contrat de composition interne. La spécification exprimée concerne
un invariant de configuration. La politique par concession conduit à différents scénarii de négocia-
tion (refus de négociation, retrait total de la clause ou modification d’un terme paramétré), alors
que la politique par effort se propage dans la hiérarchie du composant garant et conduit à effectuer
une modification d’attribut d’un sous-composant contribuant à la propriété spécifiée dans la clause
négociée.
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Représentation textuelle du contrat réifié
FIGURE 6.12 – Rappel du contrat de composition externe sur <vs>
• Clause sur l’utilisation estimée du CPU :
La clause du contrat externe sur <vs> (cf. Fig. 6.12) vérifie à l’entrée de la méthode start() les
bonnes conditions, en terme d’utilisation du CPU, pour la réalisation du service de diffusion vidéo,
estimées à partir des valeurs de certains paramètres (flux multimédia courant, état des ressources
CPU et nombre de clients). Cette clause est donc vérifiée à l’exécution du système et est violée, par
exemple, si l’utilisation du CPU pour la diffusion vidéo est estimée à plus de 60%. Dans ce cas, les
parties négociantes qui sont le gestionnaire de contrats de <ia> comme initiateur, le composant
bénéficiaire <vs>, et le composant garant <ia>, interviennent dans une négociation atomique.
Politique par concession. Dans la politique par concession, l’initiateur consulte <vs> et nous
établissons un scénario dans lequel le composant <vs> propose une concession qui consiste à
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changer entièrement la clause. Ainsi, l’initiateur demande tout d’abord la négociabilité. Comme
<vs> a les moyens de négocier, il accepte la négociation et s’appuie sur la liste d’alternatives
suivante, pour orienter ses concessions successifs : Apre,<pr> := {Ψ, STOP} avec Ψ, décrivant la
nouvelle clause :
c.expectedCPUUsage(getURL().getDataSource(),
<this>.attributes.getFrameRate(), getNbClients()) ≤ 80.
Cette nouvelle clause spécifie un seuil d’utilisation de CPU plus élevé (80% au lieu de 60%), et
exprime ici la capacité de <vs> à s’appuyer sur une contrainte moins forte 11.
Ainsi, à la première demande de concession de l’initiateur, <vs> propose la nouvelle clause Ψ,
et l’initiateur effectue le remplacement et la revérification de la clause. Si la clause est revalidée
alors la négociation se termine avec un succès. Sinon, si la modification n’est pas suffisante et
ne permet pas de rétablir une clause valide, alors l’initiateur annule la dernière modification et
demande de nouvelles concessions. <vs> répond alors en proposant la fin des concessions et la
négociation s’arrête avec maintien de la clause par l’alternative STOP. Comme <vs> est le seul
bénéficiaire, la négociation par concession s’achève ainsi sur un échec avec le maintien de la
clause. Par ailleurs, au lieu de proposer l’alternative STOP, le composant <vs> aurait aussi très
bien pu proposer l’alternative RELEASE pour indiquer le retrait de la clause. Dans ce cas, comme la
clause est entièrement retirée, la négociation s’achève avec succès, mais plus aucune vérification
n’est effectuée pour détecter une sur-utilisation du CPU au démarrage du service de diffusion
vidéo.
Politique par effort. Dans la politique par effort, l’initiateur consulte maintenant le garant <ia>
(voir Fig. 6.13). Comme la propriété est implémentée au niveau du sous-composant <vs> de
<ia>, alors <ia> accepte de négocier par effort et propose de propager la négociation (étape
1). Son gestionnaire de contrats prend alors en charge la négociation et consulte <vs> pour des
demandes d’efforts, car ce dernier réalise la propriété frameRate qui intervient dans la clause
négociée (étape 2). <vs> propose alors des modifications sur cette propriété, en s’appuyant sur sa
liste d’alternatives associée Apre,<vs> :={(framerate← framerate2 ), STOP}.
Ainsi, à la première demande de concession de l’initiateur, <vs> propose d’ajuster son attribut
frameRate avec l’alternative framerate← framerate
2
. L’initiateur effectue la modification et revé-
rifie la clause. Si la clause est revalidée alors la négociation se termine avec un succès. Sinon, si
la modification n’est pas suffisante et ne permet pas de rétablir une clause valide, alors l’initiateur
annule la dernière modification et demande de nouveaux efforts. <vs> répond alors en proposant
la fin de la négociation avec maintien de la clause par l’alternative STOP, car diminuer davantage le
frameRate risquerait d’entraîner une diffusion saccadée de la vidéo. Comme <vs> est le seul
composant qui contribue à la clause négociée, la négociation par effort s’achève ainsi sur un échec
avec le maintien de la clause.
Il est à noter que le composants <vs> est consulté dans chacune des deux politiques. En revanche,
son rôle n’est pas le même dans les deux cas : dans la politique par concession, il agit en tant
que bénéficiaire direct de la clause qui peut proposer des modifications concernant la clause sur
laquelle il s’appuie, alors que dans la politique par effort, il intervient après propagation et agit plus
indirectement en proposant de reconfigurer son paramètre frameRate car il implémente le terme
correspondant frameRate dans la clause négociée.
• Clause sur l’état du service vidéo :
La clause qui vérifie l’état du service vidéo à la sortie de la méthode start est vérifiée à l’exécu-
tion du système et est violée, si à la fin de la méhode start la méthode le service vidéo n’est pas


































FIGURE 6.13 – Schéma de propagation pour la propriété FrameRate
dans l’état ’démarré’ (isStarted rend faux). Dans ce cas, une négociation atomique démarre
avec les parties négociantes suivantes : le gestionnaire de contrats de <ia> dans le rôle de l’ini-
tiateur consulte les composants bénéficiaires <ia> et <sf> dans la politique par concession, et
le composant garant <vs> dans la politique par effort. Toutefois, comme cette violation traduit
une erreur de fonctionnement du composant <vs>, nous considérons ici que la clause n’est pas
destinée à être gérée par la négociation. Dans la politique par concession, le bénéficiaire principal
accepte alors la négociation et propose l’alternative STOP pour demander le maintien de la clause
(pas de concessions possibles et détection importante). Dans la politique par effort, le garant re-
fuse directement la négociation car il est dans l’impossibilité de proposer des efforts pour revalider
la clause (erreur vraisemblablement interne au composant <vs>). La négociation se termine en
échec pour les deux politiques, et cet échec de négociation est ensuite signalée au plus haut-niveau.
Contrat de composition interne
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Représentation textuelle du contrat réifié
FIGURE 6.14 – Rappel du contrat de composition interne sur <ic>
• Clause sur le seuil minimal d’utilisateurs maximal :
Cette clause du contrat de composition interne de <ic> (cf. Fig. 6.14) décrit certains aspects de
son assemblage (seuil minimal du nombre maximal d’utilisateurs). L’invariant de configuration qui
porte sur le seuil minimal d’utilisateurs maximal, est vérifié en fin de configuration et est violée,
par exemple si le nombre maximal d’utilisateurs (maxUsers) effectifs vaut 100 alors que le seuil
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minimal spécifié (max-users) vaut 250. Les parties impliquées dans la négociation atomique
sont : le gestionnaire de contrats de <ic> dans le rôle de l’initiateur, et <ic> lui-même dans le
rôle de composant à la fois garant et bénéficiaire.
Politique par concession. L’initiateur consulte tout d’abord <ic> en tant que bénéficiaire pour
lui demander la négociabilité. Ce dernier accepte la négociation et peut proposer, suite à la de-
mande de concession de l’initiateur, différentes concessions qui correspondent à plusieurs scénarii.
– avec la liste d’alternative Ainv,<ic> := {STOP}, <ic> exprime avec STOP sa volonté de s’ap-
puyer sur cette clause telle quelle. <ic> traduit ainsi le fait que le système doit absolument ac-
cepter un seuil minimal d’utilisateurs maximal de 250 utilisateurs. Dans ce cas, comme <ig>
est l’unique bénéficiaire aucune autre concession ne peut être proposée et la négociation par
concession se termine par un échec.
– avec la liste d’alternative Ainv,<ic> := {RELEASE},<ic> propose le retrait de la clause avec
l’alternative RELEASE. Dans ce cas, il n’y a plus de contrainte de seuil minimal du nombre
d’utilisateurs maximal, et en particulier un composant <ig> qui ne supporte qu’un nombre
maximal de 2 utilisateurs, conviendrait alors parfaitement. Comme <ig> est l’unique bénéfi-
ciaire, l’initiateur effectue alors le retrait, et la négociation se termine avec succès.
– dans une situation intermédiaire, <ic> peut aussi proposer différents concessions successives
sur le terme de la clause qui spécifie le paramètre maximal du nombre d’utilisateurs (max-users),
avec la liste d’alternative suivante Ainv,<ic> := {max-users ← 150,
max-users← 100,max-users← 50, STOP}. <ic> propose alors successivement une concession
qui consiste à modifier la valeur du paramètre max-users de la clause pour exprimer sa ca-
pacité à s’appuyer sur une clause moins contrainte. Ainsi, pour chaque alternative, l’initiateur
effectue la modification de la clause et réévalue celle-ci avec le contexte initial de la violation.
Dès qu’une alternative suffit à revalider la clause, alors la négociation s’arrête avec succès. Si-
non, avec l’alternative STOP, <ic> propose la fin de la concession avec maintien de la clause.
Ici, comme la clause est violée avec l’attribut maxUsers= 100, la première modification pa-
ramètre max-users qui suffit à rétablir une clause valide est max-users←100.
Politique par effort. Dans la politique par effort, le gestionnaire de contrats de <ic> consulte
toujours <ic> mais cette fois-ci dans son rôle de garant. Nous décrivons ici un scénario dans
lequel le composant <ic> exploite sa responsabilité de garant vis-à-vis de son assemblage et de
l’usage de son sous-composant <ig> pour accepter la négociation et négocier par effort (voir
Fig. 6.15). Ainsi, après la phase de consultation initiale pour la négociabilité de la clause, <ic>
propose au gestionnaire de contrats de prendre en charge la négociation car la propriété négociée
(maxUsers) est implémentée au niveau de son sous-composant <ig> (étape 1). Le contexte
de la négociation atomique est alors transmis au gestionnaire de contrats de <ic> qui prend en
charge la négociation, et consulte <ig> pour des efforts (étape 2). Par la suite, comme <ig>
ne peut pas proposer de modifications à son niveau mais qu’il possède des éléments pour orien-
ter la propagation de la négociation en exploitant la formule compositionnelle <ig>.maxUsers :=
<umgr>.maxUsers, il propose alors à son tour de propager la négociation. Cette formule composi-
tionnelle traduit le fait que la propriété maxUsers implémentée au niveau de <ig> est réalisée
au niveau de son sous-composant <umgr> ; c’est donc à ce dernier qu’il faut s’adresser si l’on
souhaite exploiter jusqu’au bout la propagation de la négociation, et modifier effectivement la pro-
priété maxUsers spécifiée dans la clause. Ainsi, la négociation est transmise au gestionnaire de
contrats de <ig> (étape 3), qui exploite la formule compositionnelle pour s’adresser à <umgr>

















FIGURE 6.15 – Schéma de propagation pour la propriété maxUsers
Par la suite, compte tenu de ses propres capacités de négociation, <umgr> propose des modifi-
cations sur des valeurs de l’attribut maxUsers, qu’il supporte. Ainsi, avec sa liste d’alternative
Ainv,<umgr> := {maxUsers← 150,maxUsers← 250,maxUsers← 300, STOP}, <umgr> propose
alors successivement les modifications précédentes pour son attribut maxUsers. Pour chaque
alternative proposée, le gestionnaire de contrats de <ig> effectue la modification et révérifie la
clause pour la revalider. Dès qu’une alternative suffit à revalider la clause. Ici, comme le paramètre
max-users de la clause vaut 250, la première modification suffisante est maxUsers← 250. La
négociation atomique s’arrête alors, et comme l’attribut maxUsers est exactement la même sur
<umgr> et sur <ig>, la clause initiale qui porte sur l’attribut <ig> est revalidée et se termine
avec succès. Le contexte de négociation est alors retransmis au niveau de l’initiateur initial de la
négociation pour que celui-ci finalise la négociation. Ainsi, la négociation qui est, au départ, dé-
clenchée au niveau du composant <ic> est propagée dans l’intérieur de <ig> en exploitant le
lien de réalisation, puis au niveau de <umgr> en exploitant la formule compositionnelle qui lie
l’attribut maxUsers de <ig> à celui de <umgr>. <umgr> est alors consulté et ses capacités de
négociation permettent de revalider la clause violée au niveau de <ic>.
Pour cette clause, la politique par concession permet, dans le cas le plus favorable, au composant
bénéficiaire <ic> de relâcher la contrainte de la clause en agissant sur le terme paramétré de la
clause (max-users). La politique par effort, quant à elle, permet au composant garant <ig>,
après propagation et consultation du composant <umgr>, de re-satisfaire la clause par une action
d’effort qui modifie l’attribut maxUsers.
6.6 Discussion
6.6.1 Retours sur les choix de conception
Différents choix de conception ont été effectués lors de la définition du modèle de négociation. Nous
revenons sur les différents éléments du modèle, et introduisons divers traitements possibles en dehors
des processus de négociation.
Négociation atomique. La négociation est dite atomique puisqu’elle se rapporte à l’élément atomique
du contrat, la clause. Les parties en présence dans une négociation sont potentiellement ouvertes, mais
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les politiques de négociation proposées s’appuient directement sur les informations de responsabilité de
chaque clause. Pour chaque catégorie de responsables consultés, une politique est définie. La négociation
atomique fait intervenir des entités qui sont liés par au plus un niveau de hiérarchie. Sa portée spatiale se
limite donc aux composants impliqués visibles au niveau de hiérarchie donné. De plus, les négociations
atomiques sont isolées les unes des autres et menées de façon indépendante, en accord avec les éléments
de base qui définissent chacune d’entre elles.
Protocole de négociation. Lors de la négociation, les parties sont autonomes et leurs capacités sont
privées. Pour répondre au besoin d’interactions entre ces parties, celles-ci sont d’une part réparties entre
les composants responsables qui n’ont pas la vision des contrats et qui ne peuvent pas rétablir leur validité
et, d’autre part, le gestionnaire de contrats qui dispose des connaissances pour contrôler la négociation.
Le protocole de négociation est ainsi de cardinalité 1-N, dans lequel une partie pilote la négociation, et
reprend les bases du Contract-Net Protocol (CNP). Il rend possible les interactions de toutes ces parties
dans un contexte distribué tout en préservant leur autonomie. Il est ainsi est bien adapté à notre cadre,
car comme nos parties ont beaucoup d’autonomie dans leurs propositions, le processus de négociation a
besoin d’être contrôlé. L’utilisation du CNP, qui définit une partie spécifique dotée du rôle d’initiateur,
permet ainsi d’apporter un minimum de contrôle au processus de négociation (vision hiérarchique, capa-
cités de visibilité et de contrôle), tout en conservant l’encapsulation des composants au niveau concerné.
Parties négociantes. Du point de vue des parties impliquées, la politique par concession est une négo-
ciation de cardinalité 1-N qui met en jeu un initiateur et les N bénéficiaires principal et secondaire, alors
que la politique par effort est de cardinalité 1-1 (au niveau de hiérarchie concerné par la violation) qui fait
intervenir l’initiateur et l’unique garant. Au niveau de hiérarchie concerné par la violation, ces cardinali-
tés découlent directement des responsabilités attribués par le modèle de contrats aux composants. Dans
les cas où la négociation vient à se propager, une nouvelle négociation atomique se forme et la cardi-
nalité des parties négociantes est déterminée par les composants qui interviennent dans les informations
compositionnelles ; celle-ci peut donc varier à chaque niveau de propagation.
Politiques de négociation. Les politiques de négociation proposées ont deux rôles. D’une part, elles
conduisent et contrôlent le processus de négociation car il est très ouvert. D’autre part, elles guident
l’adaptation pour effectuer des modifications plus fines par rapport à des adaptations plus classiques
(code d’adaptation arbitraire, consultation des parties par diffusion, etc.), en offrant la possibilité de faire
des adaptations sur les contrats ou les composants avec ou sans propagation dans les hiérarchies. Ceci
permet des paramétrages divers et différentes formes de déroulement de la négociation.
Dans la politique par concession, les responsables consultés sont les bénéficiaires. Ils bénéficient du
fait qu’une clause est satisfaite et n’ont que la visibilité de celle-ci. Par conséquent, les bénéficiaires ne
voient que la clause négociée et les propositions qu’ils sont susceptibles d’effectuer au cours de la négo-
ciation sont en rapport avec cette visibilité, et ne peuvent porter que sur des modifications de la clause
négociée en entier ou sur certains de ses termes. La politique par effort aborde les choses différemment.
Elle consulte le garant qui a une responsabilité liée à son assemblage ou son implémentation. Ici, le
garant a une responsabilité en “valeur” sur la clause négociée. Lui ou ses sous-composants réalisent la
propriété et les propositions qu’ils sont amenés à faire au cours d’une négociation peuvent alors consister
en des reconfigurations (actions d’adaptations au niveau du garant d’assemblage, reconfiguration d’at-
tributs des composants qui portent ou décomposent la propriété négociée). Les actions réalisables pour
chaque politique sont ainsi très clairement déterminées à partir des responsabilités respectives.
Pour ce qui concerne l’application combinée des politiques par concession et par effort, les effets
des deux politiques sont a priori non symétriques car elles n’impactent pas les mêmes éléments (modi-
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fications des clauses vs. reconfiguration de composants). De plus, les actions réalisables dans chacune
des deux politiques sont aussi individuellement très ouvertes, et rendent ainsi très difficile d’assurer la
symétrie entre les actions réalisées par les bénéficiaires et celles du garant. De plus, le retour du système
à des conditions initiales n’est pas prévu de façon explicite par le modèle de négociation. Pour permettre
cela, il faudrait alors conserver une “memoire” des conditions initiales voire des modifications effectuées
par les négociations successives pour une clause donnée d’un contrat, et aussi définir des mécanismes
dédiés qui permettraient de les appliquer. Toutefois, de la même façon, comme les contrats ne conservent
qu’une partie locale des évolutions du système, rien ne garantit le fait que ces conditions initiales puissent
s’appliquer alors que le système se trouve dans un tout autre état.
6.6.2 Traitements divers lors d’échec de négociation
Le processus de négociation complet a été illustré précédemment selon les deux politiques par
concession et par effort. En cas d’impossibilité (clause non négociable) ou d’échec de négociation (né-
gociation non suffisante), les traitements suivants peuvent alors être mis en œuvre. Ces traitements sont
surtout donnés ici en tant que mécanismes de rattrapage possibles dans et hors processus de négociation,
pour aborder les cas limites du processus de négociation. Aucune évaluation qualitative de l’adéquation
ou de l’efficacité de ces techniques n’est donnée ici. Une organisation, voire un pilotage avancé de ces
techniques exigerait, de manière générale, plus de recul dans les mécanismes de traitements d’erreurs
applicables, et une expertise développée pour les appliquer, pour un système particulier, aux erreurs
détectées. Ainsi, il est possible d’effectuer les traitements suivants :
– à la fin d’une négociation atomique donnée, il est possible de redémarrer une nouvelle négociation
atomique avec une politique de négociation différente. Un nouveau processus de négociation repart
alors avec cette fois-ci des parties différentesa.
– lorsque la consultation des composants par la négociation atomique ne suffit pas à rétablir une
clause valide, l’exécution de codes d’adaptation plus ouverts, et à des portées plus étendues peuvent
être une solution. De tels codes seraient attachés au niveau du gestionnaire de contrats en charge
du contrat violé et peuvent consister en des actions d’adaptations plus lourdes, comme des recon-
figurations architecturales de composants (remplacements, ajouts...). Dans le cas de la clause du
contrat de composition externe de notre exemple précédent qui porte sur une estimation de l’usage
estimée de CPU du service de diffusion vidéo, le composant VideoService pourrait alors être
remplacé par un autre composant présentant les même fonctionnalités mais conçu pour avoir une
utilisation en CPU moindre, et ce remplacement serait effectué en utilisant les primitives de re-
configurations de la plate-forme Fractal (arrêt du composant, déconnexion des interfaces, ajout du
nouveau composant, reconnexion des interfaces et redémarrage). Par la suite, comme le système
ConFract suit les reconfigurations dynamiques des composants (cf. section B.4), les contrats sont
mis à jour et le cycle de vie normal de l’application et du système de contrats repart au démarrage
du composant.
– enfin, à tout moment, tout échec de négociation peut être signalé à des administrateurs du système
pour qu’ils enisagent des traitements d’erreurs appropriés.
6.6.3 Contractualisation du système de négociation
Comme le modèle de négociation repose sur un modèle de contrats relativement général, et qu’il
définit très précisément ses éléments de base, il serait possible de définir des contrats plus simples au ni-
veau du système de négociation lui-même, ainsi des formes très affaiblies de négociation sur ces derniers
(voir Fig. 6.16). De tels contrats peuvent, par exemple, permettre de spécifier i) des propriétés structu-
relles liées à la construction des négociations atomiques (nombre de participants à consulter, types des
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FIGURE 6.16 – Vision schématique des niveaux de contrats et négociation
interfaces des parties négociantes...), ii) des enchaînements d’opérations à l’exécution des négociations
atomiques (phase d’initialisation suivie d’une phase d’exécution, trois étapes d’interactions entre l’ini-
tiateur de la négociation et les participants...) et aussi iii) des propriétés qui permettent de paramétrer et
contrôler les négociations atomiques. Cette dernière catégorie est la plus intéressante car elle peut no-
tamment servir à spécifier des contraintes relatives à la terminaison des processus de négociation, telles
que :
– un seuil maximal des durées des négociations atomiques ;
– un seuil maximal sur le nombre de niveaux de hiérarchies des négociations propagées ;
– un seuil maximal de renégociations d’une même négociation atomique donnée soit sur sur toute
l’exécution du système, soit sur un intervalle de temps donné. Cela permet d’éviter que le système
passe son temps à renégocier des clauses données, et de détecter des clauses sensibles qui sont
fréquemment violées dans un intervalle de temps donné ;
– un seuil maximal de renégociations en cascade ou de cycle entre plusieurs clauses. En plus de
la borne sur la durée de chaque négociation atomique individuelle, cela permet de confiner des
renégociations entre clauses différentes mais a postériori dépendantes.
Comme la définition des contrats sur le système de négociation augmente la complexité en terme de
niveaux d’abstraction introduits, les méta-contrats définis devront être relativement simples, et porteront
typiquement sur des propriétés telles que celles précédemment présentées. Par ailleurs, le fait que le mo-
dèle de négociation proposé soit relativement simple et que les processus de négociation soient fortement
orientés permet déjà, dans une certaine mesure, de gérer la complexité des processus de négociation par
construction, mais cela contribue aussi à faciliter la définition de tels méta-contrats (entités bien identi-
fiées, interactions simples...). De plus, en même temps que les contraintes sur le système de négociation
vont être plus simples, les capacités de négociation vont être encore plus réduites et affaiblies qu’au
niveau de base, et consisteront surtout à des modifications de seuils et des retraits de contrats. Enfin, il
est à noter que comme le modèle de négociation proposé s’appuie par hypothèse sur des applications
architecturées sous la forme de composants, une représentation, basée composants, du système de né-
gociation permettrait de définir plus naturellement les méta-contrats, et contribuerait ainsi à manipuler
contrats-et-négociation de façon uniforme, sur ces deux niveaux. Des détails sur la mise en œuvre basée
composants du modèle de négociation sont donnés dans le chapitre 8.
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Patrons d’intégration de propriétés extrafonctionnelles
7.1 Cadre d’étude
COmme nous l’avons souligné lors de l’analyse de l’état de l’art (cf. chapitre 5), actuellement, lespectre des travaux qui portent sur les aspects extrafonctionnels est très large et peut se classifier
globalement entre ceux qui abordent les aspects extrafonctionnels de très haut-niveau et offrent alors peu
de possibilités de gestion opérationnelles [Bertoa et Vallecillo 2002], et ceux qui mettent directement
en œuvre des techniques de gestion ciblées souvent dédiés à certaines propriétés et sans réellement les
expliciter [Stafford et McGregor 2002; Hamlet et al. 2001; Hissam et al. 2003; Wallnau et al. 2001].
Cette dichotomie met ainsi en évidence le manque de propositions à mi-chemin de ces deux classes
de travaux et qui permettraient à la fois de décrire plus précisément les propriétés extrafonctionnelles
des systèmes à composants (modélisation, spécification, etc.), et de les gérer de façon explicite lors des
phases d’assemblages et d’exécution (réalisation dans le système en exécution, adaptation, etc.).
Dans ce cadre, et comme nous voulons capturer et gérer plus finement les aspects extrafonction-
nels par des techniques de contrats et d’auto-adaptation, nous proposons dans ce chapitre une modélisa-
tion ainsi que des patrons d’intégration des propriétés extrafonctionnelles par rapport aux composants.
Ces patrons permettent d’expliciter et d’uniformiser la réalisation d’un bon nombre de propriétés ex-
trafonctionnelles au niveau des composants eux-mêmes, puisque ce sont ces derniers qui structurent
et décomposent les systèmes à composants. Toutefois, compte tenu de la forte variabilité des aspects
extrafonctionnels (cf. chapitre 3), notre étude ne va pas couvrir de façon exhaustive les diverses proprié-
tés extrafonctionnelles. Au contraire, nous nous intéressons surtout aux propriétés extrafonctionnelles
définies de façon suffisamment précise, et qui décrivent des propriétés observables et mesurables des
composants. En particulier, elle inclut celles qui varient à l’exécution et sur lesquelles il est pertinent de
faire des observations, vérifications et adaptations avec les techniques de contractualisation et d’auto-
adaptation présentées dans notre démarche (cf. chapitre 1). En revanche, les aspects extrafonctionnels
de haut-niveau ou qui concernent des propriétés d’évolution des systèmes [Barbacci et al. 1995] (sé-
curité, fiabilité, robustesse, maintenabilité,...) sont mis de coté, car elles ne concernent pas directement
notre problématique et du fait de leur généralité sont plus difficiles à décrire, observer et mesurer. De
même, les aspects temporels, qui nécessitent une modélisation à la fois plus fine et liée à des évènements
fonctionnels, ne sont pas étudiés ici. Par ailleurs, notre point de départ étant les systèmes construits par
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assemblage de composants logiciels, cette étude se concentre aussi sur les propriétés extrafonctionnelles
orthogonaux aux aspects fonctionnels et qui peuvent être liés individuellement aux composants. Ainsi,
nous souhaitons en plus rendre le plus explicite possible un large éventail de propriétés extrafonction-
nelles qui découlent naturellement des composants pris individuellement.
Dans ce cadre d’étude, notre démarche ici consiste ainsi à analyser certaines caractéristiques des pro-
priétés extrafonctionnelles, afin d’établir une classification qui prenne en compte à la fois les relations
des propriétés avec les composants ainsi que leur cycle de vie. À ces diverses classes de propriétés extra-
fonctionnelles, nous associons plusieurs patrons architecturaux qui permettent d’intégrer ces propriétés
au niveau des éléments d’architecture usuels des composants (composant, interface, attribut). Par la suite,
une fois que les réalisations des propriétés extrafonctionnelles sont clairement modélisées vis-à-vis des
composants, nous nous intéressons aussi à définir des formes de raisonnement compositionnel permet-




Notre étude des propriétés extrafonctionnelles se focalise sur les deux dimensions suivantes. Pour
pouvoir analyser les propriétés extrafonctionnelles des systèmes à composants, nous étudions les re-
lations qu’elle sont vis-à-vis des composants eux-mêmes (« quelles sont celles qui sont directement
liées à des composants individuels ? », « quelles informations des composants expriment-elles ? »). De
plus, pour pouvoir être observées et évaluées finement, les propriétés extrafonctionnelles doivent être
mesurées. Pour ce faire, nous étudions alors aussi le cycle de vie des propriétés extrafonctionnelles en
fonction de celui des composants (« à quels moments ces propriétés sont-elles définies ? », « à quels
moments peuvent/doivent-elles être observées ? », « quelle est la validité de ces observations ? »). L’ana-
lyse des propriétés extrafonctionnelles, selon la première dimension servira à intégrer et modéliser très
précisément une propriété extrafonctionnelle donnée à des composants individuels, alors que l’étude de
la seconde dimension apporte des informations sur le cycle de vie des propriétés nécessaires à leurs
observations (moments de définition, moments d’observation, durée de validité, etc.).
Ainsi selon ces deux dimensions, une première catégorie de propriétés extrafonctionnelles est for-
mée de celles qui représentent des informations clés liées à la nature des composants. Par exemple,
elles décrivent une empreinte mémoire, une version de compatibilité d’un codec vidéo ou encore une
capacité maximum d’un disque ou d’une mémoire. Ces propriétés peuvent être assimilées aux carac-
téristiques techniques des composants électroniques ou mécaniques. Elles capturent et représentent des
caractéristiques importantes liées à la conception ou au développement des composants et ont définiti-
vement un impact sur leurs usages et leurs exécutions futurs. Ainsi, comme ces propriétés découlent de
certains choix de fonctionnalités ou d’implémentation des composants, elles sont définies au moment de
la conception. De plus, leur observation devient pertinente surtout pendant la phase d’assemblage lors-
qu’il s’agit de prendre en compte leurs caractéristiques intrinsèques lors des assemblages pour vérifier
l’adéquation aux besoins ou pour effectuer des tests de compatibilité (contrôle d’admission). Par ailleurs,
comme elles concernent des caractéristiques de la nature des composants, les valeurs mesurées restent
constantes et valides entre deux développements successifs (constantes à la configuration et exécution).
D’autres propriétés des composants représentent leurs paramètres de configuration. Ces propriétés
décrivent par exemple la taille d’un composant de buffer, le port d’écoute d’un serveur web, ou en-
core la taille maximum d’un pool de ressources. Elles influencent les services requis et fournis par les
composants et sont souvent (re-)paramétrées pour définir des modes de fonctionnement différents des
composants. Ces paramètres de configuration peuvent être définis lors de la phase de développement par
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certaines valeurs par défaut, mais très souvent ils sont observés et modifiés lors de la phase d’assemblage
et de configuration pour définir des modes de fonctionnement particuliers des composants ou les adapter
afin de prendre en compte un environnement d’exécution donné (contexte des autres composants, infra-
structure d’exécution, etc.). Une fois définies, ces propriétés restent généralement constantes entre deux
phases de reconfiguration. De plus, comparées aux propriétés de nature qui restent constantes, comme les
paramètres de configuration des composants sont définis pour offrir différents fonctionnements aux com-
posants, ils sont modifiés plus fréquemment lors des phases de (re-)configurations, et restent constants
entre deux phases de configuration successives, y compris donc à l’exécution.
Dans une troisième catégorie, on trouve aussi des propriétés qui décrivent le fonctionnement des com-
posants. Par exemple, elles décrivent le nombre de sessions concurrentes d’un serveur web, l’état courant
d’un lecteur vidéo lors du traitement du flux des données, ou encore le nombre de paquets courants échan-
gés entre un client et un serveur. Ces propriétés capturent des informations clés du fonctionnement des
composants lors de leur exécution et peuvent donc être assimilées à des sondes qui collectent certaines
informations fonctionnelles des composants. Comme elles sont liées au fonctionnement des composants,
ces propriétés sont naturellement définies et observées lors de l’exécution. De plus, contrairement aux
deux catégories précédentes, ces propriétés de fonctionnement se focalisent plus sur le comportement
fonctionnel des composants.
Les deux dernières catégories sont formées par des propriétés liées à l’infrastructure d’exécution.
La quatrième catégorie est représentée par les propriétés qui décrivent des ressources physiques telles
que la mémoire, le processeur (CPU) ou encore d’autres caractéristiques relatives au support réseau
telle que la bande-passante. Ces propriétés, usuellement regroupées sous la terminologie de ressources,
représentent des propriétés liées à la plate-forme d’exécution et traduisent les besoins exogènes des
applications. Elles déterminent clairement les qualités d’exécution des services en terme de ressources
fournies par l’infrastructure aux applications, et doivent être souvent réifiées au niveau des applications
pour être surveillées et mieux gérées. Comme les ressources conditionnent l’exécution des systèmes,
elles ne sont définies entièrement qu’au moment du déploiement, une fois l’environnement d’exécution
connu. Leur existence est constante pendant une exécution donnée et ce jusqu’à un prochain déploiement.
Au delà de l’existence propre des ressources, ce sont davantage les propriétés relatives à leur capacité
qui sont importantes. Les propriétés de capacité décrivent des aspects de consommation de ressources,
comme les consommations en mémoire ou en batterie. Comme elles expriment les niveaux de ressources
fournis aux applications, elles constituent alors la dimension des ressources la plus souvent considérée
et sont importantes pour les applications sensibles aux ressources. Ces propriétés conditionnent ainsi les
qualités d’exécution des systèmes, et représentent les éléments critiques de certains systèmes. Ainsi, elles
déterminent les besoins en terme de niveaux de ressources requis des applications. Elles sont définies et
observées lors de l’exécution des systèmes. De plus, elles peuvent évoluer de façon très variable, en étant
plus ou moins fluctuante, et a priori sans modèle d’évolution prévisible.
7.2.2 Synthèse
Sous les hypothèses de notre étude, nous avons identifié les catégories de propriétés extrafonction-
nelles suivantes : (i) les propriétés de nature des composants, (ii) les propriétés de configuration des
composants, (iii) les propriétés de fonctionnement des composants, (iv) les ressources physiques réifiées
au niveau applicatif, (v) les propriétés de capacité de ces ressources. Ces propriétés sont établies en
étudiant celles qui sont directement liées aux composants individuels, et qui expriment des propriétés
relativement orthogonales à leurs aspects fonctionnels. De plus, pour pouvoir être observées et évaluées
plus finement, le cycle de vie de chacune d’entre elles est aussi précisé et décrit notamment les moments
auxquels elles sont définies, les moments auxquels les observations sont valides et pertinentes, et les
phases de validité de leurs observations. Le tableau 7.1 qui suit synthétise les catégories de propriétés
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Afin d’expliciter la réalisation des catégories de propriétés extrafonctionnelles présentées précédem-
ment, un patron d’intégration est défini pour chacune d’entre elles. Les patrons proposés sont décrits
de façon abstraite en utilisant les diagrammes de composants d’UML 2 afin de conserver une certaine
indépendance vis-à-vis des technologies à composants sous-jacentes.
Les trois premières catégories de propriétés extrafonctionnelles (attributs de nature, paramètres de
configuration et paramètres de fonctionnement) correspondent directement aux concepts d’attributs de
composants. Plus précisément, comme les attributs de nature ne sont pas modifiables, ils sont modélisés
par des attributs de composants accessibles en lecture seule. Les valeurs de ces attributs sont alors récupé-
rés par le biais des opérations d’accès définis dans une interface fournie correspondante. Les paramètres
de configuration peuvent avoir des valeurs par défaut et être re-paramétrisés. Ils sont donc aussi naturel-
lement modélisés par des attributs accessibles à la fois en lecture et en écriture, et ils sont accédés par
les opérations de lecture et d’écriture définis dans une interface fournie correspondante. Les paramètres
de fonctionnement quant à eux fournissent des informations sur certains aspects liés aux fonctionnement
des composants. Ils ne sont donc pas modifiables et sont modélisés, de la même façon que les attributs
de nature, par des attributs de composants accessibles en lecture seule, par le biais des opérations de
lecture. Il est à noter que du seul point de vue de leur modélisation, les patrons d’intégration proposés
pour les trois catégories précédentes sont structurellement très similaires, et consistent en des attributs de
composants accessibles en lecture seule ou, en lecture et écriture. En revanche, les sémantiques d’utilisa-
tion de chaque patron sont radicalement différentes. Elles définissent chacune des moments particuliers
auxquels elles sont définies et observées (cf. tableau de synthèse 7.1).
Paramètres de configuration
modélisés par des attributs
en lecture/écriture et des
opérations d’accès et de modification
Attributs de nature
modélisés par des attributs
en lecture seule et des 
opérations d’accès
Paramètres de fonctionnement
modélisés par des attributs
en lecture seule et des 
opérations d’accès
FIGURE 7.1 – Patrons pour les attributs de nature, les paramètres de configuration et les paramètres de fonction-
nement
Les ressources physiques représentent des éléments de l’infrastructure sous-jacente. Afin de conser-
ver cette structure à la fois au niveau de l’infrastructure et de l’application, celles-ci sont alors réifiées
au niveau applicatif par des composants à part entière. Cela permet ainsi d’utiliser ces composants de
ressources de la même façon que les composants métiers d’une façon uniforme, et de les exploiter pour
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récupérer diverses informations sur les ressources physiques qu’ils réifient. En particulier, comme les
propriétés de capacité représentent de telles informations et que les ressources physiques sont représen-
tées par des composants à part entière, les propriétés de capacité sont modélisées par des opérations des
composants de ressources et accédés au travers d’interfaces fonctionnelles des composants de ressources
correspondants.
réifiées par des composants
à part entière
Ressources physiques Propriétés de capacité
modélisés par des opérations
des composants de ressources
FIGURE 7.2 – Patrons pour les ressources et les propriétés de capacité
Il est à noter que comme les catégories présentées décrivent des propriétés distinctes, les patrons
d’intégration associés peuvent être appliqués simultanément lorsque des composants exhibent des pro-
priétés qui appartiennent à plusieurs de ces catégories. Un composant métier qui possède à la fois des
attributs de nature, des paramètres de configuration et des paramètres de fonctionnement appliquerait
ainsi les patrons d’intégration de ces trois catégories. C’est aussi le cas des composants de ressources
qui réifient les ressources physiques puisqu’ils représentent des composants à part entière. Un compo-
sant de ressources qui expose des propriétés de nature ou de fonctionnement, appliquerait les patrons
d’intégration correspondants. Par ailleurs, comme les patrons d’intégration proposés modélisent des pro-
priétés extrafonctionnelles qui sont liées individuellement aux composants, ces patrons peuvent être ap-
pliqués sur des composants primitifs ou composites. Enfin, pour ce qui concerne les aspects de mesure,
les patrons décrits proposent surtout des moyens standards pour expliciter la réalisation des propriétés
extrafonctionnelles au niveau des composants et ne définissent pas de mécanismes permettant de les me-
surer. Toutefois, des mécanismes ou systèmes de mesure et surveillance pourraient justement exploiter
ces patrons dans la mesure où ces derniers explicitent clairement les propriétés et précisent les moments
d’observation et de mesure associés.
7.4 Raisonnement compositionnel
7.4.1 Description compositionnelle
Après avoir classifié un sous-ensemble des propriétés extrafonctionnelles et proposé des patrons qui
permettent de les intégrer aux composants, nous étudions maintenant dans quelle mesure il est pos-
sible de décrire et raisonner compositionnellement sur des propriétés extrafonctionnelles par rapport aux
compositions de composants. En effet, les patrons que nous avons proposé explicitent la réalisation des
propriétés extrafonctionnelles au niveau des composants mais ne décrivent pas les relations potentielles
qui peuvent exister entre les propriétés des composants. Comme les composants peuvent être assemblés
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à différents niveaux de hiérarchie, ce point est particulièrement important et il notamment pertinent de
fournir des moyens qui permettent de raisonner sur des propriétés d’un assemblage résultant compte tenu
des composants dans sa composition.
Dans notre étude, les propriétés extrafonctionnelles sont liées individuellement aux composants, et
comme les patrons d’intégration servent déjà à expliciter leur réalisation par rapport aux composants,
primitif ou composite, nous prolongeons notre étude dans le but de décrire et fournir des moyens qui
permettent de raisonner sur de telles propriétés compositionnelles. En plus d’expliciter clairement la réa-
lisation des propriétés extrafonctionnelles individuellement par rapport aux composants, leur description
compositionnelle permet alors de comprendre structurellement comment celles-ci se décomposent dans
des hiérarchies de composants, et rend possible la déduction des propriétés des assemblages compte tenu
de leurs compositions.
A l’exception des propriétés de ressources qui ne décrivent pas de propriétés quantifiables, les quatre
autres catégories de notre classification sont modélisées par des patrons qui sont liées exclusivement aux
composants individuels. Ces propriétés sont donc compositionnelles par nature et il est possible de four-
nir une description ainsi qu’un support compositionnel pour ces propriétés. Pour cela, nous définissons
comme étant compositionnelle une propriété qui fournit les informations suivantes : C1) les propriétés
qui contribuent à sa décomposition, C2) pour chacune de ces propriétés, les composants qui la réalisent,
C3) une fonction compositionnelle qui permet de calculer la valeur de la propriété compositionnelle
compte tenu des propriétés qui la décomposent.
(a) (b)
FIGURE 7.3 – Exemples de relations compositionnelles
La figure 7.3 donne deux exemples de propriétés compositionnelles simples. La figure 7.3a décrit par
la formule compositionnelle la relation entre la propriété p du composant A et la même propriété p de son
sous-composant B. Ainsi, la propriété p au niveau de A se décompose selon la même propriété p. Cette
dernière propriété est réalisée au niveau de B et les deux propriétés sont liées par une fonction identité.
Dans la figure 7.3b, la relation compositionnelle permet cette fois-ci de décrire la propriété p de A par
rapport aux propriétés p1 et p2 réalisées respectivement sur B and C. Les propriétés qui décomposent
p sont p1 et p2 ; elles sont réalisées par les composants B et C respectivement, et liées par la fonction
compositionnelle f, qui représente par exemple une fonction arithmétique simple (somme, min, etc.).
Dans le cas général, il est très difficile, voire impossible, de décrire formellement de telles informa-
tions compositionnelles, en particulier, le verrou majeur vient de la difficulté d’exprimer explicitement
la fonction compositionnelle (C3). Dans notre étude, l’identification de ces informations est rendue plus
simple car d’une part nous nous sommes limités aux propriétés simples et directement liées à des com-
posants individuels, et d’autre part parce que les propriétés compositionnelles considérées se décrivent
exclusivement selon d’autres propriétés de composants. Il y a conservation des propriétés sans influence
de l’environnement, de l’architecture ou encore des usages qui entrent en jeu et doivent être pris en
compte. Toutefois, en dépit de ces simplifications, et compte tenu de la nature même des propriétés ex-
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trafonctionnelles, de nombreuses dépendances avec d’autres propriétés extrafonctionnelles peuvent tou-
jours exister au niveau de leur décomposition ou de leur mesure notamment, et elles ne peuvent alors pas
être exprimées et modélisées par ces simples fonctions compositionnelles. Les fonctions composition-
nelles doivent alors être définies individuellement pour chaque propriété considérée et il est important
de trouver un équilibre entre des relations compositionnelles prouvées mais difficiles à établir et s’ap-
pliquant dans des contextes bien définis, et des fonctions compositionnelles plus simples mais moins
précises. Dans notre cas, les relations compositionnelles peuvent être définies pratiquement avec du code
arbitraire, et nous faisons le choix de décrire ces informations compositionnelles par des méta-données
intégrées par annotation des opérations des interfaces correspondantes ou par des DSL.
7.4.2 Support compositionnel
Comme les composants n’intègrent a priori aucun support permettant de gérer leurs propriétés com-
positionnelles, pour pouvoir raisonner sur celles-ci à l’exécution, nous définissons spécialement de nou-
velles entités (au niveau méta) indépendamment des plates-formes de composants.
Entités
Chaque propriété compositionnelle est réifiée par un méta-objet dédié (CompositionalProperty) afin
de donner accès à ses informations compositionnelles. Ces objets sont gérés par un gestionnaire de pro-
priétés compositionnelles (CompositionalPropertyManager) défini pour chaque composant dans le but
de gérer l’ensemble des propriétés compositionnelles de ce dernier. À l’instanciation d’un composant
qui possède des propriétés compositionnelles, ce gestionnaire exploite les informations composition-
nelles fournies pour instancier et enregistrer les méta-objets associés à chaque propriété composition-
nelle. En phase de fonctionnement, il est ensuite utilisé pour retrouver le méta-objet d’une propriété sur
laquelle on souhaite raisonner et obtenir des informations compositionnelles. Ainsi, chaque méta-objet
est utilisé pour fournir les diverses informations compositionnelles sur la propriété compositionnelle
qu’il réifie (propriétés contributrices, composants contributeurs, valeur, fonction compositionnelle, etc.).
Ces informations compositionnelles doivent être préalablement fournies par exemple au moyen d’anno-
tations des méthodes des interfaces concernées, ou de façon plus abstraite, en utilisant un langage dédié
(DSL). Elles décrivent : (i) la liste des propriétés qui décomposent la propriété compositionnelle, (ii)
pour chaque propriété la liste des composants et des éléments de réalisation (opération, interface), (iii) la
fonction compositionnelle qui lie les propriétés contributrices à la propriété compositionnelle. La figure
7.4 fournit une vision schématique des entités définies.
Intégration avec les composants
Le gestionnaire des propriétés compositionnelles est l’élément central et est défini pour un composant
(Component) qui possède des propriétés compositionnelles. Ce gestionnaire utilise des informations du
contexte du Component pour instancier, par la CompositionalPropertyFactory, les méta-objets Composi-
tionalProperty. Chaque CompositionalProperty se décompose alors en une ou plusieurs autres propriétés
QuantitativeNonFunctionalProperty (compositionnelle ou non), chacune étant attachée à un composant
Component et fournissant des éléments d’identification basiques sur sa déclaration (nom de l’interface,
nom de l’opération, etc.). Tous ces éléments sont construits lors de l’initialisation des composants, et
à l’exécution, le gestionnaire de chaque composant est ensuite utilisé, tel un registre par des clients du















FIGURE 7.4 – Architecture conceptuelle des entités définies
FIGURE 7.5 – Support du raisonnement compositionnel
105
Chapitre 7. Patrons d’intégration de propriétés extrafonctionnelles
Interactions
Les diagrammes de séquences qui suivent illustrent les interactions lors de l’initialisation et de l’ex-
ploitation du gestionnaire des propriétés compositionnelles et des méta-objets. La figure 7.6 décrit les
opérations pour l’instanciation et l’enregistrement des propriétés compositionnelles.
FIGURE 7.6 – Instanciation des propriétés compositionnelles et initialisation du gestionnaire
Une fois le CompositionalPropertyManager initialisé lors de l’instanciation des composants, il est
utilisé, en phase d’exécution, par des clients à la fois du niveau de base ou méta (cf. Fig. 7.7). Ce ges-
tionnaire peut être utilisé par un composant métier qui souhaite obtenir des informations basiques sur les
propriétés compositionnelles (valeur de la propriété compositionnelle, etc.), ou par toute autre entité qui
souhaite observer, mesurer ou raisonner sur la propriété compositionnelle (ses éléments de réalisations)
ou sa décomposition structurelle (propriétés contributrices et leurs éléments de réalisation).
7.5 Projection dans la plate-forme Fractal
7.5.1 Patrons d’intégration
Le modèle Fractal propose une interface de contrôle spécifique qui modélise et permet de définir et
de gérer les propriétés orthogonales primitives des composants [Bruneton et al. 2002]. Cette interface
permet de donner accès aux attributs des composants sans qu’il ne soit nécessaire de les démarrer ou de
connecter les autres interfaces fonctionnelles des composants. De plus, elle offre aussi différents modes
d’accès – lecture et/ou écriture – et cela permet donc de respecter la différences entre les catégories de
notre classification précédente dans laquelle les propriété de nature et les paramètres de fonctionnement
ne sont modifiables, alors que les paramètres de configuration le sont davantage (voir section 7.2). Ainsi,
comme les propriétés de nature, les paramètres de configuration et les paramètres de fonctionnement
représentent des attributs de composants, leur modélisation se fait naturellement par des attributs Fractal
et une interface de contrôle des attributs (voir Fig. 7.8a and 7.8b), avec leurs opérations de lecture/écriture
associées.
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FIGURE 7.7 – Interactions entre un client (base ou méta) avec les entités du meta-niveau
Comme les ressources sont modélisés par des composants, ils sont, dans la plate-forme Fractal ,
aussi réifiés sous la forme de composants à part-entière (voir Fig. 7.8c). Compte tenu de la diversité des
ressources physiques, les composants de ressources qui les réifient ne fournissent pas a priori de fonc-
tionnalités élaborée, si ce n’est de collecter diverses informations sur l’état des ressources physiques. En
particulier, comme les propriétés de capacité des ressources constituent de telles informations basiques
collectées par des sondes de ressources, lesquelles sont modélisées par des composants, ces propriétés
sont modélisées par des interfaces fonctionnelles des composants de ressources associées au composant
de ressource (voir Fig. 7.8d). La modélisation n’impose pas de contraintes spécifique sur la nature des
données de sondes collectées. Celles-ci restent ouvertes, et doivent donc être déterminées par les déve-
loppeurs. Par exemple, ces mesures peuvent être très primitives et collectées directement au niveau des
ressources physiques, ou alors être plus complexes issues de calcul plus statistiques plus sophistiqués
(interpolations, corrélations, etc.).
Enfin, il est à noter que comme des ressources physiques peuvent être utilisées par différents compo-
sants, le partage des composants [Bruneton et al. 2002] offert par la plate-forme Fractal est ici reprise
pour refléter au niveau applicatif le partage de ressources physiques, mais aussi cela permet d’utiliser une
même instance de composant de ressource, dans des composites distincts, potentiellement à différents
niveaux de hiérarchie, tout en préservant l’encapsulation des composants.
7.5.2 Support compositionnel
Compte tenu de l’ouverture de la plate-forme Fractal , la gestion des propriétés compositionnelles des
compositionnelles est aisément intégrée sous la forme d’une nouvelle fonctionnalité de contrôle et celle-
ci est effectuée en suivant les principes d’intégration des contrôleurs définis dans Julia . Le gestionnaire
de propriétés compositionnelles (CompositionalPropertyManager) est donc implémenté sous la forme
d’une nouvelle interface de contrôle Fractal , intégrée dans la membrane de tout composant composite
paramétré. Le fonctionnalités offertes par ce nouveau contrôleur peuvent être utilisées de façon usuelle
en récupérant par introspection l’interface de contrôle à partir de son nom.
Ce contrôleur gère l’ensemble des propriétés compositionnelles du composite sur lequel il est défini,
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(d) Propriétés de capacité
FIGURE 7.8 – Récapitulatif des patrons d’intégrations dans la plate-forme Fractal
et maintient, pour cela, une table des différents objets réifiant les propriétés compositionnelles (Compo-
sitionalProperty). Chacun de ces objets donne notamment accès à 1) la liste de tous les objetsQuantitati-
veNonFunctionalProperty décomposant la propriété compositionnelle, et à 2) la valeur de cette dernière.
Les objets QuantitativeNonFunctionalProperty sont instanciés à partir des informations composition-
nelles décrites par des annotations Java multi-valuées sur l’interface d’attributs, et fournissent chacun
les diverses informations de la propriété contributrice (nom, composant, interface, méthode, valeur). En
particulier, la valeur de la propriété compositionnelle (CompositionalProperty) est calculée en récupérant
les valeurs des différentes propriétés contributrices QuantitativeNonFunctionalProperty, et en évaluant
ces valeurs selon la fonction compositionnelle.
Il est à noter que comme une propriété compositionnelle d’un composite dépend des propriétés de
ses sous-composants, le gestionnaire de propriétés compositionnelles doit être notifié des événements
d’ajouts de sous-composants. Pour chaque propriété compositionnelle, l’instanciation effective des objets
CompositionalProperty, QuantitativeNonFunctionalProperty s’opère seulement lorsque tous les sous-
composants requis sont disponibles dans le composite concerné. Inversement, dès qu’un sous-composant
qui intervient dans la décomposition d’une propriété compositionnelle est retiré, la description composi-
tionnelle de la propriété n’a plus aucun sens et l’objet qui réifie la propriété compositionnelle est invalidé.
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Mise en œuvre dans Fractal et ConFract
LE chapitre 6 a défini un modèle de négociation dynamique de contrats pour composants logicielscontractualisés qui s’appuie sur les principes généraux des modèles de composants Fractal et de
contrats ConFract . Le système de négociation proposé offre comme principale fonctionnalité de rétablir
la validité des contrats en faisant négocier les composants eux-mêmes. Il travaille sur les clauses, élé-
ments les plus atomiques d’un contrat, et s’organise autour des négociations atomiques. Ces négociations
atomiques regroupent les différents éléments de base nécessaires à toute négociation :
– Des parties bien définies : le contrôleur de contrats en tant qu’initiateur, les composants impliqués
dans la clause avec leur responsabilité déterminée par le systèmeConFract , un éventuel participant
externe pour injecter des paramètres de pilotage de plus haut niveau ;
– Des objets de négociation que sont les clauses des contrats autour desquels ces parties inter-
agissent ;
– Des interactions entre parties organisées selon un protocole de négociation qui reprend les prin-
cipes généraux du Contract-Net Protocol ;
– Différentes politiques de négociation qui peuvent exploiter des informations fines contenues dans
les contrats comme les responsabilités des composants et qui fournissent alors différentes orienta-
tions aux négociations atomiques.
La suite de ce chapitre détaille la mise en œuvre du modèle de négociation dans les plates-formes
ConFract et Fractal . Les besoins en termes d’intégration vis-à-vis des plates-formes et du cycle de vie
des composants et des contrats sont rapidement décrits. Puis, l’architecture et le fonctionnement plus
précis du système sont présentés.
8.1 Définition des besoins
L’intégration du système de négociation se fait sur une implémentation de la plate-forme ConFract ,
elle-même basé sur l’implémentation de référence Julia du modèle Fractal . De plus, comme le système
de négociation étend le système de contrats construit sur les composants Fractal , les processus de négo-
ciation définis ont besoin de s’appuyer sur plusieurs éléments extraits des contextes des composants et
des contrats, et ils doivent aussi s’intégrer dans le cycle de vie des composants et des contrats.
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Interfaçage avec Fractal
Le modèle de négociation utilise un certain nombre de fonctionnalités du modèle de composants
Fractal dans sa version 2 [Bruneton et al. 2002]. En particulier, les informations sur les composants
(recherche des participants lors du processus de négociation, objets de la négociation) sont récupérées
par introspection des composants. De plus, les capacités supplémentaires nécessaires à la négociation
(raisonnement lors de la négociation, informations compositionnelles éventuellement exploitées) sont
intégrées à l’aide de la notion de contrôleur dans la membrane des composants (cf. section 7.5, page
106). L’implémentation du modèle Fractal choisie pour l’intégration est celle de référence Julia . Dans sa
version 2.5, Julia offre notamment la possibilité d’implémenter les contrôleurs sous la forme des com-
posants Fractal . Ceci permettra de placer des composants Fractal relatifs à la négociation dans les mem-
branes de composants, tout en étant aussi compatible avec une version objet du contrôleur de contrats
ConFract .
Interfaçage avec ConFract
Vis-à-vis du système de contrats, le modèle de négociation s’intègre à la première version du sys-
tème ConFract , et les processus de négociation reposent sur les hypothèses suivantes. La capacité de
négociation est intégrée par extension du contrôleur de contrats. En effet, aucun nouveau contrôleur de
négociation n’est intégré au système. Par contre, c’est le contrôleur de contrats qui est étendu pour ini-
tialiser et piloter les négociations atomiques relatives aux contrats non satisfaits qu’il gère. Pour cela,
il va créer ou utiliser des nouveaux éléments du modèle de négociation qui seront implémentés sous la
forme d’objets ou de composants définis dans les membranes des composants. De plus, le système de
contrats donnera au système de négociation les accès aux contrats (clauses, participants, responsabili-
tés des participants) pour qu’ils puissent être manipulés. Afin de faciliter le couplage avec le système
de négociation, des adaptateurs vers les objets clauses et contrat originel seront fournis par le système
de contrats et seront utilisés par les processus de négociation. Ces objets permettront d’obtenir la spé-
cification originelle, de la remplacer et aussi de reconstruire des objets de contrats cohérents. Il est à
noter que les négociations atomiques ne portent uniquement que sur les clauses du contrat violé. Les
accords construits dans les contrats ne sont pas des objets de négociation. En revanche, ils sont censés
être recalculés et éventuellement re-vérifiés en sortie de négociation atomique pour vérifier la validité du
contrat original compte tenu des éventuelles modifications sur la clause négociée effectuées lors de la
négociation. L’interfaçage avec les objets dans ConFract est précisé dans une section suivante.
Intégration dans le cycle de vie
Le processus de négociation démarre lorsque la vérification, par le gestionnaire de contrats d’une
clause d’un contrat se révèle fausse. Le système de négociation effectue alors les opérations suivantes :
1. Isolation des parties des composants et des contrats impactés. Au niveau du système de contrats,
une image du contrat existant nommé est formé à partir du contrat original. Cette image figée du
contrat original n’observe plus l’exécution, ni les modifications qui interviennent sur les compo-
sants et les contrats. En particulier, cet objet contient aussi une copie des clauses sur lesquels vont
porter les négociations atomiques. Ces dernières seront alors récupérés et adaptés pour devenir des
objets de la négociation. Au niveau du système de composants, le fil d’exécution qui a déclenché
la violation est bloqué avant de démarrer les négociations.
Il s’agit d’une condition nécessaire et de l’hypothèse minimale que peut exiger le processus de
négociation avant de démarrer. D’autres éléments du système peuvent nécessité d’être isolés, mais
comme on ne peut pas, a priori et dans le cas général, identifier ces éléments et évaluer leurs
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éventuelles influences sur le processus de négociation, le modèle de négociation ne définit donc
pas de stratégies d’isolation supplémentaires. En revanche, l’intégration du modèle de négociation
dans Fractal offre la possibilité d’effectuer des traitements arbitraires en pré ou post négociation
par l’utilisation de crochets (ou hooks), un tel crochet avant pourra alors être utilisé pour intégrer
une stratégie d’isolation dédiée, à effectuer avant le démarrage normal du processus de négociation.
2. Préparation des négociations atomiques en :
– récupérant des éléments des contrats (clauses, responsables) ;
– utilisant des éléments préalablement intégrés aux composants (capacités de négociation, règles
d’interactions) ;
– récupérant des éléments propres à la négociation (références aux parties négociantes, support
pour la propagation de la négociation) ;
3. Construction et exécution des négociations atomiques ;
4. Re-synchronisation avec les parties des composants et contrats préalablement isolés.
(2) Récupération d’éléments
(4)
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FIGURE 8.1 – Vue macroscopique de l’intégration de la négociation vis-à-vis des composants et des contrats
8.2 Architecture
8.2.1 Choix de conception
Les négociations atomiques regroupent les différents éléments de base nécessaires à toute négocia-
tion et s’attachent chacune à rétablir la validité d’une clause de contrat en échec. Pour chaque négocia-
tion atomique, le modèle de négociation créé une représentation des parties négociantes en récupérant,
de chaque clause en échec, le contrôleur de contrats qui gère le contrat concerné ainsi que les compo-
sants responsables, sur la base de leur responsabilités attribuées par le système ConFract . Ces parties
négocient alors sur une clause de contrats en interagissant selon un protocole de négociation basé sur le
Contract-Net Protocol (CNP) étendu. Pour cela, des capacités de négociation sont préalablement inté-
grés aux composants, et ces derniers, compte tenu de leur rôle d’initiateur ou de participant, exposent
des interfaces leur permettant de conduire la négociation ou d’être consultés pendant celle-ci, selon les
règles du protocole CNP.
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Eléments réifiés
La figure 8.2 présente une vue simplifiée des principaux éléments réifiés dans le système de négocia-
tion. L’élément central est l’objet AtomicNegotiation qui regroupe l’ensemble des éléments requis pour
négocier. Il se compose du NegotiationObject sur lequel porte la négociation, des parties négociantes
NegotiationParty qui vont explicitement interagir au cours du processus de négociation selon les règles
d’interactions du CNP, et du NegotiationPolicy qui oriente la négociation. A partir de cette première mo-
délisation, il nous faut déterminer ce qui peut être représenté par des composants ou par des objets. Il est
à noter que, bien qu’il représente un élément de base du modèle de négociation, le protocole de négocia-
tion n’est pas réifié puisqu’il détermine plutôt le comportement des parties négociantes en elles-mêmes.
Cela est davantage décrit dans la suite de ce chapitre lors de la description de l’architecture des parties
négociantes (cf. section 8.2.3).
FIGURE 8.2 – Modélisation des éléments de la négociation atomique
Architecture en composants
Comme la version 2.5 de Julia introduit la possibilité d’implémenter les membranes des composants
sous formes d’objets purs, mais aussi sous la forme de composants 12, nous faisons le choix d’élaborer
une architecture à base de composants pour le système de négociation. La motivation première de ce
choix réside dans le fait de pouvoir appliquer au système de négociation les qualités usuelles d’une ap-
proche à composants, avec en particulier une architecture explicite et des possibilités d’introspection et de
reconfiguration dynamique des différents éléments du système de négociation. Ainsi, les membranes des
composants métiers existants sont reconfigurées dynamiquement et leur architecture est modifiée pour
ajouter l’ensemble des éléments nécessaires à la négociation, eux-mêmes architecturés sous la forme
de composants. Par ailleurs, la seconde motivation consiste à exploiter l’architecture à base de compo-
sants Fractal du système de négociation pour appliquer, sur ce dernier même, les contrats ainsi que les
mécanismes de négociation de ConFract (cf. page 95).
L’architecture du système de négociation proposée se base sur les choix suivants :
– la négociation atomique est modélisée à part entière en tant que composant. Le composant corres-
pondant encapsule tout le processus de négociation. Il est construit par une usine, il s’initialise et
s’exécute. Par ailleurs, comme la négociation atomique est rattachée au composant initiateur (c’est




de négociation atomique est effectivement contenu dans la membrane du composant qui veut ini-
tier une négociation atomique (par exemple, dans la membrane d’un composant dont le contrôleur
de contrats détecte une violation de contrats et souhaite déclencher une négociation atomique) ;
– comme notre modèle fait explicitement interagir des composants sous la forme de parties négo-
ciantes, chaque partie négociante du CNP est représentée par un composant. Ces composants re-
présentent alors chacun une entité à part entière, autonome dans la négociation et potentiellement
distribuée. De plus, chaque composant qui modélise une composant métier qui négocie réside
dans la membrane de son composant métier et est aussi inclus dans le composant de négociation
atomique par partage des instances maîtres ;
Les deux éléments précédents – négociation atomique et parties négociantes – sont implémentés
sous la forme de composants car ils représentent, du point de vue du système de négociation, les
entités principales et stables de la négociation qui, respectivement, encapsule et fournit les services
pour piloter une négociation, et implémentent le processus de négociation.
– le protocole de négociation définit essentiellement les règles d’interactions entre les parties négo-
ciantes – initiateur et participants. De ce fait, il n’est alors pas modélisé en tant que composant
à part entière, mais il se retrouve à la fois dans la logique de pilotage de l’initiateur et dans les
primitives de communication des participants permettant ainsi à l’initiateur de communiquer avec
ces derniers ;
– l’objet de la négociation n’est pas réifié non plus en tant que composant. En effet, comme la
négociation atomique porte sur cet objet de négociation, ce dernier ne constitue pas une entité
métier de la négociation qui effectue ou requiert des traitements spécifiques, mais il fait plutôt
partie du flux d’informations échangés entre les différents composants métiers de la négociation
atomique (composants de parties, politiques de négociation...).
– enfin, des usines dédiées sont définies pour construire les composants qui modélisent une négocia-
tion atomique, et pour instancier dynamiquement chaque type de partie négociante.
8.2.2 Eléments récupérés des contrats
Objet de la négociation. Comme le rétablissement d’un contrat (objet Contract) se fait itérativement
en gérant chaque clause violé du contrat, l’objet de négociation d’une négociation atomique est construit
à partir de la copie de la clause originale. Pour découpler les objets manipulés par la négociation de ceux
des contrats, un NegotiationObject est ainsi construit comme un adapteur vers la clause du contrat et les
opérations de son interface INegotiationObject permettent de : (i) récupérer une description unique de la
clause négociée du contrat, (ii) récupérer ses participants, (iii)modifier certains termes de la clause négo-
ciée, (iii) retirer ou remplacer entièrement la clause négociée, et (iv) effectuer de nouvelles vérifications
de la clause négocié en simulant des observations du système contraint.
Références aux composants responsables. Les parties qui vont interagir lors des négociations ato-
miques sont les composants. Toutefois, comme le modèle de négociation fait intervenir les composants
justement à partir de leurs responsabilités attribuées par le système ConFract , les références aux parties
négociantes sont récupérées, non pas du système de composants, mais de l’objet de négociation Negotia-
tionObject précédent. Ainsi, pour chaque clause négociée, les références de l’ensemble des participants
ayant des responsabilités sont récupérées et ces derniers deviennent les parties négociantes des négocia-
tions atomiques.
En revanche, pour agir activement au cours des négociations atomiques, les parties négociantes de-
vront être dotées de certaines capacités de négociation. Ces capacités sont internes à chaque composant
et potentiellement ouvertes. Au minimum, les composants doivent avoir des capacités pour raisonner
(« quoi faire ? ») et pour communiquer (« comment discuter ? »). Les capacités de raisonnement sont
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écrites lors de la phase de configuration des composants et sont chargées en mémoire à l’initialisation
du processus de négociation, pour instancier les composants qui représentent les parties négociantes.
A l’exécution, et entre deux négociations actives, les capacités de négociation des composants peuvent
aussi être modifiées. Celles-ci seront détaillées dans la suite.
8.2.3 Modélisation en Fractal des éléments
L’architecture Fractal des entités du système de négociation définit des composants à plusieurs ni-
veaux. Une négociation atomique regroupe les éléments minimaux nécessaires pour négocier, et implé-
mente le processus exécutable de la négociation. Des composants qui correspondent aux parties négo-
ciantes (initiateur et participants) sont explicitement définis. En particulier, le processus de négociation
est piloté par l’initiateur du CNP, et toutes ces parties négociantes (initiateur et participants) sont né-
cessairement munies de capacités internes pour pouvoir interagir lors de la négociation selon les règles
définies par ce protocole. De plus, diverses informations en terme de participants consultés par l’ini-
tiateur, ainsi que de type de négociation effectuée, viennent orienter le déroulement du processus de
négociation.
Architecture de la négociation atomique
Une négociation atomique est modélisée par un composant composite (AtomicNegotiation).
D’un point de vue externe, le composant AtomicNegotiation propose une interface IAtomicNeg-
otiationProcess qui constitue le point d’entrée de la négociation atomique. Elle permet d’initia-
liser une négociation atomique (méthode init(INegotiationObject)), et d’exécuter (méthode
execute(INegotiationObject)) le processus de négociation. Par ailleurs, pour pouvoir infor-
mer le composant client de la négociation atomique du résultat de la négociation, ce composant expose
aussi une interface requise INegotiationOutcomeListener et agit en tant que source émettrice
de l’événement NegotiationOutcomeEvent à l’écouteur client de la négociation atomique.
D’un point de vue interne, ce composant encapsule toute la logique du processus de négociation. Pour
cela, comme la négociation s’appuie aussi sur des informations déterminées dynamiquement, ce com-
posant AtomicNegotiation requiert d’être initialisé avant d’être exécuté. Par ailleurs, comme notre
modèle fait explicitement interagir des composants sous la forme de parties négociantes, alors chaque
partie négociante du CNP est représentée par un composant, et l’intérieur du composantAtomicNegot-
iation est alors modélisé de la façon suivante (cf. Fig. 8.3) :
– le sous-composant central est le composant CNPInitiator. Il modélise l’initiateur du CNP et,
compte tenu de son rôle dans le CNP, il prend en charge le pilotage du processus de négociation,
au travers de son interface offerte ICNPInitiator connectée au pendant requis du compo-
sant NegotiationFacade lequel interface et pilote l’ensemble des fonctions d’initialisation et
d’exécution dans l’intérieur du composant AtomicNegotiation.
Le composant CNPInitiator expose aussi une interface requise ICNPParticipant de type
collection qui permet de le connecter à l’ensemble des participants CNP avec lesquels il va inter-
agir lors de la négociation. Pour cela, ces connexions sont dynamiquement établies par le com-
posant CNPBuilder (méthode build() invoquée par le composant NegotiationFacade)
lors de l’initialisation de l’AtomicNegotiation (méthode init de l’interface IAtomicNeg-
otiationProcess). Pour cela, le composant CNPBuilder utilise la liste des participants ré-
cupérée par son interface INegotiationInfo (méthode getNegotiationParticipants),
et il effectue, en s’appuyant sur les interfaces contrôles de son englobant, des opérations de méta-
manipulations pour instancier les composants CNPParticipant et connecter leurs interfaces
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FIGURE 8.3 – Modélisation en Fractal d’une négociation atomique
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Une fois initialisé, le composant CNPInitiator exécute le processus de négociation selon les
étapes du protocole du CNP (méthode execute de l’interface ICNPInitiator), et renvoie le
résultat du processus par le biais de son interface INegotiationOutcomeListener. Dans
la figure 8.3, les informations récupérées par le CNPBuilder sont fournies par le composant
ConcessionPolicy, et les interactions entre ces deux composants sont ici volontairement dé-
crites grossièrement, car le composant qui fournit l’interface serveur INegotiationInfo (ici
ConcessionPolicy) dépend de la politique choisie et déterminé par un paramètre lors de la
construction de la négociation atomique, selon la politique de négociation choisie. Les sections
8.3.1 et 8.3.2 décrivent plus en détails la construction de la négociation atomique, et les interac-
tions entre CNPBuilder et ce composant.
– les autres sous-composants CNPParticipant, représentent chacun un participant négociant. Ils
sont consultés par le CNPInitiator sur la base du CNP et à partir des primitives de communica-
tion exposées dans l’interface ICNPParticipant. Ces composants CNPParticipant sont
construits dynamiquement et inclus dans le composant AtomicNegotiation par partage des
instances maîtres résidant dans la membrane de chaque composant métier auxquels ils sont indivi-
duellement associés. A l’inverse, le composant de négociation atomique AtomicNegotiation
et le composant CNPInitiator sont effectivement contenus dans la membrane du composant
qui déclenche la négociation atomique.
La figure 8.4 donne une vue d’ensemble des différents éléments définis, ainsi que de leur localisation
vis-à-vis des membranes des composants impactés.
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FIGURE 8.4 – Localisation des éléments des négociations atomiques dans les membranes
Architecture des parties négociantes
Chaque partie négociante est modélisée par un composant Fractal qui expose une interface lui permet-
tant d’être consultée sur la base du CNP. Pour remplir le rôle de l’initiateur du CNP, le composant associé
CNPInitiator offre l’interface ICNPInitiator dont les méthodes init et execute permettent
respectivement d’initialiser ses participants, et de démarrer le processus de négociation. Pour pouvoir
interagir avec ses participants, le composant initiateur doit clairement avoir les références vers ces der-
niers, et son interface requise ICNPParticipant de cardinalité collection lui permet d’être connecté
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à une ou plusieurs interfaces serveur ICNPParticipant des composants participants. Ces connec-
tions sont établies par le composants CNPBuilder. Les composants qui modélisent les participants du
CNP exposent l’interface ICNPParticipant dont les méthodes isNegotiable, getProposal
et finalize sont utilisées par l’initiateur pour que ce dernier les consulte.
Du point de vue interne, comme les composants doivent être munis de capacités pour pouvoir inter-
agir dans la négociation, nous faisons le choix de représenter ces composants de parties sous la forme de
composites constitués de sous-composants qui modélisent leurs capacités internes (cf. Fig. 8.5). Ainsi,
les parties négociantes qui implémentent un participant du CNP (CNPParticipant à la figure 8.5a)
contiennent au moins les deux sous-composants Reasoning et Communication qui encapsulent,
respectivement, la stratégie de raisonnement (négociabilité, propositions...) et les capacités de communi-
cation (primitives de communication pour interagir) . Le composant qui modélise l’initiateur du CNP
(CNPInitiator à la figure 8.5b) contient, quant à lui, deux sous-composants : Initiator qui
contient la logique de pilotage selon le CNP et Reasoning qui encapsule la stratégie de l’initiateur
au cours de la négociation (seuil de négociabilité, poids relatifs des participants...) et sont construits à
partir des capacités de raisonnement fournies lors de la phase de configuration.
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(a) Composant participant du CNP
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(b) Composant initiateur du CNP
FIGURE 8.5 – Modélisation en Fractal des parties négociantes
8.2.4 Politiques de négociation
Le système de négociation définit actuellement deux types concrets de politique de négociation, par
concession et par effort. Ces politiques sont chacune modélisées par un composant particulierConcess-
ionPolicy, pour la politique par concession, et EffortPolicy, pour la politique par effort. Ces
deux composants implémentent l’interface INegotiationInfo et fournissent les informations sui-
vantes :
– ils déterminent les composants responsables pour un objet de négociation donné (méthodegetNe-
gotiationParticipants()). Le composant ConcessionPolicy rend les références aux
composants bénéficiaires alors que EffortPolicy rend la référence au composant garant ;
– ils définissent le type des messages de négociation (méthode getNegotiationMessageT-
ype()). Le composant ConcessionPolicy rend le type “message par concession” alors que
le composant EffortPolicy rend le type “message par effort”. Cette information est utilisée,
lors de l’exécution de la négociation, par le CNPInitiator pour indiquer aux participants du
CNP avec lesquels il interagit, le type de messages qu’ils échangent.
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FIGURE 8.6 – Utilisation des composants de politique de négociation
Les parties qui vont interagir lors des négociations atomiques sont les composants. Toutefois, comme
le modèle de négociation consiste justement à faire négocier des composants précisément déterminés à
partir de leurs responsabilités ou contributions dans l’objet négocié, les références aux parties négo-
ciantes doivent être fournis au composant initiateur par des entités dédiées capables de raisonner sur les
contrats ou l’architecture des composants. Le système de négociation définit deux types d’entités. Ce
sont soit les composants de politique précédents, dont les logiques internes sont définies statiquement (le
composant de politique par concession rend les références aux composants bénéficiaires, le composant
de politique par effort rend les références au composant garant, etc.), soit une autre entité particulière,
capable de fournir des informations compositionnelles en raisonnant sur les propriétés négociées. Cette
dernière entité est le gestionnaire de propriétés compositionnelles entité, définie précédemment et qui
fournit diverses informations décrivant la décomposition structurelle de certaines propriétés composi-
tionnelles des composants (cf. section 7.4, page 102).
Le choix de l’utilisation de l’un ou l’autre des composants se fait en fonction du type de négociation
(négociation initiale ou propagée) et se définit par paramétrage lors de la construction du composant de
négociation atomique. Au niveau de hiérarchie de la négociation initiale, c’est le composant de politique
qui fournit la (première) liste des parties négociantes en exploitant les responsabilités de la clause né-
gociée du contrat. En cas de propagation de la négociation, c’est le composant qui permet de raisonner
compositionnellement sur les propriétés négociées qui fournira, à chaque niveau de hiérarchie, la liste
des composants qui interviennent dans la décomposition des propriétés négociées.
8.3 Fonctionnement
8.3.1 Construction et initialisation de la négociation atomique
La construction de la négociation atomique s’effectue en deux étapes. Une première étape permet de
construire partiellement le composant AtomicNegotiation. Une seconde étape est nécessaire pour
instancier par des informations contextuelles les composants qui modélisent les parties.
Une usine dédiée AtomicNegotiationFactory permet de construire une négociation ato-
mique (méthode createAtomicNegotiation()) (cf. Fig. 8.7). Cette méthode de création prend
en paramètre une information qui décrit le type de négociation atomique à instancier, de façon à préciser
le composant qui va fournir l’interface serveur INegotiationInfo et qui sera utilisé par le compo-
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sant CNPBuilder (cf. Fig. 8.3). Ainsi, dans le cas d’une négociation initiale, l’usine crée le composite
AtomicNegotiation avec un composant de politique (ConcessionPolicy ou EffortPolicy).
Dans le cas d’une négociation “propagée”, l’usine pour crée l’AtomicNegotiation avec le compo-
sant de gestionnaire de propriétés compositionnelles (CompositionalPropertyManager).
FIGURE 8.7 – Construction de la négociation atomique (composant AtomicNegotiation)
Une fois construit, le composant AtomicNegotiation est initialisé (méthode init() de IAtom-
icNegotiationProcess). L’implémentation de cette initialisation faite par le composant CNPBuil-
der consiste à affecter la liste des participants effectifs du CNP à l’initiateur CNPInitiator par des
opérations de méta-manipulation effectuées en utilisant les interfaces de contrôles correspondantes de
l’englobant AtomicNegotiation. Plus précisément, la liste des participants effectifs est récupérée,
par le CNPBuilder, du composant qui implémente l’interface INegotiationInfo. Puis, avec les
références de ces participants, les composants participants sont instanciés par une autre usine dédiée
(CNPParticipantFactory) et partagées à la fois dans la membrane du composant participant (ins-
tance maître) et dans l’intérieur du composant AtomicNegotiation (instance esclave). Ce partage
est utilisé pour à la fois rattacher les composants participants dans la membrane de leur composant, et les
inclure dans le composant AtomicNegotiation. Enfin, les interfaces serveur ICNPParticipant
des instances esclaves de ces participants sont connectées à celles requises du CNPInitiator. Une
fois ses participants clairement connectés, le CNPInitiator est alors prêt à piloter la négociation
atomique et celle-ci peut-être exécutée.
8.3.2 Exécution de la négociation atomique
La négociation atomique s’exécute par la méthode execute() de l’interface IAtomicNegotiat-
ionProcess. Son exécution déclenche celle du composant CNPInitiator (cf. Fig. 8.9). Dès lors, le
composant CNPInitiator prend lui même en charge le processus de négociation, et il interagit avec
les participants avec lesquels il a été connecté dans la phase ultérieure d’initialisation afin de négocier
selon les trois phases du CNP (cf. Fig. 8.10).
– le composant CNPInitiator demande la négociabilité aux participants (méthode isNego-
tiable()) en passant en paramètre le label de la clause négociée, ainsi que le type de la poli-
tique courante (message de type concession ou effort) de façon à ce que les participants aient la
connaissance du type de négociation sur lequel ils sont consultés ;
– il récupère au fur et à mesure les propositions des participants (méthode getProposals), et
utilise son composant Reasoning et les interfaces de manipulation de l’objet négocié pour re-
vérifier la clause modifié compte tenu des propositions des participants ;
– il renvoie un événement NegotiationOutcomeEvent qui décrit le résultat de la négociation.
La phase de construction sert à paramétrer une négociation atomique selon une politique de négocia-
tion donnée. Une fois construit, le composant de négociation est alors initialisé en utilisant la politique
définie à sa construction ainsi que certaines informations dynamiques qui lui sont fournies (objet de né-
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FIGURE 8.8 – Initialisation de la négociation atomique (composant AtomicNegotiation)
FIGURE 8.9 – Exécution de la négociation atomique (composant AtomicNegotiation)
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FIGURE 8.10 – Interactions entre initiateur et participants du CNP
gociation notamment). Dès lors, les phases de construction et d’initialisation déterminent entièrement
tous les éléments d’une négociation atomique et le composant de négociation atomique n’est valable que
pour un contexte de violation et un ensemble de parties négociantes donné. Le fonctionnement de base
actuel d’une négociation atomique consiste donc à exécuter une séquence de construction, suivi d’une
initialisation puis d’une exécution (create;init;execute). Pour une initialisation donnée, il n’est
pas intéressant d’exécuter plusieurs fois une négociation atomique (init;execute*), car celle-ci ne
varie pas puisqu’elle est isolée à la fois des contextes de contrats et de composants. De plus, comme
le paramétrage de la négociation atomique est déterminé lors de sa construction, les répétitions des sé-
quences d’initialisation et d’exécution ((init;execute)*) ne sont intéressantes que si une nouvelle
construction est effectuée.
Après construction, les négociations atomiques sont exécutées et travaillent sur l’objet cloné, Nego-
tiableClause correspondant. Les interactions des parties sont régies par le protocole de négociation mais
leur exécution dépend essentiellement des capacités de négociation des parties consultées. Une fois que
le processus de négociation aboutit à un NegotiableClause acceptable, ce-dernier est utilisé pour mettre à
jour la clause du contrat original. Il s’agit essentiellement de copier les modifications effectuées sur l’ob-
jet négocié vers celui du contrat original afin que le système de contrats puissent les prendre en compte.
La partie du système de composants qui avait été isolée à l’entrée de la négociation est alors redémarrée,
et le cycle d’exécution normal du système et des contrats reprend. Si la négociation atomique ne permet
pas de rétablir la validité de l’objet négocié, alors la négociation s’achève par un échec signalé par une
exception.
Enfin, pour préserver les règles de visibilité des composants, la portée spatiale des négociations
atomiques est restreinte à des parties négociantes qui ne sont liées par au plus qu’un même niveau de
hiérarchie des composants.
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8.3.3 Propagation d’une négociation atomique
Comme la portée spatiale des négociations atomiques conserve le niveau d’encapsulation des compo-
sants, une nouvelle négociation atomique doit être construite. Un nouveau composantAtomicNegoti-
ation est donc construit dans la membrane de tout composant qui initie ou propage la négociation. Au
niveau de hiérarchie de la violation initiale, le composant de négociation atomique est hébergé dans la
membrane du composant contenant le contrôleur de contrats qui démarre la négociation atomique ini-
tiale. Lorsqu’une négociation se propage, le nouveau composant AtomicNegotiation est construit
dans la membrane du composant participant qui propose la propagation de façon à former de nouveau
les participants de la négociation atomique. Ce nouveau composant est construit et initialisé par le com-
posant participant, car c’est ce dernier qui a proposé la propagation sous la connaissance des nouvelles
parties négociantes. Ce composant participant est aussi le client de la nouvelle négociation atomique. De
ce fait, et étant aussi participant de la négociation atomique initiale, il fait naturellement le lien entre les
deux négociations initiale et propagée (cf. Fig. 8.11). Ce composant peut alors recevoir les résultats de
la négociation propagée et les retransmettre au composant initiateur du niveau du dessus. Par la suite, ce
même schéma de construction est appliqué, en cas de nouvelle propagation.
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FIGURE 8.11 – Eléments des négociations atomiques propagées
Il est à noter que comme le modèle Fractal n’autorise pas la mutabilité des types de composants,
un composant participant garant doit d’emblée exporter les interfaces qui lui permettent d’être client
d’une éventuelle nouvelle négociation atomique, même s’il se trouve que par la suite, au cours d’une
négociation atomique, aucune négociation n’est effectivement propagée (propagation non proposée par le
composant participant garant, propagation non acceptée par l’initiateur de la négociation). Ces interfaces




DAns ce chapitre, nous effectuons une évaluation du modèle de négociation proposé. Dans un premiertemps, nous effectuons une évaluation qualitative du modèle et du processus de négociation, et nous
discutons leurs limites. Puis, nous présentons quelques éléments méthodologiques relatifs à l’intégration
du modèle dans le cycle de vie, à ses points de variabilité et à la caractérisation de ces derniers. Enfin,
la dernière partie de ce chapitre présente les premiers résultats de l’évaluation de performances des
mécanismes de négociation.
9.1 Évaluation qualitative
Nous reprenons ici les qualités déterminées dans le chapitre 5 pour effectuer une évaluation qualita-
tive des propositions.
9.1.1 Qualités du modèle
Nous revenons ici sur les qualités attendues du modèle de négociation.
Extensibilité. Des extensions du modèle sont possibles au niveau des types de contrat supportés, du mo-
ment qu’ils fournissent une expression des responsabilités associés aux composants participants ou
à d’autres entités logicielles. De même, d’autres politiques de négociation ou des combinaisons des
politiques proposées semblent potentiellement possibles (protocole donnant/donnant par exemple),
bien que le travail pour les définir semble encore conséquent.
Applicabilité. Nous effectuons ici une analyse des éléments du modèle qui doivent être définis afin de
réutiliser tout ou partie de celui-ci dans un autre contexte :
– Les contrats à négocier partent d’une décomposition en clauses, chacune établissant des respon-
sabilités sur l’architecture, qui sont exploitables par les politiques.
– Les dépendances avec l’architecture sont diverses : Les entités logicielles doivent être équipées
des capacités à négocier ; les responsabilités leur sont affectées ; des informations supplémen-
taires pour raisonner sur l’architecture peuvent être exploitées par des politiques de négociation
— formules compositionnelles et plus généralement formules permettant la déduction —.
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– Le processus de négociation doit être piloté par une entité ayant accès aux contrats et à l’archi-
tecture de façon à s’organiser selon le CNP, c’est-à-dire avec une cardinalité 1-N entre l’initia-
teur et les participants.
L’applicabilité du modèle dans le cadre d’une plate-forme autre qu’à base de composants, pourra
être déterminée par une étude complète de la plate-forme de projection.
Adéquation à Fractal et ConFract. Le modèle et les politiques associées suivent l’organisation hié-
rarchique des composants. La relation entre l’initiateur de la négociation et les contractants est
fortement liée à la relation entre un composite et ses sous-composants. Le gestionnaire de contrats
confine a priori la négociation à un niveau de hiérarchie, préservant l’encapsulation. En effet,
comme il est situé sur le composant englobant, il consulte les composants bénéficiaires ou garant
qui sont soit lui-même soit ses sous-composants. Par ailleurs, lorsque la négociation est amenée à
se propager, une nouvelle négociation atomique est construite et celle-ci se déroule selon les règles
d’encapsulation des composants (voir chapitre 8).
9.1.2 Qualités du processus
Nous discutons maintenant les qualités du processus de négociation.
Simplicité. Cette qualité est assurée par l’utilisation sous-jacente du CNP, qui définit un modèle d’inter-
actions simple et proche de la réalité des négociations. Les processus de négociation sont définis
sur un noyau minimal constitué des objets, des parties et du protocole de négociation, auxquels
viennent se greffer les politiques de négociation pour mettre en œuvre complètement les processus
de négociation. Ainsi, la complexité du processus de négociation résulte directement de celle des
politiques et comme le modèle est extensible, des politiques plus complexes pourraient toujours
être intégrées.
Raisonnement privé. Les composants négocient à travers le protocole fourni, mais rien ne permet de
connaître leur raisonnement, hormis en observant leurs propositions successives lors des négocia-
tions. Ceci assure un raisonnement privé de même nature que dans les systèmes multi-agents.
Ouverture vs. Contrôle. L’ouverture du processus est relativement importante. Par exemple, dans la
politique par concession, les modifications sur les formules ou les reconfigurations de paramètres
peuvent entraîner, dans un modèle aussi ouvert que Fractal , de nombreuses incohérences. Contrô-
ler a priori les modifications proposées par les parties afin d’assurer certaines propriétés de cohé-
rence est, dans le cas général, impossible. Il faudrait fortement réduire la portée des modifications
et même le formalisme utilisé afin de vérifier que les modifications aient une portée contrôlée sur
les entités ou les formules impactées. Même avec ces affaiblissements, l’ouverture complète de
Fractal peut faire qu’une simple modification d’attribut sur un composant peut être liée à une im-
plémentation quelconque, modifiant de manière incontrôlée un ensemble de composants (mise à
jour de composants, enchaînement de reconfiguration architecturales...). Nous préférons conserver
toute la puissance aux modifications, afin d’avoir un grand pouvoir d’expressivité dans les négo-
ciations, tout en nous reposant sur les contrats eux-mêmes pour assurer des contrôles. En effet,
les clauses de contrats modifiées sont réévaluées après négociations, et les contrats environnants
restent actifs, assurant ainsi des contrôles locaux, et éventuellement plus globaux. En revanche,
cette approche ne permet pas d’éviter une déstabilisation globale du système en cas de violation
de contrats en cascade ou en cycle, lors de renégociations à différents endroits d’un système (cf.
limites ci-après).
Stabilité et reproductibilité. Comme nous l’avons dit dans le chapitre 5, la reproductibilité du proces-
sus dépend fortement de l’environnement dans lequel interagissent les parties. Si on considère
un environnement constant autour des parties, la seule chose qui peut influencer le processus de
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négociation est la durée limite de réception des propositions et donc la possibilité que certaines
propositions n’arrivent pas à l’initiateur. Les communications entre les participants et l’initiateur
sont potentiellement distribuées et un tel scénario est donc envisageable.
9.1.3 Limites
La principale limite du modèle proposé concerne les contrôles suite aux négociations et la propa-
gation des négociations à travers les composants. Comme nous l’avons discuté ci-avant, le contrôle du
processus de négociation est limité à l’utilisation des contrats eux-mêmes pour vérifier la cohérence des
propositions, et détecter les contrats remis en cause par les négociations. En revanche, rien ne permet de
vérifier que des contrats renégociés ou des adaptations sur les composants n’entraînent des violations et
renégociations en cascade. De même, lorsque des politiques de négociation peuvent amener à des pro-
pagations, comme dans le cas de la politique par effort, il n’est pas possible de déterminer a priori la
terminaison d’une ou plusieurs propagations. Cela vient en particulier du fait qu’il n’y a aucune inférence
ou calcul de dépendances entre des contrats ou entre les différentes actions d’adaptations potentielles des
composants, qu’il serait en effet trop complexe et coûteux d’exprimer. De plus, comme nous l’avons pré-
cédemment souligné, l’ouverture de la plate-forme Fractal et ses fortes capacités réflexives empêche de
garantir ou d’effectuer des vérifications a priori sur les différentes modifications proposées au cours des
négociations. Rien ne peut empêcher cela a priori ; les politiques n’effectuent aucune vérifications dans
ce sens et c’est à l’assembleur de s’assurer du comportement souhaité autant que possible.
Pour dépasser cette limite, une réponse possible consiste à paramétrer les processus et politiques de
négociation par des contrats, puis d’utiliser les mécanismes de négociation eux-mêmes pour limiter la
propagation et détecter les négociations en cascade non désirées. D’autres possibilités sont introduites
dans les perspectives.
9.2 Aspects méthodologiques
Cette section vise à fournir quelques éléments méthodologiques pour faciliter l’utilisation du modèle
de négociation dans la plate-forme Fractal /ConFract . Nous présentons ainsi rapidement comment les
contrats et la négociation s’intègrent dans le cycle de vie des systèmes à composants, puis nous décrivons
et caractérisons les points de variabilité du modèle de négociation.
9.2.1 Intégration dans le cycle de vie des composants
Vue d’ensemble sur le cycle de vie des systèmes à composants
En fonction de la richesse des plates-formes à composants, plusieurs étapes différentes dans le cycle
de composants peuvent être considérées. Les plates-formes de composants les plus avancées sont celles
qui maintiennent et permettent de manipuler les composants aux phases ultérieures au développement,
lors de la configuration et de l’exécution, et permettent de les reconfigurer lors de l’exécution. Dans ces
plates-formes riches, le cycle de vie usuel se décompose alors selon les phases suivantes :
1. Phase de développement/réutilisation : les composants sont obtenus soit par développements spé-
cifiques, soit par réutilisation de composants existants (COTS) avec d’éventuelles adaptations ;
2. Phase d’assemblage et configuration : ils sont alors assemblés pour construire l’architecture glo-
bale de l’application. A ce moment, ils peuvent aussi être configurés pour prendre en compte les
spécificités des autres composants de l’assemblage. Ces deux phases sont réitérées et l’architecture
est progressivement raffinée jusqu’à ce que l’application soit complètement construite ;
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3. Phase de déploiement : l’application est alors déployée et installée dans son environnement d’exé-
cution ;
4. Phase de configuration de l’application : une fois l’environnement d’exécution connu et avant de
démarrer l’application, certains composants de l’application peuvent une nouvelle fois être réglés
pour, cette fois-ci, prendre en compte des facteurs relatifs à l’environnement et au contexte de
déploiement ;
5. Phase d’exécution : l’application est démarrée et s’exécute ;
6. Phase de reconfiguration : en cours d’exécution, des reconfigurations de l’application peuvent être
effectuées (reconfigurations de l’architecture, mises à jour de composants, réglages de paramètres
divers...) afin de faire évoluer le système, ou de prendre en compte de nouvelles caractéristiques.
Tout ou partie du système est alors arrêté pour permettre ces reconfigurations (cf. phase 4), et le
système est redémarré par la suite.
Etapes supplémentaires pour l’intégration des contrats
L’intégration des contrats du système ConFract dans le cycle de construction et d’exécution précé-
dent, modifie ce dernier de la façon suivante. En phase de développement ou d’assemblage du système
(phase 2), les spécifications textuelles qui spécifient les propriétés sur les éléments d’architecture (in-
terfaces et compositions des composants) sont écrites. En fin de configuration (fin de la phase 4), les
contrats sont dynamiquement construits à partir des spécifications stockées, et ils sont armés. Par la
suite, les clauses des contrats de configuration sont vérifiées à ce moment, alors que toutes les autres le
sont lors de l’exécution du système (phase 5). Enfin, lors des reconfigurations du système (phase 6), les
contrats impactés par ces reconfigurations sont aussi mis à jour.
Etapes supplémentaires pour l’intégration de la négociation
Comme nous l’avons vu précédemment, le modèle de négociation définit plusieurs éléments de base.
Les objets de la négociation sont les clauses en échec des contrats, les parties sont les composants ayant
des responsabilités dans ces clauses, et le protocole de négociation est inspiré du CNP. Ces éléments sont
complètement définis lorsque la négociation cible la plate-forme Fractal /ConFract , et ils constituent les
parties fixes des négociations atomiques, automatiquement déterminées par le système de négociation
lui-même. En revanche, les éléments relatifs à “l’intelligence” de la négociation (modèles de décisions
des parties, configuration diverses du processus de négociation...) ne sont pas fixés par le modèle, car
ils dépendent des domaines d’applications et des logiques d’adaptation spécifiques que l’on souhaite
fournir aux applications et à leurs composants. Ces éléments sont requis et doivent être fournis lors de
la contractualisation des systèmes (négociabilité, propositions de modifications, poids d’importance...).
Toutefois, bien qu’étant très importants, ils sont souvent très difficiles à définir, car cela suppose de
connaître très précisément le contexte d’utilisation ainsi que l’évolution des systèmes contractualisés
(cas de fonctionnement normal, cas de défaillances, actions de rattrapages à mener...). De ce fait, nous ne
nous focaliserons pas sur la méthodologie pour élaborer les (bonnes) actions d’adaptations. En revanche,
dans la suite de cette section, nous identifions et caractérisons les points de variabilité du modèle qui
permettent de régler différemment le processus de négociation.
9.2.2 Points de variabilité du modèle
La modèle de négociation répartit le processus de décision sur trois niveaux différentes, du niveau le
plus bas au niveau le plus haut, de la façon suivante :
– les capacités individuelles des composants ;
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– les interactions des parties négociantes, définies par le protocole ;
– le pilotage des négociations atomiques par les politiques.
Le niveau le plus bas définit les capacités individuelles des composants qui peuvent proposer et
effectuer diverses modifications dans leur portée. Moralement, ces capacités décrivent ce que chaque
composant peut faire s’il est amener à négocier, et l’ensemble des capacités des parties qui vont négocier
décrit l’espace des solutions possibles. Au niveau intermédiaire, le processus d’interaction, régi par le
protocole de négociation, exploite les capacités des parties consultées. Ce processus d’interactions for-
malise le processus de décision en mettant en jeu par la négociation toutes les parties ayant des capacités,
et en permettant d’en dégager une solution satisfaisante (ie. la modification proposée qui va revalider une
clause). A ce niveau, le pilotage se fait essentiellement par le protocole de négociation défini, néanmoins,
comme l’initiateur pilote les interactions, il peut aussi paramétrer de diverses façons son déroulement.
Enfin, au niveau supérieur, ce sont les politiques de négociation qui décrivent le déroulement complet
des négociations atomiques. Chaque politique fixe individuellement une orientation particulière aux né-
gociations atomiques (responsabilités exploitées, caractéristiques souhaitées...), et les politiques peuvent
être pilotées pour organiser le déroulement global des négociations.
Ainsi, chaque niveau permet d’intégrer plus ou moins d’intelligence au processus de négociation. Les
composants dont on souhaite qu’ils négocient doivent être préparés et leurs capacités de raisonnements
doivent être définis. De plus, le protocole de négociation et les politiques constituent aussi des éléments
de pilotage de la négociation. La suite caractérise chacun de ses éléments.
9.2.3 Caractérisation des points de variabilité
Capacités des parties négociantes
Les capacités de raisonnement des parties négociantes reposent sur la définition des alternatives.
Ainsi, pour chaque composant à qui l’on souhaite fournir des capacités de négociation, une liste d’alter-
natives doit être définie et lui être associée pour chaque politique et pour chaque clause dans laquelle le
composant a un rôle à jouer. Ces listes d’alternatives sont définies au même moment où les spécifications
sont écrites (phase 2) et elles contiennent l’ensemble des actions correspondantes à chaque politique.
Celles qui correspondent aux parties impliquées sont chargées en mémoire lors de l’initialisation d’une
négociation atomique, mais elles peuvent être modifiées entre deux négociations atomiques qui ne les
utilisent pas.
Les tableaux 9.1 et 9.2 récapitulent pour chaque politique les actions possibles et leur signification
du point de vue des composants responsables impactés.
Politiques de négociation
Les adaptations effectuées par le processus de négociation sont orientées par la politique de négo-
ciation choisie. Les deux politiques par concession et par effort ont été entièrement décrites et chacune
d’entre elles peut être choisie par l’initiateur de la négociation au moment de former une négociation ato-
mique. Pour guider le choix entre ces deux politiques, nous les caractérisons selon les critères suivants.
Confinement et propagation. Dans les deux politiques, les négociations atomiques sont confinées au
niveau de hiérarchie de la violation et font intervenir des parties négociantes liés à un niveau de
hiérarchie au plus. Dans la politique par concession, ces parties restent constantes alors que dans
la politique par effort, comme une négociation atomique initiale peut se propager dans la hiérar-
chie, de nouvelles négociations atomiques peuvent se former impliquant alors des composants à
des niveaux inférieurs. Cela permet en partie de préserver l’encapsulation des composants et les
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Actions possibles Signification en terme de capacité
des composants responsables
Non négociable Les bénéficiaires n’ont pas de capacités
de négociation. La clause ou certains
de ses termes ne sont pas modifiables
Maintien de la clause (’S-
top’)
Les bénéficiaires ont besoin de la
clause. Celle-ci doit être maintenue en
l’état car la contrainte formulée est im-
portante
Retrait de la clause (’Re-
lease’)
Les bénéficiaires acceptent de se pas-
ser de la clause. Celle-ci peut alors être
retirée car la contrainte formulée bien
qu’importante reste plutôt optionnelle
Modification de la clause
ou de ses termes
Les bénéficiaires peuvent relâcher tout
ou partie de la contrainte formulée.
Celle-ci peut-être assouplie mais la
contribution des composants bénéfi-
ciaires reste inchangée
TABLE 9.1 – Récapitulatif des actions pour la politique par concession
Actions possibles Signification en terme de capacité du
composant responsable
Non négociable Le composant garant n’a pas de capa-
cité de négociation en terme de possi-
bilités d’efforts ou de propagation
Actions d’effort sans pro-
pagation
Le garant peut effectuer un effort lui-
même à son niveau mais ne peut pas
propager. Il est responsable de l’implé-
mentation de la propriété négociée
Propagation sans actions
d’efforts
Le garant n’a pas la capacité d’effec-
tuer un quelconque effort à son ni-
veau mais il peut propager vers des
sous-composants. Il est responsable de
son assemblage et certains de ses sous-




Le garant peut à la fois proposer un ef-
fort et propager. Il peut définir un ordre
de préférence ou alors c’est l’initiateur
de la négociation qui organise ces deux
capacités
TABLE 9.2 – Récapitulatif des actions pour la politique par effort
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niveaux de visibilité entre l’initiateur d’une négociation – le contrôleur de contrats du composant
englobant – et les autres parties – le composant englobant ou des sous-composants de ce dernier.
Impact sur l’architecture. Dans la politique par concession, les actions d’adaptations effectuées sont
plutôt légères et concernent les clauses des contrats, à fonctionnement et architecture des compo-
sants constants, soit des reconfigurations légères des attributs de composants. Dans la politique par
effort, les actions sont plus ouvertes, et peuvent consister en des reconfigurations d’attributs, mais
aussi en des codes d’adaptation dans la portée du composant garant.
Portée des actions. Dans chacune des deux politiques de négociation, comme les actions possibles sont
proposées par les composants responsables impliqués, celles-ci sont limitées par la portée de ces
composants. Dans la politique par concession, les modifications ne portent que sur les clauses de
contrats, seuls éléments visibles des bénéficiaires. Dans la politique par effort, les actions effec-
tuées le sont dans la portée du garant uniquement ou des composants contributeurs s’il y a propaga-
tion. Cette notion de portée des actions est importante. De la même façon que chaque négociation
atomique a une portée spatiale restreinte au niveau de hiérarchie de la violation (cf. 1er point), les
actions effectuées que l’on retrouve en sortie du processus de négociation sont proposées par les
parties consultées. Elles sont donc de fait restreintes à la portée de ces dernières.
Validation par les contrats et non-déterminisme. De façon complètement orthogonale aux politiques
de négociation, les actions de négociation effectuées sont validées par les clauses des contrats
eux-mêmes. Les actions d’adaptation ne sont donc pas complètement déterminées à l’avance. Les
moments de négociation qui correspondent aux moments auxquels les contrats sont violés, ne
sont pas connus. De plus, les actions d’adaptations effectuées in fine ne sont pas pré-déterminées
puisqu’elles résultent à la fois du du processus de négociation, lui-même paramétré par les points
de variabilité évoqués précédemment (cf. section 9.2.2), et aussi du contexte de violation (les
solutions sont vérifiées par évaluation et revalidation des contrats violés).
Actions en dehors du processus de négociation. Finalement, en dehors de tout processus de négocia-
tion, le modèle conserve la possibilité d’intégrer divers codes d’adaptations au niveau des contrô-
leurs de contrats. De tels codes peuvent être beaucoup plus riches et plus étendues (reconfigura-
tions de composants, actions combinées...). Cependant, mais qui doivent cependant rester dans la
portée du contrôleur de contrats qui gère la clause de contrat en échec (son composant porteur et
ses sous-composants).
9.3 Premières évaluations expérimentales
9.3.1 Environnement
Dans cette section, nous présentons les résultats expérimentaux des premières évaluations du modèle
de négociation. Nous n’évaluons pas ici l’efficacité des adaptations par contrat et négociation. L’objectif
de ces expérimentations est d’évaluer le coût de l’utilisation des mécanismes de négociation en termes de
temps d’exécution des négociations atomiques et de consommation mémoire. Pour avoir des premières
mesures du surcoût des négociations sans trop d’interférences avec le système applicatif lui-même, ces
mesures ne sont pas effectuées dans une application complète mais dans un environnement expérimental
simplifié. Ainsi, nous travaillons sur une version légèrement modifiée de l’exemple HelloWorld fourni
dans la distribution Julia de Fractal . Cet exemple définit un composite avec ses deux sous-composants.
Les méthodes implémentées par ces derniers ne sont pas vides mais ne font rien de très particulier.
Les composants racine et client effectuent essentiellement de la délégation des opérations vers le com-




A cela, des spécifications externes sont définies sur l’entrée des méthodes, et expriment des contraintes
qui prennent en compte divers paramètres (attribut des composants, paramètres d’appels des méthodes...).
Nous rappelons les principales phases du déroulement de la négociation :
1. détection de la violation ;
2. construction et instanciation composants nécessaires à la négociation atomique ;
3. initialisation du composant de négociation ;
4. exécution du composant de négociation ;
a. consultation de la négociabilité
b. consultation des propositions
c. consultation du retrait
Les expérimentations sont effectuées sous les scénariis de négociation suivants :
1. négociation atomique non négociable (phase 2 à 4.a incluses)
2. négociation atomique avec une proposition revalidante 13 (phase 2 à 4.b incluses).
3. négociation atomique avec propositions sans succès et retrait complet 14 (phase 2 à 4.c incluses)
Les mesures sont réalisées en utilisant la bibliothèque de mesures de performance JAMon (Java Ap-
plication Monitor en anglais) [JAMon Project (Web Site) 2003]. Cette bibliothèque très légère permet,
de façon simple et avec très peu d’impact sur les performances, de collecter diverses données (appels, ex-
ceptions, informations temporelles,...) dans différents types d’applications Java (applications classiques,
EJB, JDBC,...). Enfin, les expérimentations sont faites sur une seul PC (Processeur Intel Pentium M 1.70
Ghz, 1.00 Go RAM) avec l’environnement logiciel suivant : Windows XP Pro., machine virtuelle Java
Sun JSDK 1.5.0_10, API Fractal 2.0.2, implémentation Julia 2.5.1.
Les composants applicatifs sont instanciés une seule fois. L’appel de méthode qui déclenche la vio-
lation est appelée 10.000 fois, et l’opération est répétée 4 fois. Les mesures de temps dans les tables qui
suivent donnent les moyennes sur ces 4 opérations.
9.3.2 Résultats
Temps d’exécution
La table 9.3 présente les temps d’exécution mesurés entre l’appel de méthode et son retour. Le pre-
mier cas est réalisé sans contrats (démarrage Julia , pas de chargement du système de contrats). Le second
cas est effectué avec contrats mais sans négociation. Les violations sont détectées et directement rattra-
pées dans le code sans négociation pour permettre d’itérer les appels.
Temps moyen (ms) Temps minimum (ms) Temps maximum (ms)
Sans contrat 9.57 0.0 758.5
Avec contrat sans négociation 14.50 0.0 911
TABLE 9.3 – Temps d’exécution des appels d’une méthode (10.000 appels x 4)
La table 9.4 présente les temps d’exécution des trois scénarii de négociation atomique présentés
précédemment. Le temps mesuré concerne la durée de la négociation atomique uniquement (le timer est
démarré juste avant la construction de la négociation atomique, et arrêté dès l’obtention du résultat de
la négociation qu’il soit en échec ou en réussite. Le temps minimum nul s’explique par le fait que, dans
certains cas, le temps d’exécution est en deça de la période d’échantillonnage de l’outil de mesure.
13. La proposition revalidante est placée en milieu d’une liste d’alternatives à 5 éléments.
14. La liste de proposition est ici aussi de taille 5.
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Temps moyen (ms) Temps minimum (ms) Temps maximum (ms)







proposition sans succès et
avec retrait complet
37.6295 0.0 1061
TABLE 9.4 – Temps d’exécution d’une négociation atomique (10.000 appels x 4)
Pour indication, nous avons aussi mesuré les temps moyens complets d’appel et retour de la méthode
dans ces trois scénarii de négociation, et ceux-ci sont respectivement de 49.52 ms, 59.03 ms et 52.93 ms
Entre les trois scénarii, les temps d’exécution sont relativement similaires de l’ordre de 36 ms, et
il n’y a pas de surcoût notable entre, d’une part, le scénario 1, et d’autre part, les scénarii 2 et 3 de
négociation, bien que ces deux derniers fassent intervenir des étapes supplémentaires de consultations et
des itérations dans les listes de propositions. La taille des listes a été fixée à 5 (ordre de grandeur < 10)
car nous pensons qu’il s’agit d’un ordre de grandeur raisonnable pour des listes devant être écrites.
La comparaison entre les résultats de la table 9.4 et ceux de la table 9.3 montre que les temps d’exé-
cution de la négociation sont du même ordre de grandeur que ceux avec ou sans contrats, à un facteur
3 près. Par ailleurs, le fait que les trois temps d’exécution liés aux négociations soient similaires per-
met de formuler l’hypothèse selon laquelle ces temps d’exécution proviennent surtout de la phase de
construction des composants de négociation (instanciation+initialisation) puisque c’est cette partie qui
leur est commune. Il n’y a donc pas, à l’exécution, de forte pénalité induite par les phases de consultation
à proprement dites lors de la négociation (scénarii 2 et 3) alors que celles-ci représentent le cœur des
interactions. Nous avons effectué des mesures complémentaires qui isolent ce temps de construction et
d’initialisation des négociations atomiques “componentisée”, et elles montrent que le temps global de la
séquence instanciation-démarrage-initialisation-exécution se réparti dans les proportions suivantes : 50%
pour l’instantiation, 46% pour l’initialisation, et le reste pour les opérations de démarrage et d’exécution
de la négociation (celle-ci conduisant à une clause non négociable dans les mesures effectuées).
Enfin, il est à noter que l’implémentation de la négociation évaluée ici est celle basée composants
et décrite dans le chapitre 8. Tout l’environnement nécessaire à la négociation est recrée à chaque fois
(instanciation des composants de façon programmatique, chargement des stratégies...), et il n’y a aucun
mécanisme d’optimisation mis en œuvre à ce stade. Par ailleurs, il n’y a pas non plus d’optimisation
des contrôleurs et des intercepteurs tant pour les composants applicatifs que pour ceux de négociation
(contrôleur de cycle de vie présent et absence de fusion de classes).
Consommation mémoire
Les figures qui suivent présentent la mémoire utilisée dans le tas (heap) de la machine virtuelle, à
partir de laquelle les objets sont alloués, et récupérés par le garbage collector. La mémoire est mesurée
avec les classes MemoryMXBean et MemoryUsage introduits dans la JDK 1.5. Les mesures sont faites
sur deux cas, i) avec contrats sans négociation, et ii) avec contrats et négociations atomiques.
10.000 appels de méthodes sont lancés, chaque appel déclenche une violation. Dans le premier cas,
les violations ne sont pas gérées alors que dans le second cas, pour chaque violation, le scénario de
négociation le plus long conduisant au relâchement total est réalisé (phase 2 à 4.c). La consommation
mémoire est relevée à intervalle de temps constant (1 unité = 3ms, ce qui représente environ 1/10 de la
durée moyenne des négociations atomiques) et donne lieu à la courbe principale (en rouge).
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Les figures 9.1 et 9.2 montrent les consommations mémoire avec contrat et sans négociation. Celle-ci
oscille autour d’une valeur moyenne de 4.3Mo (cf. Fig 9.1). La figure 9.2 confirme la valeur asymptotique

























Unite de temps (1 unite=3ms)
Consommation memoire
FIGURE 9.1 – Consommation mémoire de l’application, avec contrats sans négociation (intervalle [2000 :20200])
Les trois figures 9.3, 9.4 et 9.5 suivantes fournissent les consommations détaillées des négociations
sur différentes périodes de temps. La courbe principale (toujours en rouge) montre la consommation mé-
moire de l’application. Les figures 9.3 et 9.4 montrent en plus, les astérisques (en bleu) qui représentent
un pointage (temps, consommation mémoire) soit en début, soit en fin de négociation : les astérisques
se lisent par couples correspondants à une phase début-fin de négociation. Enfin, les plateaux (en vert)
décrivent les périodes de négociations actives et inactives (106 pour une négociation active, 0 pour une
négociation inactive).
Les figures 9.3 et 9.4 montrent que la consommation mémoire oscille entre 3Mo et 6Mo, et on
constate que les pointages (temps, mémoire) de début ou fin de négociation évoluent globalement en
fonction de celle de la consommation générale (on les retrouve au niveau des minima et maxima de
consommation). Sur la figure 9.4, Nous attribuons la libération de mémoire à t=20500 unité de temps à
l’effet du ramasse-miettes. On retrouve ces oscillations dûes au travail du ramasse-miettes sur la figure
9.5.
De plus, la comparaison des pointages de début-fin de négociation montre que dans la grande majorité
des cas, la consommation mémoire est plus élevée en fin de négociation qu’en début. Enfin, la figure 9.5
montre l’évolution de ces consommations sur toute la durée de l’expérience, et la comparaison de cette
figure avec la figure 9.2 permet de quantifier le surcoût en mémoire de la négociation à environ 0.7Mo
(4.3Mo vs 5Mo) pour cette application précise.
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L’analyse du modèle de négociation met en évidence plusieurs caractéristiques. Les éléments de
base du modèle de négociation respectent l’atomicité des contrats, et l’encapsulation des composants.
L’introduction du protocole et des politiques de négociation organisent, de façon simple et orientée, les
interactions entre les différentes parties négociantes. Le modèle de négociation définit des principes gé-
néraux, et s’intègre en premier lieu dans les plates-formes Fractal /ConFract . Il conserve et exploite leurs
principes généraux (niveaux d’encapsulation des composants, organisation hiérarchique, découpage des
contrats, responsabilités...). Une étude plus poussée reste toutefois nécessaire pour évaluer complète-
ment l’extensibilité du modèle de négociation et son application à d’autres plates-formes. Le processus
de négociation, quant à lui, met notamment en avant des qualités de simplicité, d’encapsulation des
raisonnements des parties impliquées, et d’ouverture. En revanche, en privilégiant cette dernière, les
possibilités de contrôle des déroulements des négociations ainsi que des actions effectuées sont (encore
plus) limitées (impacts cachés des actions, propagations successives, renégociations en cascade,...). Pour
détecter cela, les contrats seront utilisées, et différents paramétrages du processus de négociation pour-
ront être faits pour confiner le déroulement des négociations atomiques autant que possible. D’un point
de vue méthodologique, le schéma général qui décrit l’intégration des contrats et de la négociation est
présenté. De plus, les trois différents niveaux de variabilité du modèle de négociation (capacités, proto-
cole, politiques) sont identifiés et leurs caractéristiques majeures sont décrites. Ces éléments constituent
les points d’entrée pour piloter le système de négociation. Les premières évaluations expérimentales des
mécanismes de négociation ont mesuré les temps d’exécution des négociations ainsi que leur consomma-
tion mémoire. Ces expérimentations sont réalisées sur une application très simple et elles montrent que
les temps d’exécution des négociations (≃36 ms) sont du même ordre de grandeur, à un facteur 3 près,
que les temps d’exécution sans contrat (≃9 ms) et, avec contrat et sans négociation (≃14 ms). De plus,
les consommations mémoires induisent un surcoût d’environ 0.7Mo pour cette application bien précise.
Des mesures de performances complémentaires et plus étendues devront être menées et d’autres expéri-
mentations devront aussi fournir des éléments de mesure de l’efficacité de l’adaptation par un système






CE mémoire de thèse a présenté un modèle de négociation de contrats pour composants logicielshiérarchiques. Ce chapitre effectue un rappel des principaux éléments du contexte de ce travail, et
conclut ce mémoire en présentant un résumé des contributions et les perspectives de ces travaux.
Les systèmes logiciels modernes sont caractérisés par une complexité croissante ainsi que par l’im-
portance sans cesse accordée aux aspects extrafonctionnels. Face à ces enjeux, le génie logiciel par
composants et l’approche contractuelle constituent notamment des solutions pertinentes qui permettent
de faciliter le développement par réutilisation d’unités fonctionnelles et d’augmenter la fiabilité des sys-
tèmes logiciels. En outre, les exigences fortes en termes continuité et de haute disponibilité des services
offerts par les systèmes imposent aussi de prendre en compte leur aspects extrafonctionnels et de pro-
poser continuellement de nouvelles techniques qui permettent aux systèmes logiciels de s’auto-adapter
dynamiquement de sorte qu’ils puissent réagir à divers changements et maintenir des qualités satisfai-
santes.
Dans ce cadre, ce mémoire présente un travail de thèse autour de l’auto-adaptation dynamique des
systèmes à composants logiciels hiérarchiques contractualisés. Il a pour objectif de présenter une vision
d’ensemble de l’état de l’art autour des notions de composants contractualisés, d’aspects extrafonction-
nels et de négociation dynamique, et de contribuer aux recherches actuelles en proposant une réponse
originale qui se base sur ces trois notions. Ce travail présente ainsi un modèle de négociation de contrats
qui permet de conduire l’auto-adaptation des systèmes construits par assemblages de composants lo-
giciels hiérarchiques, par le biais de mécanismes de négociation dynamique de contrats intégrés aux
composants. Le modèle proposé a pour finalité pratique de fournir des moyens aux administrateurs de
grands systèmes logiciels d’automatiser certaines tâches d’administration et de maintenance qui appa-
raissent lors de la survenue de certaines erreurs du système lui-même ou de son environnement, et à plus
long terme, il introduit une nouvelle approche pour la construction de systèmes logiciels autonomes.
Les applications concernées sont les grands systèmes logiciels construits sur la base d’une technologie à
composants logiciels hiérarchiques et contractualisés. Dans de tels systèmes architecturés par des com-
posants logiciels, les usages des composants et leurs interactions sont spécifiés et surveillés par différents
contrats logiciels qui sont construits et évoluent dynamiquement avec le système. Ces contrats observent
ainsi le fonctionnement du système et effectuent la détection d’erreurs liées au fonctionnement du sys-
tème ou à l’environnement. Lorsque des erreurs sont détectées, les contrats sont violés et les mécanismes
de négociation de contrats proposés dans ce travail prennent alors en charge l’auto-adaptation.
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10.1 Résumé des contributions
NOus avons répondu à la problématique soulevée dans l’introduction en proposant un modèle denégociation de contrats pour composants logiciels hiérarchiques. Ce modèle de négociation définit
des processus de négociation qui permettent aux composants de piloter l’adaptation dynamique.
De façon plus précise, notre démarche se base sur les hypothèses suivantes :
– nous considérons les systèmes construits par assemblages hiérarchiques de composants logiciels.
Plus spécifiquement, le modèle de composants Fractal est utilisé comme technologie de compo-
sants de référence, compte tenu de ses qualités de généralité et d’extensibilité ;
– nous nous reposons sur une approche contractuelle pour la spécification et la vérification de
diverses propriétés des systèmes à composants logiciels. En particulier, le système de contrats
ConFract pour composants logiciels hiérarchiques Fractal est exploité et les travaux menés dans
cette thèse se projettent directement dans ce système ;
– nous proposons de considérer l’auto-adaptation dynamique de façon plus générale comme étant
un processus de négociation mené par les composants constituants du système. Contrairement à
la majorité des approches actuelles d’auto-adaptation, nous avons soutenu la thèse selon laquelle,
il était nécessaire de construire des mécanismes d’auto-adaptation dans une approche montante
(bottom-up an anglais), en conférant des capacités individuelles aux composants et en les faisant
interagir pour qu’ils organisent eux-mêmes les adaptations de leur système.
Les paragraphes suivants détaillent les principales contributions de ce travail.
Modèle de négociation de contrats
Nous avons proposé, dans le chapitre 6, un modèle de négociation qui présente les spécificités sui-
vantes :
– les éléments fondamentaux du modèle de négociation sont définis : les objets de négociation, les
parties négociantes, le protocole et les politiques de négociation. Le modèle s’organise autour des
négociations atomiques. Chaque négociation atomique porte sur une clause violée d’un contrat, et
fait interagir les composants selon un protocole d’interaction simple mais qui définit un initiateur
– le gestionnaire de contrats en charge du contrat correspondant – qui contrôle le processus et
interagit avec les composants concernés, sur la base de leur responsabilité dans la clause ;
– l’exploitation de ces responsabilités fournit alors un mécanisme très précis pour orienter l’auto-
adaptation, et dans cet objectif, deux politiques de négociation s’appuyant sur ces responsabilités
fournissent différents déroulements de négociation possibles ;
– les deux politiques se distinguent par le type de responsabilité exploité, la nature des adaptations
proposées et le degré de propagation dans la hiérarchie des composants. La politique par conces-
sion fait intervenir les composants bénéficiaires d’un contrat et vise à effectuer des adaptations
sur les contrats sans possibilité de propagation, alors que la politique par effort fait intervenir
le composant garant et vise à réaliser des actions d’adaptation sur les composants, en autorisant
d’éventuelles propagations des négociations. Pour effectuer ces propagations et développer com-
plètement la politique par effort, nous avons proposé une contribution auxiliaire détaillée ci-après.
Patrons d’intégration et raisonnement compositionnel
Nous avons aussi proposé, dans le chapitre 7, des patrons d’architecture qui permettent de raison-
ner compositionnellement sur des propriétés extrafonctionnelles dans la hiérarchie des composants. Ces
patrons sont clairement établis à partir d’une analyse et d’une classification des propriétés extrafonction-
nelles. Ils permettent d’intégrer et de rendre explicite certaines classes de propriétés extrafonctionnelles
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dans les composants. De plus, nous avons défini des entités dédiées pour permettre de raisonner à l’exé-
cution sur les décompositions structurelles des propriétés compositionnelles des composites, compte tenu
des composants de leur hiérarchie. Les patrons d’intégration et le support compositionnel sont effective-
ment exploités pour propager les processus de négociation dans le cadre de la politique par effort, mais
ils restent potentiellement réutilisables dans d’autres contextes. Les propositions ont ainsi été effectuées
en s’attachant à les abstraire des technologies à composants, néanmoins, la mise en œuvre effective,
dans la plate-forme Fractal , des patrons d’intégration et du support de raisonnement compositionnel est
décrite. Celle-ci est réalisée en réutilisant directement des éléments de base des composants de la plate-
forme, et en définissant une nouvelle interface de contrôle qui permet de gérer les diverses propriétés
compositionnelles des composants composites paramétrés. Les différents éléments du modèle proposé
sont illustrés et discutés au travers de plusieurs exemples de contrats et de scénarii de négociation extraits
du cas d’étude présenté dans l’annexe A. Cette annexe présente le cas d’étude de façon plus complète et
fournit des exemples de négociation complémentaires.
Intégration, évaluation et expérimentations
Ces contributions s’intègrent dans la plate-forme de composants Fractal . Une implémentation du
modèle de négociation est réalisée en se basant sur la première version du systèmeConFract et sur la der-
nière version 2.5 de l’implémentation de référence Julia de la plate-forme Fractal . Le chapitre 8 fournit
une vision complète de l’architecture du système de négociation et des interactions entre les principaux
éléments, implémentés eux-mêmes sur la base de composants Fractal contenus dans les membranes des
composants métiers concernés. En particulier, l’implémentation du système de négociation présente les
caractéristiques suivantes. Elle respecte les règles de visibilité des composants, réutilise avantageusement
la notion de partage de composants et exploite une caractéristique majeure, proposée dans la version 2.5
de Julia , d’architecturer les membranes de composants par des composants. Différents composants sont
définis dans ce sens, ils sont créés à l’exécution lors des déclenchements des processus de négociation et
sont associés aux composants métiers concernés par les négociations, par reconfiguration dynamique de
leur membrane. Enfin, le chapitre 9 fournit des éléments d’évaluation qualitative à la fois du modèle et
des processus de négociation. Il présente des éléments méthodologiques pour l’utilisation du modèle de
négociation, et analyse les premières évaluations de performances, en termes de temps d’exécution et de
consommation mémoire, réalisées dans le cadre d’une application très simple.
10.2 Perspectives
SUr la base du travail réalisé durant cette thèse, nous identifions les perspectives de recherche suivantes.Les perspectives directes à court et moyen terme sont d’abord présentées avant de discuter les axes
de recherche qui sont liés à des travaux à plus long terme.
Perspectives à court terme
Stabilité et cohérence du système de négociation Comme nous l’avons évoqué dans le chapitre 9,
une des principales limites des processus de négociation concerne le contrôle général des négocia-
tions (réalisation d’actions d’adaptations incontrôlées, propagations en cascade, cycle de violations et
re-négociations de contrats dépendants, etc.). Il est possible d’appliquer des solutions locales pour trai-
ter individuellement chacune de ses limites (désactivation des contrats violés en boucle, définition d’un
nombre maximal de niveaux de propagation, définition d’une durée maximale de négociation,...). Tou-
tefois, dans une approche plus complète, une piste intéressante de recherche consisterait plutôt à étu-
dier dans quelle mesure il est possible d’exprimer ou d’inférer les relations et dépendances qui peuvent
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exister entre les éléments des négociations atomiques (clauses dépendantes, propriétés liées, etc.). Cela
pourrait se faire, par exemple, par observation du système, des contrats et des négociations à l’exécution,
par analyse statique des clauses des contrats, ou encore par analyse des dépendances entre propriétés
extrafonctionnelles contractualisées. Ainsi, comme ces limites découlent surtout des relations d’interdé-
pendances qui peuvent exister, la meilleure compréhension de ces dépendances permettrait de les gérer
d’une façon plus globale.
Modélisation d’autres propriétés extrafonctionnelles Lors de l’intégration des propriétés extrafonc-
tionnelles dans les composants, notre étude était restreinte aux propriétés quantitative, de bas-niveau et
orthogonales aux composants. Il serait bien évidemment intéressant de prolonger cette étude en considé-
rant d’autres propriétés extrafonctionnelles, notamment des propriétés temporelles. Cette étude pourrait
ainsi s’appuyer sur des systèmes d’interception et de surveillance à l’exécution, des approches basées
sur des scénarii de simulation [Bondarev et al. 2004] ou encore des canevas d’analyse statique [Defour
et al. 2004a]. De plus, comme nous l’avons souligné, une dimension de plus en plus importante réside
dans les possibilités de pouvoir raisonner compositionnellement sur des propriétés extrafonctionnelles
d’un système, compte tenu des entités d’architectures qui la structurent, tout cela dans le but final de
faciliter l’évaluation des qualités du système global. Un autre prolongement de ce travail pourrait ainsi
consister à étudier d’autres formes de composabilité des propriétés extrafonctionnelles, qui prendrait par
exemple en compte d’autres types d’opérateurs ou de modèles de composition (automates, modèles mar-
koviens...) [Reussner et al. 2003], ou des éléments ou des propriétés qui ne découlent pas uniquement de
composants [Crnkovic et al. 2004] (profils d’utilisation, influences de l’environnement...).
Expérimentations et évaluation de performances complémentaires Les premières évaluations quan-
titatives se placent dans le cadre d’une application très simple et mesurent le coût des négociations en
termes de temps d’exécution et de consommation mémoire. Les surcoûts mesurés découlent directement
du choix d’implémenter le système de négociation sous la forme de composants. Par ailleurs, celle-ci est
aussi réalisée sans optimisation, ni sur Julia , ni sur le système lui-même (instanciation des composants,
chargement des stratégies, etc.). Une perspective directe consisterait donc à travailler sur l’optimisation
de certains éléments de l’implémentation, et nous pensons que l’architecture à composants du système
de négociation peut à l’inverse être utilisée pour déjà identifier et isoler certains points d’optimisation
(définition de composants singletons pour les fabriques ou les builders, réutilisation de composants de
stratégies, etc.). De plus, selon les contraintes des applications cibles, il sera toujours possible d’effectuer
des optimisations similaires au niveau de l’implémentation Julia (fusion des objets d’interception et de
contrôle des composants), et un retour à une version tout objet reste envisageable si les contraintes sont
fortes. De nouvelles expérimentations sur le JDK 1.6 sont aussi à effectuer. Du point de vue de l’efficacité
de l’adaptation, puisqu’aucune mesure relative à cela n’est effectuée à ce stade, nous comptons mettre
en place une évaluation plus complète des mécanismes de négociation sur des applications de taille et de
complexité significatives, à commencer par celle qui fait l’objet de notre étude de cas. Cette évaluation
devra notamment définir les métriques de réussite de l’adaptation (nombre d’appels réussis, minimisation
des montées en charge des ressources...) ainsi que l’environnement de simulation (injections de charges
diverses).
Application du modèle à d’autres plates-formes Le modèle de négociation proposé est actuellement
validé sur la plate-forme de composants logiciels Fractal . Dans l’optique de généraliser le modèle de
négociation, il serait pertinent d’étudier l’application du modèle à d’autres types d’architectures et de
plates-formes. En particulier, les architectures orientées service [Erl 2005] et les plates-formes de web
services [Weerawarana et al. 2005] constituent un domaine d’étude fort intéressant, car elles aussi in-
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tègrent et proposent de plus en plus des formes de contrats et de négociation. Ainsi, des travaux de re-
cherche à court terme consisteraient i) à étudier l’utilisation des mécanismes de négociation en tant que
tels pour l’établissement de contrats/accords qui vont régir les interactions fonctionnelles fournisseurs et
consommateurs de services, ii) à exploiter les mécanismes de négociation en tant que moyens d’adap-
tation pour rétablir des contraintes extrafonctionnelles non satisfaites au niveau des interactions métiers
(Service Level Objectives en anglais), et iii) à exploiter les mécanismes de négociation pour concevoir
des applications orientées services auto-adaptatives dès lors qu’ils sont implémentées sous la forme de
composants. Il est à noter que compte tenu de la généralité du modèle Fractal , une première étape de ces
travaux serait de virtualiser une interaction orientée service – consommateur/fournisseur – par des com-
posants Fractal et de travailler directement sur ces derniers. Dans cette démarche, une première boîte à
outils a déjà été réalisée pour établir plus facilement des ponts entre composants logiciels et web services
[Collet et al. 2007a]. Ces derniers automatisent l’exposition d’interfaces de composants sous la forme
de web services, ainsi que l’intégration d’un web service externe dans un assemblage de composants. La
représentation architecturale, par des composants, d’orchestrations de web services est aussi à l’étude.
Enfin, une perspective à beaucoup long terme est de proposer une virtualisation de systèmes logiciels
dans le but d’intégrer et de réaliser, de façon homogène, diverses fonctionnalités d’administration et de
maintenance. Compte tenu des qualités du modèle Fractal , une telle virtualisation pourrait être implé-
mentée sur ce modèle et celle-ci offrirait alors une abstraction et une vision hiérarchique des systèmes
dans laquelle i) les composants implémentent des fonctionnalités propres ou interfaçent des systèmes
patrimoniaux existants, et ii) les différentes opérations d’administration et de maintenance sont réalisées
en prenant appui sur les fonctionnalités de contrôle (réalisation d’interceptions, intégration de divers
services de contrôle,...).
Axes de recherches
Suivi des évolutions du système, des contrats et des adaptations Les contrats du système ConFract ,
sur lequel s’appuie principalement nos propositions, suivent le cycle de vie des composants et sont mis
à jour lors de leurs reconfigurations dynamiques. Toutefois, il n’y a pas réellement de maintien des
évolutions successives des contrats. Pour augmenter les possibilités d’analyse de ces éléments (compo-
sants, contrats, adaptations) et de leurs relations mutuelles, il serait intéressant de capturer et de main-
tenir à l’exécution, d’une part les évolutions successives des contrats déjà réifiés, mais aussi celles qui
concernent l’architecture des composants et les actions d’adaptations effectuées par la négociation. Par
exemple, cela pourrait se faire par une architecture à couches dans laquelle : i) le niveau de base représen-
terait les instances des composants applicatifs courants, ii) un second niveau maintiendrait les évolutions
de l’architecture des composants, initialisée avec l’architecture initiale et mis à jour selon les reconfigu-
rations dynamiques des composants, iii) un troisième niveau maintiendrait les évolutions des contrats,
initialisé par les contrats issus des spécifications initiales et mis à jour selon les reconfigurations des com-
posants, et iv) le quatrième niveau maintiendrait les actions d’adaptations résultantes de la négociation,
effectuées tant sur le niveau des contrats que sur le niveau des composants. Ainsi, il serait possible de
conserver les historiques des évolutions de chacun de ces éléments mais aussi d’envisager des retours à
des configurations ’composants-contrats-adaptations’ stables.
Pilotage global de l’auto-adaptation Les mécanismes d’auto-adaptation reposent sur les négocia-
tions atomiques. Celles-ci sont définies dans un contexte (portée spatiale, composants impliqués, clause
concernée) bien précis, et les négociations atomiques peuvent donc se dérouler de façon indépendante
les unes des autres. Dans une telle approche décentralisée, il n’est actuellement pas possible d’avoir
une vue globale des différentes négociations atomiques qui se déroulent et cela empêche donc définir
des stratégies globales de contrôle de ces différentes négociations atomiques. Dans cette optique, une
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autre piste intéressante de recherche consisterait à étudier dans quelle mesure il est possible de spé-
cifier un système de négociation, ou plus généralement d’auto-adaptation, de façon à ce qu’il puisse
piloter et optimiser l’adaptation du système global à partir d’objectifs de haut-niveau et en agissant sur
les mécanismes d’adaptation sous-jacents – les négociations atomiques dans notre cadre. Cela pourrait,
par exemple, consister à configurer les mécanismes d’auto-adaptation, à gérer des conflits entre actions
d’adaptations locales, ou encore à piloter de négociations dépendantes. Toutefois, pour mettre en œuvre
cela, des études plus approfondies sont bien évidemment requises.
Méthodologie pour l’adaptation Dans ce travail de thèse, comme dans la plupart des techniques
d’adaptation, les mécanismes mis en œuvre sont automatisés à condition que les logiques d’adapta-
tion soient fournies. En conséquence, le point crucial est à ce niveau et compte tenu de l’importance
croissante de l’auto-adaptation et de l’émergence de très nombreux mécanismes pour supporter cela, il
devient maintenant pertinent de s’attacher à développer une certaine méthodologie de l’adaptation. En
particulier, cette méthodologie pourra adresser les questions suivantes : i) étant donné un système logi-
ciel donné qui fonctionne dans un environnement d’exécution, comment identifier les événements sur
lesquels réagir, puis les bonnes actions d’adaptations à mettre en œuvre en réponse à ces erreurs ?, ii)
comme un des buts de l’auto-adaptation est de rétablir un certain niveau de fonctionnement acceptable
des systèmes, dans quelle mesure est-il possible d’évaluer quantitativement, peut-être par la définition
de critères d’optimalité ou de sous-optimalité sur des propriétés globales du système, que les adaptations
marchent effectivement ? iii) pour des systèmes qui fonctionnent sur des durées réellement longues, dans
quelle mesure est-il possible de ré-évaluer l’adéquation des logiques d’adaptation initiales et de les faire
évoluer au cours du temps ?
⋆
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Cas d’étude et illustrations
DAns cette annexe, nous présentons les illustrations complémentaires sur le modèle de négociation.L’architecture de l’application considérée est tout d’abord très brièvement décrite, puis les illustra-
tions complémentaires des contrats et de scénarii de négociation sont donnés.
Le cas d’étude considéré consiste en une application distribuée de communication instantanée. La
fonctionnalité principale de cette application consiste à former automatiquement des groupes d’utilisa-
teurs et de les faire partager automatiquement diverses applications en fonction de leurs centres d’inté-
rêts. Ainsi, un utilisateur donné se connecte au système en fournissant des informations le concernant
(login, mot de passe) ainsi qu’une liste de mot-clés décrivant ses centres d’intérêts. Le système trouve
alors automatiquement les groupes dont les thèmes correspondent aux centres d’intérêts de l’utilisateur,
et y ajoute ce dernier. Ainsi, à l’intérieur d’un même groupe, les utilisateurs peuvent alors partager di-
verses applications qui correspondent aux thématiques du groupe et qui sont adaptées à leurs centres
d’intérêts (messagerie instantanée, service vidéo...). Cette application distribuée est intégrée au serveur
de messagerie instantané Openfire [Openfire Server (Web Site)], basé sur le protocole XMPP, et dont
l’architecture ouverte permet l’extension à de nouvelles fonctionnalités. L’application est hébergée dans
un serveur d’application web Apache Tomcat.
A.1 Architecture
L’architecture générale de l’application est décrite à la figure A.1. Le composant principal Instant-
Communication représente l’application. D’un point de vue externe, il offre l’interface Fractal c :Co-
nnection de nom c et de signature Connection. La méthode connectUser() de cette interface
représente le point d’entrée de l’application en permettant de connecter un utilisateur au système en
lui fournissant certaines informations (login, mot de passe, centres d’intérêts). L’architecture interne de
l’application (cf. Fig. A.1) est composée des cinq sous-composants suivants :
– le composant InstantFacade a en charge le pilotage de l’ensemble des fonctionnalités de
gestion des utilisateurs et des groupes. Il offre le service de connexion au système au travers
de la méthode connectUser() de l’interface c :Connection, et requiert les interfaces de
InstantGroup de la façon suivante : (i) umt :UserManagement pour créer et enregistrer
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Co l l e  t i on <Str ing> getGroupsId ( ) ;
Co l l e  t i on <Str ing> getGroupTopis ( St r ing groupid ) ;




User  r ea teUse r ( St r ing username ,
St r ing password ) ;
int r e g i s t e rU s e r ( User u) ;
User getUser ( St r ing username ) ;
. . .
}
interfae Appl i a t i on {
int s t a r t ( St r ing id ) ;
int sendMessage ( St r ing id ,
S t r ing msg) ;








int onnetUser ( St r ing username , St r ing password ,
Co l l e  t i on <Str ing> keywords ) ;
. . .
}
interfae PasswordVal idat ion{
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FIGURE A.1 – Architecture générale de l’application
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les utilisateurs, (ii) gm :GroupMatching pour obtenir la liste des identifiants des groupes dans
lesquels ajouter les utilisateurs, suite à l’appariemment entre les centres d’intérêts des utilisateurs
et les thèmes des groupes, et (ii) gmt :GroupManagement pour demander l’ajout des utilisa-
teurs dans des groupes donnés.
– le composant SecurityUtility offre des fonctionnalités utilitaires relatives à la sécurité
comme pour, par exemple, valider la robustesse d’un mot de passe (méthodeisPasswordValid()
de l’interface pv :PasswordValidation).
– le composite InstantGroup permet de gérer tout ce qui concerne les utilisateurs et les groupes.
D’un point de vue externe, il offre trois interfaces umt :UserManagement, gm :GroupMat-
ching et gmt :GroupManagement pour, respectivement, gérer les utilisateurs, effectuer l’ap-
pariemment entre les centres d’intérêts des utilisateurs et les thèmes des groupes, et gérer les
groupes. Les interfaces requises un :UserListener et gn :GroupListener servent à
notifier le composant InstantApp des événements pertinents sur les utilisateurs et les groupes,
selon un patron de conception Observer 15. L’architecture interne de ce composant est décrite ci-
après.
– le composite InstantApp permet de gérer tout ce qui concerne les applications partagées par les
utilisateurs à l’intérieur de leurs groupes. L’architecture interne de ce composant est décrite dans
un paragraphe qui suit.
– le composant BandwidthMonitor représente un composant de sonde de ressources qui permet
d’observer certains paramètres liés à la bande passante. Il fournit par la méthodegetBdWLevel()
de l’interface bi :BdWidthInfo la consommation de bande passante globale de l’application.
L’architecture interne de ce composant est décrite dans un paragraphe qui suit.
A.2 Contrats et négociations
Dans cette section, nous présentons les exemples de clauses sur trois contrats de composition externe,
un contrat de composition interne et un contrat d’interface. Pour chaque clause de contrats, les éléments
du modèle de négociation sont brièvement rappelés, et des scénarii de négociation qui exploitent les deux
politiques, par concession et par effort, sont décrits. Pour être plus concis, les contrats et les composants
concernés sont directement présentés pour chaque contrat. Les architectures détaillées des composants
sont regroupées dans la section A.3 de cette annexe, page 174.
Le bilan des résultats en sortie de négociation est le suivant :
– le premier contrat de composition externe porte notamment sur des propriétés de configuration. Sa
négociation aboutit, par la politique par concession, au maintien de la clause et, par la politique
par effort, à modifier un attribut du composant garant (cf. page 164) ;
– le deuxième contrat de composition externe aboutit, par la politique par concession, à maintenir
ou relâcher la clause, et conduit, par la politique par effort, à un échec (cf. page 166) ;
– le troisième contrat de composition externe spécifie diverses propriétés fonctionnelles d’exécution,
pour lesquelles il n’y a que très peu de possibilité de négociation (cf. page 167) ;
– le contrat interne contient deux clauses qui portent sur des propriétés de fonctionnement et de
ressources. Leurs négociations par la politique par concession aboutit à remplacer ou retirer entiè-
rement la clause, et par la politique par effort, à propager la négociation vers les composants qui
implémentent les propriétés négociées (cf. page 169) ;
– le contrat d’interface contient une clause spécifiant des paramètres d’appels de méthodes et pour
laquelle les négociations sont limitées (cf. page 172) .
15. L’inscription des écouteurs se fait lorsque les composants se connectent à traver le BindingController.
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: portée du contrat
external omposition ontrat on <umgr>
partiipants : <ig> <umgr> <atm>
provisions on server interfae UserManagement umt :
int r e g i s t e rU s e r ( User u)
pre
guarantor : <ig> benef i iaries : <umgr>
<this >. a t t r i b u t e s . getNbUsers ( ) < <this >. a t t r i b u t e s . getMaxUsers ( )
pre
guarantor : <ig> benef i iaries : <umgr> ontributors : <atm>














FIGURE A.2 – Contrat de composition externe sur <umgr>
L’architecture complète du composant InstantGroup est décrite à la page 174.
Clause sur le nombre maximal d’utilisateurs Cette première clause vérifie, à l’entrée de la méthode
d’enregistrement registerUser, que le nombre d’utilisateurs présents dans le système est en deçà
du seuil maximum. Elle exprime donc un seuil de charge, en terme de nombre d’utilisateurs acceptables
dans le système, et doit être vérifiée à l’exécution du système. Cette précondition est violée lorsqu’à
l’enregistrement d’un nouvel utilisateur, le nombre d’utilisateurs maximal est déjà atteint (le système
tente l’enregistrement du 101eme utilisateur alors que maxUsers= 100 ). Dans ce cas, une négociation
atomique démarre, et fait intervenir comme parties le gestionnaire de contrats de <ig> comme initiateur,
le composant bénéficiaire <umgr> et le composant garant <ig>.
Politique par relâchement. En négociant selon la politique par relâchement, les parties négociantes
sont le gestionnaire de contrats de <ig> et <umgr>. Nous supposons que le gestionnaire de
contrats de <ig> demande alors la négociabilité à <umgr> lequel accepte car étant équipé de sa
liste d’alternatives suivante : Apre,<umgr> := {STOP}. De cette manière, à la première demande
de relâchement, <umgr> répond par STOP, d’après sa liste d’alternatives, pour refuser le retrait de
la clause, puisqu’elle représente une contrainte forte de tolérance du système. Comme <umgr>
est l’unique bénéficiaire, la clause est conservée et la négociation s’achève en échec pour cette
politique.
Politique par effort. Pour la politique par effort, les parties négociantes sont le gestionnaire de contrats
de <ig> et <ig> lui-même. Pour démarrer la négociation, le gestionnaire de contrats de <ig>
demande alors la négociabilité à <ig> (voir Fig. A.3). Nous partons ici du principe que, comme
<ig> a la possibilité de propager la négociation de cette clause il accepte alors la négocia-
tion par effort. En effet, le garant <ig> est l’englobant qui est responsable de l’usage de son
sous-composant <umgr> sur lequel la propriété maxUsers est réalisée, il a ainsi la possibi-
lité de propager la négociation pour consulter <umgr>. Ainsi, à la demande d’effort formulée
par l’initiateur, <ig> propose de propager la négociation (étape 1). Son gestionnaire de contrats
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prend donc en charge la négociation et consulte le composant <umgr> (étape 2). Le gestion-
naire de contrats de <ig> s’adresse à <umgr> pour obtenir des propositions d’efforts visant
à revalider la clause négociée. Par la suite, en attribuant des capacités de négociation comme
Apre,<umgr> := {maxUsers← 250, STOP}, <umgr> peut proposer des modifications sur le terme
maxUsers de la clause. Si la clause est satisfaite, la négociation atomique s’achève par un suc-
cès. Sinon, le gestionnaire de contrats annule la modification faite et redemande un effort auquel
<umgr> répond par STOP pour signifier la fin de ses efforts. La propagation s’arrête alors, et re-
étape 1







FIGURE A.3 – Schéma de propagation pour la propriété MaxUsers
monte au niveau de l’initiateur initial de la négociation (ici le gestionnaire de contrats de <ig>),
soit pour qu’il propose un code d’adaptation portant sur son contenu, soit pour qu’il signifie l’arrêt
avec échec de la négociation par effort.
Pour remarque, la négociation atomique, dans cet exemple, conduit, dans les deux politiques, à
consulter le composant <umgr>. Toutefois les processus de négociation sont fondamentalement diffé-
rents. Dans la politique par relâchement, <umgr> est directement consulté dans son rôle de bénéficiaire
et indique l’arrêt de la négociation tout en conservant la clause. Dans la politique par effort, <umgr> est
plus indirectement consulté. Il intervient après propagation proposée par le garant <ig>, car il réalise la
propriété maxUsers spécifiée dans la clause. <umgr> aurait aussi très bien pu ne pas être consulté, par
exemple si <ig> avait décidé lui-même, sans propagation, de re-satisfaire la propriété par des actions
de négociation dans sa portée (reconfiguration du composant <umgr>, modification directe d’attribut de
<umgr>, etc.).
Clause sur l’authentification des utilisateurs Cette précondition du contrat vérifie à l’entrée de la
méthode d’enregistrement que l’utilisateur correspondant au couple (username,password) est bien au-
thentifié. Elle est vérifiée à l’exécution car elle dépend des valeurs effectives des paramètres username
et password pour un utilisateur donné, et est violée dès qu’un utilisateur tente de s’enregistrer dans le
système sans qu’il ait été préalablement crée. Dans ce cas, une négociation atomique démarre avec les
mêmes parties et les mêmes responsabilités, que pour la clause précédente. Le gestionnaire de contrats
de <ig> dans le rôle de l’initiateur consulte le composant bénéficiaire <umgr> dans la politique par
relâchement, et le composant garant <ig> dans la politique par effort. En revanche, bien que la clause
concerne un service technique, comme celui-ci est particulièrement sensible et important, nous considé-
rons que la négociation de la clause va être limitée (ou du moins la négocier, ne peut se résumer qu’à
un retrait de celle-ci). Dans la politique par relâchement, le bénéficiaire principal accepte la négociation
et propose l’alternative STOP pour indiquer le refus de relâchement avec maintien de la clause. Dans la
politique par effort, le garant refuse directement la négociation car il est dans l’impossibilité de proposer
des efforts pour revalider la clause (erreur de fonctionnement du composant <umgr>, voire <atm>,
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ou du niveau de l’utilisateur.). La négociation se termine en échec pour les deux politiques. De plus,
comme cette violation peut remettre en cause l’intégrité du système sans modifications fonctionnelles
apparentes a priori, elle est d’importance au moins égale aux erreurs fonctionnelles ; la signalisation
d’une telle violation de contrat doit alors être faite au plus haut-niveau.
A.2.2 Contrat externe sur le composant <if>













































































: portée du contrat
: entités référençées
par le contrat
external omposition ontrat on <i f >
partiipants : <i f > <i> <ig> <su>
provisions on l ient interfae UserManagement umt :
User  r ea teUse r ( St r ing log in , S t r ing password )
pre
guarantor : <i f > benef i iaries : <i> <ig> ontributors : <su>












FIGURE A.4 – Contrat de composition externe sur <if>
Clause sur la robustesse du mot de passe La clause du contrat de composition externe (cf. Fig. A.4)
exprime une précondition sur la méthode createUser() de l’interface requise umtc :UserManag-
ement de sorte qu’avant l’appel de la méthode createUser, le composant <if> utilise le service
de l’interface fournie pv :PasswordValidation, pour vérifier la robustesse du mot de passe.
Cette clause est vérifiée à l’exécution du système puisqu’elle concerne la valeur effective du paramètre
password à l’appel de la méthode isPasswordValid. Si le mot de passe n’est pas suffisamment
robuste, la clause est violée et une négociation atomique démarre et les composants impliqués sont le ges-
tionnaire de contrats de <ic> dans le rôle de l’initiateur, les composants bénéficiaires <ic> et <ig>, et
le composant garant <if>.
Politique par relâchement. Dans la politique par relâchement, les parties négociantes sont le gestion-
naire de contrats de <ic> dans le rôle de l’initiateur et, les composants <ic> et <ig> en tant
que bénéficiaire principal et secondaire. Le gestionnaire de contrats demande tout d’abord la né-
gociabilité de la clause aux deux bénéficiaires, et en fonction des réponses de <ic> et <ig> et
des poids d’importance qui leur sont accordés, il évalue la négociabilité effective de la clause. Si
la clause n’est pas négociable alors la négociation s’arrête pour cette politique. Sinon, le gestion-
naire de contrats consulte alors le bénéficiaire principal <ic> qui négocie seul au nom des deux
bénéficiaires. Comme il s’agit de l’englobant et qu’il est bénéficiaire de la correcte utilisation du
composant <if>, nous supposons qu’il peut alors proposer le retrait complet de la clause, avec
l’alternative RELEASE, pour exprimer son consentement à se passer de la vérification du mot de
passe dans l’utilisation du sous-composant <if>. Ainsi, comme le seul relâchement proposé ici
consiste en une demande de retrait, l’initiateur consulte alors l’ensemble des bénéficiaires <ic>
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et <ig>, pour leur demander le retrait définitif. <ig> est maintenant consulté pour le retrait car,
comme il fournit le service connecté à l’interface umtc, il est bénéficiaire de l’invocation de la
méthode createUser. Autant il n’a pas la visibilité pour proposer des modifications au cours
de la négociation, autant son rôle de fournisseur d’un service requis par <if> lui donne le droit
d’être consulté au moment du retrait. À partir des réponses et des poids d’importance de <ic>
et <ig>, le gestionnaire de contrats évalue alors le retrait définitif de la clause et la négociation
s’achève avec succès si le retrait est autorisé et à bien lieu, ou échec sinon.
Pour remarque, de la même façon que la clause du contrat d’interface qui vérifie le nom d’utili-
sateur, le bénéficiaire principal <ic> pourrait très bien proposer, dans des contextes particuliers,
l’arrêt de la négociation avec maintien de la clause, s’il requiert obligatoirement un certain ni-
veau de robustesse des mots de passes. Dans ce cas, <ig> proposerait l’alternative STOP, et la
négociation s’achèverait en échec.
Politique par effort. Dans la politique par effort, le gestionnaire de contrats de <ic> consulte le com-
posant garant <if> qui, en tant que responsable de l’invocation de la méthode createUser,
doit satisfaire la contrainte sur le mot de passe. Ainsi, le gestionnaire de contrats demande au ga-
rant <if>, la négociabilité de cette clause. De même que pour la clause du contrat d’interface,
comme cette clause porte précisément sur l’invocation d’une méthode par le composant garant,
nous supposons que le composant garant ne peut que proposer le refus de la négociation. <if> ne
satisfait pas la clause en l’état ; il ne peut ni proposer des actions de négociation, ni propager vers
de nouveaux composants. La négociation par effort s’achève alors par un échec.
A.2.3 Contrat externe sur le composant <gmtr>
L’architecture complète du composant InstantGroup est décrite à la page 174.
CC LCContractController (CTC) BC
par le contrat
: entités référençées
: portée du contrat
external omposition ontrat on <gmtr>
partiipants : <ig> <gmtr> <gmgr>
provisions on server interfae GroupMathing gm:
Co l l e  t i on <Str ing> gm. searhGroupsForKeywords (
Co l l e  t i on <Str ing> keywords )
pre
guarantor : <ig> benef i iaries : <gmtr>
! gmt . getGroupsId ( ) .  o l l e  t ( gmt . getGroupTopis ( ) ) . isEmpty ( )
post
guarantor : <gmtr> benef i iaries : <ig> ontributors : <gmgr>












FIGURE A.5 – Contrat de composition externe sur <gmtr>
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Clause sur l’existence d’une liste de thèmes non vide La première clause du contrat de composition
externe sur le composant <gmtr> (précondition dans la Fig. A.5) établit une contrainte à l’entrée de
la méthode searchGroupsForKeywords. Elle exprime une condition nécessaire à l’appariemment
qui consiste à vérifier à l’entrée de la méthode qu’il existe au moins un groupe avec sa liste de thèmes
non vide, de sorte que les centres d’intérêts (keywords) puissent être comparés à un ensemble non vide
de thèmes (topics). Cette clause est vérifiée à l’exécution du système car elle concerne des éléments
d’exécution des groupes (ensemble des groupes existants, thèmes associés, etc.). Cette clause est violée
si il n’existe pas au moins un groupe dont la liste des thèmes est non vide. Dans ce cas, une négociation
atomique démarre avec comme parties négociantes : le gestionnaire de contrats de <ig> dans le rôle de
l’initiateur, le composant <gmtr> en tant que bénéficiaire et le composant <ig> en tant que garant.
Politique par relâchement. Dans la politique par relâchement, les parties négociantes sont le gestion-
naire de contrats de <ig> et <gmtr>. Nous partons du principe que, suite à la demande de négo-
ciabilité de l’initiateur, <gmtr> accepte la négociation de cette clause, et propose le maintien de
la clause avec l’alternative STOP car cette précondition est nécessaire à son usage afin qu’il puisse
effectuer des appariements. Comme <ig> est le seul bénéficiaire, la clause est maintenue telle
quelle, et la négociation par relâchement s’arrête en échec.
Politique par effort. Avec la politique par effort, les parties négociantes sont maintenant le gestionnaire
de contrats de <ig> et <ig> lui-même. Du point de vue de <ig>, composant englobant, comme
la violation consiste en une erreur liée à des éléments d’exécution (ici l’état des groupes), <ig>
ne peut pas négocier par effort sans autre moyen de raisonnement. La négociation s’achève alors
par un échec.
Clause sur la validité des groupes trouvés La seconde clause du contrat établit une contrainte à la
sortie de la méthode searchGroupsForKeywords (cf. postcondition sur la Fig. A.5). Elle vérifie
à la sortie de la méthode, que chaque groupe rendu fait bien partie de l’ensemble des groupes exis-
tants, et est vérifiée à l’exécution du système car elle concerne des éléments d’exécution (ensemble des
groupes existants, thèmes associés, etc.). Cette clause est violée si les groupes rendus ne font pas partie
de l’ensemble des groupes existants. Dans ce cas, une négociation atomique démarre avec comme par-
ties négociantes : le gestionnaire de contrats de <ig> dans le rôle de l’initiateur, avec cette fois-ci, le
composant bénéficiaire <ig> et le composant garant <gmtr>.
Bien que les parties négociantes soient différentes, les propriétés spécifiées concernent aussi des
éléments d’exécution (cohérence entre les groupes trouvés suite à l’appariement et ceux existants), et les
possibilités de négociation sont donc aussi limitées que pour la clause précédente.
Politique par relâchement. Dans la politique par relâchement, le composant <ig> est consulté. Nous
partons du principe que ce bénéficiaire ne peut pas proposer de relâchements, car la clause entière
lui est donc nécessaire, et lui permet bénéficier de la correcte utilisation du composant <gmtr>
vis-à-vis de <gmgr>. <ig> accepte donc la négociation et propose le maintien de la clause avec
l’alternative STOP. La négociation par relâchement s’achève par un échec.
Politique par effort. Pour la politique par effort, c’est le composant <gmtr> qui est consulté. Comme
cette clause vérifie le bon fonctionnement de <gmtr>, celui-ci n’est vraisemblablement pas prévu
pour négocier de telles violations. Cette violation relève davantage d’une erreur de fonctionnement
de <gmtr>, et ce dernier ne peut alors pas proposer d’effort qui contribuerait à revalider la clause.
La clause n’est pas négociable par une politique par effort, et la négociation se termine par un
échec.
Comme ce contrat de composition externe spécifie l’usage fonctionnel du composant <gmtr>, des
contraintes sont établies sur des éléments qu’il requiert à l’entrée de sa méthode (l’existence de thèmes
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non vides), ainsi que sur les éléments rendus (les groupes trouvés font partie de ceux existants). Ainsi,
comme ces éléments concernent le fonctionnement des composants, il n’y a que très peu de possibilités
d’agir lorsque des erreurs portent sur de tels éléments, et ce indépendamment des mécanismes envisagés.
Ces violations qui traduisent des erreurs de fonctionnement ne sont pas tant vouées à être rattrapées et
gérées, qu’à être détectées et signalées au plus haut-niveau.




























































































internal omposition ontrat on <i>
partiipants : <i> <ig> <bm>
provisions : <ig >.umt . ∗ ( ∗ )
rely
guarantor : <i> benef i iaries : <i>
<ig >. a t t r i b u t e s . getGroupedUsersRatio >= 80 // in %
provisions : <ig >.gmt . ∗ ( ∗ )
rely
guarantor : <i> benef i iaries : <i>
<ig >. a t t r i b u t e s . getGroupedUsersRatio >= 80 // in %
provisions : <∗>.∗ .∗ . (∗)
rely
guarantor : <i> benef i iaries : <i>










FIGURE A.6 – Contrat de composition interne sur <ic>
Les trois clauses du contrat de composition interne de <ic> (cf. Fig. A.6) décrivent les aspects
du fonctionnement du composant <ic> (taux d’utilisateurs affectés dans des groupes, consommation
de bande-passante). Les architectures complètes des composants InstantGroup, InstantApp et
BandwidthMonitor sont décrites aux pages 174, 175 et 175.
Clause sur le taux d’affectation des utilisateurs Les deux premières clauses doivent être vérifiées des
exécutions de toutes les méthodes des interfaces <umt> et <gmt> du composant <ig> (la construction
rely spécifie la portée temporelle et le motif ⋆ indique une portée spatiale arbitraire). Elles expriment le
fait que le ratio entre le nombre d’utilisateurs enregistrés dans le système et le nb d’utilisateurs répartis
dans les groupes doit être supérieur à 80%. Elles sont violées si, par exemple, le taux d’utilisateurs
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affectés (groupedUsersRatio) est inférieur à 80% (ie. au moins 2 utilisateurs sur 10 sont connectés
au système sans être affectés dans des groupes). Les parties impliquées dans la négociation atomique sont
les mêmes que dans la clause précédente : le gestionnaire de contrats de <ic> dans le rôle de l’initiateur,
et <ic> lui-même dans le rôle de composant à la fois garant et bénéficiaire.
Politique par relâchement. Dans la politique par relâchement, le gestionnaire de contrats de <ic>
demande tout d’abord à ce dernier la négociabilité de la clause. <ic> accepte de négocier et
comme la propriété spécifiée décrit une propriété extrafonctionnelle qui représente un indicateur
de fonctionnement du système, <ic> propose, suite à la demande de relâchement de l’initiateur,
le retrait de la clause avec l’alternative RELEASE. La contrainte sur le taux d’affectation est retirée
et la négociation par relâchement se termine avec succès. Dans un autre cas de Fig., <ic> peut
aussi proposer, comme relâchement, une nouvelle clause pour exprimer sa capacité à s’appuyer
sur une contrainte moins forte : Ainv,<ic> :={Ψ} avec Ψ, décrivant la nouvelle clause :
<ig>.attributes.getGroupedUsersRatio() >= 60
Cette nouvelle clause va remplacer complètement la clause négociée pour spécifier un taux d’af-
fectation moins élevé (60 au lieu de 80).
Politique par effort. Dans la politique par effort, le gestionnaire de contrats de <ic> consulte <ic>
ici dans son rôle de garant. Nous partons ici aussi du principe que le composant <ic> va ex-
ploiter alors tout d’abord sa responsabilité de garant vis-à-vis de son assemblage pour négocier
par effort, et propager la négociation (voir Fig. A.7). Ainsi, après la phase de consultation ini-
tiale pour la négociabilité de la clause, <ic> propose de prendre en charge la négociation car la
propriété négociée (groupedUsersRatio) est implémentée au niveau de son sous-composant
<ig> (étape 1). Le contexte de la négociation atomique est alors transmis au gestionnaire de
contrats de <ic> qui prend en charge la négociation , et consulte <ig> pour des efforts (étape 2).
Par la suite, comme <ig> ne peut pas proposer de modifications à son niveau mais qu’il possède,
au travers de la formule compositionnelle : <ig>.groupedUsersRatio := <gmgr>.nbGroupedUsers<umgr>.nbUsers ,
des éléments pour orienter la propagation de la négociation, <ig> propose alors de propager à son
tour la négociation. La négociation est ainsi transmise au gestionnaire de contrats de <ig> (étape
3), qui exploite la formule compositionnelle liant la propriété groupedUsersRatio de <ig>
aux deux attributs nbUsers et nbGroupedUsers de <umgr> et <gmgr>. Par la suite, <ig>
s’adresse alors à ces deux derniers composants pour obtenir des propositions d’efforts visant à
revalider la clause négociée (étape 4).
En revanche, comme chacune de ces deux propriétés caractérise le fonctionnement du composant
associé en décrivant le nombre d’utilisateurs enregistrés ainsi que le nombre d’utilisateurs ajoutés dans
des groupes, ces propriétés représentent des indicateurs de fonctionnement et ne sont pas négociables.
Les composants <umgr> et <gmgr> ne peuvent pas proposer des efforts et signifient avec STOP leur
incapacité à négocier. Cette négociation se termine en échec, et le gestionnaire de contrats de <ig>
retransmet le contexte de négociation au niveau du gestionnaire de contrats initial de <ic> pour que
celui-ci finalise la négociation.
Dans cet exemple, la négociation initialement déclenchée au niveau de <ic> est propagée dans
l’intérieur de <ig> lequel exploite, cette-fois ci, les composants <umgr> et <gmgr> à partir de la rela-
tion compositionnelle qui lie la réalisation de l’attribut groupedUsersRatio de <ig> aux attributs
nbGroupedUsers de <gmgr>, et nbUsers de <umgr>. Toutefois, comme ces propriétés décrivent
le fonctionnement de ces deux composants et ne peuvent être négociées, les deux composants ne peuvent
pas proposer d’efforts pour revalider la clause. La négociation par effort s’est propagée et s’achève alors
par un échec.
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FIGURE A.7 – Schéma de propagation pour la propriété groupedUsersRatio
Clause sur la consommation de bande-passante Cette clause établit une contrainte sur le seuil maxi-
mal de bande-passante consommée tout le long de l’exécution de toutes les méthodes de toutes les inter-
faces de tous les sous-composants de <ic>. Elle explicite une contrainte sur un seuil de consommation
de bande passante de 30 ko/sec. Il s’agit d’une contrainte de consommation de ressources nécessaire
au fonctionnement du système. Elle est vérifiée à l’exécution puisqu’elle concerne la consommation en
ressources du système à l’exécution, et est violée par exemple si, la bande-passante consommée excède
les 30 ko/sec. Dans ce cas, une négociation atomique démarre alors avec les mêmes parties que dans les
clauses précédentes : le gestionnaire de contrats de <ic> dans le rôle de l’initiateur, et <ic> lui-même
dans le rôle de bénéficiaire et garant.
Politique par relâchement. Dans la politique par relâchement, le gestionnaire de contrats de <ic> de-
mande à ce-dernier la négociabilité de la clause. Nous supposons que le composant <ic> accepte
et propose, suite à la demande de relâchement de l’initiateur, le retrait de la clause avec l’alter-
native RELEASE. Comme il est l’unique bénéficiaire, la clause est retirée et la négociation par
relâchement se termine avec succès. En revanche, plus aucune vérification sur la consommation de
la bande-passante n’est effectuée.
Politique par effort. Dans la politique par effort, le gestionnaire de contrats de <ic> consulte <ic>
dans son rôle de garant (voir Fig. A.8). A la consultation initiale entre l’initiateur et le garant
<ic>, ce-dernier peut alors proposer de prendre en charge la négociation, car la propriété né-
gociée est réalisée au niveau de son sous-composant <bm> (étape 1). La négociation est alors
transmise au gestionnaire de contrats de <ic> qui prend en charge la négociation, et consulte
<bm> pour des efforts (étape 2). Comme <bm> ne peut pas proposer de modifications à son ni-
veau mais qu’il possède des éléments pour orienter la propagation de la négociation, il peut alors
proposer de propager à son tour la négociation. En effet, d’après la formule compositionnelle :
<bm>.BdWLevel() := <vdsm’>.BdWLevel() + <msm’>.getBdWLevel(), la propriété BdWLevel im-
plémentée au niveau du composant <bm> se trouve liée à celle au niveau des sous-composants
<vdsm’> et <msm’>, et ces derniers peuvent alors être consultés. La négociation est ainsi trans-
mise au gestionnaire de contrats de <bm> pour que ce dernier prenne en charge la propagation
de la négociation dans son intérieur (étape 3) et consulte ses deux sous-composants <vdsm’> et
<msm’> (étape 4). Toutefois, comme les composants <vdsm’> et <msm’> ne représentent ici
que de simples sondes de ressources associées aux composants métiers <vdsm> et <msm> et sans
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capacités de négociation, le gestionnaire de contrats de <bm> exploite tout d’abord la relation de
partage entre les composants <vdsm> et <vdsm’>, et les composants <msm> et <msm’> (étape
5), puis la relation de contenance pour obtenir les références aux composants métiers englobants
<vs> et <ms> (étape 6. Contrairement aux composants de sondes précédents, ces derniers sont
en effet au premier plan pour négocier puisqu’ils participent directement à la consommation de
bande-passante mesurée par leur sonde, et ont potentiellement des capacités pour agir au niveau
applicatif. Ainsi, le gestionnaire de contrats de <bm> pilote la négociation et formule des de-
mandes d’efforts à <vs> et <ms> (étape 7), , qui en fonction de leur capacités de négociation
peuvent proposer des efforts consistant à modifier certains de leur paramètres de fonctionnement
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FIGURE A.8 – Schéma de propagation pour la propriété BdWLevel
A.2.5 Contrat sur l’interface UserManagement
Clause sur la validité du nom d’utilisateur La clause du contrat d’interface décrite à la Fig. A.9 est
vérifiée à l’exécution du système puisqu’elle concerne la valeur effective du paramètre username à
l’appel de la méthode createUser. Si le nom d’utilisateur se réduit à une chaîne vide, aux espaces
près, la clause est violée et une négociation atomique démarre. La négociation porte alors sur cette
clause, et les composants impliqués sont le gestionnaire de contrats de <ic> dans le rôle de l’initiateur,
le composant bénéficiaire <ig> et le composant garant <if>. Diverses formes de négociation peuvent
alors se dérouler en fonction des politiques de négociation.
Politique par relâchement. Avec une politique par relâchement, les parties de la négociation sont le
gestionnaire de contrats de <ic> dans le rôle de l’initiateur, et <ig> en tant que bénéficiaire, car il
a besoin de s’appuyer sur cette contrainte pour pouvoir réaliser le service createUser. Comme
cette clause porte sur un aspect fonctionnel (un paramètre d’appel de méthode), sa négociation est
plutôt limitée. De plus, celle-ci dépend notamment de l’étape du développement logiciel au cours
de laquelle la violation a lieu (tests d’intégration, validation, production). Il y a en effet plus de
degrés de liberté, et donc de possibilités de négociation, sur de telles clauses lors des phases de
tests, que lors des phases de validation et de production.
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FIGURE A.9 – Contrat d’interface sur UserManagement
Néanmoins, pour l’illustrer jusqu’au bout, le processus de négociation est décrit par la suite. Pour
démarrer la négociation, le gestionnaire de contrats de <ic> demande au seul bénéficiaire <ig>,
la négociabilité de cette clause. En fonction des capacités de négociation de <ig>, soit celui-ci
accepte de négocier, soit il refuse et dans ce cas, comme il est l’unique bénéficiaire, la clause est
non négociable, et la négociation s’arrête pour cette politique. Dans le cas où la négociation se
poursuit, l’initiateur demande alors à <ig> de faire des relâchements. Par la suite, compte tenu
de la propriété spécifiée, nous supposons que le bénéficiaire ne peut que proposer soit l’arrêt de la
négociation tout en conservant la clause, avec l’alternative STOP, soit le retrait complet de la clause
en échec, avec l’alternative RELEASE. Le choix entre ces deux alternatives se fait selon le degré
d’importance qui est accordé à cette vérification qui est fonction notamment de la phase à laquelle
intervient la violation et des contextes de déploiement. Dans les deux cas, comme <ig> est le seul
bénéficiaire, le gestionnaire de contrats valide la demande et effectue soit l’arrêt de la négociation,
soit le retrait la clause. Dans le premier cas, la négociation échoue alors pour cette politique, et
c’est au gestionnaire de contrats d’envisager d’autres mécanismes de négociation ou de rattrapage.
Dans le second cas, la négociation s’achève avec réussite, et comme la clause est retirée, il n’y a
plus de vérification à ce niveau et c’est à ig ou au système de supporter ce retrait et d’assurer un
fonctionnement cohérent en conséquence.
Politique par effort. Avec la politique par effort, les parties négociantes sont maintenant le gestionnaire
de contrats de <ic> avec le composant garant <if> qui s’engage à satisfaire la clause, car client
du service createUser() et responsable de son appel. Ainsi, le gestionnaire de contrats peut
demander au garant <if>, la négociabilité de cette clause. Par la suite, comme cette clause porte
précisément sur l’invocation d’une méthode par le composant garant, et qu’il n’y a ici pas d’autres
possibilités d’efforts qui consisteraient à réaliser une action de négociation ou une propagation, le
composant garant ne peut alors que proposer le refus de la négociation. Du point de vue de <if>,
cette clause n’a pas à être négociée, elle doit être satisfaite en fonctionnement normal, et dans le cas
inverse, il s’agit vraisemblablement d’une erreur d’utilisation du service dans le fonctionnement
interne de <if>, et cette violation doit être détectée. La négociation par effort s’achève ici par un
échec.
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A.3 Détails des architectures
Cette section décrit les architectures internes des composants InstantGroup, InstantApp et
BandwidthMonitor.
A.3.1 Architecture du composant InstantGroup
interfae GroupManagement{
Co l l e  t i on <Str ing> getGroupsId ( ) ;
Co l l e  t i on <Str ing> getGroupTopis ( St r ing groupid ) ;




User  r ea teUse r ( St r ing username ,
St r ing password ) ;
int r e g i s t e rU s e r ( User u) ;








interfae UserAuthent ia t ion {
boolean hekAuthent ia t ion ( St r ing username ,


































FIGURE A.10 – Architecture interne du composant InstantGroup
L’intérieur du composite InstantGroup est formé de quatre sous-composants avec les principales
fonctionnalités fournies et requises suivantes (cf. Fig. A.10) :
– UserManager prend en charge la gestion des utilisateurs (création, enregistrement, etc.). Au
travers de son interface fournie umt :UserManagement, il permet notamment de créer de
nouveaux utilisateurs (createUser()), d’enregistrer des utilisateurs existants dans le système
(registerUser()), de récupérer des utilisateurs crées (getUser()). Ce composant, au tra-
vers de son interface requise uac :UserAuthentication, utilise des services d’authentifi-
cation des utilisateurs. Il émet aussi des événements liés aux utilisateurs par son interface requise
un :UserListener.
– AuthenticationManager apporte le service technique qui permet d’authentifier des utilisa-
teurs. La méthode checkAuthentication() de l’interface ua :UserAuthentication
permet de vérifier la validité d’un utilisateur à partir d’un couple (login,mot de passe).
– GroupManager prend en charge la gestion des groupes (création, abonnement d’utilisateurs,
etc.). Son interface fournie gmt :GroupManagement permet de récupérer les identifiants de
tous les groupes (getGroupsId()), de récupérer les thèmes d’un groupe donné (getGroupTo-
pics()), et d’ajouter un utilisateur dans un groupe (addUserToGroups()). De plus, il émet
des événements liés aux groupes par son interface requise gn :GroupListener.
– et enfin, GroupMatcher permet de faire le lien entre les mots-clés fournis par les utilisateurs
et les groupes qui y correspondent. L’interface fournie gm :GroupMatching comporte no-
tamment la méthode searchGroupsForKeywords() qui effectue l’appariemment entre les
centres d’intérêts fournis par les utilisateurs (keywords) et les thèmes des groupes (topics). À partir
des mots-clés fournis par les utilisateurs, il détermine et rend les identifiants des groupes auxquels
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il faudrait les ajouter. La dépendance aux services liés aux groupes est exprimée par l’interface re-
quise gmtc :GroupManagement, connectée à l’interface fournie gmt :GroupManagement
de GroupManager.
A.3.2 Architecture du composant InstantApp
L’architecture du composite InstantApp est, quant à lui, formé de quatre sous-composants (cf.
Fig. A.11). Il encapsule un composant de contrôle des services ServiceFacade et les sous-composants
qui permettent d’établir et de gérer les différents services de communication partagés par les utilisateurs :
VideoService et MessagingService proposent les services de diffusion vidéo et de messagerie
instantanée. Ce sont ces services qui sont adaptés aux différents thèmes des groupes et aux centres d’inté-
rêts des utilisateurs appariés. Ces composants exposent les principales fonctionnalités fournies et requises
suivantes :
interfae Video{
void loadMedia (URL ur l ) ;
URL getURL ( ) ;
void s t a r t ( ) ;




interfae Conf igura t i on {
int expetedCPUUsage ( DataSoure ds , int frameRate ,








































FIGURE A.11 – Architecture interne du composant InstantApp
– ServiceFacade permet de piloter l’ensemble des services disponibles. L’interface a :Appli-
cation permet, notamment, d’invoquer les services liées à la diffusion vidéo (start()) et à la
messagerie instantanée (sendMessage(), getNextMessage()).
– VideoService offre les services liés à la diffusion de vidéo. Les méthodes loadMedia()
et start() de l’interface v :Video permettent respectivement de charger et de débuter la
diffusion vidéo.
– MessagingService offre aux différents utilisateurs d’un groupe, les services classiques liés à
la messagerie instantanée (envois et réceptions de message, etc.) par l’interface m :Messaging.
– ServiceConfigurator fournit divers services pour configurer et optimiser les services pré-
cédents. Par exemple, la méthode expectedCPUUsage s’adresse au service de diffusion vidéo
et permet d’estimer l’utilisation du CPU induite par la diffusion vidéo en tenant compte de certains
paramètres comme le frameRate (frameRate) et le nombre de clients du service (nbClients).
Les services fournis par ce composant sont utilisés par VideoService et MessagingService.
Enfin, comme les composants VideoService et MessagingService proposent des services
liés aux utilisateurs et aux groupes (connexion d’utilisateur, mise à jour des groupes, etc.), ils
sont aussi notifiés de différents événements qui les concernent. Cette dépendance est externalisée
au niveau du composant InstantApp par les interfaces fournies unc :UserListener et
gnc :GroupListener.
A.3.3 Architecture du composant BandwidthMonitor
L’architecture du composite est formée de trois sous-composants (cf. Fig. A.12).
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Le composant BandwidthMonitor contient trois composants VdoServiceMonitor et MsgSe-
rviceMonitor qui fournissent les consommations de bande passante associées aux composants mé-
tiers VideoService et MessagingService de InstantApp, ainsi que DataCollector qui a
en charge la collecte de toutes ces informations. De plus, comme les composantsVdoServiceMonitor
et MsgServiceMonitormesurent la consommation de bande-passante de VideoService et Mess-
agingService respectivement, ils sont partagés et sont contenus à la fois dans VideoService et
<bm>, pour VdoServiceMonitor, et, dans MessagingService et <bm>, pour MsgServiceMo-
nitor. Plus précisément, le partage des composants VdoServiceMonitor et MsgServiceMonit-
or, applique le patron maître-esclave de sorte qu’il n’existe qu’une instance du composantVdoService-
Monitor, que nous nommons <vdsm>, contenu dans VideoService et avec <vdsm’> composant
esclave de VdoServiceMonitor contenu dans <bm> qui référence <vdsm>. Le même schéma s’ap-
plique pour le composant maître <msm> contenu dans MessagingService, avec <msm’> contenu
dans <bm> et ayant une référence sur l’instance maître <msm>. Ainsi, par <vdsm’> et <msm’>,
les consommations des services de vidéo et de messagerie collectées sont accessibles, collectées par
DataCollector, et exposées au niveau de l’interface bi :BdWidthInfo de BandwidthMonitor.
interfae BdWidthInfo{
























































FIGURE A.12 – Architecture interne du composant BandwidthMonitor
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Compléments sur le système ConFract
DAns cette annexe, nous décrivons plus en détails les principales caractéristiques de la première ver-sion du système de contractualisation ConFract [Collet et al. 2005], précédemment conçu dans
l’équipe RAINBOW. Les objectifs et les principes généraux de ConFract sont tout d’abord présentés.
Puis, les principaux éléments des contrats (types de contrats, contenu, responsabilités et cycle de vie)
sont décrits.
B.1 Objectifs et principes
Le système ConFract est proposé avec pour objectif principal d’appliquer l’approche contractuelle
aux composants logiciels hiérarchiques. Ainsi, en exploitant la richesse et les qualités de généralité du
modèle de composant Fractal , ConFract se présente comme un système pour organiser sous forme de
contrats la spécification et la vérification de diverses propriétés sur les composants logiciels Fractal .
Compte tenu de ces objectifs, les principes généraux du système ConFract sont les suivants :
• les spécifications, qui sont exprimées dans un formalisme, sont clairement distinguées des contrats,
qui sont réifiés et dynamiquement construits à partir des spécifications. Les contrats capturent
ainsi diverse propriétés fonctionnelles et extrafonctionnelles attendues des systèmes, et suivent
leur cycle de vie.
• les contrats sont dynamiquement construits en fonction des événements de configuration des com-
posants, et sont mis à jour lors des reconfigurations dynamiques. Ils représentent ainsi une source
d’informations à jour qui peut être exploitée à des fins de surveillance, de vérification, etc.
• les contrats contiennent très précisément des responsabilités aux composants impliqués. Ces res-
ponsabilités sont attribuées par le système ConFract , et constituent un élément majeur pour orga-
niser avec précision les violations de contrats ;
• divers types de contrats sont définis par ConFract afin de prendre en compte les spécificités du
modèle général Fractal (hiérarchie et visibilité des composants). De plus, l’intégration deConFract
au modèle Fractal respecte au mieux les principes de ce dernier (séparation des préoccupations,
possibilités de re-configurations dynamiques).
Dans ConFract , les contrats sont construits, à partir de spécifications, lors des assemblages de com-
posants. Ces contrats sont alors des objets de première classe pendant les phases de configuration et
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d’exécution des composants. ConFract a été conçu pour séparer clairement les mécanismes contractuels
de l’expression des spécifications. La première version de ce système se base sur un langage d’assertions
exécutables, nommé CCL-J (Component Constraint Language for Java). Ce langage, partiellement ins-
piré d’OCL [OMG 1997], est dédié à Java et Fractal . CCL-J supporte les catégories de spécification
classiques qui correspondent à des périodes de validité dans le processus d’exécution – préconditions
(pre) à l’entrée des méthodes, postconditions (post) à la sortie des méthodes, invariants de configuration
(inv) durant toute la période d’exécution et rely tout le long de l’exécution de méthodes – et dont la portée
est associée aux interfaces (construction context), mais aussi aux composants (construction on).
B.2 Types de contrat
Le système ConFract introduit différentes formes de contrat pour tenir compte des spécificités du
modèle Fractal . Ainsi, trois types de contrats sont distingués :
• un contrat d’interface contractualise une relation client-fournisseur. Il est établi sur chaque connexion
entre une interface requise et une interface fournie. Il regroupe les spécifications des deux inter-
faces. Ces spécifications ne peuvent référencer que les méthodes de l’interface, établissant un
contrat comme on le définit dans les systèmes à objets. Par exemple, la figure B.1 montre un
contrat d’interface établi au niveau de la connexion entre l’interface requise a du composant A
et l’interface fournie b du composant B. Ce contrat peut référencer uniquement tout élément qui
concerne le couple d’interface formé de a et b.
: interface fournie (serveur)
: membrane
: entités référençables par le contrat
: portée du contrat








FIGURE B.1 – Portée et entités référençables dans un contrat d’interface
ConFract introduit aussi des contrats de composition, qui sont associés à la membrane des com-
posants et qui regroupent de manière spécifique les spécifications définies sur les membranes de
composants. Selon la portée de visibilité qu’il est possible d’avoir de chaque côté de la membrane
– de la membrane vers l’extérieur du composant ou de la membrane vers l’intérieur du composant
– deux formes de contrat de composition sont définis :
• un contrat de composition externe contractualise l’usage d’un composant vis-à-vis de son envi-
ronnement externe. Il est construit à partir des spécifications qui ne référencent que des interfaces
visibles à l’extérieur de la membrane et placées sur celle-ci. En particulier, une caractéristique
majeure du contrat de composition externe réside dans le fait que celui-ci peut référencer plusieurs
interfaces sur un même composant. Par exemple, la figure B.2 montre un contrat de composition
externe établi au niveau de la membrane du composant B et qui porte vers l’extérieur de ce com-
posant. Ce contrat peut référencer uniquement tout élément qui concerne les interfaces externes,
b1, b2, b3, de B.
• un contrat de composition interne contractualise l’assemblage et le comportement d’un compo-
sant vis-à-vis de son environnement interne. Il ne contient, quant à lui, que les spécifications qui
référencent des interfaces dans le contenu du composite. Les interfaces référencées peuvent ainsi
être soit des interfaces internes du composite, soit des interfaces externes de ses sous-composants.
Par exemple, la figure B.3 montre un contrat de composition interne établi au niveau de la mem-
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: portée du contrat












FIGURE B.2 – Portée et entités référençables dans le contrat de composition externe
brane du composant E et qui porte vers l’intérieur de ce composant. Ce contrat peut référencer
uniquement tout élément qui concerne les interfaces internes de E ainsi que les interfaces externes
des sous-composants, A et B, de E.
: entités référençables par le contrat
: portée du contrat
E





FIGURE B.3 – Portée et entités référençables dans le contrat de composition interne
Pour résumer, le contrat de composition externe exprime l’usage d’un composant et des règles
externes liées à son utilisation, alors que le contrat de composition interne d’un composite exprime
son assemblage et des règles liées à son implémentation.
B.3 Contenu des contrats et responsabilités
Les contrats construits par le système ConFract regroupent les spécifications suivant leur catégorie
et chaque clause de spécification devient une clause du contrat. Au moment de construire les contrats,
ConFract exploite les capacités réflexive des composants Fractal et inclut dans chaque clause de contrat,
la spécification (par exemple une assertion CCL-J ), le contexte d’interception (indiquant le contexte
spatio-temporel dans lequel la clause doit être satisfaite) ainsi que les références au contexte (composants,
interfaces, etc.) nécessaires à la vérification de la clause. Les règles de vérification des contrats sont
détaillées dans la suite à la sous-section B.4.
Ces contrats contiennent aussi les références aux composants participants à l’évaluation de chacune
des clauses. Un métamodèle établit en effet clairement pour chaque type de spécification (par exemple les
préconditions d’une méthode dans une spécification externe de composant), les responsabilités attribués
aux composants impliqués. Ces responsabilités deviennent ainsi effectives au moment de la construction
du contrat. Comme les contrats attribuent très précisément des rôles aux composants qui y participent, ils
sont construits progressivement au fur et à mesure de l’ajout des composants dans le système. Les règles
de construction des contrats sont données dans la sous-section B.4. La suite détaille les responsabilités
attribuées par ConFract . Ces responsabilités peuvent ainsi être :
– des garants, représentant les composants qui s’efforçent de rendre la clause vraie. Ils doivent être
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prévenus en cas d’échec de vérification de la clause et ils ont la capacité d’agir pour traiter ces
échecs,
– des bénéficiaires, représentant les composants qui veulent pouvoir compter sur la véracité de la
clause et qui peuvent être prévenus en cas de changement d’état de celle-ci (invalidation ou réta-
blissement),
– et d’éventuels contributeurs, qui sont des composants qui participent à la véracité de la clause et
qui sont donc nécessaires à l’évaluation de cette dernière.
B.3.1 Responsabilités du contrat d’interface
Dans le cas d’un contrat d’interface, les responsabilités sont directement celles d’une relation client/-
fournisseur, exactement comme dans les contrats objet.
Ainsi, pour un contrat d’interface établi au niveau d’une connexion entre l’interface client a d’un
composant client A, et l’interface serveur b d’un composant fournisseur B (cf. Fig. B.1), les responsa-
bilités, pour des pré et postconditions sur des méthodes de l’interface serveur a et client b de B, sont
données par la table suivante :
Type d’interface Construction Garant Bénéficiaire
serveur (b) pre A B
serveur (b) post B A
client (a) pre B A
client (a) post A B
TABLE B.1 – Responsabilités associées au contrat d’interface pour des pré et postconditions sur une interface
serveur et client
En effet, les pré et postconditions posées au niveau de méthodes d’interfaces serveur expriment des
contraintes sur l’exécution des services. Ainsi, une précondition sur une méthode de l’interface b exprime
une contrainte devant être satisfaite pour que le début de l’exécution par le composant B se fasse avec
succès : B est donc bénéficiaire de la précondition satisfaite car il bénéficie de la possibilité d’exécuter
le service, et A en est le garant. Réciproquement, une postcondition sur une méthode de cette même
interface exprime une contrainte qui doit être satisfaite par le composant B à la fin de l’exécution de la
méthode : B est donc le garant car il s’engage à satisfaire cette contrainte à la fin de l’exécution de la
méthode qu’il (ou son assemblage) implémente, et A en est le bénéficiaire.
À l’inverse, pour des méthodes d’interfaces client, les pré et postconditions expriment, cette fois-ci,
des contraintes sur l’invocation des services ; les responsabilités entre A et B sont alors inversées. Une
précondition sur une méthode de l’interface a exprime une contrainte devant être satisfaite pour que le
début de l’invocation de la méthode par le composant A se fasse avec succès : A est donc le bénéficiaire
de la précondition satisfaite car il bénéficie de la possibilité d’invoquer le service, et B en est le garant.
Réciproquement, une postcondition sur une méthode de cette même interface exprime, quant à elle, une
contrainte qui doit être satisfaite par le composant A à la fin de l’invocation de la méthode : A est donc
le garant car il s’engage à satisfaire la contrainte à la fin de l’invocation de la méthode, et B en est le
bénéficiaire.
B.3.2 Responsabilités du contrat de composition externe
Pour un contrat de composition externe, dans le cas de la configuration de la figure B.2, les respon-
sabilités sont données par la table suivante :
180
B.3. Contenu des contrats et responsabilités
Type d’interface Construction Garant Bénéficiaires
serveur (b1) pre E B
serveur (b1) post B E, A
client (b2) pre B E,C
client (b2) post E C
TABLE B.2 – Responsabilités associées au contrat de composition externe pour des pré et postconditions sur une
interface serveur et client
Par exemple, pour une précondition sur une méthode serveur (interface b1) du composant B, le
garant est le composant englobant E, et le bénéficiaire est le composant B. Le garant est E, et non pas
le composant A, car E est justement l’englobant qui contient B, alors que A, est simple utilisateur de
l’interface b1 (A serait garant, par exemple, du contrat d’interface sur la connexion). En effet, comme le
contrat de composition externe décrit ici l’usage du composant B, c’est à E, l’englobant, que revient la
responsabilité d’assurer la bonne utilisation générale de ses sous-composants et donc l’usage correct de
B vis-à-vis des autres sous-composants.
Pour une postcondition sur une méthode définie sur l’interface b1 de B, le garant est le composant B
lui-même car il implémente le service fourni. Les bénéficiaires sont le composant utilisateur du service
A ainsi que l’englobant E, car A est connecté et client du service et E contient B.
Pour une méthode définie sur l’interface client b2 de B, les responsabilités d’une précondition sont
B en tant que garant de de l’invocation de la méthode, E et C, en tant que bénéficiaires, respectivement
de l’usage de B, et de l’invocation de la méthode par B. Les responsabilités d’une postcondition sont E
en tant que garant de l’usage de B, et C le bénéficiaire car fournisseur du service invoqué par B.
Pour des postconditions et sur b1 et des préconditions sur b2, les rôles de bénéficiaires sont affinés
pour prendre en compte la différence de visibilité entre les deux composants bénéficiaires. Ainsi, E est le
bénéficiaire principal dans les deux cas car il est l’englobant de B et voit potentiellement tout son contenu
alors que A (resp. C) ne voit que l’interface b1 (resp. b2) de B.
B.3.3 Responsabilités du contrat de composition interne
Enfin, les responsabilités associées au contrat de composition interne sont plus simples. Le com-
posant englobant qui est porteur du contrat (le composant E dans la configuration de la figure B.3) est
à la fois le seul garant et le seul bénéficiaire. Ce contrat régit en effet les contraintes d’architecture et
de comportement du composite vis-à-vis de ses sous-composants, le composite est alors seul respon-
sable de son implémentation ; il garantit son assemblage et bénéficie de la justesse de celle-ci. De plus,
comme il est englobant, il a la vision sur tout ce qui concerne à la fois son intérieur et l’extérieur de ses
sous-composants.
Enfin, il est à noter que quelque soit le type de contrat considéré, les composants responsables d’un
contrat sont, soit au même niveau de la hiérarchie (contrat d’interface et contrat de composition interne),
soit liés dans une relation composite/sous-composants (contrat de composition externe). De plus, pour
ces trois types de contrats définis par ConFract , le garant est unique.
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B.4 Cycle de vie des contrats
B.4.1 Gestion des contrats
Pour gérer les contrats dans ConFract , des contrôleurs de contrats (CTC) sont introduits et placés
sur la membrane de chaque composant composite. Chaque gestionnaire de contrats prend en charge le
cycle de vie et l’évaluation (i) du contrat de composition interne du composite sur lequel il est placé,
(ii) du contrat de composition externe de chacun des sous-composants et (iii) du contrat d’interface
de chaque connexion dans son contenu. Le gestionnaire de contrats utilise le mécanisme de mixin 16 de
l’implémentation en Java de Fractal pour effectuer des intercessions sur les contrôleurs de cycle de vie, de
connexion et de contenu. Il construit et met à jour les contrats en fonction des événements d’assemblage
qui surviennent sur les composants (insertion d’un sous-composant, connexion de deux interfaces, etc.).
B.4.2 Construction et mise à jour des contrats
Lorsqu’un composant est introduit dans un assemblage, ConFract crée un contrat de composition
interne s’il est composite, et un contrat de composition externe s’il a des spécifications liées à plusieurs de
ses interfaces externes. Pour chaque spécification liée à des contrats de composition, un patron de clause
(provision template) est crée et attaché au contrat de composition. Chaque patron de clause est alors en
attente de tous ses participants (les participants effectifs de la clause) pour se fermer et devenir une clause.
Ainsi, lorsqu’un nouveau sous-composant est ajouté à une composition de composants, tous les patrons
qui participent aux contrats de composition concernés, ont leurs responsabilités qui sont complétées. Dès
que tous les contributeurs d’un patron sont connus, celui est fermé et devient une clause. Lorsque tous les
patrons de clause d’un contrat de composition interne sont fermés, le contrat est lui aussi fermé, car toutes
les responsabilités sont identifiées pour chacune de ses clauses. De fait, les contrats sont alors armés et le
composant peut finallement être démarré. Pour un contrat d’interface entre un client et un serveur, le cycle
de vie est plus simple car il n’y a seulement que deux participants aux contrats, liés par une relation de
type client/fournisseur. Ce contrat est alors créé lors de la connexion des interfaces des composants client
et serveur, et il est ensuite immédiatement fermé, puisqu’alors toutes les responsabilités sont connues.
Lorsque des reconfigurations dynamiques sur l’architecture des composants s’opèrent (ajout, rem-
placement, suppression de composants, etc.), les contrats impactés (pour lequels au moins un participant
manque ou est modifié) sont mis à jour. Le retrait de composants entraîne alors la réouverture des contrats
auxquels ces derniers participent, et la clause concernée redevient à l’état de patron de clause puisqu’au
moins un participant manque. Lorsque de nouveaux composants sont ajoutés au système, les contrats et
les patrons de clause évoluent progressivement vers leur fermeture selon le mécanisme décrit précédem-
ment. Ces composants se voient alors attribuées par ConFract , des responsabilités soit nouvelles, soit
récupérées de celles des composants qu’ils remplacent. Ainsi, les contrats suivent les reconfigurations
dynamiques d’architecture des composants, et confèrent au système ConFract une certaine robustesse
vis-à-vis de ces reconfigurations. Ce dernier peut alors à nouveau poursuivre ses activités de vérification
des nouveaux contrats à jour, et de détection précise de leurs violations.
B.4.3 Vérification des contrats
Bien que d’autres formes de vérification soient potentiellement intégrables, le système
ConFract effectue actuellement les vérifications des clauses des contrats en les évaluant. Ces évalua-
tions se font de la façon suivante. Une fois les contrats armés, les clauses des contrats de configuration
16. Un mixin est une classe dont la super-classe est définie de manière abstraite par l’ensemble des primitives uniquement
nécessaires ; les différents mixins d’un gestionnaire sont ainsi fusionnés en une seule classe au chargement.
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qui définissent des invariants sur les composants sont vérifiées à la fin de la phase de configuration. Dans
le cas du langage CCL-J , toutes les autres clauses sont vérifiées à l’exécution des composants car les
assertions peuvent être paramétrées par des éléments fonctionnels d’exécution (méthodes, valeurs effec-
tives des paramètres). Lorsqu’une méthode est appelée sur une interface Fractal , les préconditions du
contrat d’interface sont d’abord évaluées, puis celles du contrat de composition externe du composant
recevant l’appel, et enfin celles du contrat de composition interne. Des vérifications, dans l’ordre inverse,
sont effectuées au retour de la méthode pour les postconditions et les invariants. Dans les cas où la vérifi-
cation d’une clause n’est pas satisfaite, la politique par défaut des contrôleurs de contrat consiste à lancer
une exception qui décrit tout le contexte de la violation.
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