We consider the electronic gas in a virtual conductor which is described in terms of a modified Drude model. The attractiveness of this model has been rediscovered in the computer era when it has been recognized that a dynamics of the electrons can be efficiently implemented enabling us to carry out simulation experiments.
carriers cf. [3] , [4] and [5] . Statistical Thermodynamics offers a natural access to this kind of phenomena. In particular, the Drude model (cf. [13] ) is an attractive possibility for computer based exploration of electrodynamic properties that result from thermal movement of charge carriers. We exemplify this idea for a virtual nanoconductor which can be analyzed under a reasonable computational effort.
We assume that the thermal voltage signal is a trajectory of a stationary and α-mixing process; these assumptions specify a nonparametric statistical model in which the autoregression function and the marginal distribution are to be estimated. The estimation of the marginal density of a stationary process has been extensively studied during the last decades (cf. [8] , [9] , [10] and literature cited therein). To give the reader an impression of methodic justification of the kernel density estimator, we formulate and prove a weak consistency theorem which is based on mild conditions on the stochastic process; the interested reader is referred to [10] where a stronger result requiring a more sophisticated proof can be found.
The paper is organized as follows. In Section 2 we introduce and comment "α-mixing" and "stationarity" as properties of stochastic processes that are reasonable for describing certain physical phenomena and imply consistency of a natural estimator for the autocovariance. In Section 3 the kernel density estimator is motivated and proposed for the estimation of the marginal distribution in an appropriate (nonparametric) class of stationary processes. In Section 4 we remark that an equidistant discrete sampling from a stationary Ornstein-Uhlenbeck process leads to a discrete time autoregressive process. In Section 5 the modified Drude model describing the electronic gas in a virtual conductor is presented together with a possibility of simulating its dynamics; inspired by standard facts from Electrodynamics it is pointed out how to extract the virtual thermal voltage values during the computational process. In Section 6 the computer experiment is specified; we also report and comment its outcome applying the statistical estimators motivated in Section 2 and 3.
Stationarity and Mixing in Discrete Time
Let (Ω, A, P ) be a probability space and (X n ) ∞ n=1 a stochastic process with discrete time; this means that (X n ) ∞ n=1 is a sequence of real random variables X n : Ω → R. We call (X n ) stationary if the distribution of the random vectors (X n , . . . , X n+j ) is independent of n for j = 1, 2, . . .. Remark 2.1. The assumption of stationarity plays a role for the description of physical systems whose microscopic state fluctuates and whose macroscopic state does not change in time.
Let (α n ) be a real sequence such that
for all A ∈ σ(X 1 , . . . , X k ), for all B ∈ σ(X k+n , X k+n+1 , . . .) and for n, k = 1, 2, . . . where σ(X 1 , . . . , X k ) denotes the σ-algebra generated by the random vector (X 1 , . . . , X k ). The stochastic process is called α-mixing if (2.1) and lim
hold for a sequence (α n ).
Remark 2.2. α-mixing implies that the microstates of the system described by the stochastic process are nearly stochastically independent if they are observed at distant time points.
The numbers α n satisfying (2.1) can be used for establishing bounds on the covariance of appropriate random variables.
For a real random variable Y : Ω → R define
Let the process (X n ) be α-mixing and a sequence (α n ) may satisfy (2.1) and (2.2). Let Y, Z : Ω → R be two random variables where Y is σ(X 1 . . . , X k )-and Z is σ(X k+n , X k+n+1 , . . .)-measurable for some k and some n.
(1) An upper bound for the covariance cov(Y, Z) is given by
(2) An upper bound for the covariance is given by
where E denotes expectation.
Proof. Lemma 2.3 is a reformulation of Lemma 2 and Lemma 3 in [2] , p. 365.
Let us now suppose that (X n ) is a stationary and α-mixing process and that X 1 is centered (E(X 1 ) = 0) and square-integrable; under these assumptions the expression cov(X n , X n+k ) is finite and independent of n for
is called the autocovariance function of the process (X n ).
Suppose that we would like to estimate γ(k) from the observations X 1 , X 2 , . . .. Since E(X n ) = 0 for n = 1, 2, . . ., a natural estimator is given by:
Note that estimator γ n (k) is unbiased for n = 1, 2, . . .. Now we formulate general (nonparametric) conditions that are sufficient for weak consistency of ( γ n (k)) ∞ n=1 . Lemma 2.4. Suppose that the process (X n ) is stationary and α-mixing where E(X 1 ) = 0. Fix a nonnegative integer k and let us assume that
Proof. Due to Chebyshev inequality it suffices to prove that
holds for the sequence of variances. Let (α n ) be a sequence satisfying (2.1) and (2.2). A standard reasoning using the stationarity of (X n ) implies that
According to Lemma 2.3(2) we have
for l > k. This completes the proof in view of (2.2).
Remark 2.5. The upper bounds for the variance of estimator γ n (k) presented in the proof of Lemma 2.4 depend on lag k; the proof suggests that sample size n required for estimating covariance γ(k) should be much higher than lag k: n >> k. (2.4) Figure 2 .1 in [6] illustrates the consequences of violation of (2.4) in a more general context.
An Estimator for the Marginal Density
Stationarity and α-mixing are mild conditions imposed on a stochastic process (X n ); they are also physically plausible in the context of modeling numerous phenomena (cf. Remarks 2.1 and 2.2). In the present section we propose the kernel density estimator for a statistical exploration of the marginal distribution of a stationary and α-mixing process. The kernel density estimator is an approved nonparametric procedure for estimating the Lebesgue density of the distribution of observables; in our context it can be defined by
for n = 1, 2, . . . where K : R → R + is a Lebesque density of a probability distribution on the real line (kernel) and h(n) is a sequence of bandwidths. To motivate the application of f n for the statistical access to the thermal voltage signal we formulate and prove a weak consistency result for the kernel density estimator.
Theorem 3.1. Let (X n ) be a stationary and α-mixing process where a sequence (α n ) satisfies (2.1) and
The distribution of X 1 may have a continuous and bounded Lebesgue density f : R → R + . Let the kernel K be a bounded density of a probability measure. Put h(n) := c n β for n = 1, 2, . . .
where c > 0 is a constant and 0 < β < 1/2 an exponent. Then
Proof. Fix an arbitrary x ∈ R. Obviously
it follows that f n (x) is asymptotically unbiased:
(cf. Theorem 9.8 in [16] ). Therefore it remains to show that
holds. Now, standard computation applying the stationarity of (X n ) yields
Application of Lemma 2.3(1) entails the inequality
which in view of (3.1) proves (3.2).
Example 3.2. (Autoregressive Process) Let (ε j ) ∞ j=−∞ be an i.i.d. sequence of random variables distributed according to the normal distribution with mean 0 and variance σ 2 > 0. Let 0 < a < 1 be a number. Put
for n ∈ Z where Z denotes the set of integers. Obviously, (X n ) ∞ n=−∞ is a stationary Gaussian process whose autocovariance function can be computed according to:
for n ∈ Z and l = 0, 1, . . .. It follows that
holds for l ∈ Z. The sumability of γ(l)
implies that the spectral density f of (X n ) is given by
standard calculation using (3.3) entails that
holds. Theorem 5 on p. 67 in [15] implies now that the autoregressive process (X n ) satisfies the assumptions of Lemma 2.4 and of Theorem 3.1. Therefore estimator ( γ n ) defined in Section 2 admits consistent estimation of the autocovariance function γ and kernel estimator ( f n ) is weakly consistent for the marginal density of (X n ).
Equidistant Sampling from the Ornstein-Uhlenbeck Process
Let (Y t ) t∈R be a centered and stationary Ornstein-Uhlenbeck process on a probability space (Ω, A, P ). This means that
holds and that
is independent of t for all s ∈ R where b and c are positive constants (parameters of the process); process (Y t ) t∈R is Gaussian which implies that it is well defined by the covariance structure (4.2) and by the condition of continuity of paths, cf. [1] . Let us now interpret (Y t ) t∈R as a model for a continuous time signal which is sampled at equidistant discrete time points k · ∆t, k ∈ Z by a digital device. Put
Obviously, (X n ) n∈Z is a stationary and centered Gaussian process in discrete time; its autocovariance function is given by: 
The Modified Drude Model for the Electronic Gas
Let us consider a 3-dimensional container C which is modeled by
where L, w > 0 denote the edge lengths. We inject N mass points of mass m > 0 into C according to the uniform distribution. The initial velocities v (1) (0) , . . . , v (N ) (0) ∈ R 3 of the points are generated according to the centered Gaussian distribution N (0, σ 2 · I 3 ) with mean 0 ∈ R 3 and covariance matrix σ 2 ·I 3 where I 3 denotes the 3×3-identity matrix; parameter σ can be interpreted thermally by
where k B = 1.380662 · 10 −23 J/K and T > 0 denote Boltzmann constant and temperature of the system, respectively, cf. [12] . Let the system of mass points (gas) evolve according to the Newtonian dynamics entailing that the micro-constituents do not mutually interact and are reflected at the walls of container C at appropriate time points. The system can be interpreted as a kinetic model of the ideal gas (cf. [11] , Section 2.3). This model can be implemented in a computer program enabling us to compute a trajectory
where x (j) (t) and v (j) (t) denotes the position and velocity vector of j th mass point at time t, respectively, j = 1, . . . , N . Fixing mass m = 9.109534 · 10 −31 kg of the micro-constituents implies that the system can be viewed as a gas of electrons of charge e = −1.60219 · 10 −19 C confined to a virtual conductor in the sense of a modified Drude model (cf. [13] and [3] ) in which the Coulomb repulsion between the electrons is neglected.
The electric potential V of the electronic gas as function of position vector y and time t is given by
where ε 0 = 8.8543 · 10 −12 As/Vm and |.| denotes the permittivity of vacuum and the Euclidean norm, respectively; cf. [7] and [14] . Accordingly, the thermal voltage signal U between the ends of the conductor is given by
Example 5.1. A typical size of the electronic gas which can be reasonably processed on a contemporary computer, is N = 10 4 . Density ̺ of the electronic gas in copper is given by
cf. [4] . This means that under the assumption that the virtual copper probe is a cube (L = w), the typical edge length is L = 4.90531 · 10 −9 m which in our context justifies the term "nanoconductor".
The Computer Experiment and its Outcome
Our statistical access to voltage signal U in a virtual nanoconductor is based on the generation of a trajectory (5.2) in the phase space during a simulation experiment; in the course of the computational process the values U (∆t · n), n = 0, 1, . . . are sampled where ∆t = 10 −16 s is fixed. The nonparametric statistical procedures introduced in Sections 2 and 3 are applied to the sample. Let us specify the input data for the computer experiment. We fix the number N = 10 4 of electrons to be considered. Put L = w = 4.90531·10 −9 m for the length and width of nanoconductor C and T = 300K for the temperature. The initial positions of the electrons are generated according to the uniform distribution over C and the initial velocity vectors according to Gaussian distribution N (0, σ 2 · I 3 ) with parameter σ defined by (5.1). The Newtonian dynamics is imposed on the electronic gas whose microstate (5.2) evolves; during the experiment the thermal voltage values U (∆t · n), n = 0, 1, . . . , M = 10 6 are stored. For the statistical analysis of the stored data we assume the nonparametric statistical model as specified in Sections 2 and 3. Figure 1 shows a typical discrete sample of the voltage signal and confirms the appropriateness of our choice of ∆t.
The noisy curve in Figure 2 corresponds to the kernel density estimate of the marginal distribution of the thermal voltage introduced in Section 3 while the smooth curve represents the centered Gaussian distribution whose variance has been estimated by γ M (0), cf. Section 2. Figure 2 confirms the Gaussianity of the stochastic process modeling the voltage signal.
The noisy curve in Figure 3 is the nonparametric estimate of the autocovariance function of the thermal voltage observed in the course of the experiment. The smooth curve is the parametric fit (cf. (4.3) ) to the nonparametric estimate. The diagram suggests that the parametric model approximates the They indicate a surprisingly high average thermal voltage in our virtual nanoconductor which can be approximated by the square root of b. Estimate c can be holds where denotes Planck constant.
Summarizing it can be stated that the simulated thermal voltage signal is statistically identified as a trajectory of a stationary Ornstein-Uhlenbeck process. Although we cannot claim the exactness of the modified Drude model for the description of a real nanoconductor, we believe that the latter would be a challenging object for the experimental study of thermal noise phenomena.
