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Resumen
Se presenta una formalización de una axiomática del sistema de los núme-
ros reales en un asistente de pruebas. Además de una axiomática clásica se
presenta una axiomática del sistema de los números reales para la matemática
intuicionista. Se demuestran formalmente de forma interactiva y automáti-
ca algunas propiedades del sistema. Las demostraciones automáticas fueron
realizadas por demostradores automáticos de teoremas de propósito general.
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Capítulo 1
Introducción
La formalización de una teoría matemática requiere de elementos y mé-
todos avalados por esta ciencia, aún más cuando ésta es asistida por un
computador. Desde mediados del siglo XX la matemática ha entrado en co-
nexión con la utilización del ordenador para facilitar y, por qué no, potenciar
el desarrollo de diversas teorías matemáticas. En el campo de las ciencias de
la computación y la lógica matemática se encuentran, por ejemplo, los de-
mostradores automáticos de teoremas, éstos son programas que se encargan,
entre otras aplicaciones, de demostrar teoremas o propiedades de diferentes
teorías. También existen en la actualidad diversos asistentes de prueba como
por ejemplo 𝖠𝗀𝖽𝖺 [Norell 2007], 𝖢𝗈𝗊 [The Coq Development Team 2016],
𝖧𝖮𝖫 𝖫𝗂𝗀𝗁𝗍 [Harrison 2015] o 𝖨𝗌𝖺𝖻𝖾𝗅𝗅𝖾 [Nipkow, Paulson y Wenzel 2016]; los
cuales se vienen utilizando, entre otras aplicaciones, como herramientas pa-
ra la escritura y veriﬁcación de demostraciones matemáticas formales. Estos
asistentes son hoy en día una herramienta fundamental para la formalización
en diferentes teorías matemáticas, como fue el caso de la demostración de la
conjetura de Kepler [Hales 2005] o el teorema de los cuatro colores [Appel
y Haken 1989].
En la tesis que se presenta a continuación se desarrolla una formalización
del sistema de los números reales utilizando el asistente de pruebas 𝖠𝗀𝖽𝖺.
Algunos teoremas se demuestran de forma interactiva, otros se demuestran de
forma automática empleando el programa 𝖠𝗉𝗂𝖺 [Sicard-Ramírez 2015, cap. 6],
el cual es una interfaz entre 𝖠𝗀𝖽𝖺 y los diferentes demostradores automáticos
de teoremas.
La formalización del sistema de números reales presentada en esta tesis
es desarrollada de forma axiomática, tal como lo presentan [Apostol 1974;
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Rosenlicht 1968; Royden y Fitzpatrick 2010]. Este desarrollo se focaliza en
la deﬁnición de contantes, funciones y los axiomas usuales del sistema de los
números reales, para luego demostrar algunos teoremas básicos. En la tesis se
demuestran formalmente algunas propiedades de la desigualdades, propieda-
des que requieren demostraciones por inducción, la convergencia de algunas
series y algunas propiedades de los límites. Se incluye además una sección
desde la matemática intuicionista, donde además de los axiomas usuales se
introduce la propiedad Arquimediana como un axioma, debido a que no es
posible utilizar la ley del tercero excluido.
En el capítulo 2 se mencionan algunos conceptos básicos del programa
𝖠𝗀𝖽𝖺, el cual es un asistente de pruebas interactivo y un lenguaje de pro-
gramación funcional donde se abordan temas tales como tipos inductivos,
tipos dependientes, funciones recursivas, adición de axiomas y razonamiento
ecuacional.
En el capítulo 3 se formalizan en 𝖠𝗀𝖽𝖺 las deﬁniciones de las operaciones
de adición y multiplicación para luego hacerlo con los axiomas de campo,
de orden y de completitud. Adicionalmente se presentan en este capítulo
las diferencias que se hacen, desde la matemática intuicionista, al desarrollo
axiomático del sistema de los números reales.
En el capítulo 4, se formalizan algunas demostraciones empleando 𝖠𝗀𝖽𝖺.
Este tipo de demostraciones es lo que en esta tesis se denomina ‘demostra-
ciones interactivas’. En este capítulo además utilizando el programa 𝖠𝗉𝗂𝖺, un
traductor de la representación que hace 𝖠𝗀𝖽𝖺 de fórmulas de primer orden
al lenguaje 𝖳𝖯𝖳𝖯, y algunos demostradores automáticos de teoremas, se de-
muestran de forma automática algunas de las propiedades en el sistema de
los números reales que se demostraron de forma interactiva con el programa
𝖠𝗀𝖽𝖺. Finalmente en el capítulo 5 se ilustra la formalización de el límite de
una función.
La información sobre cómo obtener el programa 𝖠𝗀𝖽𝖺 y más detalles
referentes a éste se pueden encontrar en la Wiki de 𝖠𝗀𝖽𝖺1, y todo lo necesario
para el programa 𝖠𝗉𝗂𝖺 se puede encontrar en un repositorio en GitHub.2
La formalización y los ejemplos presentados en esta tesis y otros más se
encuentran disponibles también en un repositorio en GitHub.3
1http://wiki.portal.chalmers.se/agda/pmwiki.php.
2https://github.com/asr/apia.
3https://github.com/jechev28/real-numbers-formalisation.
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Capítulo 2
Conceptos básicos de 𝖠𝗀𝖽𝖺
En los últimos años ha crecido la atención hacia el uso del ordenador por
parte de los matemáticos, en donde éstos pueden encontrar datos experimen-
tales, patrones, formular conjeturas, validar teoremas, entre otras activida-
des. Se mencionan dos casos de demostraciones haciendo uso del computador:
una es la demostración del teorema de los cuatro colores [Appel y Haken
1989], veriﬁcada en el asistente de pruebas 𝖢𝗈𝗊, la otra es la demostración
presentada por Hales [2005] de la conjetura de Kepler, veriﬁcada combinan-
do los asistentes de prueba 𝖨𝗌𝖺𝖻𝖾𝗅𝗅𝖾 y 𝖧𝖮𝖫 𝖫𝗂𝗀𝗁𝗍. En este capítulo se realiza
una breve introducción al asistente de pruebas 𝖠𝗀𝖽𝖺, donde se explican sus
características utilizadas en esta tesis. Para entrar en más detalles y mirar
lo relacionado con este programa se puede consultar [Bove y Dybjer 2009],
[Norell 2009], [Sicard-Ramírez 2015, cap. 2] y la página web de 𝖠𝗀𝖽𝖺.1 El
lector que este familiarizado con 𝖠𝗀𝖽𝖺 puede omitir este capítulo.
𝖠𝗀𝖽𝖺 es un lenguaje de programación funcional con soporte para tipos de-
pendientes, es decir tipos de datos que dependen de términos, y también con
soporte para deﬁniciones inductivas. 𝖠𝗀𝖽𝖺 también es un asistente de pruebas
interactivo, donde se puede realizar la escritura y veriﬁcación de la demos-
tración de teoremas. 𝖠𝗀𝖽𝖺 está basado en la teoría de tipo intuicionista, un
sistema fundacional para el desarrollo de la matemática intuicionista [Martin-
Löf 1984]. 𝖠𝗀𝖽𝖺 es de código abierto y entre sus mayores contribuidores se
encuentra la Universidad Tecnológica de Chalmers y la Universidad de Go-
temburgo. Como ayuda para escribir programas en 𝖠𝗀𝖽𝖺 se utiliza la interfaz
interactiva para el editor 𝖤𝗆𝖺𝖼𝗌 [Stallman et al. 2015], la cual permite y fa-
1http://wiki.portal.chalmers.se/agda/pmwiki.php.
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cilita crear objetivos, deﬁnir tipos inductivos, deﬁnir funciones, reﬁnar los
términos en cada prueba, type-check el código, entre otras actividades.
Este capítulo consta de las siguientes secciones: En la sección 2.1, se
deﬁnen los tipos inductivos que se introducen en 𝖠𝗀𝖽𝖺 con la declaración
data. En la sección 2.2, se ofrece una explicación sobre tipos dependientes,
tipos que dependen de otros tipos. En la sección 2.4, se deﬁnen funciones
recursivas por pattern matching sobre términos inductivos. En la sección 2.5,
se presenta una breve explicación de las funciones que se deﬁnen en términos
de si mismas. En la sección 2.8, se muestra como 𝖠𝗀𝖽𝖺 permite agregar
términos con la palabra reservada postulate. En la sección 2.9, se introduce
la curriﬁcación como una técnica donde se reescriben las funciones de más
de un argumento a funciones de un argumento. En la sección 2.10, se deﬁne
la igualdad empleada en este tesis. En la sección 2.11, se muestra el empleo
del razonamiento ecuacional para veriﬁcar pruebas en 𝖠𝗀𝖽𝖺 usando un estilo
algebraico.
2.1. Tipos inductivos
Los tipos inductivos se introducen en 𝖠𝗀𝖽𝖺 con la declaración data. La
regla de formación dice como se construye un cierto tipo a partir de otros
tipos. Las reglas de introducción dicen como se puede construir términos
a partir de otros términos [Martin-Löf 1984]. Las reglas de introducción se
implementan nombrando el constructor de datos y su tipo.
Comentario. El símbolo dos puntos ‘:’ en 𝖠𝗀𝖽𝖺 denota que un término es
de un tipo determinado. Por ejemplo b : B denota que el término b es de
tipo B.
Ejemplo 2.1. Para esta tesis se deﬁne el conjunto de los números naturales,
nombrado ℕ, por:
data ℕ : Set where
zero : ℕ
succ : ℕ → ℕ
En la deﬁnición anterior se introduce un nuevo tipo llamado ℕ con dos cons-
tructores; zero, un constructor nulo y succ, un constructor unario recursivo.
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2.2. Tipos dependientes
Otras deﬁniciones que se introducen en 𝖠𝗀𝖽𝖺 con la declaración data,
que serán utilizadas en el capítulo 3; son la conjunción y el cuantiﬁcador
existencial.
Ejemplo 2.2 (Deﬁnición de la conjunción). Una función básica en la lógica
es la conjunción, nombrada _∧_, la cual implica que si ésta es verdadera sus
términos también lo son.
data _∧_ (A B : Set) : Set where
_,_ : A → B → A ∧ B
El constructor _,_ establece que una prueba de la conjunción consta de dos
componentes, el primer componente es un término de tipo A que es una
prueba de A y el segundo componente es un término de tipo B que es una
prueba de B.
Comentario. En 𝖠𝗀𝖽𝖺, si el nombre de una declaración contiene un guión
bajo ‘_’ esta declaración puede ser usada como un operador cuyos argumentos
van en los respectivos guiones bajos. De esta manera, el tipo _∧_ puede ser
utilizado como un operador inﬁjo a ∧ b en vez de _∧_ a b. Cuando una
declaración está escrita usando la notación inﬁja se le llama un operador [Bird
1998, pág. 13].
Ejemplo 2.3 (Deﬁnición del cuantiﬁcador existencial). El cuantiﬁcador exis-
tencial, nombrado ∃ᵣ, indica que existe al menos un término que satisface una
determinada función proposicional.
data ∃ᵣ (P : ℝ → Set) : Set where
exist : (x : ℝ ) → P x → ∃ᵣ P
Una prueba del existencial ∃ᵣ P, donde P es una función proposicional de tipo
ℝ → Set, está establecida por el constructor exist el cual recibe un término x
de tipo ℝ, llamado testigo, y una prueba de que el testigo satisface la función
proposicional P. En la sección 3.1 se introduce a ℝ como el tipo del sistema
de los números reales.
2.2. Tipos dependientes
Los tipos dependientes son tipos que dependen de elementos de otros
tipos [Bove y Dybjer 2009].
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Ejemplo 2.4. Se deﬁnen los vectores ℝ։, donde ℝ denota los números reales
y 𝑛 denota la longitud del vector.
ℝ։ = ℝ× ℝ ×⋯× ℝ৷৸৸৹৸৸৺
։
.
En este caso los vectores ℝ։ dependen del valor de 𝑛.
Ejemplo 2.5. A continuación se deﬁne un vector V, donde este vector es una
lista de ciertos tipos de elementos de tipo A y de longitud n. El parámetro A
es constante y no cambia en este caso, mientras que n puede variar para cada
lista. La familia de vectores de tipo dependiente está dada por:
data V (A : Set) : ℕ → Set where
v₀ : V A zero
vₛ : (n : ℕ) → A → V A n → V A (succ n)
En la deﬁnición anterior V es de tipo Set → ℕ → Set y el tipo de V A es
ℕ → Set.
Ejemplo 2.6. Una familia de vectores Booleanos en 𝖠𝗀𝖽𝖺 está dada por:
data V-Bool : ℕ → Set where
v₀ : V-Bool zero
vₛ : (n : ℕ) → Bool → V-Bool n → V-Bool (succ n)
Se observa que el parámetro A : Set de la deﬁnición de la familia de vecto-
res V ya no aparece y para este caso particular se usó el tipo Bool el cual está
deﬁnido de la forma usual.
2.3. Argumentos implícitos
𝖠𝗀𝖽𝖺 tiene un mecanismo que permite declarar argumentos implícitos
encerrándolos entre llaves {,} en lugar de paréntesis (,) Norell [2009].
Comentario. En 𝖠𝗀𝖽𝖺 el tipo Set es el universo de los small types. Entre
los universos existe una jerarquía donde por ejemplo, el tipo Set (también
llamado Set₀) es de tipo Set₁, el tipo Set₁ es de tipo Set₂ y así sucesivamente.
Ejemplo 2.7. Se deﬁne la función identidad, nombrada id, en los small
types.
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id : {A : Set} → A → A
id A x = x
Se puede observar que en la función id no se tiene que suministrar el ar-
gumento al tipo. Este argumento está implícito tanto cuando la función se
aplica como cuando se deﬁne.
2.4. Tipos de datos y pattern matching
En 𝖠𝗀𝖽𝖺, como en otros lenguajes de programación funcional, se puede
deﬁnir funciones recursivas por pattern matching sobre los términos que per-
tenecen a tipos inductivos. Por ejemplo, las funciones sobre Bool pueden ser
deﬁnidas por pattern matching en su argumento.
Ejemplo 2.8. La función negación, nombrada not, está deﬁnida para los
términos de tipo Bool por:
not : Bool → Bool
not true = false
not false = true
La deﬁnición de funciones en 𝖠𝗀𝖽𝖺 emplea los constructores del tipo de
dato, es decir, para la función not hay dos casos posibles, i) not true y
ii) not false, los cuales deben ser deﬁnidos.
𝖠𝗀𝖽𝖺 comprueba la deﬁnición de las funciones y produce un mensaje de
error si falta algún constructor.
Ejemplo 2.9. Se deﬁne la función badNot por:
badNot : Bool → Bool
badNot true = false
𝖠𝗀𝖽𝖺 genera el siguiente mensaje informando que falta un caso:
Incomplete pattern matching for badNot. Missing cases:
badNot false when checking the definition of badNot
Ejemplo 2.10. La negación implementada para esta tesis, nombrada ¬_,
está deﬁnida por:
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¬_ : Set → Set
¬ A = A → ⊥
La constante ⊥, llamada bottom, está deﬁnida por:
data ⊥ : Set where
Se observa que ⊥ no tiene constructores, es un tipo para el cual es imposible
producir un término.
Una deﬁnición importante que se plantea a partir del tipo ⊥ es la elimi-
nación por bottom, nombrada ⊥-elim, está deﬁnida por:
⊥-elim : {A : Set} → ⊥ → A
⊥-elim ()
Dado un término de tipo ⊥ se obtiene un término de tipo 𝐴.
2.5. Funciones recursivas
Una función es recursiva cuando se deﬁne en términos de si misma.
Ejemplo 2.11 (Adición de números naturales). La adición de números na-
turales, nombrada _+_, se deﬁne por pattern matching sobre su primer argu-
mento y tiene un llamado recursivo.
1 infixl 6 _+_
2 _+_ : ℕ → ℕ → ℕ
3 zero + n = n
4 (succ m) + n = succ (m + n)
La primera línea denota que el operador binario _+_ asocia por la izquierda
con precedencia 6.
Comentario. La asociatividad y precedencia de una función en 𝖠𝗀𝖽𝖺 se
denota con las palabras infix, infixl o infixr.
2.6. Clausulas where
Una clausula where se puede usar para introducir una deﬁnición local. Las
deﬁniciones locales pueden ser una abreviatura o una deﬁnición recursiva.
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2.7. Abstracción with
La palabra reservada with permite hacer pattern matching en el resultado
de un cálculo intermedio, agregando un argumento adicional al lado izquierdo
de la igualdad en la deﬁnición de una función.
2.8. Adición de axiomas
𝖠𝗀𝖽𝖺 permite agregar términos de un tipo determinado sin ser necesario
deﬁnirlos. La palabra reservada para este propósito es postulate. A conti-
nuación se postula el tipo del sistema de los números reales ℝ y dos de sus
términos r₀ y r₁, que representan al cero y al uno respectivamente.
Ejemplo 2.12. Se muestra a continuación el tipo del sistema de números
reales y dos de sus términos.
postulate
ℝ : Set
r₀ r₁ : ℝ
2.9. Funciones curriﬁcadas
La curriﬁcación es una técnica donde se reescriben las funciones de más de
un argumento a funciones de un sólo argumento. Bird [1998, pág. 11] plantea:
“A useful device for reducing the number of parentheses in an expression is
the idea of replacing a structured argument by a sequence of simpler ones.”
La función ∗φ ∶ ℝ → ℝ → ℝ está curriﬁcada y es isomorfa con la función
∗ϵ ∶ (ℝ × ℝ) → ℝ. La función ∗φ recibe un número real y retorna otra
función, esta otra función recibe un número real como argumento y retorna
un número real. Las funciones curriﬁcadas son de orden superior, debido a que
éstas pueden recibir funciones como parámetros y/o retornar funciones como
resultados. De manera informal desde la teoría de conjuntos, la curriﬁcación
es la correspondencia entre el conjunto 𝐴գ×դ de funciones de 𝐵 × 𝐶 a 𝐴
y el conjunto (𝐴դ)գ de funciones de 𝐵 al conjunto de funciones de 𝐶 a
𝐴. En teoría de categorías se demuestra un isomorﬁsmo entre los morﬁsmos
(𝐵 × 𝐶) → 𝐴 y los morﬁsmos 𝐵 → 𝐴դ (véase, por ejemplo, Awodey [2010,
cap. 6]).
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Ejemplo 2.13. Reducir el número de paréntesis de una expresión en una
secuencia de argumentos más simples.
𝑓φ ∶ ℕ × ℕ → ℕ
𝑓φ(𝑚, 𝑛) = 𝑚+ 𝑛,
𝑓ϵ ∶ ℕ → ℕ → ℕ
𝑓ϵ𝑚𝑛 = 𝑚+ 𝑛.
Para cada número natural𝑚 la función 𝑓ϵ𝑚 adiciona𝑚 a un número natural.
En particular; 𝑓ϵ 1 es la función sucesora que incrementa su argumento en 1;
y 𝑓ϵ 0 es la función identidad sobre los números naturales. La función 𝑓ϵ está
curriﬁcada y es isomorfa con la función 𝑓φ.
2.10. Tipo identidad
Se deﬁne la igualdad proposicional, es decir, para la igualdad lógica. La
regla de introducción es la propiedad reﬂexiva (reﬂ) y la regla de eliminación
(subst) es la propiedad de sustitución de proposiciones [Sicard-Ramírez 2015,
pág. 28]. Estas reglas están dadas por:
(reﬂ)(x = x)
𝑥 = 𝑦 𝐴(𝑥) (subst)𝐴(𝑦)
La igualdad implementada para el tipo ℝ, nombrada _≡_, usada en esta
tesis se deﬁne por:
data _≡_: ℝ → ℝ → Set where
refl : (x : ℝ) → x ≡ x
La igualdad _≡_ recibe dos términos en ℝ y retorna la prueba que los dos
términos son iguales. Usando la regla de introducción refl se puede elaborar
una demostración que un término es igual así mismo.
La propiedad de sustitución para el tip ℝ, nombrada subst, se deﬁne como:
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subst : (P : ℝ → Set) → {x y : ℝ} → x ≡ y → P x → P y
subst P (refl x) Px = Px
La regla de eliminación subst indica que si dos términos x e y de tipo ℝ
son iguales y se tiene una demostración que el término x satisface la función
proposicional P, de tipo ℝ → Set, también se tiene una demostración que el
término y satisface la función proposicional P.
De otra parte, la negación de la igualdad, nombrada ≢, está dada por la
deﬁnición:
_≢_ : ℝ → ℝ → Set
x ≢ y = ¬ x ≡ y
2.11. Razonamiento ecuacional
El razonamiento ecuacional [Mu, Ko y Jansson 2009] es empleado en
𝖠𝗀𝖽𝖺 para veriﬁcar pruebas usando un estilo algebraico, donde cada paso es
justiﬁcado al frente enunciando las propiedades empleadas.
Se deﬁne el siguiente conjunto de combinadores con el objeto de ser uti-
lizados en el razonamiento ecuacional:
infixr 2 _≡⟨_⟩_
infix 3 _ 
_≡⟨_⟩_ : ∀ x {y z} → x ≡ y → y ≡ z → x ≡ z
_ ≡⟨ x≡y ⟩ y≡z = ≡-trans x≡y y≡z
_  : ∀ x → x ≡ x
_  x = refl x
El combinador _  recibe un término 𝑎 y produce una prueba 𝑎 ≡ 𝑎 usando
reﬂexividad. El combinador _≡⟨_⟩_ toma tres argumentos: 𝑎 sobre la izquier-
da, una prueba que 𝑎 es igual a 𝑎஥ en los paréntesis angulares ⟨,⟩ y una
prueba 𝑎஥ ≡ 𝑎஧ en el lado derecho. Estos combinadores producen una prueba
que 𝑎 es igual a 𝑎஧ usando la transitiva de la igualdad _≡_.
Usando estos combinadores se puede establecer un razonamiento en ca-
dena deﬁnido por:
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a₁ ≡⟨reason₁⟩
...
a₍ₙ-₁₎ ≡⟨reason₍ₙ-₁₎⟩
aₙ  
donde reasonᵢ : aᵢ ≡ a₍ᵢ+₁₎.
Comentario 2.1. Los combinadores arriba presentados pueden ser deﬁnidos
para cualquier relación binaria que sea reﬂexiva y transitiva (véase apéndi-
ce A).
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Capítulo 3
Una formalización de una
axiomática para el sistema de
los números reales
Se podría hacer una presentación rigurosa del sistema de los números
reales a partir de algunos de los principios básicos de la teoría de conjuntos
empezando por el sistema de los números naturales, luego el sistema de los
números enteros, hasta llegar al sistema de los números racionales e irraciona-
les y ﬁnalmente presentar el sistema de los números reales. Una presentación
del sistema de los números reales empleando el enfoque anterior se encuentra
por ejemplo en Landau [1951, cap. 4] o en Enderton [1977, cap. 5].
Otra forma de presentar el sistema de los números reales es como un mo-
delo de una teoría axiomática [Chang y Keisler 1990]. Este modelo consta
de un dominio, constantes, funciones y relaciones. Se puede entonces obte-
ner un cuerpo ordenado, completo y único a partir de una axiomática.1 La
presentación del sistema de los números reales en esta tesis será axiomática.
En los textos de matemáticas que realizan un desarrollo axiomático del
sistema de los números reales usualmente se presentan los axiomas clasiﬁ-
cados en tres grupos: axiomas de campo, axiomas de orden y un axioma
de completitud (o axioma del supremo). Esta tesis empleará la clasiﬁcación
anterior, en particular, la tesis seguirá la presentación realizada en [Apostol
1974].
En la sección 3.1, se formalizan en 𝖠𝗀𝖽𝖺 las funciones básicas y los axiomas
1Los números reales son el único cuerpo en ser ordenado y completo.
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de campo del sistema de los números reales. En la sección 3.2, se formaliza
los axiomas relacionados con la relación de orden. En la sección 3.3, se for-
maliza el axioma de completitud, además de los deﬁniciones de cota superior,
conjunto acotado y supremo de un conjunto. En la sección 3.4 se presentan
algunas observaciones a las formalizaciones anteriores desde el punto de vista
de la matemática intuicionista.
3.1. Formalización de los axiomas de campo
En el sistema de los números reales, denotado ℝ, se supone la existencia
de dos operaciones binarias, adición (+) y multiplicación (⋅) que satisfacen
los siguientes axiomas:
Propiedad conmutativa
Para todo 𝑎, 𝑏 ∈ ℝ: 𝑎 + 𝑏 = 𝑏 + 𝑎 y 𝑎 ⋅ 𝑏 = 𝑏 ⋅ 𝑎.
Propiedad asociativa
Para todo 𝑎, 𝑏, 𝑐 ∈ ℝ: (𝑎 + 𝑏) + 𝑐 = 𝑎 + (𝑏 + 𝑐) y (𝑎 ⋅ 𝑏) ⋅ 𝑐 = 𝑎 ⋅ (𝑏 ⋅ 𝑐).
Existencia del neutro aditivo
Existe un elemento 0 de ℝ tal que para todo 𝑎 ∈ ℝ: 𝑎 + 0 = 𝑎.
Existencia del neutro multiplicativo
Existe un elemento 1 de ℝ tal que para todo 𝑎 ∈ ℝ: 𝑎 ⋅ 1 = 𝑎.
No trivialidad
1 ≠ 0.
Existencia del negativo
Para todo 𝑎 ∈ ℝ existe un elemento de ℝ denotado −𝑎 llamado negativo
de 𝑎.
Existencia del recíproco
Para todo 𝑎 ∈ ℝ, diferente de 0, existe un elemento de ℝ denotado 𝑎−φ
llamado recíproco de 𝑎.
Inverso aditivo
Para todo 𝑎 ∈ ℝ se cumple: 𝑎 + (−𝑎) = 0.
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Inverso multiplicativo
Para todo 𝑎 ∈ ℝ, diferente de 0, se cumple: 𝑎 ⋅ 𝑎−φ = 1.
Propiedad distributiva
Para todo 𝑎, 𝑏, 𝑐 ∈ ℝ: 𝑎 ⋅ (𝑏 + 𝑐) = 𝑎 ⋅ 𝑏 + 𝑎 ⋅ 𝑐.
Comentario. En el texto de Royden y Fitzpatrick [2010] se le llama axioma
de la no trivialidad, al hecho de que 0 es diferente de 1. En el texto de Apostol
[1974] este axioma está implícito al denotar 𝑎 + (−𝑎) por 0 y 𝑎 ⋅ 𝑎−φ por 1,
para todo 𝑎 ∈ ℝ (𝑎 ≠ 0 en el segundo caso).
La representación de constantes y funciones del sistema de los números
reales se hace a partir de postular a ℝ como el tipo de los números reales,
habitado por las constantes r₀ y r₁ (véase ejemplo 2.12), las cuales repre-
sentan el cero y el uno respectivamente. También se postula las funciones
adición, nombrada _+_, y multiplicación, nombrada _*_. Adicionalmente se
postula las funciones -_ y _⁻¹ las cuales son la formalización del negativo y
el recíproco respectivamente. Lo anterior es ilustrado en la ﬁgura 3.1.
postulate
ℝ : Set
r₀ r₁ : ℝ
_+_ : ℝ → ℝ → ℝ
_*_ : ℝ → ℝ → ℝ
-_ : ℝ → ℝ
_⁻¹ : ℝ → ℝ
Figura 3.1: Tipos de las constantes y las funciones.
La propiedad conmutativa para la adición, nombrada +-comm, y la pro-
piedad de la no trivialidad, nombrada 1≢0, sirven para ilustrar los axiomas
de campo formalizados en 𝖠𝗀𝖽𝖺.
postulate
+-comm : (x y : ℝ) → x + y ≡ y + x
1≢0 : r₁ ≢ r₀
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Comentario. Empleando la palabra reservada forall, la cual puede también
escribirse con el símbolo ∀, y la capacidad de inferencia de tipos de 𝖠𝗀𝖽𝖺, el
axioma +-comm podría reescribirse como
+-comm : ∀ (x y) → x + y ≡ y + x
Desde que la primera presentación hace explícito el tipo de las variables, esta
será la presentación empleada en esta tesis.
La implementación de los axiomas de campo se encuentra en la ﬁgura 3.2.
-- Addition axioms.
postulate
+-comm : (x y : ℝ) → x + y ≡ y + x
+-asso : (x y z : ℝ) → x + y + z ≡ x + (y + z)
+-neut : (x : ℝ) → x + r₀ ≡ x
+-inve : (x : ℝ) → x + (- x) ≡ r₀
-- Multiplication axioms.
postulate
*-comm : (x y : ℝ) → x * y ≡ y * x
*-asso : (x y z : ℝ) → x * y * z ≡ x * (y * z)
*-neut : (x : ℝ) → x * r₁ ≡ x
*-inve : (x : ℝ) → x ≢ r₀ → x * (x ⁻¹) ≡ r₁
-- Distributivity axiom.
postulate *-dist : (x y z : ℝ) → x * (y + z) ≡ x * y + x * z
-- The nontriviality assumption.
postulate 1≢0 : r₁ ≢ r₀
Figura 3.2: Formalización de los axiomas de campo.
3.2. Formalización de los axiomas de orden
Se introducen los axiomas de orden con el ﬁn de establecer una relación
de orden dentro del sistema de los números reales. Para la relación binaria >
16
3.2. Formalización de los axiomas de orden
(mayor que) se introducen las propiedades de orden como un conjunto de
axiomas que se describen a continuación:
Propiedad transitiva
Para todo 𝑎, 𝑏, 𝑐 ∈ ℝ: si 𝑎 > 𝑏 y 𝑏 > 𝑐 entonces 𝑎 > 𝑐.
Adición por la izquierda
Para todo 𝑎, 𝑏, 𝑐 ∈ ℝ, si 𝑎 > 𝑏 entonces 𝑐 + 𝑎 > 𝑐 + 𝑏.
Producto mayor que cero
Para todo 𝑎, 𝑏 ∈ ℝ, si 𝑎 > 0 y 𝑏 > 0 entonces 𝑎 ⋅ 𝑏 > 0.
Propiedad de tricotomía
Si 𝑎, 𝑏 ∈ ℝ entonces una y sólo una de las siguientes aﬁrmaciones es
verdadera:
𝑎 > 𝑏,
𝑎 = 𝑏 o
𝑎 < 𝑏.
Al formalizar en 𝖠𝗀𝖽𝖺 los axiomas de orden se introduce primero el tipo
de la relación _>_:
postulate _>_ : ℝ → ℝ → Set
La relación binaria _>_ crea un nuevo tipo en Set. Las relaciones binarias _<_,
_≥_ y _≤_ se deﬁnen a partir de la relación _>_:
-- Less than relation.
_<_ : ℝ → ℝ → Set
y < x = x > y
-- Greater than or equal relation.
_≥_ : ℝ → ℝ → Set
x ≥ y = (x > y) ∨ (x ≡ y)
-- Less than or equal relation.
_≤_ : ℝ → ℝ → Set
x ≤ y = (x < y) ∨ (x ≡ y)
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Uno de los axiomas de orden formalizados en 𝖠𝗀𝖽𝖺 es la propiedad de
tricotomía, nombrada trichotomy, la cual se deﬁne para elementos de tipo ℝ
de la siguiente forma:
postulate
trichotomy : (x y : ℝ) → ((x > y) ∧ ¬ (x ≡ y) ∧ ¬ (x < y)) ∨
(¬ (x > y) ∧ (x ≡ y) ∧ ¬ (x < y)) ∨
(¬ (x > y) ∧ ¬ (x ≡ y) ∧ (x < y))
La propiedad trichotomy representa que para cualquier 𝑥, 𝑦 ∈ ℝ se satisface
uno y sólo uno de los siguientes tres casos: i) 𝑥 > 𝑦, ¬(𝑥 ≡ 𝑦) y ¬(𝑥 < 𝑦)
son verdaderos; ii) ¬(𝑥 > 𝑦), 𝑥 ≡ 𝑦 y ¬(𝑥 < 𝑦) son verdaderos; iii) ¬(𝑥 > 𝑦),
¬(𝑥 ≡ 𝑦) y (𝑥 < 𝑦) son verdaderos.
La formalización en 𝖠𝗀𝖽𝖺 del axioma de tricotomía fue un proceso don-
de se aprendió de los errores, debido a que se sortearon varios intentos de
formalización hasta llegar a uno deﬁnitivo. Inicialmente se formalizó la pro-
piedad de tricotomía implementando la disyunción inclusiva deﬁnida en el
apéndice B. Pero esto no representó el “si y sólo si” y como tal la esencia de
la propiedad de tricotomía.
Luego se procedió implementando la disyunción exclusiva (también lla-
mada xor), deﬁnida mediante tres axiomas: propiedad conmutativa, propie-
dad asociativa y la propiedad donde cada elemento es inverso de sí mis-
mo [Graham 2005]. La deﬁnición por medio de axiomas no fue adecuada
para esta tesis, debido a que no tiene constructores y esto imposibilita la
demostración de propiedades necesarias que se desprenden del axioma de
tricotomía.
Luego se formalizó el axioma utilizando la disyunción exclusiva deﬁni-
da por
data _⊕_ (A B : Set) : Set where
inj : (A ∨ B) → ¬ (A ∧ B) → A ⊕ B
Esta deﬁnición no fue apropiada para representar el axioma de tricotomía
debido a que no es posible deﬁnir una disyunción exclusiva ternaria en térmi-
nos de una disyunción exclusiva binaria [Pelletier y Hartline 2008]; es decir,
en el caso binario se produce un valor de verdadero si uno de los argumentos
es verdadero pero no ambos, y se puede demostrar que no se puede deﬁ-
nir la disyunción ternaria exclusiva por agrupación de disyunciones binarias
exclusivas.
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Es posible formalizarla el axioma de tricotomía a partir de la disyunción
ternaria exclusiva, la cual produce un valor de verdadero si un argumento es
verdadero pero no los otros dos, deﬁnida por:
⊕³: Set → Set → Set → Set
⊕³ A B C = (A ∨ B ∨ C) ∧ ¬ (A ∧ B ∧ C)
No se usó la disyunción ternaria exclusiva porque su deﬁnición no está en
lógica de primer orden, condición necesaria para utilizar 𝖠𝗉𝗂𝖺 (capítulo 4).
Finalmente, la versión del axioma de tricotomía formalizada en esta tesis
representa la forma estándar de esta propiedad. Se presentan en el ejem-
plo C.4 una serie de propiedades que garantizan que el axioma de tricotomía
formalizado en esta tesis es apropiado.
Comentario. Mientras se estaba trabajando con la disyunción exclusiva _⊕_
se encontró un error en el programa 𝖠𝗉𝗂𝖺. Este error se reportó en el bug-
tracker de 𝖠𝗉𝗂𝖺.2
La implementación de los axiomas de orden se encuentra en la ﬁgura 3.3.
postulate
>-trans : {x y z : ℝ} → x > y → y > z → x > z
>-+-left : {x y z : ℝ} → x > y → z + x > z + y
>-∧-* : {x y : ℝ} → (x > r₀) ∧ (y > r₀) → x * y > r₀
trichotomy : (x y : ℝ) → ((x > y) ∧ ¬ (x ≡ y) ∧ ¬ (x < y)) ∨
(¬ (x > y) ∧ (x ≡ y) ∧ ¬ (x < y)) ∨
(¬ (x > y) ∧ ¬ (x ≡ y) ∧ (x < y))
Figura 3.3: Formalización de los axiomas de orden.
3.3. Formalización del axioma de completitud
Hasta ahora se ha axiomatizado que el sistema de los números reales
es un campo ordenado. Esta característica no lo distingue de otros campos
2Véase https://github.com/asr/apia/issues/98.
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ordenados, como los números racionales, lo que lleva a enunciar el axioma
de completitud. Antes de presentar esta propiedad, se deﬁne el concepto de
conjunto acotado.
Se dice que un conjunto 𝐸 de números reales está acotado superiormente
cuando existe un número real 𝑏 tal que 𝑥 ≤ 𝑏, para todo 𝑥 ∈ 𝐸. El número 𝑏
es llamado cota superior de 𝐸.
Axioma de completitud: si 𝐸 es un conjunto no vacío de números reales
que está acotado superiormente, entonces existe para 𝐸 una menor cota
superior llamada supremo de 𝐸.
Para la formalización del axioma de completitud, inicialmente se formali-
zan en 𝖠𝗀𝖽𝖺 las deﬁniciones de: cota superior, conjunto acotado y supremo de
un conjunto. Estas formalizaciones fueron adaptadas de la librería estándar
de 𝖢𝗈𝗊.
La formalización de cota superior, nombrada UpperBound, está dada por:
UpperBound : (ℝ → Set) → ℝ → Set
UpperBound E ub = (x : ℝ) → E x → x ≤ ub
El predicado E, de tipo ℝ → Set, representa un subconjunto de los números
reales. El término ub, de tipo ℝ, es una cota superior para E si se cumple
x ≤ ub, para cualquier x de tipo ℝ.
La formalización de conjunto acotado, nombrada Bound, está dada por:
Bound : (ℝ → Set) → Set
Bound E = ∃ᵣ (λ ub → UpperBound E ub)
Si se tiene el predicado E, de tipo ℝ → Set, que representa un subconjunto
de ℝ, entonces éste es acotado si existe un término up, de tipo ℝ, que satisface
UpperBound. (La deﬁnición de ∃ᵣ se encuentra en el ejemplo 2.3).
La menor cota superior de un conjunto dado, nombrada sup, debe cumplir
la propiedad Lub:
Lub : (ℝ → Set) → ℝ → Set
Lub E sup = (UpperBound E sup) ∧ ((ub : ℝ) →
UpperBound E ub → sup ≤ ub)
El predicado E, de tipo ℝ → Set, que representa un subconjunto de ℝ, tiene
por supremo al término sup, de tipo ℝ, si éste satisface UpperBound y además,
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para cualquier término ub, de tipo ℝ, que cumpla UpperBound se debe cumplir
sup ≤ ub. (La deﬁnición de _∧_ se encuentra en el ejemplo 2.2).
Igualmente adaptado de la librería estándar de 𝖢𝗈𝗊, se formaliza el axioma
de completitud en 𝖠𝗀𝖽𝖺 ilustrado en la ﬁgura 3.4.
postulate
completeness : (E : ℝ → Set) →
Bound E → ∃ᵣ (λ x → E x) → ∃ᵣ (λ sup → Lub E sup)
Figura 3.4: Formalización del axioma de completitud.
Si se tiene un predicado E, de tipo ℝ → Set, el cual representa un subcon-
junto de los números reales, además éste es acotado Bound E y E es diferente
del vacío ∃ᵣ (λ x → E x), entonces E tiene supremo ∃ᵣ (λ sup → Lub E sup).
Comentario. El axioma de completitud no está expresado en la lógica clá-
sica de primer orden, debido a que el predicado E está precedido por un
cuantiﬁcador universal, es decir, se está cuantiﬁcando sobre un predicado y
no sobre una variable.
3.4. Una axiomática del sistema de los núme-
ros reales en la matemática intuicionista
La axiomática presentada en las secciones anteriores es una axiomática
del sistema de los números reales para la matemática clásica. Una de las ca-
racterísticas de la matemática intuicionista es no aceptar la ley del tercero
excluido ni las demostraciones por contradicción. Una presentación axiomá-
tica de los números reales en la matemática intuicionista requiere i) adicionar
una axioma correspondiente a la propiedad Arquimediana y ii) reemplazar
el axioma de tricotomía.
La propiedad Arquimediana establece que para todo 𝑥 ∈ ℝ existe un
número natural 𝑛 tal que 𝑛 > 𝑥. Cuando un campo ordenado, como el
sistema de los números reales, cumple la propiedad Arquimediana, se está
garantizando que los elementos de dicho campo no sean inﬁnitesimales o
inﬁnitos.
Una demostración por contradicción de la propiedad Arquimediana es la
siguiente [Rosenlicht 1968, pág. 26]:
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Demostración. Sea 𝑥 ∈ ℝ el número que no satisface la propiedad Arquime-
diana, es decir 𝑛 ≤ 𝑥 para todo 𝑛 ∈ ℕ. Por el axioma de completitud, el
conjunto ℕ tiene supremo, el cual será denotado por 𝑎. Sin embargo, para
cualquier 𝑛 ∈ ℕ, 𝑛 + 1 también es un número natural, por lo que 𝑛 + 1 ≤ 𝑎
y por lo tanto 𝑛 ≤ 𝑎− 1, lo que implica que 𝑎 − 1 es una cota superior para
el conjunto ℕ. Por otro lado, puesto que 𝑎 − 1 < 𝑎, el número 𝑎 no es el
supremo de ℕ y se obtiene una contradicción.
En la matemática intuicionista para demostrar la existencia de un objeto
que satisface cierta propiedad, debe resultar posible construir dicho obje-
to [Bridges 1999]. Esto contrasta con la idea que establece que la existencia
de un objeto puede ser demostrada razonando por contradicción. Debido a
que no es posible una demostración directa de la propiedad Arquimediana
esto implica que en el desarrollo axiomático que se hace del sistema de los
números reales en la matemática intuicionista, se incluya un axioma adicional
correspondiente a la propiedad Arquimediana [Bridges 1999, pág. 103].
Al formalizar el sistema de los números naturales y el sistema de los
números reales en 𝖠𝗀𝖽𝖺, resulta útil tener una función que permita trabajar
con estos dos conjuntos, que reciba elementos de tipo ℕ y retorne elementos
de tipo ℝ. La función que hace esto, nombrada ℕ2ℝ, está deﬁnida empleando
pattern matching:
ℕ2ℝ : ℕ → ℝ
ℕ2ℝ zero = r₀
ℕ2ℝ (succ n) = r₁ + ℕ2ℝ n
La representación de la propiedad Arquimediana está dada por:
postulate archimedean : (x : ℝ) → ∃ₙ (λ n → ℕ2ℝ n > x)
Comentario. El enunciado de la propiedad archimedean corresponde al
enunciado presentado por varios autores [Ciaﬀaglione y Di Gianantonio 2002;
Bridges 1999; Rosenlicht 1968], pero este enunciado es diferente al empleado
por la librería estándar de 𝖢𝗈𝗊 (véase sección 6.2).
Adicionalmente, en el desarrollo axiomático del sistema de los números
reales, que se plantea en la matemática intuicionista, se sustituye el axioma
de tricotomía por el axioma [Bridges 1999, pág. 102]:
𝑥 > 𝑦 → (𝑥 > 𝑧 ∨ 𝑧 > 𝑦), para todo 𝑥, 𝑦, 𝑧 ∈ ℝ.
22
3.4. Una axiomática del sistema de los números reales en la matemática
intuicionista
Esta sustitución se debe a que el axioma de tricotomía no es válido desde el
punto de vista intuicionista [Ciaﬀaglione y Di Gianantonio 2002].
Para entrar en más detalle sobre el desarrollo axiomático del sistema de
los números reales que se hace desde la matemática intuicionista véase [Ciaf-
faglione y Di Gianantonio 2002; Bridges 1999].
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Capítulo 4
Demostraciones interactivas y
automáticas
El campo del razonamiento automático se dedica a estudiar como usar un
ordenador para ayudar a resolver problemas que requieren un razonamiento.
Dentro de este campo se encuentra la demostración automática de teore-
mas, donde una demostración automática signiﬁca que no hay intervención
en el proceso deductivo por parte del usuario, éste solo ingresa la propie-
dad a demostrar y espera que el computador le indique si pudo o no hacer
la demostración, suponiendo que los programas y la propiedad se ingresen
adecuadamente. Si el computador indica que la prueba fue demostrada no
hay problema, pero si indica que no fue capaz por falta de tiempo esto no
quiere decir que la propiedad sea falsa, se debe buscar otro programa u otra
forma de razonar; como en el caso del ya mencionado razonamiento interac-
tivo, donde el matemático hace parte fundamental del proceso deductivo y
la computadora lo asiste.
En la sección 4.1 se presentan algunos ejemplos de demostraciones in-
teractivas con base en la formalización realizada del sistema de los números
reales. En la sección 4.2 se presentan los demostradores automáticos de teo-
remas y un lenguaje de entrada a éstos, este es lenguaje al que se traslada
la representación que hace 𝖠𝗀𝖽𝖺 de las fórmulas de primer orden. En la sec-
ción 4.3 se introduce una directriz del compilador empleada para hacer las
demostraciones automáticas. En la sección 4.4 se introduce el programa 𝖠𝗉𝗂𝖺,
un traductor de la representación que hace 𝖠𝗀𝖽𝖺 de fórmulas de primer orden.
Finalmente en la sección 4.5 se presentan algunos ejemplos de demostraciones
automáticas y me mencionan algunas diﬁcultades y limitaciones con éstas.
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4.1. Demostraciones interactivas
Utilizando las constantes, deﬁniciones, funciones y los axiomas de campo
para el sistemas de los números reales se formaliza la demostración de algu-
nas propiedades. La metodología para presentar los ejemplos de esta sección
consiste en presentar inicialmente una prueba informal de la propiedad en
referencia y después formalizar esta prueba vía una demostración interactiva.
Ejemplo 4.1. Se demuestra que
si 𝑥 = 𝑦 entonces 𝑧 + 𝑥 = 𝑧 + 𝑦, para todo 𝑥, 𝑦, 𝑧 ∈ ℝ. (4.1)
Demostración. Se tiene como hipótesis 𝑥 = 𝑦, entonces sumando por la iz-
quierda a ambos lados de la hipótesis el número real 𝑧 se tiene 𝑧+𝑦 = 𝑧+𝑦,
luego por propiedad reﬂexiva de la igualdad queda demostrado lo propues-
to.
Ahora se veriﬁca la anterior demostración en 𝖠𝗀𝖽𝖺. La formalización de
la demostración de (4.1), nombrada ≡-+-cong-r, será realizada usando razo-
namiento ecuacional (véase sección 2.11) sobre los términos de tipo ℝ.
1 ≡-+-cong-r : {x y z : ℝ} → x ≡ y → x + z ≡ y + z
2 ≡-+-cong-r {x} {y} {z} h =
3 x + z ≡⟨ subst (λ w → (x + z) ≡ w + z) h (refl (x + z)) ⟩
4 y + z  
En la línea 3 se utiliza la propiedad de sustitución para términos de tipo ℝ,
al considerar la sustitución se plantea la hipótesis x + z ≡ w + z y la hipó-
tesis x ≡ y representada por h, además la propiedad refl de la igualdad que
permite evidenciar que los términos a sustituir son iguales. En la línea 4 se
muestra que el objetivo ha sido alcanzado.
Ejemplo 4.2. Se formaliza la demostración de la ley de simpliﬁcación para
la suma, es decir, para todo 𝑥, 𝑦, 𝑧 ∈ ℝ:
si 𝑥 + 𝑧 = 𝑦 + 𝑧 entonces 𝑥 = 𝑦.
Demostración. Utilizando los axiomas de campo y la hipótesis 𝑥+𝑧 = 𝑦+𝑧
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se tiene:
1 𝑥 = 𝑥 + 0 por axioma del elemento neutro de la adición
2 = 𝑥 + (𝑧 + (−𝑧)) por axioma del inverso aditivo
3 = (𝑥 + 𝑧) + (−𝑧) por propiedad asociativa de la adición
4 = (𝑦 + 𝑧) + (−𝑧) por sustitución con la hipótesis
5 = 𝑦 + (𝑧 + (−𝑧)) por propiedad asociativa de la adición
6 = 𝑦 + 0 por axioma del inverso aditivo
7 = 𝑦
La formalización de la demostración anterior en 𝖠𝗀𝖽𝖺 se hace emplean-
do los combinadores para el razonamiento ecuacional ilustrados en el ejem-
plo 4.1.
1 ≡-+-cancel-r : {x y z : ℝ} → x + z ≡ y + z → x ≡ y
2 ≡-+-cancel-r {x} {y} {z} h =
3 x ≡⟨ ≡-sym (+-neut x) ⟩
4 x + r₀ ≡⟨ subst (λ w → (x + r₀) ≡ (x + w))
5 (≡-sym (+-inve z))
6 (refl (x + r₀)) ⟩
7 x + (z + (- z)) ≡⟨ ≡-sym (+-asso x z (- z)) ⟩
8 (x + z) + (- z) ≡⟨ subst (λ w → (x + z) + (- z) ≡ w + (- z))
9 h
10 (refl (x + z + - z)) ⟩
11 (y + z) + (- z) ≡⟨ +-asso y z (- z) ⟩
12 y + (z + (- z)) ≡⟨ subst (λ w → y + (z + (- z)) ≡ y + w)
13 (+-inve z)
14 (refl (y + (z + - z))) ⟩
15 y + r₀ ≡⟨ +-neut y ⟩
16 y  
En la línea 3 se hace la prueba x ≡ x + r₀ recurriendo a la propiedad simé-
trica de la igualdad ≡-sym (deﬁnida en el apéndice A) y el neutro aditivo. En
la línea 4 se hace la sustitución de r₀ por z + (- z) utilizando la propiedad
simétrica y el inverso aditivo. En la línea 7 se implementa la propiedad aso-
ciativa de derecha a izquierda, utilizando primero la propiedad simétrica. En
la línea 9 se hace una sustitución utilizando la hipótesis x + z ≡ y + z. En
la línea 10 se vuelve a utilizar la propiedad asociativa esta vez de izquierda a
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derecha. En la línea 11 se sustituye z + (- z) por r₀ utilizando la propiedad
del inverso aditivo. Finalmente en la línea 14, implementando la propiedad
del neutro aditivo se llega a y + r₀ ≡ y.
Ejemplo 4.3. Se demuestra que
𝑥 < 𝑥 + 1, para todo 𝑥 ∈ ℝ. (4.2)
Demostración. Se emplean la propiedad 1 > 0 y la propiedad cancelativa de
la adición, es decir,
si 𝑥 + 𝑧 > 𝑦 + 𝑧 entonces 𝑥 > 𝑦, para todo 𝑥, 𝑦, 𝑧 ∈ ℝ.
Sea (𝑦 < 𝑥) = (𝑥 − 𝑦 > 0) con 𝑥 − 𝑦 = 𝑥 + (−𝑦) para todo 𝑥, 𝑦 ∈ ℝ, lo que
implica que si 𝑥 > 𝑦 entonces 𝑦 < 𝑥 para todo 𝑥, 𝑦 ∈ ℝ, así la propiedad a
demostrar es 𝑥+1 > 𝑥. Utilizando los axiomas de campo y de orden se tiene:
1 1 > 0 por propiedad 1 > 0
2 1 + 0 > 0 por axioma del neutro aditivo
3 1 + (𝑥 + (−𝑥)) > 𝑥 + (−𝑥) por axioma del inverso aditivo
4 (1 + 𝑥) + (−𝑥) > 𝑥 + (−𝑥) por propiedad asociativa de la adición
5 1 + 𝑥 > 𝑥 por propiedad cancelativa de la adición
6 𝑥 + 1 > 𝑥 por propiedad conmutativa de la adición
Antes de la formalización en 𝖠𝗀𝖽𝖺 de la demostración de 4.2, nombrada
x<x+1, se debe demostrar primero las propiedades: 1 > 0, la cancelativa de la
adición y si 𝑥 > 𝑦 entonces 𝑦 < 𝑥 para todo 𝑥, 𝑦 ∈ ℝ. Se puede observar una
formalización en 𝖠𝗀𝖽𝖺 de estas propiedades, nombradas 1>0, >-+-cancel-r y
>-to-< respectivamente, en el apéndice C, ejemplos C.1, C.2 y C.3.
Razonando igual que en la demostración de (4.2), se formaliza para 𝑥+1 >
𝑥, nombrada x+1>x, para lo cual se utiliza una serie de pasos auxiliares, lla-
mados helper, donde el paso 1 será parte del último paso de la formalización,
el paso 2 será parte del último y el penúltimo paso de la formalización y así
sucesivamente hasta lograr el objetivo.
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1 x+1>x : (x : ℝ) → x + r₁ > x
2 x+1>x x =
3 p₁-helper (>-+-cancel-r
4 (p₂-helper (p₃-helper (p₄-helper 1>0))))
5
6 where
7 p₁-helper : r₁ + x > x → x + r₁ > x
8 p₁-helper h = subst₂ (λ t₁ t₂ → t₁ > t₂
9 (+-comm r₁ x)
10 (refl x)
11 h
12
13 p₂-helper : r₁ + (x + (- x)) > r₀ →
14 (r₁ + x) + (- x) > x + (- x)
15 p₂-helper h =
16 subst₂ (λ t₁ t₂ → t₁ > t₂) (≡-sym (+-asso r₁ x (- x)))
17 (≡-sym (+-inve x)) h
18
19 p₃-helper : r₁ + r₀ > r₀ → r₁ + (x + (- x)) > r₀
20 p₃-helper h =
21 subst₂ (λ t₁ t₂ → t₁ > t₂) (subst (λ w → r₁ + r₀ ≡ r₁ + w)
22 (≡-sym (+-inve x)) (refl (r₁ + r₀))) (refl r₀) h
23
24 p₄-helper : r₁ > r₀ → r₁ + r₀ > r₀
25 p₄-helper r₁>r₀ = subst₂ (λ t₁ t₂ → t₁ > t₂)
26 (≡-sym (+-neut r₁))
27 (refl r₀)
28 r₁>r₀
En la línea 8 se formaliza x + r₁ > x utilizando la sustitución de doble pará-
metro subst₂ (deﬁnida en el apéndice A), la propiedad conmutativa de la adi-
ción y la hipótesis r₁ + x > x. La hipótesis se convierte en el nuevo objetivo
que se demuestra implementando la propiedad >-+-cancel-r, a su vez al apli-
car esta propiedad se necesita una prueba de (r₁ + x) + (- x) > x + (- x)
la cual se hace en la línea 16 utilizando sustitución de doble parámetro,
simetría, asociatividad de la adición e inverso aditivo. Similarmente en la lí-
nea 16 tiene como hipótesis r₁ + (x + (- x)) > r₀, la cual se demuestra en
la línea 21 implementando sustitución de doble parámetro, simetría, inverso
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aditivo y reﬂexiva, donde en la línea 21 se tiene como hipótesis r₁ + r₀ > r₀,
la cual se demuestra en la línea 25 utilizando sustitución de doble parámetro,
simetría, neutro aditivo y reﬂexiva. Finalmente, la hipótesis r₁ > r₀ en la lí-
nea 28 es la propiedad 1>0 formalizada previamente. Por último, se aplica la
propiedad >-to-<:
x<x+1 : (x : ℝ) → x < x + r₁
x<x+1 x = >-to-< (x+1>x x)
Se presenta a continuación algunos ejemplos relacionados con el axioma
de completitud.
Ejemplo 4.4. El conjunto vacío es acotado debido a que todo número real 𝑏
es cota superior de este conjunto. Se presenta una formalización de esta
aﬁrmación.
El conjunto vacío se representa por:
∅ : ℝ → Set
∅ x = x ≢ x
donde ∅ es un predicado que representa al conjunto vacío, éste se reﬁere a la
imposibilidad de construir los términos x que son diferentes así mismo.
La formulación que el conjunto vacío es acotado está dada por:
Bes : Bound ∅
Bes = exist r₁ (λ x ∅x → ⊥-elim (∅x (refl x)))
Para la demostración en 𝖠𝗀𝖽𝖺 se utiliza la propiedad de conjunto acotado
Bound, la cual recibe el predicado ∅ para el cual existe un término r₁, de tipo ℝ,
que satisface la propiedad UpperBound, además para cualquier término x, de
tipo ℝ, que cumple ∅ x se cumple x ≤ r₁. En el desarrollo de la demostración
el constructor exist recibe un término de tipo ℝ, en este caso r₁, luego para
cualquier x, de tipo ℝ, que cumpla ∅ x se debe demostrar x ≤ r₁, esto se
hace utilizando ⊥-elim donde se logra la contradicción mediante x ≡ x, por
propiedad refl, y x ≢ x por deﬁnición de conjunto vacío.
No se puede aplicar el axioma de completitud al conjunto vacío para
demostrar que éste tiene supremo, debido a que este axioma exige que el
conjunto sea diferente de vacío.
Ejemplo 4.5. El axioma de completitud garantiza que todo conjunto de
números reales, diferente de vacío y acotado superiormente, tiene supremo.
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Sea 𝐴 un subconjunto de los números reales deﬁnido por:
𝐴 = {𝑥 ∈ ℝ ∣ 𝑥 ≤ 2}.
El conjunto 𝐴 es diferente de vacío y acotado superiormente por 2. Por
axioma de completitud el conjunto 𝐴 tiene supremo.
Se formaliza en 𝖠𝗀𝖽𝖺 empleando UpperBound, Bound y el completeness la
aﬁrmación anterior. El conjunto 𝐴 es deﬁnido por:
A : ℝ → Set
A x = x ≤ ℕ2ℝ 2
La formalización que el número 2 es cota superior del conjunto 𝐴 está da-
da por:
UBA : UpperBound A (ℕ2ℝ 2)
UBA x (inj₁ x<2) = inj₁ x<2
UBA x (inj₂ x≡2) = inj₂ x≡2
La formulación que el conjunto 𝐴 es acotado está dada por:
BA : Bound A
BA = exist (ℕ2ℝ 2) UBA
Y ﬁnalmente la formalización que el conjunto 𝐴 tiene supremo está dada por:
LA : ∃ᵣ (λ sup → Lub A sup)
LA = completeness A BA (exist (ℕ2ℝ 2) (inj₂ (refl (ℕ2ℝ 2))))
El axioma de completitud garantiza la existencia del supremo, para con-
juntos no vacíos y acotados, pero no indica quien es el supremo del conjunto.
Sin embargo, en algunos casos se puede conocer el supremo de un conjunto.
Ejemplo 4.6. Para el conjunto 𝐴 del ejemplo 4.5 se demuestra en 𝖠𝗀𝖽𝖺
que 2 es el supremo de este conjunto.
UBAx : (x : ℝ) → UpperBound A x → ℕ2ℝ 2 ≤ x
UBAx x A2 = A2 (ℕ2ℝ 2) (inj₂ (refl (ℕ2ℝ 2)))
LbA : ∃ᵣ (λ x → Lub A (ℕ2ℝ 2))
LbA = exist (ℕ2ℝ 2) (UBA , UBAx)
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Se presenta a continuación algunas demostraciones empleando el principio
de inducción matemática.
Ejemplo 4.7. En matemáticas se realizan demostraciones de propiedades
por el principio de inducción matemática cuando se tienen conjuntos induc-
tivos. Un conjunto 𝐴 se dice inductivo si y sólo si i) 0 ∈ 𝐴 y ii) si 𝑎 ∈ 𝐴
entonces 𝑎஥ ∈ 𝐴, donde 𝑎஥ es el sucesor de 𝑎. Los números naturales son un
conjunto inductivo que está contenido en cualquier conjunto inductivo [En-
derton 1977, pág. 68].
Se demuestra por el principio de inducción matemática la propiedad
1։ = 1, para cualquier número natural 𝑛. Luego se formaliza la demostración
razonando de forma interactiva en 𝖠𝗀𝖽𝖺.
Se deﬁne en 𝖠𝗀𝖽𝖺 la potenciación como una función recursiva, nombra-
da _^_ de la siguiente forma:
_^_ : ℝ → ℕ → ℝ
x ^ zero = r₁
x ^ (succ n) = x * (x ^ n)
En la deﬁnición de la función _^_ : ℝ → ℕ → ℝ se sigue la convención que
0Ј = 1, véase por ejemplo, Knuth [1992] o la deﬁnición en algunos asistentes
de prueba tales como 𝖢𝗈𝗊.
Se asumen las propiedades 1φ = 1 y 𝑥ֈ+։ = 𝑥ֈ ⋅ 𝑥։, para todo número
real 𝑥 y números naturales 𝑚 y 𝑛. Se puede observar una demostración de
estas propiedades en el repositorio.
Demostración. Primero, base de la inducción, se procede a mostrar la validez
de la propiedad para cuando 𝑛 = 0. Si se observa la deﬁnición de potenciación
se conﬁrma tal aﬁrmación.
Segundo, paso inductivo para 𝑛 = 𝑘+1, por lo cual la hipótesis inductiva
está dada por 1ֆ = 1.
1ֆ+φ = 1ֆ ⋅ 1 por propiedad de la potenciación
= 1 ⋅ 1 por hipótesis inductiva
= 1 por axioma del neutro multiplicativo
Se presenta a continuación la formalización de la demostración de la pro-
piedad 1։ = 1 de manera interactiva en 𝖠𝗀𝖽𝖺.
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1 1^n : (n : ℕ) → r₁ ^ n ≡ r₁
2 1^n zero = refl r₁
3 1^n (succ n) = p-helper
4
5 where
6 p-helper : r₁ * r₁ ^ n ≡ r₁
7 p-helper =
8 r₁ * r₁ ^ n ≡⟨ *-comm r₁ (r₁ ^ n) ⟩
9 r₁ ^ n * r₁ ≡⟨ *-neut (r₁ ^ n) ⟩
10 r₁ ^ n ≡⟨ 1^n n ⟩
11 r₁  
En la línea 1 se muestra el objetivo que se quiere demostrar, r₁ ^ n ≡ r₁,
para todo n : ℕ. En la línea 2 se demuestra para el caso cuando n = zero
utilizando la propiedad de la igualdad refl. En la línea 3 se demuestra para
el caso sucesor n = succ n (paso inductivo) la propiedad r₁ * r₁ ^ n ≡ r₁,
nombrada p-helper, utilizando razonamiento ecuacional (véase sección 2.11).
Ejemplo 4.8. Se demuestra la convergencia de una serie por el principio de
inducción matemática.
Se demostrará que 𝑆 = 1 + 3 + 5 + ⋯ + 2𝑛 − 1 = 𝑛ϵ, para todo número
natural 𝑛 mayor que cero.
Demostración. Primero, base de la inducción. Si 𝑛 = 1, se tiene 1 = 1, por
lo que queda demostrado el paso base.
Segundo, paso inductivo para 𝑛 = 𝑘 + 1, para todo 𝑘 natural mayor que
cero se debe demostrar:
1 + 3 + 5 + ⋯+ 2𝑘 − 1 + (2(𝑘 + 1) − 1) = (𝑘 + 1)ϵ.
Inicialmente se supone verdadera la propiedad para el caso 𝑛 = 𝑘 (hipótesis
inductiva):
1 + 3 + 5 + ⋯+ 2𝑘 − 1 = 𝑘ϵ.
Luego se procede a sumar 2(𝑘+1)−1 a ambos lados de la hipótesis inductiva:
1 + 3 + 5 + ⋯+ 2𝑘 − 1 + (2(𝑘 + 1) − 1) = 𝑘ϵ + (2(𝑘 + 1) − 1).
Utilizando la propiedad distributiva por la izquierda al lado derecho de la
igualdad se tiene:
1 + 3 + 5 + ⋯+ 2𝑘 − 1 + (2(𝑘 + 1) − 1) = 𝑘ϵ + 2𝑘 + 2 − 1.
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Finalmente, se aplica la propiedad del trinomio cuadrado perfecto al lado
derecho de la igualdad:
1 + 3 + 5 + ⋯+ 2𝑘 − 1 + (2(𝑘 + 1) − 1) = (𝑘 + 1)ϵ.
Para formalizar la demostración, inicialmente se deﬁne la serie. Desde que
es necesario incluir el zero en la deﬁnición por pattern matching sobre los
números natural, la serie 𝑆 se deﬁne recursivamente por:
S : ℕ → ℝ
S zero = r₀
S (succ n) = S n + (ℕ2ℝ 2) * (ℕ2ℝ n) + r₁
La formalización de la demostración de la convergencia de la serie S se pre-
senta a continuación.
S-con : (n : ℕ) → S n ≡ sqr (ℕ2ℝ n)
S-con zero = p-helper
where
p-helper : S zero ≡ sqr (ℕ2ℝ zero)
p-helper =
S zero ≡⟨ refl r₀ ⟩
r₀ ≡⟨ ≡-sym r₀-sqr ⟩
sqr (ℕ2ℝ zero)  
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S-con (succ n) = p-helper
where
p-helper : S (succ n) ≡ sqr (ℕ2ℝ (succ n))
p-helper =
S (succ n)
≡⟨ refl (S n + ℕ2ℝ 2 * ℕ2ℝ n + r₁) ⟩
S n + ℕ2ℝ 2 * ℕ2ℝ n + r₁
≡⟨ subst (λ w → S n + ℕ2ℝ 2 * ℕ2ℝ n + r₁ ≡
w + ℕ2ℝ 2 * ℕ2ℝ n + r₁)
(S-con n)
(refl (S n + ℕ2ℝ 2 * ℕ2ℝ n + r₁))
⟩
sqr (ℕ2ℝ n) + ℕ2ℝ 2 * ℕ2ℝ n + r₁
≡⟨ ≡-sym (PST1 (ℕ2ℝ n)) ⟩
sqr (ℕ2ℝ n + r₁)
≡⟨ subst (λ w → sqr (ℕ2ℝ n + r₁) ≡ sqr w)
(+-comm (ℕ2ℝ n) r₁)
(refl (sqr (ℕ2ℝ n + r₁)))
⟩
sqr (r₁ + ℕ2ℝ n)  
Las deﬁniciones y propiedades no mencionadas en este ejemplo se encuentran
en el repositorio.
4.2. Demostradores automáticos de teoremas
y el lenguaje 𝖳𝖯𝖳𝖯
Los demostradores automáticos de teoremas son programas que imple-
mentan métodos y técnicas para demostrar propiedades y teoremas de di-
ferentes teorías formales. Los demostradores automáticos de teoremas son
empleados por ejemplo en la industria para el diseño y la veriﬁcación de
circuitos integrados. De ahora en adelante estos programas serán llamados
‘ATPs’. Este nombre proviene de las siglas de su nombre en inglés (Automated
Theorem Provers).
La 𝖳𝖯𝖳𝖯 (Thousands of Problems for Theorem Provers) es una biblioteca
de problemas para sistemas que prueban teoremas automáticamente para la
lógica clásica [Sutcliﬀe 2010]. El lenguaje 𝖳𝖯𝖳𝖯 hace parte de esta biblioteca.
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Adicionalmente este lenguaje es soportado por varios de los ATPs, por lo
tanto a éste se traslada la representación que hace 𝖠𝗀𝖽𝖺 de las fórmulas de
primer orden.
La sintaxis de las formulas anotadas del lenguaje 𝖳𝖯𝖳𝖯 es
fof(name, role, formula)
donde name identiﬁca la fórmula dentro del conjunto de formulas, formula
es una fórmula de la lógica clásica de primer orden con identidad y role
puede ser uno de los siguientes: axiom, definition, hypothesis o conjecture.
Para el lenguaje 𝖳𝖯𝖳𝖯 la conjetura es la fórmula a ser demostrada. Los
axiomas son las propiedades que se asumen como verdaderas y son la base
para demostrar las conjeturas. Las hipótesis son propiedades que se han
demostrado previamente y se comportan como un axioma para los ATPs.
Las deﬁniciones se utilizan para introducir nuevos símbolos.
4.3. El ATP-pragma
En 𝖠𝗀𝖽𝖺, al igual que en otros lenguajes de programación, es posible
escribir un tipo especial de comentario, en particular unos llamados directivas
del compilador o pragmas. Los pragmas son leídos e interpretados por el
compilador de 𝖠𝗀𝖽𝖺, de esta manera el pragma modiﬁca el comportamiento
de 𝖠𝗀𝖽𝖺.
Ejemplo 4.9. En 𝖠𝗀𝖽𝖺 se pueden introducir los números naturales emplean-
do la declaración data como fue ilustrado en el ejemplo 2.1.
data ℕ : Set where
zero : ℕ
succ : ℕ → ℕ
Al adicionar el pragma
{-# BUILTIN NATURAL ℕ #-}
el compilador de 𝖠𝗀𝖽𝖺 sabe que los números literales deben tener su corres-
pondencia con los constructores del tipo de datos ℕ. Por ejemplo, el número
literal 0 será interpretado como zero y el número literal 1 será interpretado
como succ zero.
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4.4. EL programa 𝖠𝗉𝗂𝖺
En esta tesis se emplea un pragma para 𝖠𝗀𝖽𝖺 llamado el ATP-pragma.
Este pragma adiciona información relacionada con el lenguaje 𝖳𝖯𝖳𝖯 a los
archivos generados por 𝖠𝗀𝖽𝖺 (archivos con extensión .agdai). Estos archivos
son interpretados por el programa 𝖠𝗉𝗂𝖺. El ATP-pragma es la manera de
informarle a los ATPs, a través del programa 𝖠𝗉𝗂𝖺, que una determinada
fórmula es un axioma, una deﬁnición, una hipótesis o una conjetura.
La sintaxis del ATP-pragma es la siguiente:
{-# ATP rol formula #-}
donde rol corresponde a los diferentes roles del lenguaje 𝖳𝖯𝖳𝖯 y formula es
una formula de la lógica de predicados de primer orden deﬁnida en 𝖠𝗀𝖽𝖺.
La forma de indicar que las formulas A y B deberán ser consideradas como
axiomas por los ATPs es:
{-# ATP axiom A #-}
{-# ATP axiom B #-}
Se puede utilizar la sintaxis alternativa:
{-# ATP axioms A B #-}
La forma de indicar que se emplearán los ATPs para intentar realizar una
demostración automática de una fórmula postulada A es la siguiente:
{-# ATP prove A #-}
También se le puede indicar a los ATPs que empleen como hipótesis adicio-
nales las formulas h₁ y h₂ cuando intenten demostrar la formula A incluyendo
estas hipótesis en el ATP-pragma:
{-# ATP prove A h₁ h₂ #-}
4.4. EL programa 𝖠𝗉𝗂𝖺
𝖠𝗉𝗂𝖺 es un programa que traslada la representación que realiza 𝖠𝗀𝖽𝖺 de
las fórmulas de primer orden al lenguaje 𝖳𝖯𝖳𝖯. Además este programa es una
interfase entre 𝖠𝗀𝖽𝖺 y los ATPs. 𝖠𝗉𝗂𝖺 interactúa con los ATPs preguntándo-
les por pruebas, entregándoles hipótesis e informándoles sobre deﬁniciones y
axiomas. Como resultado de esta interacción el programa 𝖠𝗉𝗂𝖺 llama a los
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ATPs elegidos por el usuario para que demuestren propiedades automáti-
camente y le informa al usuario el resultado de esta llamada. Al momento
de escribir estas tesis, sólo es posible demostrar automáticamente teoremas
escritos en la lógica de primer orden empleando 𝖠𝗉𝗂𝖺.
El programa 𝖠𝗉𝗂𝖺 soporta los siguientes ATPs, los cuales soportan el len-
guaje 𝖳𝖯𝖳𝖯 y pueden emplearse para realizar demostraciones automáticas:
𝖢𝖵𝖢𝟦, 𝖤𝗉𝗋𝗈𝗏𝖾𝗋, 𝖤𝗊𝗎𝗂𝗇𝗈𝗑, 𝖬𝖾𝗍𝗂𝗌, 𝖲𝗉𝖺𝗌𝗌 y 𝖵𝖺𝗆𝗉𝗂𝗋𝖾. En esta tesis se trabajó con
dos ATPs, 𝖤𝗉𝗋𝗈𝗏𝖾𝗋 (versión E 1.9.1-001 Sungma) [Schulz 2013] y 𝖵𝖺𝗆𝗉𝗂𝗋𝖾
(versión 0.6 (revisión 903)) [Kovác y Voronkov 2013], ya que éstos fueron
suﬁcientes para demostrar las propiedades propuestas.
Para intentar demostrar automáticamente un formula se realizan los si-
guientes pasos: i) adicionar los ATP-pragmas necesarios al archivo con la
formalización en 𝖠𝗀𝖽𝖺, ii) type-check el archivo empleando 𝖠𝗀𝖽𝖺, iii) ejecu-
tar 𝖠𝗉𝗂𝖺 en el archivo con la formalización en 𝖠𝗀𝖽𝖺 seleccionado los ATPs
de preferencia y iv) veriﬁcar si los ATPs seleccionados demostraron o no la
formula.
Durante el proceso de demostración automática 𝖠𝗉𝗂𝖺 llama indistintamen-
te a los ATPs seleccionados por el usuario. Si uno de los ATPs demuestra la
propiedad, entonces el proceso se detiene y 𝖠𝗉𝗂𝖺 informa cual ATP realizó la
demostración. Si al ﬁnalizar el tiempo asignado a los ATPs ninguno de ellos
pudo demostrar la propiedad, entonces 𝖠𝗉𝗂𝖺 le informa al usuario esta situa-
ción. Una situación que se puede presentar es que sí ninguno de los ATPs
seleccionados demostró la propiedad, puede ser que otro ATP soportado por
𝖠𝗉𝗂𝖺 la pueda demostrar. En algunos casos resulta necesario agregar propie-
dades demostradas previamente como hipótesis auxiliares a la propiedad que
se desea demostrar.
Por ejemplo, para demostrar automáticamente la propiedad conmutativa
de la disyunción, inicialmente se escribe
postulate
A B : Set
∨-comm : A ∨ B → B ∨ A
{-# ATP prove ∨-comm #-}
en un archivo 𝖠𝗀𝖽𝖺 llamado CommDisjunction.agda. Este archivo se compila
escribiendo lo siguiente:
$ agda CommDisjunction.agda
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En la pantalla se muestra un mensaje que indica que se ha generado un
archivo con extensión .agdai que será interpretado por 𝖠𝗉𝗂𝖺. A continuación
se ejecuta 𝖠𝗉𝗂𝖺 indicándole que use los ATPs 𝖤 y 𝖵𝖺𝗆𝗉𝗂𝗋𝖾.
$ apia --atp=e --atp=vampire CommDisjunction.agda
En la pantalla se muestra un mensaje que indica que se ha generado un archi-
vo en lenguaje 𝖳𝖯𝖳𝖯 y su locación en un directorio temporal. Además brinda
información acerca de la propiedad que fue demostrada y también aparece
una descripción sobre el primero de los ATPs en realizar la demostración.
Proving the conjecture in /tmp/CommDisjunction/10-8744-comm.tptp
Vampire 0.6 (revision 903) proved the conjecture
El archivo 𝖳𝖯𝖳𝖯 es creado en el directorio /tmp/CommDisjunction. La pro-
piedad ∨-comm es renombrada como 10-8744-comm, el número 10 indica la
línea donde la propiedad es postulada, 8744 es el código decimal del símbolo
Unicode ‘∨‘ y 𝖵𝖺𝗆𝗉𝗂𝗋𝖾 fue el primero de los ATPs en demostrar la conjetura.
4.5. Demostraciones automáticas
Se presenta la forma como se realizan demostraciones automáticas de
propiedades del sistema de los números reales. Además se mencionan algunas
limitaciones en el uso de este tipo de demostraciones.
Puesto que la presentación del sistema de números reales fue axiomáti-
ca, el primer paso para emplear los ATPs por medio del programa 𝖠𝗉𝗂𝖺 es
emplear el ATP-pragma para indicarle a los ATPs cuales axiomas deben usar.
{-# ATP axiom +-comm +-asso +-neut +-inve 1≢0 #-}
{-# ATP axiom *-comm *-asso *-neut *-inve *-dist #-}
{-# ATP axiom >-trans >-+-left >-∧-* trichotomy #-}
También se debe emplear el ATP-pragma para señalar las deﬁniciones
empleadas en la formalización.
{-# ATP definition _≢_ #-}
{-# ATP definition _<_ #-}
{-# ATP definition _≥_ #-}
{-# ATP definition _≤_ #-}
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Ejemplo 4.10. La propiedad ≡-+-cong-r fue demostrada de forma interac-
tiva en el ejemplo 4.1. Para demostrar automáticamente esta propiedad, se
postula ésta y se emplea el ATP-pragma para indicarle a los ATPs que la
intenten demostrar.
postulate ≡-+-cong-r : {x y z : ℝ} → x ≡ y → x + z ≡ y + z
{-# ATP prove ≡-+-cong-r #-}
De forma similar se demuestra automáticamente la ley de simpliﬁcación
para la suma presentada en el ejemplo 4.2.
postulate ≡-+-cancel-r : {x y z : ℝ} → x + z ≡ y + z → x ≡ y
{-# ATP prove ≡-+-cancel-r #-}
Se puede observar en el ejemplo anterior la simpliﬁcación considerable en
la formalización de las propiedades cuando en lugar de realizar una demos-
tración interactiva, se realiza una demostración automática.
Ejemplo 4.11. Una posible demostración automática de la convergencia de
la serie demostrada interactivamente en el ejemplo 4.8 tendría la siguiente
forma:
Primero, base de la inducción S zero:
S-con : (n : ℕ) → S n ≡ sqr (ℕ2ℝ n)
S-con zero = p-helper
where
postulate p-helper : S zero ≡ sqr (ℕ2ℝ zero)
{-# ATP prove p-helper #-}
Segundo, paso inductivo S-con (succ n):
S-con (succ n) = p-helper
where
postulate p-helper : S (succ n) ≡ sqr (ℕ2ℝ (succ n))
{-# ATP prove p-helper #-}
Se observa que la demostración es por inducción, pero se emplean los ATPs
en los pasos base e inductivo. Desafortunadamente no es posible emplear
este tipo de demostraciones automáticas por las razones que se exponen a
continuación.
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4.5. Demostraciones automáticas
La demostración automática ilustrada en el ejemplo 4.11 es diferente a las
demostraciones automáticas presentadas en los ejemplos anteriores desde el
punto de vista lógico. En esta demostración se emplean dos tipos/universos
diferentes (el universo de los números reales y el universo de los números
naturales). En la actualidad el programa 𝖠𝗉𝗂𝖺 no soporta lógicas con varios
universos.
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Capítulo 5
Límites
En este capítulo se emplean los elementos presentados hasta el momento
en esta tesis para ilustrar la formalización de un concepto de uso cotidiano
en las matemáticas: límite de una función.
La noción intuitiva de límite indica que los valores que toma una función
dentro de un intervalo se van aproximando arbitrariamente a un punto ﬁjo,
independiente que éste pertenezca o no al dominio de la función. Para forma-
lizar el concepto de límite de una función se procede primero a formalizar el
valor absoluto de un número real, la distancia entre dos puntos y demostrar
algunas de sus propiedades.
5.1. Valor absoluto
Si 𝑥 es un número real entonces el valor absoluto de 𝑥 es un número real
no negativo, el cual se designa por |𝑥| y se deﬁne de la siguiente forma:
|𝑥| = ৓𝑥 si 𝑥 ≥ 0,−𝑥 si 𝑥 < 0.
En 𝖠𝗀𝖽𝖺 se formaliza la deﬁnición de valor absoluto de la siguiente forma:
abs : ℝ → ℝ
abs x with x<0∨x≥0 x
... | inj₁ _ = - x
... | inj₂ _ = x
donde
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5.1. Valor absoluto
x<0∨x≥0 : (x : ℝ) → (x < r₀) ∨ (x ≥ r₀)
La formalización de |𝑥| se hace implementando una función, nombrada abs de
tipo ℝ → ℝ, la cual si recibe un argumento x que cumple x < 0 entonces
devuelve - x, de lo contrario devuelve x.
Algunas de las propiedades que cumple el valor absoluto, para todo nú-
mero real 𝑥 e 𝑦, son las siguientes:
|0| = 0,
si 𝑥 > 0 entonces |𝑥| = 𝑥,
si 𝑥 < 0 entonces |𝑥| = −𝑥,
|−𝑥| = |𝑥|,
|𝑥| ≥ 𝑥, (5.1)
−|𝑥| ≤ 𝑥, (5.2)
(desigualdad triangular) |𝑥 + 𝑦| ≤ |𝑥| + |𝑦|, (5.3)
|𝑥 − 𝑦| ≤ |𝑥| + |𝑦|.
Ejemplo 5.1. Se demuestra la desigualdad triangular (propiedad 5.3) para
el valor absoluto.
Demostración. A partir de las propiedades (5.1) y (5.2), para 𝑥, 𝑦 ∈ ℝ, se
tiene
−|𝑥| ≤ 𝑥 ≤ |𝑥|,
−|𝑦| ≤ 𝑦 ≤ |𝑦|.
Luego, sumando miembro a miembro estas desigualdades se obtiene:
−|𝑥| − |𝑦| ≤ 𝑥 + 𝑦 ≤ |𝑥| + |𝑦|.
lo que es igual a:
−(|𝑥| + |𝑦|) ≤ 𝑥 + 𝑦 ≤ |𝑥| + |𝑦|.
Finalmente por la deﬁnición de valor absoluto se tiene:
|𝑥 + 𝑦| ≤ |𝑥| + |𝑦|.
La formalización de la demostración en 𝖠𝗀𝖽𝖺 de la desigualdad triangular,
nombrada abs-tri, está dada dada por:
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abs-tri : (x y : ℝ) → abs (x + y) ≤ abs x + abs y
abs-tri x y with x<0∨x≥0 (x + y)
... | inj₁ p = helper
where
helper : - (x + y) ≤ abs x + abs y
helper = p₁-helper (≤-to-≥ (p₂-helper (-absx+-absy≤x+y x y)))
where
p₁-helper : x + y ≥ - (abs x + abs y) →
- (x + y) ≤ abs x + abs y
p₁-helper h₁ = x≥-y→-x≤y (x + y) (abs x + abs y) h₁
p₂-helper : - (abs x) + ( - abs y) ≤ x + y →
- (abs x + abs y) ≤ x + y
p₂-helper h₂ = subst₂ (λ t₁ t₂ → t₁ ≤ t₂)
(≡-sym mul-x+y)
(refl (x + y))
h₂
... | inj₂ _ = x+y≤absx+absy x y
Como la formalización de valor absoluto emplea with sobre la propiedad
x<0∨x≥0, entonces se da una reducción por la izquierda. Por esta razón se
generan dos objetivos:
... | inj₁ p = helper
... | inj₂ _ = x+y≤absx+absy x y
El primer objetivo es demostrar la propiedad nombrada helper, la cual está
deﬁnida por:
helper : - (x + y) ≤ abs x + abs y
Esta propiedad a su vez requiere la demostración de las propiedades nom-
bradas p₁-helper y p₂-helper. El segundo objetivo consiste en demostrar la
propiedad
x+y≤absx+absy : (x y : ℝ) → x + y ≤ abs x + abs y
Una prueba de esta propiedad se encuentra en el repositorio.
44
5.2. Distancia entre dos puntos
La formalización de la demostración en 𝖠𝗀𝖽𝖺 de las demás propiedades
de valor absoluto mencionadas al comienzo de esta sección se encuentran en
el repositorio.
En la sección 4.5 se señaló una limitación para realizar pruebas auto-
máticas cuando se emplean varios universos en la formalización. Las prue-
bas relacionadas con valor absoluto no pudieron ser automatizadas debido
a una razón diferente. En lo relacionado con el uso de las deﬁniciones en
una formalización cualquiera, 𝖠𝗉𝗂𝖺 sólo puede trasladar al lenguaje 𝖳𝖯𝖳𝖯
las deﬁniciones aceptadas por la lógica de predicados de primer orden. De
otra parte, 𝖠𝗀𝖽𝖺 al ser un lenguaje de programación soporta deﬁniciones de
mayor complejidad incluyendo deﬁniciones de funciones tal como es ilustrado
en la deﬁnición de la función valor absoluto.
5.2. Distancia entre dos puntos
Si 𝑥 es un número real, la distancia de 𝑥 a 0 es el número |𝑥|. De igual
forma, si 𝑥 e 𝑦 son números reales, la distancia entre 𝑥 e 𝑦 es el número
|𝑥 − 𝑦|.
Para todo número real 𝑥, 𝑦 y 𝑧, la función distancia, nombrada 𝑑, satisface
las siguientes propiedades:
𝑑(𝑥, 𝑦) ≥ 0,
𝑑(𝑥, 𝑦) = 𝑑(𝑦, 𝑥),
𝑑(𝑥, 𝑦) = 0 ↔ 𝑥 = 𝑦,
𝑑(𝑥, 𝑦) ≤ 𝑑(𝑥, 𝑧) + 𝑑(𝑧, 𝑦).
Se formaliza en 𝖠𝗀𝖽𝖺 la deﬁnición de distancia entre dos puntos, nom-
brada dist, a partir de la deﬁnición de valor absoluto:
dist : ℝ → ℝ → ℝ
dist x y = abs (x - y)
Ejemplo 5.2. Demostrar que para cualquier número real 𝑥, 𝑦, 𝑧 y 𝑤 se
cumple:
𝑑(𝑥 + 𝑧, 𝑦 + 𝑤) ≤ 𝑑(𝑥, 𝑦) + 𝑑(𝑧, 𝑤). (5.4)
Demostración. Se parte de la desigualdad triangular donde el primer número
está dado por 𝑥 − 𝑦 y el segundo número por 𝑧 − 𝑤, es decir:
|(𝑥 − 𝑦) + (𝑧 − 𝑤)| ≤ |𝑥 − 𝑦| + |𝑧 − 𝑤|.
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Por deﬁnición de distancia entre dos puntos, el lado derecho de la desigualdad
anterior es equivalente al mismo lado de la propiedad a demostrar, por lo que
basta con probar la igualdad:
|(𝑥 − 𝑦) + (𝑧 − 𝑤)| = 𝑑(𝑥 + 𝑧, 𝑦 + 𝑤).
Reagrupando los términos del lado izquierdo de la igualdad se obtiene:
|(𝑥 − 𝑦) + (𝑧 − 𝑤)| = |(𝑥 + 𝑧) − (𝑦 + 𝑤)|.
Finalmente por deﬁnición de distancia:
|(𝑥 + 𝑧) − (𝑦 + 𝑤)| = 𝑑(𝑥 + 𝑧, 𝑦 + 𝑤).
Queda así demostrada la propiedad.
La formalización de la demostración de (5.4), nombrada dis-des, está
dada por:
dis-des : (x y z w : ℝ) →
dist (x + z) (y + w) ≤ dist x y + dist z w
dis-des x y z w = p₁-helper (abs-tri (x - y) (z - w))
A partir de la desigualdad triangular evaluada en los números (x - y) y
(z - w) se demuestra la propiedad p₁-helper, la cual indica:
p₁-helper : abs ((x - y) + (z - w)) ≤ abs (x - y) + abs (z - w) →
dist (x + z) (y + w) ≤ dist x y + dist z w
p₁-helper h =
subst₂ (λ t₁ t₂ → t₁ ≤ t₂)
p₁₁-helper
(refl (abs (x - y) + abs (z - w)))
h
Se observa que el lado derecho de la desigualdad es equivalente por lo que se
implementa la propiedad refl. Luego se demuestra la propiedad nombrada
p₁₁-helper reagrupando términos, lo que se logra implementando razona-
miento ecuacional.
p₁₁-helper : abs (x - y + (z - w)) ≡ dist (x + z) (y + w)
La formalización completa de esta propiedad se encuentra en el repositorio.
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Ejemplo 5.3. A diferencia de las propiedades del valor absoluto, las propie-
dades de la función distancia pudieron ser demostradas automáticamente.
postulate d-refl : (x y : ℝ) → (dist x y ≡ r₀) ↔ (x ≡ y)
{-# ATP prove d-refl abs-0 x>0→absx=x x<0→absx=-x #-}
postulate d-pos : (x y : ℝ) → dist x y ≥ r₀
{-# ATP prove d-pos abs-0 x>0→absx=x x<0→absx=-x #-}
postulate d-sym : (x y : ℝ) → dist x y ≡ dist y x
{-# ATP prove d-sym abs-0 x>0→absx=x x<0→absx=-x #-}
postulate d-tri : (x y z : ℝ) → dist x y ≤ dist x z + dist z y
{-# ATP prove d-tri abs-tri #-}
postulate
dis-des : (x y z w : ℝ) →
dist (x + z) (y + w) ≤ dist x y + dist z w
{-# ATP prove dis-des abs-tri #-}
Las hipótesis auxiliares empleadas en las demostraciones anteriores se en-
cuentran formalizadas en el repositorio.
5.3. Límite de una función
Sea 𝑓 una función deﬁnida sobre algún intervalo abierto que contiene al
número 𝑎, excepto posiblemente en 𝑎 misma. Se dice entonces que el límite
de 𝑓(𝑥) cuando 𝑥 tiende a 𝑎 es 𝐿, si para todo número 𝜀 > 0 existe un número
𝛿 > 0 tal que si la distancia de 𝑥 a 𝑎 es menor que 𝛿, entonces la distancia
de 𝑓(𝑥) a 𝐿 es menor que 𝜀.
La formalización de la deﬁnición del límite, nombrado lim, de una fun-
ción f, de tipo ℝ → ℝ, fue adaptada de la librería estándar de 𝖢𝗈𝗊.
lim : (ℝ → ℝ) → ℝ → ℝ → Set
lim f a L = (ε : ℝ) → ε > r₀ →
∃ᵣ (λ δ → δ > r₀ → (x : ℝ) →
dist x a < δ → dist (f x) L < ε)
Ejemplo 5.4. Demostración de la propiedad que indica que el límite de una
función constante es la constante.
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Demostración. El límite cuando 𝑥 tiende a 𝑎 de la función 𝑓(𝑥) = 𝑘 es igual
a 𝑘. Se tiene entonces que para todo 𝜀 > 0 existe un 𝛿 > 0 tal que la distancia
de 𝑥 a 𝑎 es menor que 𝛿, entonces la distancia de 𝑓(𝑥) a 𝑘 es menor que 𝜀.
Como la distancia de 𝑘 (𝑓(𝑥) = 𝑘) a 𝑘 es cero se cumple que 𝜀 > 0, entonces
se concluye que para todo 𝛿 > 0 el límite existe.
Se formaliza en 𝖠𝗀𝖽𝖺 la demostración de la propiedad, nombrada cte-lim,
que indica que el límite de una función f constante, de tipo ℝ → ℝ, es igual
a una constante k para todo x cuando este tiende a a, donde a, L y k son de
tipo ℝ.
cte-lim : (a L k : ℝ) → (f : ℝ → ℝ) → lim (λ _ → k) a k
cte-lim a L k f ε ε>0 = exist ε p-helper
La demostración emplea el constructor exist el cual requiere un testigo ε y
la prueba de la propiedad p-helper:
1 p-helper : ε > r₀ → (x : ℝ) → dist x a < ε → dist k k < ε
2 p-helper ε>0 x h = subst₂ (λ t₁ t₂ → t₁ < t₂)
3 (≡-sym (∧-proj₂ (d-refl k k)
4 (refl k)
5 (refl ε)
6 (>-to-< ε>0)
En la línea 1 se muestra el objetivo que se quiere lograr, dist k k < ε, donde
se tienen las hipótesis: ε>0, (x : ℝ) y dist x a < ε. En la línea 2, se realiza
la demostración de la propiedad p-helper donde se utiliza: la sustitución de
doble parámetro subst₂, la propiedad de la igualdad ≡-sym, la proyección
∧-proj₂, la propiedad de la igualdad refl y la propiedad >-to-<.
Como fue mencionado con anterioridad, 𝖠𝗉𝗂𝖺 sólo soporta la lógica de pri-
mer orden, es decir, 𝖠𝗉𝗂𝖺 no soporta lógicas de orden superior. La deﬁnición
del límite de una función no está expresada en la lógica de primer orden,
debido a que ésta es una función de orden superior (su primer argumento
es una función). Por esta razón, la demostraciones acerca de las propieda-
des de los límites no se pueden realizar de forma automática empleando la
metodología presentada en esta tesis.
Otras demostraciones formalizadas en 𝖠𝗀𝖽𝖺 de las propiedades de los
límites se encuentran en el repositorio
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Capítulo 6
Conclusiones
En esta tesis se se desarrolló una formalización de las demostraciones de
propiedades matemáticas en el sistema de los números reales, demostrando
de forma interactiva con el programa 𝖠𝗀𝖽𝖺 y demostrando automáticamente
empleando el programa 𝖠𝗉𝗂𝖺 y algunos demostradores automáticos de teore-
mas. A partir del trabajo realizado se obtuvieron los siguientes resultados:
6.1. Resultados
Se presentó de forma axiomática el sistema de los números reales.
Se utilizó el asistente de pruebas 𝖠𝗀𝖽𝖺 para realizar demostraciones
interactivas de propiedades matemáticas, por medio de la interfaz para
el editor 𝖤𝗆𝖺𝖼𝗌.
Se emplearon los demostradores automáticas de teoremas 𝖤 y 𝖵𝖺𝗆𝗉𝗂𝗋𝖾,
así como el programa 𝖠𝗉𝗂𝖺, que es un traductor de la representación
que hace 𝖠𝗀𝖽𝖺 de formulas de primer orden al lenguaje 𝖳𝖯𝖳𝖯, para de-
mostrar automáticamente diferentes propiedades. Si una propiedad no
es demostrada empleando la metodología presentada en esta tesis esto
se puede asociar a uno de los siguientes casos: a) el tiempo de espera
máximo que se ha programado en el computador para que los ATPs
intenten realizar la demostración es corto y en consecuencia no alcan-
zaron a realizar la demostracion, b) de los ATPs elegidos ninguno logra
hacer la demostración, en este caso se puede usar un ATP diferente,
c) no sabe si la propiedad se puede demostrar automáticamente.
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6. Conclusiones
Se presentaron ejemplos sobre la manera de realizar demostraciones in-
teractivas y automáticas, ambas maneras de demostrar pueden ser el
inicio para otros proyectos de investigación, pero también una motiva-
ción para profundizar más al respecto sobre este tipo de demostraciones.
Como experiencia en la formalización de algunas propiedades del siste-
ma de los números reales en 𝖠𝗀𝖽𝖺 se destaca que el proceso fue arduo y
extenso, esto debido a que cada vez que se formalizaba una deﬁnición
o una demostración se necesitaban una serie de propiedades y deﬁni-
ciones previas. Por ejemplo, cuando se formalizó el concepto del límite
de una función se tuvo que deﬁnir: la función valor absoluto, la función
de distancia entre dos puntos y la función que retorna el mínimo entre
dos valores. Además, fue necesario demostrar una serie de propiedades
que dichas funciones cumplen y otras tantas más.
Se reconocieron y experimentaron algunas de las limitaciones para rea-
lizar demostraciones automáticas. En el contexto de esta tesis las prin-
cipales limitaciones están relacionadas con el programa 𝖠𝗉𝗂𝖺.
Terminar esta tesis no fue fácil, pero valió la pena trasegar por este
camino ya que se obtuvieron grandes aprendizajes.
6.2. Trabajo futuro
Todos las preguntas e ideas que puedan surgir y conceptos que puedan
ir mas allá de esta tesis pueden ser tomados como elementos para trabajo
futuro. Se propone lo siguiente:
𝖢𝗈𝗊 formaliza una versión más fuerte de la propiedad Arquimediana
presentada en esta tesis. Sería interesante conocer si se puede debilitar
la versión de esta propiedad empleada por 𝖢𝗈𝗊.
Una experiencia enriquecedora consistiría en ampliar la formalización
realizada en esta tesis, por ejemplo los conceptos de continuidad de
funciones, derivadas e integrales, tal como se hace por ejemplo en 𝖢𝗈𝗊.
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Apéndice A
Propiedades de la igualdad
proposicional
En este apéndice se presentan algunas propiedades de la igualdad propo-
sicional deﬁnida en la sección 2.10 empleadas en esta tesis.
Simetría de la igualdad.
≡-sym : {x y : ℝ} → x ≡ y → y ≡ x
≡-sym (refl x) = refl x
Transitividad de la igualdad.
≡-trans : {x y z : ℝ} → x ≡ y → y ≡ z → x ≡ z
≡-trans (refl z) (refl z) = refl z
Doble sustitución para la igualdad.
subst₂ : (P : ℝ → ℝ → Set) → {x₁ x₂ y₁ y₂ : ℝ} →
x₁ ≡ x₂ → y₁ ≡ y₂ → P x₁ y₁ → P x₂ y₂
subst₂ P (refl x) (refl y) h = h
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Apéndice B
Deﬁniciones
Se presentan algunas deﬁniciones empleadas en la formalización del sis-
tema de números reales.
-- The inclusive disjunction data type.
data _∨_ (A B : Set) : Set where
inj₁ : A → A ∨ B
inj₂ : B → A ∨ B
-- Substraction.
_-_ : ℝ → ℝ → ℝ
x - y = x + (- y)
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Apéndice C
Demostraciones interactivas
auxiliares
En este apéndice se presentan algunas demostraciones usadas en esta tesis
pero no presentadas en el cuerpo principal del trabajo.
Ejemplo C.1. Se demuestra la propiedad 1>0:
1>0 : r₁ > r₀
1>0 = p₁-helper (>-sqr (1≢0))
where
p₁-helper : sqr r₁ > r₀ → r₁ > r₀
p₁-helper h = subst₂ (λ t₁ t₂ → t₁ > t₂) r₁-sqr (refl r₀) h
Ejemplo C.2. Se demuestra la propiedad >-+-cancel-r:
>-+-cancel-r : {x y z : ℝ} → x + z > y + z → x > y
>-+-cancel-r h = p₁-helper (p₂-helper (p₃-helper (p₄-helper h)))
where
p₁-helper : {x y : ℝ} → x + r₀ > y + r₀ → x > y
p₁-helper {x} {y} h =
subst₂ (λ t₁ t₂ → t₁ > t₂) (+-neut x) (+-neut y) h
p₂-helper : {x y z : ℝ} → x + (z + (- z)) > y + (z + (- z)) →
x + r₀ > y + r₀
p₂-helper {x} {y} {z} h = subst₂ (λ t₁ t₂ → x + t₁ > y + t₂)
(+-inve z) (+-inve z) h
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C. Demostraciones interactivas auxiliares
p₃-helper : {x y z : ℝ} → (x + z) + (- z) > (y + z) + (- z) →
x + (z + (- z)) > y + (z + (- z))
p₃-helper {x} {y} {z} h = p-helper h
where
p-helper : {x y x₁ x₂ : ℝ} → (x + x₁) + x₂ > (y + x₁) + x₂ →
x + (x₁ + x₂) > y + (x₁ + x₂)
p-helper {x} {y} {x₁} {x₂} h =
subst₂ (λ t₁ t₂ → t₁ > t₂)
(+-asso x x₁ x₂)
(+-asso y x₁ x₂) h
p₄-helper : {x y z : ℝ} → x + z > y + z →
x + z + (- z) > y + z + (- z)
p₄-helper {x} {y} {z} h = >-+-right h
Comentario. Las propiedades >-sqr, r₁-sqr y >-+-right se encuentran for-
malizadas en el repositorio archivo Properties.agda.
Ejemplo C.3. Propiedad >-to-<:
>-to-< : {x y : ℝ} → x > y → y < x
>-to-< {x} {y} h = h
Ejemplo C.4. A partir del axioma de tricotomía deﬁnido en la sección 3.2,
se prueba la propiedad asimétrica, nombrada >-asym, de la siguiente forma:
>-asym : {x y : ℝ} → x > y → x ≮ y
>-asym {x} {y} x>y x<y = case prf₁ prf₂ (trichotomy x y)
where
prf₁ : (x > y) ∧ (¬ x ≡ y) ∧ (¬ x < y) → ⊥
prf₁ (_ , _ , p) = p x<y
prf₂ : (¬ x > y ∧ x ≡ y ∧ ¬ x < y) ∨ (¬ x > y ∧ ¬ x ≡ y ∧ x < y) → ⊥
prf₂ (inj₁ (p , _)) = p x>y
prf₂ (inj₂ (p , _)) = p x>y
La propiedad >-asym indica que si existe una relación de orden > entre dos
elementos distintos de tipo ℝ, es decir 𝑥 > 𝑦, y si 𝑦 > 𝑥 entonces se produce
una contradicción.
Además, a partir del axioma de tricotomía se demuestra que para todo
𝑥, 𝑦 ∈ ℝ si 𝑥 ≢ 𝑦 y 𝑥 ≮ 𝑦 entonces se tiene 𝑥 > 𝑦, es decir:
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≢∧≮→> : {x y : ℝ} → (x ≢ y) ∧ (x ≮ y) → x > y
≢∧≮→> {x} {y} (x≢y , x≮y) = case prf₁ prf₂ (trichotomy x y)
where
prf₁ : x > y ∧ ¬ x ≡ y ∧ ¬ x < y → x > y
prf₁ h = ∧-proj₁ h
prf₂ : (¬ x > y ∧ x ≡ y ∧ ¬ x < y) ∨ (¬ x > y ∧ ¬ x ≡ y ∧ x < y) →
x > y
prf₂ h = case prf₂₁ prf₂₂ h
where
prf₂₁ : ¬ x > y ∧ x ≡ y ∧ ¬ x < y → x > y
prf₂₁ h₁ = ⊥-elim (x≢y (∧-proj₁ (p-helper h₁)))
where
p-helper : ¬ x > y ∧ (x ≡ y ∧ ¬ x < y) →
x ≡ y ∧ (¬ x < y ∧ ¬ x > y)
p-helper h₂ = ∧-assoc₂ (∧-comm h₂)
prf₂₂ : (¬ x > y) ∧ (¬ x ≡ y) ∧ (x < y) → x > y
prf₂₂ h₃ = ⊥-elim (x≮y (∧-proj₂ (∧-assoc₁ h₃)))
Igualmente se prueba que cada uno de los disyuntos del axioma de tricotomía
implica la negación de los otros dos, es decir:
>→≮∧≢ : (x y : ℝ) → x > y → x ≮ y ∧ x ≢ y
>→≮∧≢ x y x>y = (λ x<y → >-asym x>y x<y) , (λ x=y → ≡→≯ x=y x>y)
≡→≮∧≯ : (x y : ℝ) → x ≡ y → x ≮ y ∧ x ≯ y
≡→≮∧≯ x y x=y = (λ x<y → <→≢ x<y x=y) , (λ x>y → >→≢ x>y x=y)
<→≯∧≢ : (x y : ℝ) → x < y → x ≯ y ∧ x ≢ y
<→≯∧≢ x y x<y = (λ x>y → <-asym x<y x>y) , (λ x=y → <→≢ x<y x=y)
La demostración de las propiedades <-asym, ≡→≯, >→≢ y <→≢ se encuentran en
el repositorio en el archivo Properties.agda.
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