Biomechanical models are used extensively to study risk factors, such as peak stresses, for vulnerable atherosclerotic plaque rupture. Typically, 3D patient-specific arterial models are reconstructed by interpolating between cross sectional contour data which have a certain axial sampling, or image, resolution. The influence of the axial sampling resolution on computed stresses, as well as the comparison of 3D with 2D simulations, is quantified in this study. A set of histological data of four atherosclerotic human coronary arteries was used which were reconstructed in 3D with a high sampling (HS) and low sampling (LS) axial resolution, and 4 slices were treated separately for 2D simulations. Stresses were calculated using finite element analysis (FEA). High stresses were found in thin cap regions and regions of thin vessel walls, low stresses were found inside the necrotic cores and media and adventitia layers. Axial sampling resolution was found to have a minor effect on general stress distributions, peak plaque/cap stress locations and the relationship between peak cap stress and minimum cap thickness. Axial sampling resolution did have a profound influence on the error in computed magnitude of peak plaque/cap stresses (7 15.5% for HS vs. LS geometries and 7 24.0% for HS vs. 2D geometries for cap stresses). The findings of this study show that axial under sampling does not influence the qualitative stress distribution significantly but that high axially sampled 3D models are needed when accurate computation of peak stress magnitudes is required.
Introduction
Atherosclerosis is characterized by plaque formation in the arterial wall (Virmani et al., 2000) . Plaque rupture may lead to thromboembolism, possibly causing acute myocardial infarctions and ischemic strokes (Falk et al., 1995; Yuan et al., 2002) . Rupture prone plaques, termed vulnerable plaques, generally consist of a large necrotic core separated from the lumen by a thin macrophage infiltrated fibrous cap Virmani et al., 2006) .
To improve clinical decision making for medical treatment much attention has been focused on understanding vulnerable plaque rupture. The biomechanical approach treats plaque rupture as an event of mechanical failure, where stresses in the cap lead to its rupture if they exceed the cap strength (Loree et al., 1992; Sadat et al., 2010; Redgrave et al., 2008; Tang et al., 2009) . Finite element analysis (FEA) is often used to provide insight into the stress distribution in plaques and the dependence of plaque stress on morphological and geometrical factors such as cap thickness, necrotic core size, luminal curvature and microcalcifications Gao et al., 2009; Sadat et al., 2011a,b; Vengrenyuk et al., 2006; Teng et al., 2011a, b; Creane et al., 2010a,b; Rambhia et al., 2012; Maldonado et al., 2012) . In addition to contributing to understanding of plaque rupture (Gao et al., 2011) , biomechanical modeling also shows potential for non-invasive identification of vulnerable plaques using novel riskstratification criteria .
Reliable stress assessment using FEA critically depends on accurate reconstruction of the plaque geometry. The plaque geometry is typically obtained from a range of in vivo or ex vivo imaging methods including MRI (Kock et al., 2008; Li et al., 2008; Teng et al., 2011a,b; Sadat et al., 2009; Huang et al., 2011) , CT (Creane et al., 2010a ,b, Maldonado et al., 2012 , OCT (Chau et al., 2004) , intravascular ultrasound (Ohayon et al., 2001; Kural et al., 2012 , Baldewsing et al., 2004 and histology (Huang et al., 2001; Akyildiz et al., 2011; Speelman et al., 2011; Ohayon et al., 2007; Vengrenyuk et al., 2010) . In the case of 2D FEA simulations, plaque components are delineated in cross sectional images, and a plane strain analysis is performed. For 3D simulations, cross sectional images are predominantly obtained from MRI volume data which typically consist of anisotropic voxels with an in-plane resolution being in the order of 5-10 times higher than the axial resolution (voxel dimensions of 0.2-0.6 mm in-plane vs. 1-2 mm axial) . The 3D geometry is reconstructed by axially stacking cross sectional segmented contours with a distance which will be referred to in this study as the axial sampling resolution. For contours derived from volume image data, the axial sampling resolution is equal to the axial voxel dimension while for contours based on histology it is equal to the slice distance. Upon stacking the contours, interpolation is used to generate the 3D arterial geometry.
This study aims to quantify the influence of axial sampling resolution on computed peak plaque and cap stresses using FEA. This will be done by performing stress simulations on a set of histology based atherosclerotic arterial segments. Each segment will be reconstructed in 3D using a high axial resolution and a low axial resolution. For each segment also 2D simulations will be performed and compared to the 3D models.
Methods

Histology and segmentation
To investigate the influence of axial sampling resolution on computed stresses, we needed a data set of diseased arteries with a sufficiently high resolution that can serve as a gold standard. We used a histological set of human coronary arteries with an axial slice distance of 0.5 mm. We selected 4 arterial segments with a length of 3 mm (7 slices). The selection criteria were such that each segment had at least one large necrotic core and at least one thin cap. Before sectioning, the arteries were decalcified and perfusion fixated with formalin at 100 mmHg and stained with a Movat pentachrome staining to enable segmentation of the plaque components. Manual segmentation of the lumen, necrotic cores, media and adventitia layers was performed (Fig. 1). 
Geometry reconstructions
To reconstruct the 3D geometries, the slices were stacked vertically by alignment of the luminal center of gravity. For each arterial segment, a reference geometry using all 7 histological slices spaced 0.5 mm apart was created, referred to as the high sampling (HS) model. A low sampling (LS) geometry was created to mimic the in vivo imaging situation which had only 4 slices spaced 1.0 mm apart. The most extreme case of low sampling would be the use of only a single slice, thus resulting in a 2D formulation. To investigate and compare results of this lowest possible sampling resolution to the HS models, four 2D models were created from the same four slices used for the LS geometry (Fig. 2) . Non-uniform rational basis spline interpolation in Gambit (Fluent Inc., ANSYS, Canonsburg, Pennsylvania) was used to interpolate between slices. To avoid reading out values at the boundary of the simulated domain, an additional top and bottom end slice were added to each 3D model before geometrical interpolation.
Material properties and computational analysis
All tissues were assumed to be homogeneous, hyperelastic and incompressible. The intima and lipid core tissues were assumed to be isotropic and modeled with the Neo-Hookean material model. The media and adventitia tissues were modeled with an anisotropic material model (Gasser et al., 2006) . The same material constants were used as in Akyildiz et al. and are listed in Table 1 .
All FEA were performed using Abaqus (Version 6.11.1, Dassault Syst emes Simulia Corp., Providence, RI, USA). The models for the 2D simulations were meshed with four-node linear hybrid elements ( $ 100.000 elements). For 3D simulations, four-node linear hybrid tetrahedral elements were used. All 3D meshes were created using an iterative adaptive remeshing procedure allowing for small elements in high stress regions while keeping the total mesh size below 2 million elements. All models contained at least 3 layers of elements in every thin cap and yielded mesh independent solutions. The initial stress was calculated using the backward incremental method (de Putter et al., 2007; Speelman et al., 2011) . A static intraluminal pressure of 15 kPa ( $ 110 mmHg) was applied as the loading condition for all models. The 2D models were based on a plane strain assumption whereas the boundary conditions for the 3D models consisted of restraining the z-component of the deformation at the axial boundaries.
Analysis
The maximum principal stress, stress-P 1 [kPa] , was used as the stress scalar quantity in this study (Kock et al., 2008) . Quantitative comparisons were performed only at cross sections matching the slices used to create the HS models. Four out of seven of these slices are shared in all models (HS, LS and 2D) while the other three represent interpolated cross sections for the LS models and do not occur as 2D models (Fig. 2) . The peak plaque stress refers to the maximum stress in a cross sectional plane at a particular z-height. The peak cap stress specifically refers to the maximum stress in a cap region in a plane. Computed stresses for HS were compared to LS and 2D cases using Bland Altman plots which plot the relative difference (in %) as a function of the mean of two values. Mean slice curvatures in the z-direction (axial) were numerically calculated from the 3D FEA mesh, by inverting the radius of the osculating circle through 3 vertically interpolated aligned mesh nodes around the slice and averaging for the entire lumen wall circumference. A non-parametrical 1-tailed Mann-Whitney U test was used for comparison between groups of data where a p-value lower than 0.01 was considered significant.
Results
Qualitative stress distribution
Longitudinal stress plots are shown in Fig. 3 . Within the reference geometry of each arterial segment, the HS case, we found a highly heterogeneous stress distribution along the luminal wall. High stresses were found in the cap regions, regions of high luminal curvature and in thin vessel walls at the plaque shoulder areas. Low stresses were found in the soft necrotic cores and at thick intima regions. Overall peak stresses varied largely, from 205 kPa (segment 1) to 380 kPa (segment 3). When observing the LS cases, we first noticed axial smoothing of geometrical plaque features (indicated by the white arrows) leading to local vessel wall thickening or thinning. From a qualitative perspective, lower axial sampling did not appear to influence the general stress distribution except for the case of segment 3 (grey arrow). At this location, local geometrical changes were observed in both the curvatures of the geometrical plaque features and in the thickness of the arterial wall.
Peak plaque stress
An example of the stress distribution in a shared cross section is shown in Fig. 4 . The cross section contained one necrotic core with a thin cap leading to a highly heterogeneous stress distribution. The peak plaque stress was found in a region where the inplane luminal wall curvature is relatively high and the vessel wall is thin. For lower sampling, the qualitative stress distribution and the location of peak plaque stress remained the same. The computed magnitude of the peak plaque stress was influenced however by lower sampling: for LS the peak plaque stress was higher (186 kPa vs. 180 kPa) and for 2D also higher (195 kPa vs. 180 kPa). We observed a similar trend for all other cross sections: the qualitative stress distribution, as well as the location of peak plaque stress, was unaffected by lower sampling, but the magnitude of peak plaque stress was significantly influenced. In Fig. 5 , plots show the relative difference of peak plaque stress computed from the HS model from that of both the LS and 2D models as a function of their averaged value. For the 16 shared cross sections from LS geometries, the magnitude of the peak plaque stress compared to that of the HS 
Peak cap stress
The magnitude of the peak cap stress in the example cross section in Fig. 4 also changed for lower axial sampling. For LS, the peak cap stress was 8% higher (125 vs. 116 kPa) and for 2D it was 26% lower (86 kPa vs. 116 kPa). This again followed the general trend that the accuracy of the calculated peak cap stress significantly decreased for lower sampling, but without a clear systematic bias. In Fig. 6 , the relative difference in peak cap stress is plotted as a function of cap thickness for all caps present in the shared cross sectional slices studied. From the 17 cap regions identified, it was found that the peak cap stress in the LS case deviated þ6 715.5% (p ¼0.37, range [ À 17%, þ34%]) from the HS case, and in the 2D case it deviated À 1.2724.0% (p ¼0.45, range [ À 41%, þ50%]). As seen in the plots, minimum cap thickness is not a predictor of whether LS models will either under-or overestimate the peak cap stress, but as Fig. 6b shows, smaller cap thicknesses lead to a larger range in errors in calculated stresses for 2D models.
Cap thickness-peak cap stress relationship
Although lower sampling caused significant changes in the absolute magnitude of peak stresses, we questioned whether parametrical relationships, such as the relationship between peak cap stress and minimum cap thickness, were influenced by lower sampling. In Fig. 7 , we plot this relationship for the HS, LS and 2D models, which reveals that the relationship was unaffected by lower sampling. For thin caps (mean thickness of 71 mm), the mean peak cap stress for HS was 139 757 kPa and for thick caps (mean thickness of 349 mm) 62727 kPa (p o0.01). For LS, this same change was observed: thin caps 120742 kPa and thick caps 60 719 kPa (p o0.01). Finally, for 2D simulations there was also a significant difference between both groups: thin caps 123 744 kPa and thick caps 61726 kPa (po0.01).
Luminal wall curvature-peak plaque stress relationship
To gain insight into why lower sampling leads to a wide, but unbiased, spread in peak plaque and cap stresses, we quantified the effect of axial sampling resolution on the average luminal wall z-curvature per cross section studied. Luminal wall axial curvature was chosen due to it being the most obvious geometrical parameter influenced by axial sampling resolution. In Fig. 8 , we plot the computed difference in average luminal z-curvature per slice between HS and LS geometries against the difference in computed peak plaque stress for that slice. Slice mean luminal z-curvature magnitudes were found to be in the range of 1.4-3.9 Â 10 À 4 mm À 1 (mean 2.4 Â 10 À 4 mm À 1 ), which are a factor 10 lower than typical in plane (x, y) curvatures (found to be in the order of 1 Â 10 À 3 mm À 1 ). Comparing LS to HS, the mean difference in curvature was À87 34%, range [À 51%, þ70%] which indicates that luminal wall z-curvature on average tends to decrease for lower sampling. However, a positive or negative change in luminal wall z-curvature could not be correlated to an under-or overestimation in peak plaque stress.
Discussion
Biomechanical FEA is an increasingly used method to study vulnerable plaque rupture risk (Sadat et al., 2010) , thus it is vital that its constituents and their effects on model outcomes are well understood. This study focused on the geometry reconstruction step and quantified the influence of axial sampling on peak stresses. Results showed that lower sampling had a small influence on the qualitative stress distribution in plaques and on the location of peak stresses. The 3D qualitative stress distribution was found to be unaffected, suggesting that an axial sampling resolution of 1 mm is sufficient to capture the general geometrical features of atherosclerotic arterial segments. However, regarding the accuracy of calculated peak cap stresses, lower sampling did have a profound influence. Although lower sampling did not lead to a systematic bias in computed peak cap stresses ( þ6% and þ1% for HS vs. LS and HS vs. 2D), it did lead to a larger error in calculated values (15.5% for HS vs. LS up to 24.0% for HS vs. 2D).
In order to understand the geometrical changes induced by lower sampling and their correlation with over-or underprediction of peak stresses, geometrical analyses were performed. While lower axial sampling led to geometrical axial smoothing, a decrease in axial curvature failed to correlate with lower peak stresses as would, at first hand, be expected from a mechanical perspective. Furthermore, the cap thickness turned out to be an inadequate predictor for a bias in computed peak stress differences. It was also observed that lower sampling models did not include some small necrotic cores and other local morphological plaque features present in HS models, due to the resolution limit of 1.0 mm. It can be noted that LS models typically lead to an underestimation in lipid core axial length, illustrated in Fig. 2 . This underestimation can be up to 1 slice distance (1.0 mm) and could be significant if the missed geometrical information revealed a thin cap. With regard to spline interpolation, lower sampling can lead to both a locally thinner or thicker cap or vessel wall and a higher or lower axial curvature, either increasing or decreasing peak stresses. Combined, these geometrical effects lead to a complex interplay of parameters altered by lower sampling which causes a larger, but unbiased, error in computed peak stresses in shared slices. This error was larger for interpolated slices, implying that stresses in solely non-interpolated cross sections should be considered for 3D plaque stress computations.
The most extreme form of under sampling would be the use of single slice information, thus resulting in a 2D model. The comparison of 2D models with 3D resulted in the observation that absolute stress values from 2D simulations deviated significantly from the HS models, up to 48% for peak cap stresses. In a study by Ohayon et al., 2005 , a similar discrepancy in peak stress was found when comparing 2D simulations to 3D based on intravascular ultrasound data from one coronary arterial segment. Biased stress over prediction and difference in peak stress location for 2D models found in that study could be attributed to the use of a fine and a coarse mesh for 2D and 3D models respectively, whereas this study employed a similar mesh density for both models. An additional difference is that this study used decalcified tissue, which might be a smoothing factor. Although the 2D to 3D model comparison is valuable for this particular study on axial sampling resolution, it is of importance to note that this comparison cannot be translated directly to in vivo 2D and 3D stress simulations. This is because this study did not take any circumferential or axial residual stresses for 3D and 2D models into account. Residual stresses have been shown to have a crucial impact on peak plaque and cap stresses as well as on comparisons between 2D and 3D models (Cilla et al., 2012; Ohayon et al., 2007; Tang et al., 2004) . Residual stresses are thus a vital constituent for accurate plaque stress modeling in vivo. Unfortunately, residual stresses are currently unobtainable from in vivo data used for non-invasive FEA-based plaque vulnerability assessment studies for which this study would be of relevance (Sadat et al., 2010) . To truly investigate the outcome of 2D and 3D model comparisons including residual stresses using more than one arterial segment should be subject of further studies.
This work showed the possibility of using histology for 3D biomechanical plaque models, allowing contours based on a high axial and in-plane resolution and enabling the inclusion of thin media and adventitia layers, all in contrast to using in vivo imaging data such as MRI. The use of histology, however, also led to certain limitations of this study. Decalcification was applied during histological processing which resulted in the fact that our study could not include macro-or microcalcifications into the models. The possible effects of decalcification on the outcome of this study remain unknown and should be investigated in future research by for instance utilizing additional mCT imaging. It has been shown that the presence of microcalcifications in the cap can increase the peak cap stress 2 to 5 fold, which is significantly larger than stress magnitude changes reported in this study (Rambhia et al., 2012; Maldonado et al., 2012) . A minimum axial resolution of 6.7 mm would be required for adequate reconstruction of microcalcifications to evaluate their effect on local peak cap stresses . This resolution is beyond the currently available non-invasive imaging modalities. In case of microcalcifications, the results of this study still provide valuable insight into the cap background stress. Furthermore, axially aligned stacking of the cross sectional contours neglected the lumen centerline curvature, which might influence results. However, it is reasonable to assume that this curvature is low compared to axial changes of geometrical plaque features and is thus of little influence on the plaque stresses.
Conclusions
Axial sampling resolution was found to have a minor influence on general stress distributions and on the peak plaque/cap stress locations. Also, the relationship between peak cap stress and minimum cap thickness was found to be unaffected by lower sampling. Lower sampling did, however, have a major influence on the accuracy of the computed magnitude of peak plaque/cap stresses. Therefore, it can be concluded that high sampled 3D models are required for accurate plaque vulnerability assessment using stress magnitude as a measure for rupture risk.
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