Convergence of the variational iteration method for solving multi-delay differential equations  by Yang, Shui-Ping & Xiao, Ai-Guo
Computers and Mathematics with Applications 61 (2011) 2148–2151
Contents lists available at ScienceDirect
Computers and Mathematics with Applications
journal homepage: www.elsevier.com/locate/camwa
Convergence of the variational iteration method for solving multi-delay
differential equations
Shui-Ping Yang a,b,∗, Ai-Guo Xiao a
a School of Mathematics and Computational Science, Hunan Key Laboratory for Computation and Simulation in Science and Engineering, Xiangtan University,
Hunan, 411105, China
b Department of Mathematics, Huizhou University, Guangdong, 516007, China
a r t i c l e i n f o
Keywords:
Multi-delay differential equations
Variation iteration method
Convergence
a b s t r a c t
This paper employs the variational iteration method (VIM) to obtain analytical solutions
of multi-delay differential equations. Some convergence results are given, and an effective
technique for choosing a reasonable initial solution is designed in the solving process; an
example is given to elucidate it.
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1. Introduction
The variational iterationmethodwas first proposed byHe [1,2]. The VIMhas been successfully applied inmany situations
for obtaining analytical solutions or approximate analytical solutions [3–7]. The convergence of the VIM for solving linear
systems of ODEs with constant coefficients has been discussed in [8]. In [9], the VIM was applied to a class of multi-
pantograph delay equations and some convergence results have been given. In [10], Mokhtari discussed how to optimally
choose the initial solution. In this paper, analytical solutions or approximate analytical solutions of MDDEs have been
obtained by the VIM. Moreover, convergence of the VIM for solving MDDEs is also studied. Furthermore, an effective
technique for choosing a more reasonable initial iteration solution is designed in the solving process.
2. Main results
In this section, we shall apply the VIM to solve MDDEs. Convergence results for the VIM for MDDEs will be given. We
define the norm ‖u(t)‖∞ = max0≤t≤T |u(t)|, ∀u(t) ∈ C[0, T ].
2.1. Convergence of the VIM for MDDEs
Consider the initial value problem for MDDEs in the following form:
y′(t) = f (t, y(t), y(α1(t)), . . . , y(αn(t))), t ∈ [0, T ],
y(t) = ϕ(t), t ∈ [−τ , 0], (2.1)
where ϕ(t) is a given continuous function, αi(t) ∈ C1[0, T ] (i = 1, 2, . . . , n) are strictly monotone increasing functions,
α1(t) ≤ α2(t) ≤ · · · ≤ αn(t) ≤ t , α1(0) = −τ , and there exist ti ∈ [0, T ] such that αi(ti) = 0, i = 1, 2, . . . , n, f : D =
[0, T ] × R × R × · · · × R → R is a given continuous mapping and satisfies the Lipschitz conditions. Obviously, problem
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(2.1) can be written as follows:
y′(t) = Ay(t)+ F(t, y(t), y(α1(t)), . . . , y(αn(t))), t ∈ [0, T ],
y(t) = ϕ(t), t ∈ [−τ , 0], (2.2)
where A is a constant, and Ay(t) is the linear part of f (t, y(t), y(α1(t)), . . . , y(αn(t))), F : D = [0, T ] ×R×R · · · ×R→ R
is a given continuous mapping and satisfies the Lipschitz conditions
|F(t, u01, u11, . . . , un1)− F(t, u02, u11, . . . , un1)| ≤ β0(t)|u01 − u02|,
· · ·
|F(t, u01, u11, . . . , un1)− F(t, u01, u11, . . . , un2)| ≤ βn(t)|un1 − un2|,
∀ui1, ui2 ∈ R, i = 0, 1, . . . , n,
(2.3)
where β0(t), β1(t), . . . , βn(t) ≥ 0 are continuous functions. Now, we construct the correction functional in the following
form:
ym+1(t) = ym(t)+
∫ t1
0
λ(ξ)[y′m(ξ)− Aym(ξ)− F˜(ξ , ym(ξ), ϕ(α1(ξ)), . . . , ϕ(αn(ξ)))]dξ · · ·
+
∫ tn
tn−1
λ(ξ)[y′m(ξ)− Aym(ξ)− F˜(ξ , ym(ξ), ym(α1(ξ)), . . . , ym(αn−1(ξ)), ϕ(αn(ξ)))]dξ
+
∫ t
tn
λ(ξ)[y′m(ξ)− Aym(ξ)− F˜(ξ , ym(ξ), ym(α1(ξ)), . . . , ym(αn(ξ)))]dξ, t ∈ [0, T ], (2.4)
and t ∈ [−τ , 0], ym(t) = ϕ(t),m = 0, 1, . . .. Making the above correction functional stationary, and noting that δF˜ = 0,
we have the stationary conditions
1+ λ(ξ)|ξ=t = 0, λ′(ξ)+ λ(ξ)A = 0,
which give λ(ξ) = −e−(ξ−t)A. As a result, we get the following variational iteration formula:
ym+1(t) = ym(t)−
∫ t1
0
e−(ξ−t)A[y′m(ξ)− Aym(ξ)− F(ξ , ym(ξ), ϕ(α1(ξ)), . . . , ϕ(αn(ξ)))]dξ · · ·
−
∫ tn
tn−1
e−(ξ−t)A[y′m(ξ)− Aym(ξ)− F(ξ , ym(ξ), ym(α1(ξ)), . . . , ym(αn−1(ξ)), ϕ(αn(ξ)))]dξ
−
∫ t
tn
e−(ξ−t)A[y′m(ξ)− Aym(ξ)− F(ξ , ym(ξ), ym(α1(ξ)), . . . , ym(αn(ξ)))]dξ . (2.5)
Beginning with an initial approximation y0(t), we obtain the successive approximations, and the exact solution can be
obtained by using
y(t) = lim
m→∞ ym(t).
Now, we show that the sequence {ym(t)}∞m=1 defined by Eq. (2.5) with y0(t) = ϕ(t) converges to the solution of (2.2). To do
this we state the following lemma and theorem.
Lemma 2.1. If y = f (x) ∈ C1[a, b] is a strictly monotone function and f ′(x) ≠ 0, and we let α = min{f (a), f (b)}, β =
max{f (a), f (b)}, then its inverse function x = f −1(y) ∈ C1[α, β] and [f −1(y)]′ = 1f ′(x) .
Proof. Obviously, according to the theory of calculus, this is true. 
Theorem 2.1. Let y(t), yi(t) ∈ C1[0, T ], i = 0, 1, . . .. Then the sequence defined by Eq. (2.5) with y0(t) = ϕ(t) converges to
y(t), i.e. the exact solution of problem (2.2).
Proof. From problem (2.2), and by using the fact that Em(0) = 0,m = 0, 1, . . . , and integration by parts, we obtain
Em+1(t) =
∫ t1
0
e−(ξ−t)A[(F(ξ , ym(ξ), ϕ(α1(ξ)), . . . , ϕ(αn(ξ)))− F(ξ , y(ξ), ϕ(α1(ξ)), . . . , ϕ(αn(ξ))))]dξ · · ·
+
∫ tn
tn−1
e−(ξ−t)A[(F(ξ , ym(ξ), ym(α1(ξ)), . . . , ym(αn−1(ξ)), ϕ(αn(ξ)))
− F(ξ , y(ξ), y(α1(ξ)), . . . , y(αn−1(ξ)), ϕ(αn(ξ))))]dξ
+
∫ t
tn
e−(ξ−t)A[F(ξ , ym(ξ), ym(α1(ξ)), . . . , ym(αn(ξ)))
− F(ξ , y(ξ), y(α1(ξ)), . . . , y(αn(ξ)))]dξ, (2.6)
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where Ej(t) = yj(t)− y(t), j = 0, 1, 2, . . .. From Lemma 2.1 we have that [α−1i (t)]′(i = 1, 2, . . . , n) are bounded. Let
max
0≤ξ≤t,0≤t≤T
|e−(ξ−t)A| ≤ eT |A| = L, M = max
1≤i≤n
max
−τ≤s≤αi(T )
(α−1i (s))
′.
From condition (2.3), we have
|Em+1(t)| ≤
∫ t1
0
|e−(ξ−t)A|β0|Em(ξ)|dξ + · · · +
∫ tn
tn−1
e−(ξ−t)A[β0|Em(ξ)| + · · · + βn−1|Em(αn−1(ξ))|]dξ
+
∫ t
tn
|e−(ξ−t)A|[β0|Em(ξ)| + · · · + βn−1|Em(αn−1(ξ))| + βn|Em(αn(ξ))|]dξ
≤ L
∫ t
0
β0|Em(ξ)|dξ +
∫ t
t1
β1|Em(α1(ξ))|dξ + · · · +
∫ t
tn
βn|Em(αn(ξ))|dξ

≤ L
∫ t
0
β0|Em(ξ)|dξ +
∫ α1(t)
0
β1|Em(ξ) ‖(α−11 (ξ))′|dξ + · · ·
+
∫ αn(t)
0
βn|Em(ξ)‖(α−1n (ξ))′|dξ

≤ Lβ(n+ 1)M
∫ t
0
|Em(ξ)|dξ, (2.7)
where β = max0≤i≤n,0≤s≤T βi(s). Now we proceed as follows:
|Em+1(t)| ≤ [LMβ(n+ 1)]2
∫ t
0
∫ s1
0
|Em−1(s2)|ds2ds1 . . .
≤ [LMβ(n+ 1)]m+1
∫ t
0
∫ s1
0
∫ s2
0
. . .
∫ sm
0
|E0(sm+1)|dsm+1 . . . ds3ds2ds1.
Note that L, T , β,M, ‖E0(t)‖∞, n are constants; we have
‖Em+1(t)‖∞ ≤ ‖E0(t)‖∞ [LMβ(n+ 1)T ]
m+1
(m+ 1)! → 0
asm →∞, which completes the proof. 
Remark 2.1. (1) For problem (2.2), if αi(0) = 0, i = 1, 2, . . . , n, then we obtain the following iteration formula:
ym+1(t) = ym(t)−
∫ t
0
e−(ξ−t)A[y′m(ξ)− Aym(ξ)− F(ξ , ym(ξ), ym(α1(ξ)), . . . , ym(αn(ξ)))]dξ . (2.8)
(2) If A = 0, f (t, y(t), y(α1(t)), . . . , y(αn(t))) = F(t, y(t), y(α1(t)), . . . , y(αn(t))),
then according to the variational theory, we obtain the following variational iteration formula:
ym+1(t) = ym(t)−
∫ t1
0
[y′m(ξ)− F(ξ , ym(ξ), ϕ(α1(ξ)), . . . , ϕ(αn(ξ)))]dξ · · ·
−
∫ tn
tn−1
[y′m(ξ)− F(ξ , ym(ξ), ym(α1(ξ)), . . . , ym(αn−1(ξ)), ϕ(αn(ξ)))]dξ
−
∫ t
tn
[y′m(ξ)− F(ξ , ym(ξ), ym(α1(ξ)), . . . , ym(αn(ξ)))]dξ, t ∈ [0, T ],
ym+1(t) = ϕ(t), t ∈ [−τ , 0].
(2.9)
It can be proved that this sequence with y0(t) = ϕ(t) converges to y(t), which is the exact solution of problem (2.2).
3. Illustrative examples
In this section, an illustrative example is given to show the efficiency of the VIM for solving MDDEs. We use the MAPLE
software in the solving process.
Example 3.1. Consider the following initial value problem:
y′(t) = −y(t)+ 0.1y(0.8t)+ 0.5y′(0.8t)+ (0.32t − 0.5)e−0.8t + e−t , t ≥ 0,
y(0) = 0. (3.1)
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To solve problem (3.1) by means of the VIM, we have the following iteration formula:
yn+1(t) = yn(t)−
∫ t
0
es−t [y′n(s)+ yn(s)− 0.1yn(0.8s)− 0.5y′n(0.8s)− (0.32s− 0.5)e−0.8s − e−s]ds. (3.2)
To get the iteration, we start with an initial approximation
y0(t) = ϕ(t) = 0. (3.3)
By means of the above iteration formula (3.2), we obtain
y1(t) = 10.5e−t + 1.6e−0.8t t − 10.5e−0.8t + e−t t,
y2(t) = 7.064814815e−t − 21e−0.8t + e−t t − 1.066666667e−0.64t t + 13.93518519e−0.64t ,
y3(t) = 4.793099982e−t − 14.12962963e−0.8t + e−t t + 17.5e−0.64t
+ 0.3846994537e−0.512t t − 8.163470348e−0.512t .
Note that y1(t), y2(t), y3(t) contain the common term e−t t . Let y0(t) = e−t t , and substitute it into Eq. (3.2); we have
y1(t) = e−t t.
It can be verified that y(t) = e−t t is indeed the exact solution of problem (3.1). As we show, we can obtain the exact solution
of problem (3.1) by using only four iterations.
Remark 3.1. To improve efficiency, a simple technique is applied to choose more reasonable initial iteration functions
in the solving process. Now, we introduce this technique as in Example 3.1. We first choose the initial iteration function
y0(t) = ϕ(t) as in (3.3), and solve problem (3.1) according to the following steps.
Step 1: Bymeans of the iteration formula (3.2) and the initial iteration function y0(t), get the sequence yi(t), i = 1, 2, . . . ,N ,
where N is a given limited positive integer, for example N = 3, 4, 5.
Step 2: Determine whether there exists a common maximal part x(t) of yi(t) (i = 1, 2, . . . ,N) such that
yi(t) = x(t)+ ϕi(t), i = 1, 2, . . . ,N,
where x(t) satisfies the initial condition of problem (3.1).
Step 3: If x(t) exists, verify whether
x(t) = x(t)−
∫ t
0
es−t [x′(s)+ x(s)− 0.1x(0.8s)− 0.5x′(0.8s)− (0.32s− 0.5)e−0.8s − e−s]ds (3.4)
is correct. If Eq. (3.4) holds, then x(t) is the solution of problem (3.1). If not, return to step 1, and choose y0(t) = x(t). If x(t)
doesn’t exist, return to step 1, and choose y0(t) = yN(t).
4. Conclusion
The analysis carried out in this paper indicates that the VIM can be successfully applied to obtain analytical solutions or
approximate analytical solutions of MDDEs. Moreover, we have obtain some convergence results for the VIM for solving
MDDEs, and the corresponding results of Refs. [8,9] have also been extended in this paper. Furthermore, an effective
technique for choosing a reasonable initial solution is used in some examples.
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