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ABSTRACT
Optical techniques have garnered increasing interest in biomedical research.
As the types of optical probes available continue to expand, the appeal of
experiments utilizing multiple probes simultaneously grows rapidly. Unfor-
tunately, the significant spectral overlap in probe responsiveness presents
limitations on their potential applications. Much of the effort in circumvent-
ing this issue has been focused on developing modified probes with shifted
spectral sensitivities; however, this is a long and inefficient process that tends
to have undesired consequences on probe activity. This thesis explores the
possibility of using temporal pulse shaping in order to improve the selectivity
with which optically sensitive molecules can be activated. It is demonstrated
that linearly chirped pulses and dark pulses have the potential to improve
selectivity by exclusively controlling the spectral phase function of the illumi-
nation source for three classes of optical probes: fluorescent molecules, caged
compounds, and opsins.
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CHAPTER 1
INTRODUCTION
Recent times have seen the rapid development of optically based technolo-
gies for biomedical research. Neurobiological applications, in particular, have
been emphasized because the spatial control and relatively non-invasive na-
ture that light-based methods offer are especially advantageous for studies
involving interrogation of neural circuits. Notable progress has been made in
the development of light sensitive probes for both imaging and manipulation,
with improved fluorescent sensors and photo-activatable molecules such as
caged compounds and opsins. Furthermore, new techniques for light deliv-
ery to these probes have expanded the possibilities of optical experiments.
This introduction discusses background necessary to understand principles
involved in the uses of various optical probes, as well as current limitations
in using multiple probes simultaneously.
1.1 Neuron Structure and Function
As the basic processing unit of the brain, neuron function can be well approx-
imated in terms of simple inputs and outputs. The dendritic arbor acts as
the input end, receiving information from other neurons in the form of small
molecules called neurotransmitters, which interact with specific populations
of receptor proteins on the cell surface [1]. This then initiates a signaling
cascade in the form of biochemical reactions that can lead to a variety of cel-
lular changes, including activation of protein channels that allow for the flux
of ions into and out of the cell, thus leading to changes in the electrochemical
potential across the membrane.
The neuron interior is typically at a negative electric potential with re-
spect to the extracellular solution. This is referred to as the resting state
and is maintained by the action of a sodium-potassium pump, which uses
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the chemical energy of the cell to generate a concentration gradient of high
extracellular sodium and low intracellular potassium [1]. The opening of ion
specific protein channels in response to inputs from other neurons can then
cause hyperpolarization or depolarization of the cell membrane relative to the
resting state by allowing these ions to flow along their chemical gradients.
A class of proteins called voltage sensitive ion channels open when the cell
membrane potential falls within a certain range. Upon integration of all sig-
nals received at the dendritic arbor, depolarization can reach the threshold
required to open voltage gated sodium channels, leading to a sudden rush of
extracellular sodium ions into the cell due to the large sodium concentration
gradient across the cell membrane. The positive feedback from the additional
depolarization that this ion flux provides continues while the sodium ion con-
centration approaches chemical equilibrium. As the membrane continues to
experience depolarization, another set of potassium specific voltage sensitive
ion channels then opens, resulting in the eﬄux of positively charged potas-
sium ions along the chemical gradient and eventually returning the membrane
potential to resting state.
This transient depolarization propagates along the axon structure via ion
diffusion in both intra and extracellular spaces until it reaches the terminal.
Here, cellular machinery is signaled to initiate the release of neurotransmit-
ters as outputs to other neurons. The above series of events is known as the
firing of an action potential and can be considered as a single input/output
event.
1.2 Optical Imaging and Control of Neuron Activity
Among cell types, neurons in particular are an interesting target for optically
based experimental techniques. Their activity can be broadly classified as
on, in the case of action potential firing, or off, in the case of resting state.
The numerous electrochemical changes involved allow for various avenues of
imaging and manipulating neuron activity. Furthermore, their formation of
networks provides an excellent opportunity to make full use of the advantages
that light-based stimulation possesses.
Until recently, the primary pathways for studying neuron structure and
function have been through the use of electrophysiological techniques. Whole-
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cell patch clamping involves the use of a small glass pipette that is attached
to the surface of a neuron to access the intracellular region while an electrode
tracks changes in the overall potential across the cell membrane [2]. How-
ever, this method is limited to recording from a single cell. Micro-electrode
arrays have been applied towards recoding simultaneously from a multitude
of cells, but their poor spatial resolution prevents accurate identification of
the specific neurons responsible for a given signal [3]. Therefore, the desire
to carefully study the interactions and dynamics of a neural circuit can only
be fulfilled by development of new techniques, such as those involving the
use of fluorescent voltage or calcium indicators.
The ability to shape an optical wavefront, thereby targeting individual
cells within a neural network, can allow significant cell-specific control of
the population as a whole. Combined with fluorescence imaging, this leads
to the possibility of all-optical technologies for imaging and manipulation of
large collections of cells. This has been demonstrated as an effective means
of recording from thousands of neurons simultaneously [4]. Furthermore,
the use of spatial light modulators provides experimenters a high degree of
flexibility in selectively targeting activation to certain subsets of neurons [5].
It has even been shown that by combining with fluorescence imaging, these
subsets can be identified by functionality and excited to reproduce some
aspects of activity [6]. Critically, these techniques are heavily dependent
on the quality and properties of optical probes available for use in such
experiments.
1.3 Fluorescence Based Imaging
Fluorescence imaging of cells has become ubiquitous in biomedical research
for the identification of structural features and the tracking of electrochemical
activity. Fluorophores come in a wide range of chemical structures whose in-
dividual characteristics include excitation and emission spectra, fluorescence
lifetime, targeting, and electro-chemical activity.
The wavelengths at which a fluorescent molecule can absorb and emit
light determine the choice of optical source as well as the degree to which
the molecule can be selectively excited and imaged with respect to other
fluorescent probes. The majority of fluorophores commonly used in biomed-
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ical imaging, including the jellyfish-derived green fluorescent protein (GFP),
interact with electromagnetic radiation in the near-ultraviolet and visible
wavelength ranges. This restricts the ability to minimize spectral overlap
in multi-color imaging. Typical paradigms include the use of green and red
dyes for two-color imaging or cyan, yellow, and red dyes for three-color imag-
ing [7]. Simultaneous imaging of more colors is typically assisted by more
involved and sophisticated techniques, such as Fourier spectroscopy [8].
One method of differentiating the signals from different fluorophores is
through the use of fluorescence lifetime imaging. Each collection of molecules
emits light with its own characteristic lifetime before decaying. Therefore,
obtaining information on the lifetime, in addition to the intensity, adds an-
other dimension to identifying the source of fluorescence. This technique can
also exploit Forster resonance energy transfer (FRET), where energy is trans-
ferred between two molecules that are spatially proximal, with the emission
spectrum of the donor molecule closely overlapping the excitation spectrum
of an acceptor molecule [9]. It should be noted that this process does not ac-
tually involve photon emission or absorption, only requiring that the energy
level gaps for these transitions in the molecules be appropriately similar.
Because the FRET process affects lifetime, molecules that exhibit this
phenomenon can be used to probe conditions that influence FRET efficiency.
For example, the fluorescent sensor Camui alpha is a modified version of the
calcium/calmodulin-dependent protein kinase II (CaMKII) which possesses
two fluorophore regions [10]. Activation of the CaMKII moiety induces a
conformational change that brings together the fluorophore regions, increas-
ing FRET efficiency and sharply reducing the fluorescence lifetime of the
donor region. Therefore, a fluorescence lifetime image can be used to cap-
ture CaMKII activity.
Other fluorescent probes can provide information based on their affin-
ity for certain chemical or structural features. 4,6-diamidino-2-phenylindole
(DAPI), which binds to adenine and thymine-rich regions of DNA, is one
such molecule [11]. Protein-based probes can be modified with fusion se-
quences that target the cytosol, endoplasmic reticulum, mitochondria, and
vesicles, among other structures, allowing them to act as markers for specific
organelles [12].
In addition to fluorophores with functional groups that influence lifetime
or sub-cellular localization, there exist molecules that alter their fluorescence
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intensity in response to changes in the electrochemical environment, thus be-
having as indicators for the production and flux of metabolites. One promi-
nent example is the green fluorescent calcium indicator GCaMP, which is a
GFP molecule fused with calmodulin, a calcium binding protein that causes
an overall conformational change in the presence of calcium ions. This results
in calcium concentration-dependent fluorescence. GCaMP has been used to
great effect in neurobiology to image calcium transients in neurons during ac-
tion potential firing and even sub-threshold excitatory events [13]. Recently,
probes that utilize both targeting and electrochemical activity sensing in
combination have been developed, such as a nuclear-localized GCaMP [14].
1.4 Caged Compounds
In addition to optically imaging sub-cellular structures and dynamics, ex-
perimenters desire methods of optically manipulating these features. This
requires photosensitive probes to mediate light interaction into some bio-
chemical consequence. Some of the earliest examples of implementing this
principle involve what are called caged compounds. These are chemically
modified versions of naturally occurring signaling molecules, such as neuro-
transmitters, which have an additional “caging” functional group that pre-
vents interaction with its receptor.
Figure 1.1: Photolysis reaction of MNI-caged-L-glutamate into L-glutamate
and an MNI fragment.
This caging group can be photolysed. That is, exposure to light results
in the breaking of a chemical bond that releases the relevant, unmodified
molecule within the region of illumination. This is shown in Figure 1.1 for
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MNI-glutamate, a popular caged neurotransmitter commonly used in neuro-
biology to activate excitatory cells. The molecule can then bind to receptors
that activate pre-existing signaling pathways in the cell. By targeting light
to areas along the dendritic arbor of a neuron in a solution containing some
caged compound, this can mimic the release of neurotransmitters by presy-
naptic cells.
1.5 Optogenetics
Rather than introducing an extrinsic chemical agent to activate neurons by
neurotransmitter mediated processes, the emerging field of optogenetics in-
stead aims to genetically modify target cells to express optically sensitive
ion channels. This allows more direct control of cell membrane potentials
via these proteins. Channelrhodopsin-2 (ChR2) is a transmembrane protein
channel originally discovered in algae [15]. A retinal chromophore under-
goes photoisomerization upon light exposure and is embedded in the protein
structure [16]. Because of the bond connectivity between the retinal molecule
and the protein channel, ChR2 subsequently enters a series of conformational
changes referred to as a photocycle. Within this cycle, the channel is non-
specifically permeable to cations for approximately 10 ms before the molecule
returns to its initial impermeable state [17].
Due to the dependence of neuron function on membrane potential, the
expression of ChR2 therefore results in optically activated neurons. ChR2
has been demonstrated to produce depolarization significant enough to in-
duce action potentials [18]. In the wake of the wide-reaching implications
of optogenetics, the structure and function of ChR2 have been studied in
detail. Time-resolved Fourier transform infrared spectroscopy has revealed
the lifetimes and absorption maxima of transient molecular conformations in
the ChR2 photocycle [17].
The versatility of ChR2 in neuroscience has also led to extensive studies
of several variants. These include channels with activation lifetimes span-
ning milliseconds to tens of minutes, allowing for a range of temporal control
over cellular activation from fast decaying activation, with the rapidly clos-
ing ChR2, to approximately bi-stable switching, with slowly decaying vari-
ants [19]. Other variants, such as the chloride channel halorhodopsin, pos-
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sess different ion current composition. In particular, the influx of anions with
halorhodopsin activation serves to hyperpolarize the cell membrane and have
an overall inhibitory effect in contrast to the excitatory effect of ChR2 [20].
Furthermore, significant emphasis has been placed on finding variants with
altered wavelength sensitivities, such as the red shifted C1V1, to improve
compatibility with a wide range of imaging probes [21].
One major advantage of this method is its access to well established biomed-
ical research techniques for selectively expressing genes in certain subpopula-
tions based on cell type or, in the case of neurons, even functional connectiv-
ity [22]. Caged compounds, in contrast, must be added to the bath solution
and therefore cannot have their influence targeted in this manner. Disad-
vantages, however, include the difficulty of quantifying cell-to-cell variability
in gene expression and the artificiality of directly controlling membrane po-
tential by a foreign ion channel that produces an ion flux with an unnatural
molecular composition as opposed to the pre-existing signaling machinery
recruited by caged neurotransmitter release.
1.6 Simultaneous Use of Multiple Probes
The increasing variety of optical probes, along with technological improve-
ments that extend the capabilities of all-optical interrogation of neuron popu-
lations, has highlighted the need for techniques to selectively activate probes
present together in a sample. Control over the spatial distribution of illu-
mination has advanced greatly, yet selectivity of activation remains a major
hurdle to the continued expansion of the potential of such systems. Al-
though the library of optical probes, both for imaging and for manipulation,
is a highly active area of research, the process of identifying new candidate
molecules is heavily time and resource intensive.
Improving the compatibility of two existing probes for simultaneous use
can be achieved by shifting their absorption peaks away from one another.
However, relevant features of optical probes include not only excitation and
emission spectra, but also multi-photon cross section, binding kinetics, and
inertness to other cellular components, among others. Each probe possesses
unique properties and biochemical modification towards changes of one of
these aspects often results in unforeseen and undesirable changes to the oth-
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ers, often requiring exhaustive screening of possible variants to known molec-
ular structures that retain desired fluorescent or chemical activity [23].
Spectral overlap currently presents a significant obstacle to flexibility in
experimental design in all-optical paradigms. This thesis explores the pos-
sibility of achieving improved selectivity of activation not by changing the
probes themselves but instead by altering the light used to interact with
them. Such “tailored light” may further enhance the capabilities of all-optical
schemes for studying cellular activity by allowing simultaneous use of probes
previously considered incompatible due to significant overlap in wavelength
sensitivity. Subsequent chapters will discuss how this may be achieved.
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CHAPTER 2
TAILORED LIGHT
While significant progress has been made in spatially shaping the wavefront
of an illumination source for biomedical applications, less emphasis has been
placed on shaping of light in the time domain. This chapter discusses the
methods used in this thesis for generating a broadband, temporally shaped
light source.
2.1 Femtosecond Pulse Shaping
The electromagnetic wave can be represented by a scalar field U(t), which
contains information about the temporal profile of the electric and magnetic
fields propagating in space [24]. Using the Fourier transform F [U(t)] =
U˜(ω) to work in the frequency domain, this can then be written as U˜(ω) =
A(ω)eiφi(ω), which is the product of an amplitude term A(ω) and a phase
term eiφi(ω). The action of a pulse shaper can then be considered as the
application of a transfer function e−iφa(ω) in the spectral domain, where the
applied spectral phase mask function φa(ω) is chosen by the experimenter.
The details of this device will be covered in Section 2.3.
This φa(ω) can be approximated to arbitrary order in polynomial form by
a Taylor expansion about some central frequency ω0.
φa(ω) = a0 + a1(ω − ω0) + a2(ω − ω0)2 + a3(ω − ω0)3 + ... (2.1)
where the factorial terms, n!, have been incorporated into the coefficients
an. The scalar field in the frequency domain is then multiplied by the factor
ei(a0+a1(ω−ω0)+a2(ω−ω0)
2+a3(ω−ω0)3+...) at the pulse shaper. Each term in this
polynomial corresponds to a manipulation of a particular feature of the light.
These can be seen by taking the inverse Fourier transform of the product.
Expanding about ω0 = 0 for simplicity, the zeroth order term then appears
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as
F−1[U˜(ω)e−ia0 ] = F−1[A(ω)ei(φi(ω)−a0)] = U(t)e−ia0
which is just an overall phase shift in the time domain. Similarly, the first
order term appears as
F−1[U˜(ω)e−ia1ω] = F−1[A(ω)ei(φi(ω)−a1ω)]
= U(t) ? δ(t− a1) = U(t− a1)
which has the effect of an overall time delay.
For the second order term
F−1[U˜(ω)e−ia2ω
2
] = F−1[A(ω)ei(φi(ω)−a2ω
2)] ∝ U(t) ? ei t
2
4a2 .
This is a convolution of the original scalar field U(t) with a Gaussian function
in time and can be written in integral form as
U(t) ? e
i t
2
4a2 =
∞∫
−∞
U(t− τ)ei τ
2
4a2 dτ.
To see what consequences this has for the wave, it is helpful to consider that
the phase evolves in time as
φ(t+ ∆t) = φ(t) + ωi(t)∆t
where ωi(t) is the instantaneous frequency of the wave. Rearranging, it is
clear that ωi(t) ≈ ddtφ(t). By superposition, convolution with the Gaussian
function then has the net effect of adding a phase φb(t) =
t2
4a2
, which changes
the instantaneous frequency by d
dt
φb(t) =
1
2a2
t ∝ t. Therefore, an overall
linear time dependence is introduced to the instantaneous frequency. This
is called a “linear” chirp and, for a transform-limited pulse, means that the
frequency components of the wave are ordered linearly in time.
Continuing on to higher order terms, it can be seen that this convolution
will have non-trivial effects on the temporal profile of the field for all orders
greater than two. Hence, application of an appropriate spectral phase func-
tion in the frequency domain can provide a high degree of control over the
shape of the electromagnetic field in the time domain. This is limited only
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by the bandwidth of the light source and the capabilities of the device used
to apply the spectral phase function.
2.2 Photonic Crystal Fiber
In order to achieve femtosecond pulse shaping, it is necessary to work with a
sufficiently broadband light source that maintains stability and coherence. A
photonic crystal fiber (PCF) is a structure comprised of pure silica that has
been demonstrated as a suitable source for such applications [25]. A lattice of
air holes with outer diameter on the order of 100 µm surrounds a small core
with diameter on the order of micrometers. The presence of air holes lowers
the effective refractive index relative to the material of the core, such that this
region acts as a cladding and results in wave-guiding properties. Light that
enters the core is thus tightly localized in space. When the fiber is pumped
by ultrashort pulsed light, which possesses a high degree of localization in
time as well, this allows for a variety of non-linear optical phenomena [26].
A major effect that occurs under such conditions is self-phase modulation,
where the material of the core undergoes a change in refractive index due to
the intensity of the light pulse via the optical Kerr effect [24]. This then leads
to a change in the instantaneous phase of the light, and therefore new instan-
taneous frequency components that can continue to propagate through the
fiber. Other nonlinear effects that contribute include Raman scattering and
four-wave mixing, among others [27]. Together, these phenomena can result
in a wide range of additional frequency components, ultimately broadening
the spectrum of the light and generating what is called a supercontinuum.
Because these processes are dependent on the intensity of the light, the spec-
trum produced by the PCF is highly sensitive to the power of the input light
source and the efficiency with which the light is coupled into the fiber core.
Figure 2.1 shows a comparison of the spectra generated at input powers of
100 mW, 400 mW, and 700 mW for a PCF (20 cm, NL-1050-PM-NEG-1,
NKT Photonics) pumped by a narrowband Yb:KYW laser (1040 nm center
wavelength, 80 MHz repetition rate, HighQ) with 70% coupling efficiency.
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Figure 2.1: Spectra of light before (red) and after (black) passage through
the PCF. Spectra are truncated at approximately 960 nm and 1060 nm,
observed for input powers of 100 mW (top), 400 mW (middle), and
700 mW (bottom) at 70% coupling efficiency. Increasing input power leads
to a greater degree of new frequency component generation by nonlinear
processes, thus smoothing the spectra produced at higher powers.
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2.3 Pulse Shaper
A schematic for implementing femtosecond pulse shaping is shown in Fig-
ure 2.2. A broadband light source, which for the purposes of this thesis
comes from a supercontinuum generating PCF pumped by a femtosecond
laser, is incident on a diffraction grating. This disperses the various fre-
quency components of the light in space. A 4-f system comprised of a pair
of curved mirrors ensures that these frequency components are incident on
the pixels along a one dimensional spatial light modulator (SLM).
Figure 2.2: Simplified pulse shaper diagram showing the diffraction gratings
(G), curved mirrors (C), and spatial light modulator (SLM). Adapted
from [28].
The SLM possesses individually addressable pixels containing liquid crys-
tal. The refractive index at each pixel can then be adjusted by changing
the orientation of the liquid crystal at that point. In this way, the exper-
imenter can apply a desired phase shift to each frequency component and,
therefore, implement the spectral phase transfer function e−iφa(ω) discussed
in Section 2.1. Finally, the frequency components are spatially recombined at
a second diffraction grating, resulting in a pulse with a temporal profile that
is “shaped” by the action of the SLM. The features that can be produced by
this method are limited only by the bandwidth of the light source and the
ability of the SLM to apply the appropriate phase mask. In this thesis, two
different pulse shapers will be used: one using a 128 pixel liquid crystal 1D
array (femtoJock, Biophotonics Solutions, Inc.) and one using a 640 pixel
liquid crystal 1D array (MIIPSBox640, Biophotonics Solutions, Inc.).
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2.4 Multi-photon Intrapulse Interference Phase Scan
Every optical element, including the objective lens, the PCF, and the SLM
in the pulse shaper, introduces some non-negligible dispersion. As a result,
light arrives at the sample with some unknown initial spectral phase function
φi(ω). In order to impart a desired spectral phase function onto a pulse it is
imperative that any and all dispersion occurring throughout the path of the
light in the system be compensated. A multi-photon intrapulse interference
phase scan (MIIPS) is a technique for measuring and compensating for this
φi(ω) by observing the SHG signal produced at a sample while controlling
the transfer function at the pulse shaper SLM [29].
A diagram of this setup is shown in Figure 2.3. A narrowband Yb:KYW
laser with 1040 nm center wavelength and 80 MHz repetition rate (HighQ)
pumps a PCF (20 cm, NL-1050-PM-NEG-1, NKT Photonics). A half-wave
plate and polarization beam splitter are used to control the input power
to the PCF, while a second half-wave plate controls the input polarization.
The PCF output is then passed through a 128 pixel pulse shaper (femto-
Jock, Biophotonics Solutions, Inc.), which applies the desired spectral phase
function. A neutral density filter controls the intensity of light reaching the
spectrometer (USB4000, Ocean Optics) to prevent saturation. An objective
lens (LUMPlanFL N, 60x, 1.00, Olympus) focuses the light onto a barium
borate crystal, which generates a frequency doubled SHG signal, which trans-
mits through a colored band-pass filter (360-580 nm) to a spectrometer that
sends SHG spectral information to the computer controlling the pulse shaper,
allowing for a feedback loop.
The SHG signal intensity S as a function of frequency ω is given by the
expression
S(ω) ∝
∣∣∣∣∣∣
∞∫
−∞
|E(ω + Ω)||E(ω − Ω)|ei(Φ(ω+Ω)+Φ(ω−Ω))dΩ
∣∣∣∣∣∣
2
where Φ(ω) is the spectral phase function and E(ω) is the spectral amplitude
function [30]. The phase term in the integral is responsible for the interfer-
ence between photons within the same pulse, hence the name “multi-photon
intrapulse interference.” It is clear from the above expression that S(ω) is
maximized when Φ(ω+ Ω)+ Φ(ω−Ω) = 0, resulting in the exponential term
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Figure 2.3: MIIPS system diagram. OI: optical isolator; HWP: half-wave
plate; PBS: polarization beam splitter; PCF: photonic crystal fiber; NDF:
neutral density filter; OL: objective lens; BBO: barium borate crystal;
CBP: colored band-pass filter.
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yielding only a factor of one. This is the case of a transform-limited pulse,
for which the spectral phase function is uniform over the entire frequency
spectrum of the light and the pulse width in the time domain is minimized.
Taking a Taylor expansion about ω,
Φ(ω+ Ω) + Φ(ω−Ω) =
∞∑
n=0
Φ(n)(ω)
n!
(ω+ Ω− ω)n +
∞∑
n=0
Φ(n)(ω)
n!
(ω−Ω− ω)n
=
∞∑
n=0
[
Φ(n)(ω)
n!
(Ω)n +
Φ(n)(ω)
n!
(−Ω)n
]
where Φ(n)(ω) denotes the nth derivative of Φ. Clearly, the odd n terms
vanish, leaving only the even terms. This can be rewritten as
Φ(ω + Ω) + Φ(ω − Ω) =
∞∑
n=0
2
(2n)!
Φ(2n)(ω)Ω2n.
The n = 0 term gives only an absolute phase shift. Ignoring higher order
corrections and looking specifically at the n = 1 term gives the condition for
maximum SHG signal as
0 = Φ(ω + Ω) + Φ(ω − Ω) = Φ′′(ω)Ω2
which is simply to say that Φ′′(ω) = 0. If the overall phase function Φ(ω) is
considered as the sum of the initial phase function φi(ω) and a phase mask
φa(ω) applied by passage through the pulse shaper, then the condition for
vanishing second derivative is
φ′′i (ω) = −φ′′a(ω).
Therefore, by finding the phase mask φa(ω) that maximizes the SHG sig-
nal generated at the sample, retrieving the initial spectral phase function
becomes a trivial matter of multiplying by a factor of negative one. Opti-
mizing the phase mask can be done by iteratively collecting the SHG signal
produced at each frequency while sweeping through the parameters of some
reference function. Here, a sinusoidal function is used for this scan. The
result is a dispersion compensated, and therefore temporally compressed,
pulse. An example of the readout from the MIIPS process is shown in Fig-
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ure 2.4, showing the temporal profile of the pulse intensity before and after
phase compensation, as well as the applied phase function and the SHG sig-
nals during the phase scan. Figure 2.5 demonstrates a comparison between
uncompressed and compressed pulses of the SHG signal generated at three
different input powers for the PCF. There is a stark increase in signal inten-
sity and a noticeable change in the shape of the frequency doubled spectrum
after phase compensation.
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Figure 2.4: MIIPS Compression process. Top: Two dimensional plot of
SHG signal intensity for the frequency doubled wavelengths (y-axis) as the
phase parameter (x-axis) is scanned. Middle: Spectrum of the light and
with the applied phase function for compression. Bottom: Comparison of
the temporal intensity profile before and after compression.
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Figure 2.5: Comparison of SHG signals for compressed (red) and
uncompressed (black) pulses for different input powers at the PCF. Top:
100 mW. Middle: 400 mW. Bottom: 700 mW.
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CHAPTER 3
COHERENT CONTROL
Coherent control is an emerging area of research focused on guiding a quan-
tum system into a desired state by means of a finely controlled time-varying
energy potential. Ultrafast pulse shaping is uniquely suitable for this pur-
pose because it allows determination of an applied electromagnetic field on
the order of femtoseconds. This is appropriate because the events of interest,
typically chemical reactions or absorption and emission events, occur on very
short time scales. The principle is based on influencing the constructive and
destructive interference between the contributions to a desired final state am-
plitude when integrating over the different possible paths from a given initial
state to that final state. Previous methods have relied heavily on iterative
processes, searching through the parameter space for spectral phase functions
that optimally produced a desired effect [31]. This thesis aims to demon-
strate that some degree of coherent control, in this case towards improved
selectivity, can be achieved by instead leveraging more general phenomena.
In particular, this chapter details two such phenomena: multi-photon dark
pulses and optical pump-and-dump processes.
3.1 Multi-Photon Events
Multi-photon absorption occurs when multiple photons whose individual en-
ergies sum to the gap between energy levels are simultaneously absorbed
by a system. This process is favored in biomedical research for a variety
of reasons. Many of the most commonly used optical probes have absorp-
tion spectra in the near ultraviolet and visible regions of the electromagnetic
spectrum. Unfortunately, this is also the wavelength range in which light
can interact with a variety of important organic molecules, including DNA
and porphyrin rings [32]. By opting for two- or three-photon absorption,
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the appropriate illumination light can be shifted into the near infrared re-
gion, for which the light experiences less scattering in biological tissues and
thus improved penetration depth. Furthermore, phototoxicity to cells is de-
creased [33].
The transition between two states, n and m, can occur through a “virtual”
state k [34]. A virtual state cannot be observed by measurement, is not rep-
resentative of an eigenstate of the system, and does not carry well-defined
energy or lifetime. These values can be quantified by the time-energy un-
certainty relation [35]. Because multi-photon processes occur on time scales
given by the uncertainty principle, the lifetime of a virtual state is often only
on the order of femtoseconds. Photons must therefore arrive at a molecule
nearly simultaneously for absorption to occur. As a result, the probabil-
ity of absorption is more strongly reliant on the number of photons, which
is to say the intensity. This sharper dependence on illumination intensity
means that there is a tighter spatial localization of the resultant signal, since
only molecules very close to the focus of the light will experience sufficient
intensity for multi-photon events.
An absorption event involves a transition that occurs for a molecule that
experiences a time-dependent potential due to an oscillating electromagnetic
field. Quantum mechanically, this can be studied with a time-dependent
Hamiltonian in the Schro¨dinger equation. The Hamiltonian can be split
into the sum of a time-independent Hamiltonian H0 and a time-dependent
perturbation H ′(t). By assuming that this perturbation is small relative to
the overall Hamiltonian, time-dependent perturbation theory gives that the
second order approximation for the amplitude of the initial state cn(t) and
excited state cm(t) evolve in time as
c(1)m (t) = −
i
~
t∫
−∞
H ′mn(t
′)eiω0t
′
dt′
c(2)n (t) = 1−
1
~2
t∫
−∞
H ′nm(t
′)eiω0t
′
t′∫
−∞
H ′mn(t
′′)eiω0t
′′
dt′′dt′
where H ′ij represents the matrix element 〈ψi|H ′ij |ψj〉 [36]. Continuing on to
higher order approximations will give expressions from which three or more
photon events can be studied. For simplicity, only the two-photon case is
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discussed here.
Inserting the resolution of the identity
∑
k |k〉 〈k| to account for all transi-
tions involving virtual states then gives
c(2)n (t) = 1−
1
~2
∑
k
t∫
−∞
t′∫
−∞
eiωnkt
′
eiωkmt
′′
H ′nk(t
′)H ′km(t
′′)dt′′dt′.
For the case of a photon, the perturbation to the Hamiltonian can be modeled
as H ′(t) = µE(t), where µ is the dipole moment operator and E(t) is the
electric field as a function of time. The excited state amplitude is then
c(2)m (t) = −
1
~2
∑
k
µnkµkm
t∫
−∞
t′∫
−∞
eiωnkt
′
eiωkmt
′′
E(t′)E(t′′)dt′′dt′.
Using the approximation by Meshulach and Silberberg that for short pulses
only terms for which |t′ − t′′| is small will contribute significantly, this gives
the amplitude of the excited state as
c(2)m (t) = −
1
~2
〈m|µ2 |n〉
ω¯
∞∫
−∞
E2(t)eiω0tdt
which gives the two-photon transition probability as
∣∣c(2)m (t)∣∣2 = 1~4
∣∣∣∣〈m|µ2 |n〉ω¯
∣∣∣∣2
∣∣∣∣∣∣
∞∫
−∞
E2(t)eiω0tdt
∣∣∣∣∣∣
2
where ω0 =
Em−En
~ and ω¯ represents the average energy of the pulse [37].
3.2 Dark Pulses
For the case of the number of photons N = 2 the absorption probability is
proportional to
S2 =
∣∣∣∣∣∣
∞∫
−∞
E2(t)e(iω0t)dt
∣∣∣∣∣∣
2
.
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Via the Fourier transform F , the convolution theorem gives
F [E2(t)] = F [E(t)] ?F [E(t)]
=⇒ F [E2(t)] =
∞∫
−∞
E˜(Ω)E˜(ω − Ω)dΩ
where ? denotes a convolution. Therefore, through application of the shift
theorem for Fourier transforms and a change of variable to Ω = ω − ω0
2
,
S2 =
∣∣∣∣∣∣
∞∫
−∞
E˜(
ω0
2
− Ω)E˜(ω0
2
+ Ω)dΩ
∣∣∣∣∣∣
2
.
The spectral dependence of two-photon absorption probability can then be
seen by expressing E˜(ω) = A(ω)eiφ(ω) in terms of the spectral amplitude and
spectral phase terms A(ω) and eiφ(ω), respectively. Thus, the final expression
is
S2 =
∣∣∣∣∣∣
∞∫
−∞
A(
ω0
2
− Ω)A(ω0
2
+ Ω)eiφ(
ω0
2
−Ω)eiφ(
ω0
2
+Ω)dΩ
∣∣∣∣∣∣
2
.
It is clear from this equation that the integral accounts for all sums equal-
ing ω0. That is, all such frequency component pairs with non-zero values
in the power spectrum of the incident light contribute to two-photon tran-
sitions. Furthermore, the spectral phase dependence eiφ(
ω0
2
−Ω)eiφ(
ω0
2
+Ω) =
ei[φ(
ω0
2
−Ω)+φ(ω0
2
+Ω)] is a highly suggestive form. This value rotates along the
unit circle in the complex plane, meaning that given the appropriate func-
tions φ(ω), in principle, the two-photon absorption probability can be either
optimized or made arbitrarily small by manipulating only the spectral phase
function without regard to the spectral amplitude. Furthermore, these out-
comes are not unique to a single phase function φ(ω).
Beginning with the trivial case of uniform spectral phase (i.e., φ(ω) = 0),
the exponential term vanishes and leaves the overall expression dependent
only on spectral amplitude. Physically, the condition φ(ω) = 0 corresponds
to a transform-limited pulse, where the time-bandwidth product is mini-
mized. It is important to note, however, that this is not the only φ(ω) for
which this is the case. It is clear that any function φ(ω) that is antisymmetric
about ω0
2
will result in ei[φ(
ω0
2
−Ω)+φ(ω0
2
+Ω)] being equal to one for all Ω.
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Thus, even non-transform-limited pulses can produce the same degree of
two-photon transitions, given an appropriately designed spectral phase func-
tion. The simplest example is that of a spectral phase step of magnitude pi
at ω0. It was shown by Meshulach and Silberberg that by shifting the point
of antisymmetry across the spectrum, the two-photon transition probabil-
ity can in theory range from zero to that of the transform-limited case [37].
The results of this calculation, along with experimental demonstration for a
sample of Cesium gas, are shown in Figure 3.1. Those pulses for which no
multi-photon transitions are observed are thus called “dark pulses” due to
the lack of fluorescence induced by their illumination.
Figure 3.1: Theoretical prediction (solid line) and experimental results for
two-photon absorption as a function of phase step position. Insert shows
predicted temporal intensity profile of the transform-limited (dotted line)
and phase stepped (solid line) pulses. Adapted from [37].
The above derivation was performed under the limiting assumption of an
infinitely narrow absorption line shape [37]. Experimental reproduction of
these results is only achievable in chemically pure gaseous states. Unfortu-
nately, biomedical applications take place in chemically heterogeneous, con-
densed phase environments which result in significant broadening of the ab-
sorption line shape. For these situations, the system can be treated as a
collection of individual absorbers each of infinitely narrow absorption line
shape at ω0 where ω0 is distributed according to the probability density
function g(ω0).
Then S2 can be integrated weighted by this density function over ω0. The
primary consequence of this is the overall smoothing of sharp features in the
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center of antisymmetry dependence, which for the two-photon case results
in a minimum when the antisymmetry lies about the central absorption fre-
quency if g(ω0) is approximately Gaussian-like. Therefore, although fully
“dark” pulses cannot be achieved for all but the narrowest lineshape ab-
sorbers, this principle imparts some degree of control over the probability of
multi-photon absorption.
3.3 Chirping
Aside from introducing an antisymmetric spectral phase function, another
method for controlling the light-matter interaction without affecting the
power spectrum is by application of a chirp. As discussed before, a chirp
is a particular ordering of the frequency components of a pulse in time.
For the case of linear chirping, this means that the instantaneous frequency
evolves as a linear function of time. By convention, a pulse for which the
leading edge is red-shifted and the trailing edge is blue-shifted is considered
positively chirped, while the reverse is true for a negatively chirped pulse.
Figure 3.2 shows examples of the electric field and intensity as a function
of time for several linearly chirped pulses compared to those of a transform-
limited pulse, along with the full-width half maximum (FWHM) of the pulse
in time.
Figure 3.2: White curves show the electric field (top row) and intensity
(bottom row) as a function of time for various values of the linear chirp
parameter, a2, which is the coefficient of the second order term in the Taylor
expansion of the spectral phase function (Equation 2.1). Green curves show
the corresponding functions for a transform-limited pulse for comparison.
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Due to the dependence of multi-photon processes on the simultaneous ar-
rival of photons, it is expected intuitively that the transform-limited condi-
tion, in which the pulse is narrowest in time and, therefore, has the highest
peak intensity, will produce the greatest degree of absorption. As discussed
in Section 2.1, chirping can be mathematically expressed as the convolution
of the original pulse shape with some function in the time domain. Aside
from the trivial case of a delta function, this results in the overall broadening
of the pulse in time. Despite what this analysis may seem to imply, several
fluorophores have been demonstrated to exhibit enhanced two-photon fluo-
rescence signal when excited by positively chirped pulses, even relative to the
transform-limited case [38].
The prevailing explanation for this observation is that the leading blue-
shifted edge of a negatively chirped pulse excites the molecule to a higher
rotational-vibrational state that evolves rapidly into a lower excited state.
The lagging red-shifted frequency components are then matched to the tran-
sition energy between this new state and the ground state. This series of
events is known as a pump-and-dump process and ultimately leads to a de-
pletion of the excited state population that would normally emit photons via
fluorescence [38]. It should be noted that this effect, unlike dark pulses, can
occur for one-photon processes as well.
Other fluorescent dyes, such as Rubpy and Rh101, have been found to
show increased two-photon absorption in the direction of negative chirp-
ing [39]. This suggests some other events besides the aforementioned pump-
and-dump process take place for certain molecules. One possible explanation
for these observations is that a negatively chirped pulse induces wavepacket
localization due to vibrational anhamonicity; however, there is as of yet no
experimental evidence to support this hypothesis [39].
The effect of the direction of chirping is another mechanism by which im-
proved selectivity may be sought. For example, one can choose pairs of op-
tical probes where one exhibits enhancement of the excited state population
for positively chirped pulses while the other has suppression, or vice-versa.
These phenomena are, however, sensitive to solvent properties through de-
phasing of coherence [40]. Protic solvents are those with molecules that con-
tain positively charged hydrogen atoms that are readily donated to solutes
and tend to be particularly effective in dissolving salts and stabilizing ions,
while polar solvents consist of molecules with significant dipole moments, re-
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sulting in a great deal of hydrogen bonding [41]. It has been shown that for
many molecules, these solvent properties, along with viscosity, influence the
effect of chirping on transitions [42]. Therefore, it is important to observe
the chirped pulse response of targeted probes under physiological conditions.
This is the subject of Chapter 6.
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CHAPTER 4
DARK PULSE RESPONSES OF
FLUORESCENT DYES
4.1 Antisymmetric Spectral Phase Functions
It was shown in Chapter 3 that an antisymmetric spectral phase function
maximally reduces the multi-photon transition probability. The simplest
example of such a phase function is that of a pi spectral phase step, for which
all wavelength components longer than that of the antisymmetry center are
shifted by a constant phase of pi. That is, the applied spectral phase function
with antisymmetry center in the frequency domain given by ω0 is then
φa(ω) = piH(ω − ω0)
where H(ω) is the Heaviside step function, defined as
H(ω) =
ω∫
−∞
δ(Ω)dΩ
which is a function which returns zero for all negative arguments, one for all
positive arguments, and one-half for an argument equal to zero. The transfer
function of the pulse shaper is then
eiφa(ω) = eipiH(ω−ω0).
Multiplying the scalar field in the frequency domain E˜(ω) by this transfer
function and taking the Fourier transform back into the time domain gives
F−1[E˜(ω)eipiH(ω−ω0)] = E(t) ?F−1[eipiH(ω−ω0)]
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which becomes a convolution of the original scalar field E(t) with the sum of
two non-identical delta functions. The net effect is then that the temporal
profile of the pulse takes on a bimodal character, as shown in Figure 4.1, and
is somewhat broadened in time.
Figure 4.1: White curves show the electric field (top row) and intensity
(bottom row) as a function of time for a transform-limited pulse (left) and
a pulse with applied antisymmetry at the central frequency ω0 of the power
spectrum of the pulse (right). Green curves show the corresponding
functions for a transform-limited pulse for comparison.
4.2 Experimental Setup
In order to deliver dark pulses to a fluorophore sample, light from a narrow-
band Yb:KYW pulsed laser source (HighQ) of central wavelength 1040 nm
is passed through a PCF (30 cm, NL-1050-NEG-1, NKT Photonics), which
broadens the spectrum to cover wavelengths approximately from 730 nm
to 1300 nm, as shown in Figure 4.2. The input power at the fiber is ap-
proximately 796 mW, with the output power at roughly 511 mW. This is
then sent to a 640 pixel pulse shaper (MIIPSBox640, Biophotonics Solutions,
Inc.) for generating a pulse with the desired spectral phase function. The
shaped light is focused using an immersion objective lens (LUMPlanFl/IR,
60x, 0.9, Olympus) onto a sample chamber containing a solution of some
fluorophore. The fluorescence from the sample is reflected off of a dichroic
mirror and recorded as photon counts by a photo-multiplier tube (PMT,
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H7421-40, Hamamatsu). A diagram of the light path through the system is
shown in Figure 4.3.
Figure 4.2: Spectrum of the light before (red) and after (black) passing
through the PCF.
After a fluorescent sample is prepared, the pulse shaper is then used to
apply a pi spectral phase step. Fluorescence is collected for illumination by
light of this spectral phase. The center of antisymmetry is first chosen at one
end pixel of the pulse shaper SLM and shifted in steps of ten pixels across
the entire spectrum, with photon counts at the PMT recorded at each step.
4.3 Experimental Results
This procedure was repeated for three commonly used fluorescent dyes taken
from the ThermoFisher Scientific Reference Dye Sampler Kit: fluorescein
(1:50 dilution in distilled water; peak absorption at 494 nm for one-photon,
988 nm for two-photon), sulforhodamine 101 (1:1000 dilution in distilled wa-
ter; peak absorption at 586 nm for one-photon, 1172 nm for two-photon),
and quinine sulfate (1:10 dilution in distilled water; peak absorption 347 nm
for one-photon, 1041 nm for three-photon). The results for the measured flu-
orescence of these compounds as a spectral phase antisymmetry was swept
across the spectrum of the illuminating light are shown in Figure 4.4, Fig-
ure 4.5, and Figure 4.6, respectively, along with their excitation and emission
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Figure 4.3: Fluorescence measurement system diagram. OI: optical isolator;
HWP: half-wave plate; PCF: photonic crystal fiber; DM: dichroic mirror;
OL: objective lens; PMT: photo-multiplier tube.
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spectra and chemical structures.
The degree of control afforded by phase-only femtosecond pulse shaping
appears to vary across fluorophores. Approximately 30% reduction in fluo-
rescence signal was achieved for fluorescein, while up to 55% reduction was
observed for quinine sulfate and sulforhodamine 101. It can also be seen that
these curves appear to reproduce many of the features of the corresponding
absorption line shapes. This can be explained by considering the mechanisms
of line shape broadening in solution, which have the net effect of generat-
ing a probability distribution of species with peak absorption at particular
wavelengths.
4.4 Optimizing Excitation Selectivity
These results suggest that it is possible to optimize the pulse shape, specifi-
cally the spectral phase function, for a pair of probes based on their absorp-
tion line shape. This can be done by looking at the relative antisymmetry
about each wavelength, weighted by the degree of absorption that wavelength
experiences.
A function f(x) is considered “even” if it satisfies the property f(x) =
f(−x). If it instead satisfies the property f(x) = −f(−x), then it is con-
sidered “odd.” Any function can be written as the sum of an even function
fe(x) and an odd function fo(x), where fe(x) and fo(x) are defined as follows:
fe(x) =
1
2
[f(x) + f(−x)]
fo(x) =
1
2
[f(x)− f(−x)].
It is easy to verify that fe(x) and fo(x) satisfy the conditions for evenness
and oddness. The values
M =
a∫
−a
|fe(x)|2dx
a∫
−a
|f(x)|2dx
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Figure 4.4: Top: photon counts as a function of antisymmetry center;
Middle: absorption (blue dotted curve) and emission (red solid curve)
spectra; Bottom: chemical formula for fluorescein. Absorption and emission
spectra and chemical formula adapted from [43].
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Figure 4.5: Top: photon counts as a function of antisymmetry center;
Middle: absorption (blue dotted curve) and emission (red solid curve)
spectra; Bottom: chemical formula for sulforhodamine 101. Absorption and
emission spectra and chemical formula adapted from [43].
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Figure 4.6: Top: photon counts as a function of antisymmetry center;
Middle: absorption (blue dotted curve) and emission (red solid curve)
spectra; Bottom: chemical formula for quinine sulfate. Absorption and
emission spectra and chemical formula adapted from [43].
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N =
a∫
−a
|fo(x)|2dx
a∫
−a
|f(x)|2dx
can then be considered metrics for the symmetry and antisymmetry, respec-
tively, of a function about the origin within the interval [−a, a]. Here, a
slightly modified form of the Lp norm is used for a function f(x) on the
interval [−a, a] (i.e.,
a∫
−a
|f(x)|2dx) as a measure of the size of the function.
This can be further extended to symmetry about any point λ0 with
fλ0e (x) =
1
2
[f(λ0 + x) + f(λ0 − x)]
fλ0o (x) =
1
2
[f(λ0 + x)− f(λ0 − x)].
This yields center-specific metrics:
Mλ0 =
a∫
−a
|fλ0e (x)|2dx
λ0+a∫
λ0−a
|f(x)|2dx
Nλ0 =
a∫
−a
|fλ0o (x)|2dx
λ0+a∫
λ0−a
|f(x)|2dx
.
Suppose a molecule has an excitation line shape given by g(λ). It can
alternatively be assumed that this is approximately equivalent to considering
a collection of many absorbers with infinitely narrow excitation spectra δ(λ−
λ0) and distributed according to an unnormalized probability density given
by g(λ0). Thus, the overall absorption by the system is still given by∫
g(λ0)δ(λ− λ0)dλ0 = g(λ).
Therefore, in order to optimally suppress emission from this molecule,
the overall antisymmetry of the spectral phase function f(x) about each
individual “absorber” must be maximized. This can be achieved by finding
f(x) such that the integral of Nλ0 , weighted by g(λ0) over the excitation
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spectrum is maximized. That is,
maxN =
∞∫
0
g(λ0)
( a∫
−a
|fλ0o (x)|2dx
λ0+a∫
λ0−a
|f(x)|2dx
)
dλ0.
In this way, a maximally selective spectral phase function can be found for
any pair of probes given the power spectrum of the light source and the
absorption spectra of the two probes. Although demonstrated here in fluo-
rophores, this principle should be applicable to any technique that involves
multi-photon absorption, such as photolysis of caged compounds.
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CHAPTER 5
CONTROL OF CAGED
NEUROTRANSMITTER PHOTOLYSIS BY
PHASE-ONLY PULSE SHAPING
5.1 Electrophysiology Recordings
A diagram of the system used to stimulate optically while recording electro-
physiologically from neurons is shown in Figure 5.1. As for the setup used in
MIIPS compression, this system also uses a Yb:KYW laser (HighQ) coupled
into a PCF (20 cm, NL-1050-PM-NEG-1, NKT Photonics) with input power
controlled by a half-wave plate and polarization beam splitter. Here, the
other beam from the beam splitter is also used as a pulsed, unshaped stimu-
lation source. Furthermore, a light emitting diode (LED, M470F1, Thorlabs)
is used to provide continuous wave (CW), one-photon stimulation. A pair
of flip mirrors allows for selection of which of the three light sources - un-
shaped laser beam, shaped laser beam, or LED - is used for illumination at
the sample. Illumination is focused onto the sample with a water immersion
objective lens (LUMPlanFL N, 60x, 1.00, Olympus). A computer-activated
shutter controls the illumination time.
5.2 Neural Sample Preparation
In order to directly observe the influence of optical probes, brain slices are
prepared from mice. Mice of postnatal age between 14 and 45 days were
anesthetized with 100 mg/kg ketamine and 3 mg/kg xylazine. When no
longer reactive to tail stimulation, the mouse was decapitated. The brain
was then removed from the skull and cut into 300 micrometer thick coronal
slices, an example of which is shown in Figure 5.2. All procedures involving
animals were consistent with National Institutes of Health guidelines and
approved by the Institutional Animal Care and Use Committee.
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Figure 5.1: Combined optical stimulation and electrophysiology system
diagram. OI: optical isolator; HWP: half-wave plate; PBS: polarization
beam splitter; PCF: photonic crystal fiber; LED: light-emitting diode; OL:
objective lens.
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Figure 5.2: Fluorescence image of a brain slice taken from mouse expressing
yellow fluorescent protein throughout the brain. Scale bar is of length
2 mm.
5.3 Whole Cell Patch Clamp
Neuron activity is dependent on the electrochemical flux occurring in various
parts of the cell at any given time. As such, many of the probes used to
study them react to or influence intra and extracellular ion concentrations.
Here, whole cell patch clamping was used to measure physiological currents
resulting from the activation of optical probes.
In this technique, a sample of brain tissue was placed in the sample cham-
ber of a modified microscope stage with a continuous flow of an artificial cere-
brospinal fluid (aCSF) solution consisting of: 126.0 mM NaCl, 2.5 mM KCl,
1.25 mM MgCl2, 2.0 mM CaCl2, 1.25 mM NaH2PO4, 26.0 mM NaHCO3,
10.0 mM glucose, pH = 7.4. The sample was placed under a harp-shaped ob-
ject to prevent movement during the patching procedure. The aCSF source,
which was constantly bubbled with a gas composed of 95% oxygen and 5%
carbon dioxide, was pumped through a tubing system to the inflow port of
the chamber. The outflow port of the chamber was connected by tubing to
a vacuum that collects the waste solution. This was necessary to avoid the
delivery of a hypoxic insult to the neurons.
A glass micropipette was controlled using a piezo-controlled micromanip-
ulator. The tip was filled with an “internal” solution (117 mM potassium
gluconate, 13 mM KCl, 1.0 mM MgCl2, 0.07 mM CaCl2, 0.1 mM EGTA,
10.0 mM HEPES, 2.0 mM Na2 ATP, 0.4 mM Na GTP) that mimicked the
metabolite composition and osmolarity of the cell cytosol. Attached to the
pipette was a tube that connected to a syringe that allowed control over
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the pressure at the tip. A wire electrode held within the pipette eventually
formed a circuit with the cell and a ground electrode placed within the bath
solution.
Before patching onto a cell, a weak positive pressure was applied via the
syringe to prevent debris from entering the tip. Using the microscope camera
as a guide, the micropipette was then carefully moved towards the surface
of a neuron. When the tip was close enough to the cell that positive pres-
sure caused a visible deformation in the cell surface, the pressure was then
released. As a result, a portion of the cell membrane entered the tip. By
applying a sudden jolt of suction with the syringe, this part of the membrane
could then be ruptured, forming a continuum with the cell interior. An image
of a successful patch is shown in Figure 5.3.
Figure 5.3: Patch pipette attached onto a neuron cell body for whole cell
recording. Blue arrow indicates patched cell. Red arrow indicates the tip of
the pipette where attachment to cell is formed. Scale bar is of length 10 µm.
The effective circuit is then formed by the ground electrode in the bath
solution, the wire electrode in the pipette, the resistance of the pipette seal
on the cell, the cell cytoplasm, and the cell membrane, which provides a
41
resistance and a capacitance. In this configuration, the circuit can be used
to clamp the membrane voltage (“voltage clamp”) while measuring the total
ionic current passing through the cell membrane. Alternatively, it is possible
to measure the membrane potential while clamping the current through the
circuit (“current clamp”).
5.4 Three-Photon Uncaging Induced Currents
Given that the wavelength range of the PCF supercontinuum after trunca-
tion at the pulse shaper spanned 960 nm to 1060 nm (spectrum shown in
Figure 2.1) and the peak absorption wavelength for most caged compounds
lies in the near ultraviolet region from 300 nm to 400 nm, the source spec-
trum was ideal for testing three-photon uncaging. A brain slice was placed in
the sample chamber of the system shown in Figure 5.1. The sample chamber
was continuously perfused with aCSF containing either a 1 mM concentra-
tion of DPNI-caged-GABA (Tocris) or a 2 mM concentration of MNI-caged-
L-glutamate (Tocris). A micropipette was then used to patch onto a single
cortical neuron in the slice for whole-cell recording in voltage clamp mode.
To test the integrity of the caged compounds, an ultraviolet lamp (365 nm,
Electro-Lite, ELC-410 Light Curing System) was used for wide-field illumi-
nation of the sample bath. The results of these tests are shown in Figure 5.4
for a single trace from a single cell for each compound. Both traces show
large, wildly fluctuating currents induced in the patched cell. This is to be
expected, as wide-field illumination uncages neurotransmitters in the vicin-
ity of the vast majority of neurons in the field of view, resulting in sudden
receipt of inputs from neurons throughout the slice, in addition to the inputs
from the uncaged molecules formed at the target cell.
Upon confirmation that the caged compounds underwent photolysis and
activated receptors on neurons as intended, the cells were stimulated instead
with the original, unshaped beam from the laser targeted onto the soma of
the patched cell. The current traces for these experiments are shown in Fig-
ure 5.5, averaged over two traces from a single cell for DPNI-GABA and over
four traces from a single cell for MNI-glutamate. A clear effect of light expo-
sure is present for both traces. Uncaging of the inhibitory neurotransmitter
GABA produced a positive current deflection of 5.30 pA averaged over two
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Figure 5.4: Current traces for wide-field UV uncaging of DPNI-GABA
(top) and MNI-glutamate (bottom). Illumination period spanned
approximately from 2000 ms to 9000 ms.
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traces with cells that were voltage clamped at a holding potential of +40
mV. Uncaging of the excitatory neurotransmitter glutamate yielded a nega-
tive current deflection of -2.67 pA averaged over four traces with cells that
were voltage clamped at a holding potential of -70 mV. This data indicates
that three-photon uncaging is capable of inducing currents in neuronal slices.
These currents are, however, very small despite the large power (greater
than 30 mW at the objective lens) used. At such powers, phototoxicity be-
comes a significant concern for neurobiology experiments. In comparison,
typical two-photon uncaging experiments use powers of only 4 mW [10]. No
previous literature includes demonstration of three-photon uncaging. To en-
sure the effects seen here are not due to phototoxicity, a control trial was
conducted under the same illumination conditions but without caged com-
pound in the aCSF solution. It can be seen in the trace in Figure 5.7, which
is an average of four traces from a single cell, that no change to the current
is seen when the cell is exposed to the laser light in the absence of caged
compound.
Finally, to test whether application of dark pulses could modulate the in-
duced current from neurotransmitter uncaging by phase-only pulse shaping,
the illumination source was switched from the direct laser beam to the beam
passing through both the PCF and the pulse shaper. The results for a com-
pressed pulse with no additional spectral phase function are displayed in Fig-
ure 5.6 for four traces from a single cell for each compound. Unfortunately,
these traces show no consequence of illumination. There are significant addi-
tional power losses occurring along this optical path, most notably a roughly
35% loss at the PCF, and nearly 90% loss at the pulse shaper. Although these
power losses are unavoidable in any experiment involving femtosecond pulse
shaping, they are especially detrimental to observing three-photon processes
because of their relatively high intensity requirements. It appears that as a
result the power at the sample was not sufficient for three-photon uncaging
after losses at the PCF and pulse shaper.
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Figure 5.5: Current traces for laser uncaging of DPNI-GABA (top) and
MNI-glutamate (bottom) by an unshaped, pulsed beam. Illumination
period spanned from 2000 ms to 10000 ms.
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Figure 5.6: Current traces for laser uncaging of DPNI-GABA (top) and
MNI-glutamate (bottom) by a beam passing through the PCF and pulse
shaper. Illumination period spanned from 2000 ms to 10000 ms.
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Figure 5.7: Current trace for laser exposure in the absence of caged
compound by an unshaped, pulsed beam. Illumination period spanned from
2000 ms to 10000 ms.
5.5 Mass Spectrometry
Although the power of the shaped beam was too low to see currents induced in
neurons by whole cell patch clamp, other techniques have greater sensitivity
to the chemical products generated by photolysis reactions. Mass spectrom-
etry is a technique used for identification of the chemical constituents of a
sample. Here, electrospray ionization (ESI) was used to produce a stream of
ions by application of a strong electric field to a conductive liquid solution.
This generates an aerosol that is sent into a mass spectrometer. Inside the
mass spectrometer, a magnetic field ~B is applied [44]. Based on the Lorentz
force law ~F = q( ~E + ~v × ~B), this can be related to Newton’s second law ~F
= m~a, giving
m
q
~a = ~E + ~v × ~B.
Hence, given the electric and magnetic fields ~E and ~B in a region of space,
the equation of motion for an ion is determined exclusively by its mass-to-
charge ratio m
q
. For simplicity, if it is assumed that the electric field ~E = 0
within the mass spectrometer and that the magnetic field ~B is perpendicular
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to the initial velocity ~v0 of the ions in the aerosol stream, then different
ions will travel along trajectories with slightly differing radii of curvature
determined by m
q
. By placing detectors at the end points of these trajectories,
the device can then identify the presence of ions with particular values of m
q
.
Looking specifically at singly positively charged ions, the mass-to-charge
ratio of a molecule then simply becomes proportional to the molecular mass
plus the mass of a hydrogen atom. The molar mass of the most relevant
atoms is shown in units of grams per mole (g/mol) in Table 5.1. The molar
mass of any molecule can then be calculated by adding the masses of its
constituent atoms. Using this, it is found that the MNI fragment produced
in photolysis has a molar mass of 177.18 g/mol, the glutamate molecule has
a molar mass of 147.13 g/mol, and the MNI-caged-glutamate molecule has
a molar mass of 323.30 g/mol. These species, along with their chemical
formulae and molecular weights, are shown in Figure 5.8. When a molecule
is hydrated, an associated water molecule adds 18.02 to the molar mass. For
glutamate, this hydrated species appears as a 165.15 m/z peak in the mass
spectrum while for the MNI fragment it appears at 195.20 m/z.
Table 5.1: Molar masses of prevalent atoms.
Atom Molar Mass (g/mol)
H 1.01
C 12.01
N 14.01
O 16.00
F 19.00
Na 22.99
P 30.97
S 32.06
Cl 35.45
Samples sent for mass spectrometry (Waters Synapt G2-Si ESI/LC-MS) in-
cluded pure glutamate (Figure 5.9) and MNI-caged-glutamate (Figure 5.10)
as controls. Test samples included MNI-caged-glutamate exposed to: i.)
UV light (Electro-Lite, ELC-410 Light Curing System, 365 nm, wide field,
20 sec exposure) (Figure 5.11); ii.) direct laser beam (HighQ, 700 mW,
pulsed, 80 MHz repetition rate, 1040 nm center wavelength, spectrum shown
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Figure 5.8: Relevant molecules for MNI-glutamate uncaging.
in Figure 2.1 as PCF input, 1 min exposure) (Figure 5.12); as well as three
conditions with iii.) no phase mask (Figure 5.13), iv.) compression mask
(Figure 5.14), and v.) compression mask with spectral pi phase shift step
at 1010 nm (Figure 5.15), each applied to a spectrally broadened pulse us-
ing as a source a PCF (20 cm, NL-1050-PM-NEG-1, NKT Photonics) with
700 mW input power and 70% coupling efficiency (spectrum shown in Fig-
ure 2.1), focused onto the sample by an objective lens (LUMPlanFL N, 60x,
1.00, Olympus) for 2 min exposure. Exposure times were selected to ensure
sufficient uncaging to produce photolysis species. Each mass spectrum is the
result of a single trial of a single sample. A summary of relevant and notable
species produced is included in Table 5.2.
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Figure 5.9: Mass spectrum of glutamate.
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Figure 5.10: Mass spectrum of MNI-caged-glutamate.
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Figure 5.11: Mass spectrum of MNI-caged-glutamate exposed to UV light
for 20 s.
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Figure 5.12: Mass spectrum of MNI-caged-glutamate exposed to a 700 mW,
pulsed, 80 MHz repetition rate, 1040 nm center wavelength laser beam for 1
min.
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Figure 5.13: Mass spectrum of MNI-caged-glutamate exposed to the
unshaped, spectrally broadened, pulsed beam for 2 min.
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Figure 5.14: Mass spectrum of MNI-caged-glutamate exposed to the
compressed, spectrally broadened, pulsed beam for 2 min.
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Figure 5.15: Mass spectrum of MNI-caged-glutamate exposed to a dark
pulsed beam with spectral pi phase shift step at 1010 nm for 2 min.
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Ultraviolet light exposure leads to production of hydrated glutamate and
MNI fragment species resulting from photolysis. A significant peak at 181.10
m/z also appears, which indicates the production of an additional species
of uncertain chemical structure. The mass corresponds to an MNI fragment
missing one nitrogen atom, but further studies are needed to confirm. The
spectra also show that the broadened, uncompressed beam is not powerful
enough to induce photolysis, which is consistent with previously discussed
whole-cell patch clamp results. After compression, the peak at 177.10 m/z
corresponding to the MNI-fragment becomes apparent in the spectrum, sug-
gesting that the transform-limited pulse results in greater efficiency of three-
photon uncaging, as expected.
When an antisymmetric phase function is applied to this pulse, another
peak near 195.19 m/z also appears. This is the hydrated MNI-fragment, sug-
gesting, counter-intuitively, that there may be some increased photolysis with
dark pulses. One possible explanation for this result is that there are signif-
icant pump-and-dump processes that typically occur during uncaging which
are suppressed by the applied spectral phase function. However, further anal-
ysis with other chemical techniques is needed to confirm these results. This is
because mass spectrometry, despite its sensitivity to the presence of chemical
species, is not effective in quantifying the amount generated.
Table 5.2: Relevant and notable species produced by photolysis under
differing illumination conditions. Glu (H): hydrated glutamate; MNI Frag:
MNI-F; MNI-F (H): hydrated MNI fragment; MNI-Glu: MNI glutamate.
Peak 165.15 177.18 195.20 323.30
Species Glu (H) MNI-F MNI-F (H) MNI-Glu
Illumination
o.) None X
i.) Ultraviolet X X X
ii.) Direct laser X X X
iii.) Uncompressed X
iv.) Compressed X X
v.) Dark pulse X X X
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CHAPTER 6
CHIRPED PULSE RESPONSE OF
CHANNELRHODOPSIN-2
6.1 Experimental Design
ChR2 is a much larger, more complex molecule than the small fluorophores
or caged compounds studied in previous chapters. The retinal chromophore
forms several hydrogen bonds with various amino acid residues of a large
protein structure, which is itself embedded in the molecularly heterogeneous
and dynamic lipid bilayer of the plasma membrane. It has been shown that
the chemical environment, specifically the polar and protic properties of the
solvent, plays a major role in the direction and magnitude of linear chirp ef-
fects [42]. Furthermore, particular molecules exhibit variable degrees of cer-
tain phenomena, such as a pump-and-dump scheme. Therefore, it is worth-
while to examine the specific nature of the ChR2 response dependence on
pulse chirping under physiological conditions.
This chapter explores the demonstration of pulse chirping to elicit vari-
able optical stimulation of ChR2 in murine brain slices. Brains were har-
vested from transgenic mice expressing ChR2 (JAX Strain B6 Cg-Tg (Thy1
- COP4/EYFP) 9Gfng/J). Slices were prepared as described in Section 5.2
with whole cell patch clamp recordings completed as described in Section 5.3.
Both optical stimulation and electrophysiology recordings were performed us-
ing the same system described in Section 5.1 and diagrammed in Figure 5.1.
Several controls were conducted in order to ensure that proper experimental
conditions were met for data collection. To determine the excitability of the
neuron and the integrity of the patch, action potential firing was induced in
the patched cell by introducing increasingly positive step current pulses until
associated membrane potential spikes were observed (Figure 6.1 A). Next,
the expression and optical sensitivity of ChR2 in the cell was tested by expos-
ing the cell to illumination from an LED with a 470 nm central wavelength
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and 0.6 mW/mm2 power density (Figure 6.1 B).
Figure 6.1: A: Action potential firing due to step current pulses -100 pA,
+40 pA, and +160 pA. B: Action potential firing due to illumination by
LED at 0.6 mW/mm2. C: Membrane potential change in the presence of
TTX under current clamp for LED illumination at power densities of
0.0 mW/mm2, 1.0 mW/mm2, and 5.2 mW/mm2. D: Current changes in
the presence of TTX under voltage clamp for LED illumination at power
densities of 0.0 mW/mm2, 1.0 mW/mm2, and 5.2 mW/mm2. Horizontal
bars indicate periods of illumination. Adapted from [45].
After both controls were confirmed, 0.5 µM of tetrodotoxin (TTX), which
inhibits action potential firing by blocking voltage sensitive sodium channels,
was introduced to the aCSF solution. This was done in order to observe large
ChR2 currents more clearly without confounding currents from the activity
of channels involved in the action potential cycle. The neuron response to
LED illumination was then tested again in the presence of TTX in both
current clamp mode (Figure 6.1 C) and voltage clamp mode (Figure 6.1 D)
at multiple power densities.
6.2 Experimental Results
To test linearly chirped pulse effects on ChR2 mediated currents, the illu-
mination source was changed to the beam generated from a Yb:KYW laser
(HighQ) coupled into a PCF (20 cm, NL-1050-PM-NEG-1, NKT Photonics)
with input power of 700 mW and coupling efficiency of 70% (spectrum shown
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in Figure 2.1). This beam was passed through a 128 pixel pulse shaper (fem-
toJock, Biophotonics Solutions, Inc.) to compress the pulse and apply the
desired chirp. For each linear chirp coefficient value of interest, one trial of
data collection involved recording current traces from a single neuron in re-
sponse to a 1200 ms exposure to PCF-broadened pulses under the following
spectral phase shaping conditions in order: i) no phase shaping (phase un-
compensated), ii) transform-limited (phase compensated, a2 = 0), iii) linearly
chirped (phase compensated, a2 = -4000), iv) transform-limited (phase com-
pensated, a2 = 0), v) no phase shaping (phase uncompensated). Conditions
iv) and v) were intended to confirm that the cell responsiveness remained sta-
ble throughout experiment. A representative set of current traces collected
for a single trial of such a series is shown in Figure 6.2.
To examine the influence of chirp direction, this protocol was repeated
several times for pairs of positively and negatively chirped pulses with the
same magnitude of linear chirp coefficient. The peak current value was taken
from individual traces and normalized to the peak current induced by a
fully compressed, transform-limited pulse for the same cell. This was done
for chirp magnitudes of 0, 300, 500, 1000, 2000, and 4000. The results are
summarized in Figure 6.3.
These data show two clear trends. The first is that increasing magnitude of
linear chirp tends to decrease the current response of ChR2. This is expected
due to the broadening of the pulse in time with an increasing degree of linear
chirp, thus lowering the peak intensity of the pulse. The second trend that
appears is the relatively strong response of the molecule to positively chirped
pulses when compared to that of negatively chirped pulses. This is likely
attributable to the suppression of pump-and-dump processes, as discussed in
Section 3.3.
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Figure 6.2: Example of data collection procedure with linear chirp
coefficient a2 = −4000. Adapted from [45].
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Figure 6.3: Comparison of the peak optically induced current between
different linearly chirped pulses (linear chirp coefficient a2, units of s2). All
current values are normalized to the peak current. Number of different cells
from which traces were taken are given in parentheses. Adapted from [45].
62
CHAPTER 7
CONCLUSION AND FUTURE
DIRECTIONS
This thesis demonstrates that manipulation of the spectral phase function
allows for control of optically driven events without the need for chemical
modification of probes or spectral amplitude shaping.
In Chapter 4, two-photon fluorescence of fluorescein and sulforhodamine 101,
as well as three-photon fluorescence of quinine sulfate, are shown to be mod-
ulated as much as 50% through the use of dark pulses. A method for cal-
culating an optimal spectral phase function given a pair of fluorophores and
their absorption spectra is also outlined. These results can be extended by
demonstrating these dark pulse effects in other fluorophores, such as the
protein-based GCaMP. Further work will involve introducing fluorophores
with known absorption spectra and differing sub-cellular localization to a
single cellular sample. Then, using the technique outlined in Section 4.4,
one can attempt to image each selectively. The contrast achieved by this
predictive method can be compared with the optimum contrast achieved by
iterative methods, such as those done for simultaneous imaging of multiple
fluorescent proteins [31].
Chapter 5 attempts to extend these results from fluorescence to photol-
ysis. Three-photon photolysis of the caged neurotransmitters DPNI-GABA
and MNI-glutamate is demonstrated in acute brain slices. Furthermore, mass
spectrometry results suggest that an antisymmetric spectral phase function
may influence the photolysis products generated in MNI-glutamate uncaging.
Due to the extreme sensitivity of mass spectrometry, these results may be
confounded by degradation of the sample during prolonged storage or con-
tamination at any step along the process. Therefore, while these results may
be suggestive, true confirmation would require testing in brain slices with
whole cell patch clamp recording to measure currents elicited under different
illumination conditions.
As described in Section 5.4, attempts to do this with light sources appropri-
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ate for three-photon uncaging appear to lack sufficient power to observe the
effects of spectral phase shaping. Two-photon uncaging of MNI-glutamate
requires only 4 mW at the sample, so the use of a broadband Ti-Sapphire
source covering a wavelength range that includes 720 nm would be ideal for
these experiments [10]. Pulse shaping of such a light source may allow obser-
vation of these effects electrophysiologically, which is to say in their intended
in vitro application. Future work would repeat the experiments of Section 5.4
using such a laser source and comprehensively scanning the antisymmetry
center across the spectrum. This can be done for the two caged compounds
discussed here, as well as other commercially available caged compounds,
including caged serotonin and dopamine. From these results, the framework
of Section 4.4 can again be applied to optimizing selectivity of uncaging.
Finally, Chapter 6 shows that ChR2 mediated currents decrease with lin-
ear chirping, most likely due to temporal broadening of pulses; however, this
decrease occurs asymmetrically with respect to chirp magnitude. Positively
chirped pulses tend to elicit greater responses from ChR2 relative to nega-
tively chirped pulses. It is hypothesized that this is due to the suppression
of pump-and-dump processes by the ordering of frequency components in
positively chirped pulses. Further exploration of this would require intensive
studies of the energy landscape of ChR2 and is beyond the scope of this the-
sis. Additional work on this area would involve studying the chirped pulse
responses of other opsins.
Together, these results suggest several avenues for enhanced selectivity be-
tween certain optical probe pairs. For example, the experiments involving
a pairing of ChR2 with any fluorophore that shows increased multi-photon
absorption in the case of negatively chirped pulses could be more easily per-
formed with the use of chirping. Generally speaking, future work will involve
experimental confirmation of the effects of chirped and dark pulses on a
wider range of optical probes to find groupings whose relative multi-photon
absorption will be significantly improved. Furthermore, FRET-based sensors
and photoisomerizable probes are other classes of probes to be explored in
addition to the fluorophores, caged compounds, and opsins discussed here.
Ultimately, this work may lead to greater flexibility with which experimenters
may stimulate cell populations while leveraging the ability of optical tech-
niques to target spatially localized subsets.
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