In an environment of continuous and rapid evolution, software design methodologies must incorporate techniques and tools that support changes in software artifacts. In the FERUS project, we are developing a tool targeted at software designers that integrates a collection of operations on algebraic specifications written in the CASL language. The scope of FERUS includes not only modification of existing specifications, but also creation or derivation of new specifications, as well as their proof and execution, which are realized through inter-operability with existing tools. As FERUS involves the manipulation of software specification and inter-operability with other tools, the question of choosing appropriate representation formats is important. In this paper, we discuss the advantages and limitations of ATerms as a manipulation and exchange format in the setting of FERUS. We also present a new, graph-like format, which offers complementary features to a term-based format. Moreover, we present visualization utilities for these formats.
Introduction
Software projects may evolve over time in response to different needs: to fix an error, to add a new feature, to port to a new platform, to extract reusable components. Since components usually have complex interactions, such changes, when done manually, are error-prone. At the source code level, it is possible to limit the risks by resorting to systematic unit-level and integration testing. However, tests are not complete in general and subtle bugs may still creep in the modified projects. Another method is refactoring [1] , which consists in applying a set of predefined code modification patterns. Refactoring has been successfully applied to object-oriented [2] [3] [4] and database software [5] . It is now featured in some commercial and open-source integrated development environments (IDE). However, refactoring operations are basically structural behavior-preserving changes.
On the other hand, formal specifications can provide significant support for software component evolution and reuse, as they allow tools to "understand" the semantics of the components they are manipulating. Tools that manipulate programming code can easily deal with syntactic features of components (e.g. renaming operations) but usually have a hard time when it comes to semantics. Formal specifications, with their "simpler" and precisely defined semantics and associated verification tools, contribute to the verification of the validity of semantic properties of components in the different steps of the reuse process. For instance, they can be of great help on the generation of reusable components through the parameterization of more specific ones [6] , supporting the process of creation and maintenance of libraries of reusable components. The FERUS tool, subject of this paper, aims to contribute to the area of software component reuse, supporting the evolution of formal specification components.
Among specification formalisms, algebraic specifications are well suited for this work, being adequate to the specification of components and given their strong links with the object oriented programming paradigm. Additionally, the genericity mechanism encountered in most algebraic specification languages provides great flexibility in the desired abstraction level and the means to require semantic properties of potential instantiation parameters. Model-based specification languages like Z [7] or B [8] lack precisely this ability to parameterize specifications by other specifications, presenting only limited facilities for imposing restrictions on parameters. As shown in [6] , this is a major drawback concerning the generalization of specifications.
As application language for FERUS, we chose the algebraic specification language CASL [9] . CASL, designed by the CoFI 1 working group, is a general-purpose algebraic specification language from which a family of related specification languages can be obtained by syntactic or semantic restriction, or by extension, all within a consistent, user-friendly syntax and clear semantics. In order to be widely usable, such specification language, sublanguages and extensions must be supported by tools. The task of the CASL Tools group is to develop tools for CASL, by reusing as much as possible existing ones, such as theorem provers [10] , and rewrite engines, like those implemented in the ELAN [11] rewriting environment.
In this context, we present in this paper the FERUS tool, that interacts with the user to derive new CASL components from an existing repository, using basic transformations. An important issue in the design of FERUS was the choice of adequate data structures to manipulate the CASL specifications. As a communication medium between FERUS and other tools, we adopted ATerms [12] , as it has been decided in the CoFI project. However, after considering the use of ATerms as an internal data structure, we concluded that a new, graph-like, data structure should be more adequate to write the specification transformation operations. The goals of this paper are then twofold: to present the FERUS formal 1 Common Framework Initiative. specification transformation tool and to discuss the use of term-based and graph-based representations of the specifications. This paper is structured as follows. Section 2 presents briefly the algebraic specification language CASL. Section 3 gives a general overview of the FERUS tool. Sections 4 and 5 detail respectively the term-based and graph-based operations supported in FERUS. In Section 6, two development utilities for visualizing term-based and graph-based data structures are presented. Finally, we briefly compare both representation formats in Section 7 and conclude in Section 8.
Algebraic specification with CASL
The last decades have seen a proliferation of algebraic specification languages. Even if all these languages have some evident similarities, each of them has its own specificity, and a lot of different basic algebraic specifications concepts are used. This diversity appears to be a significant obstacle to the dissemination of algebraic specification methods in the education and to make them usable by the industry.
The Common Framework Initiative (CoFI) started several years ago in order to reach an agreement on a common framework for algebraic specification and development. One of the initial goals of CoFI was to promote a common specification language with uniform, user-friendly syntax and straightforward semantics, together with good documentation and tool support. The specification language developed by CoFI is called CASL [13] , the Common Algebraic Specification Language. CASL is indeed the heart of a family of languages. Some specific tools will focus on well-defined sublanguages of CASL obtained by syntactic or semantics restrictions, while extensions of CASL are defined to support various paradigms and applications. For example, there is an extension of CASL to support a form of partial higher order logic [14] .
The design of CASL is now finished [9] , a complete formal semantics has been given [15] , and several tools are being implemented [16] . For developing CASL tools, the idea was to reuse the available parsing technology [17] and existing tools like theorems provers [10, 16, 18] and rewrite engines [19] .
The FERUS tool aims at providing support to the process of creating and maintaining reusable algebraic specification components. In its first version, this tool will be working on a sublanguage of CASL. This sublanguage has not been submitted to approval to CoFI, but it is close to classical simple algebraic specification languages such as ACT ONE [20] and Larch [21] . It is based on conditional equational logic, with many-sorted total operators, the built-in equality predicate as the unique predicate and the free data-type construction as the abstract data type specification mechanism. Two kinds of algebraic specifications can be distinguished in our CASL sublanguage:
• Basic specifications: we consider declarations of many-sorted total operators, and conditional equational axioms. As an example, let us consider a very simple specification of Naturals, named NAT, which involves a free type construct for the sort nat, and the declaration of add and max, together with the axioms defining these operators over nat. Note that all axioms are named using the annotation %(. . .)%. spec NAT = free type nat ::
%(max.succ)% The free type construct states that the carrier set of the corresponding sort is freely generated from the constructors (no junk and no confusion). If the other declared operators are completely and consistently defined, we have that the models of this kind of specification is the class of initial models. It is also possible to specify larger classes of models with a loose semantics, considering all models of a given signature and set of axioms. This is the case in the COMMUTATIVITY specification below, which does not contain the free type constraint and is satisfied by any data-type with a commutative binary operator.
we consider unions, extensions and generic specifications.
Genericity of specifications is made explicit using (formal) parameters. Also, we only work with named specifications, i.e. closed, in the context of the CASL language [15] . It is important to note that parameters are arbitrary specifications. This feature will be used in our framework to require explicitly that parameters satisfy specific sets of axioms. For instance, we give below the generic specification of Lists of elements that may be compared through an equivalence operator, the specification that characterizes the properties of this operator (reflexivity, symmetry and transitivity), and how the generic specification can be in instantiated by the specification of Naturals, in order to build the specification of Lists of Naturals. This will give the reader an intuition on how genericity and the instantiation of parameters works in CASL. BOOL, not shown, can be assumed to be a specification of booleans with the usual boolean operators.
• eq(cons(x1, l1), cons(x2, l2)) = b_and(eq(x1, x2), eq(l1, l2)) %(eq_cons)% The models of the above specification are freely generated from each possible model of specifications EQUIV. The instantiation of the generic specification LIST[] with NATEQ (NAT extended with a equivalence operator eq defined as usual), corresponds to one of these models, modulo signature differences, and is achieved by using a (uniquely defined) fitting of the parameter symbols to the argument symbols:
In the terminology used by Mossakowski in [22] , the above sublanguage for basic specifications corresponds to an extension of CCond = (conditional equational logic with equality and sort generation constraints), which may be called CNCond = , where atoms in the conclusions of conditional axioms may be negated. 2 With these restrictions, and those of the structured specification level, we obtain a language that has some good properties in terms of existence of initial models and free functors (liberality), compatibility with the theory developed in [6] for the LPG language [23] , and for which rewriting techniques can be applied using, for instance, rule-based systems like ELAN [11] . It is complete enough to serve as a basis for our proposal and simple enough not to hinder the applicability of the tool in the details of a more complex language.
FERUS: an overview
The FERUS tool has as its main goal to support reuse of algebraic specification components. To attain this goal, FERUS offers an environment for creation, transformation and prototyping of CASL specifications. The development of a specification in FERUS may be done (1) through integrated text editors or (2) through controlled transformation of specifications with some traditional operations such as renaming, extension and instantiation (e.g. [9, 24, 25] ) or with the generalization by parameterization operation proposed in [6] . In both cases, the user is supported by a parser [16] , which verifies syntactical and static semantics correctness of the generated specification, and by a prototyping tool [19] that allows execution of specifications as long as they verify some executability conditions.
FERUS is under development as part of a Franco-Brazilian cooperation project. It deals with the sublanguage of CASL described in Section 2 and interfaces with the rewrite engine of ELAN [11] in order to execute equational specifications and to prove equational theorems.
In Section 3.1, an overview of the FERUS operations is given. The generalization operation by parameterization, a particularity of FERUS, is presented in more detail in Section 3.2 and, in Section 3.3, the graphical interface of the tool is briefly presented.
FERUS operations
In its current development stage, FERUS is mainly intended to support transformation operations over specification components written in the CASL sublanguage described in Section 2. Furthermore, common specification development functionalities (edition, compilation/decompilation, and execution) are provided. The specification transformation operations currently available in FERUS are described below. It should be pointed out that these are meta-operations and not the structuring constructs of the CASL language. Most of the FERUS operations are quite standard in the algebraic specification domain, and so they are strongly related to some CASL structuring constructs. Since the FERUS operations are not only intended for CASL, they may not have exactly the same semantics as the related structuring constructs of the CASL specification language. Here, the idea is to verify applicability conditions for a given transformation operation and carry it out, whenever possible, generating a new specification component in our CASL sublanguage. One interesting consequence of this approach is the potential adaptability of the FERUS tool to other specification languages, even if they do not include the same sophisticated structuring constructs as CASL.
The available transformation operations are: rename--allows the substitution of sort and operator identifiers by new ones, provided that these renamings preserve the semantics of the specification component being renamed (isomorphic models). extend--allows to extend a specification component by the addition of sorts, operations and/or axioms. reduce--allows to eliminate or hide parts of a specification component. instantiate--allows the substitution of formal parameters of a generic specification component by actual parameter specifications (specifications such that there is a morphism from the formal parameter to them). generalize--allows the substitution of imported or extended specifications of a specification component by a formal parameter from which the substituted specification is a specialization (there exists a morphism from the added formal parameter to the removed imported or extended specification). The verification of some of the correctness preconditions for these operations is not trivial and the user may need some support in the definition of their parameters. Therefore, we developed special-purpose user-interfaces, based on the wizard metaphor [26] . The different steps of these assistants are detailed in Section 5.2.
In addition to the above transformation operations, FERUS provides some development support operations: compile--parses and checks a given specification component and generates its representation in a graph-like internal format. decompile--generates CASL text from the internal representation of a specification. It is particularly useful to visualize the results of a transformation operation. execute--uses the rewrite engine of ELAN to execute equational specifications through the evaluation of terms of the specification signature. For efficiency reasons, the transformation operations are implemented in a graph representation of the specifications, detailed in Section 5. On the other hand, compilation and execution operations interact with external tools, and make use of the ATerm exchange format in these interactions, detailed in Section 4. The generalization wizard, from which the principles are presented in the following, also interacts with external tools, and for this reason will also deal with the ATerm format.
Generalization
The generalization operation by parameterization is dual to the instantiation operation and the key for preparing a component to be kept in a library in order to be reused (instantiation may then be applied to reuse it). This operation has as main effect the safe substitution of input specifications of a specification component by a formal parameter from which the substituted specification is a specialization. This roughly corresponds to "enlarging" the class of models over which we construct our specification, consequently "enlarging" the class of models of the new component. 3 The main difficulty when trying to generalize by parameterization is to identify the "good" level of generalization for each component. Highly specific ones have small chances of being reused, but on the other hand, if a component is too general, its reuse will often be useless. It is necessary to state the semantic properties of a component that are considered "important" somehow (the component would loose its raison d'être if these properties were not satisfied). With this information, FERUS may be able to identify the requirements that a formal parameter should satisfy in order to preserve these stated properties in the generalization [6, 27] . To do this, FERUS considers proofs for these properties in the original (non-generalized) context and identifies the conditions under which these proofs are reproducible in the generalized context. When these known proofs are rewrite proofs, a set of equational axioms can be extracted from them and added to the formal parameter so that they are preserved in the process. This simple technique provides sufficient conditions for the validity of the considered properties in the models of the more general specification, with the advantage of being easily computed by a simple algorithm. To give the reader a better idea of the generalization operation and support, we present in the following a simple example.
Consider the specification below of binary trees of natural numbers, with an operation sum that gives the sum of all node values of a given tree.
spec NATTREE = NAT then free type nattree ::= empty | bin(nattree; nat; nattree) op sum : nattree → nat vars a1, a2 : nattree; tn : nat;
%(sum.bin)% The extended specification NAT is the one in Section 2. In this specification theory the following theorems are true:
%(max.com)% and for NATTREE we have
%(th.2)% Generalization of NATTREE can be done by the substitution of the free data type specified by NAT by a loose specification containing one sort, one constant and one binary operator on that sort, as for example, specification SYNT below. This generalization followed by renaming of the local entities (nattree and sum) gives us: spec BTREE[SYNT] = free type btree ::= empty | bin(btree; t; btree) op sweep : btree → t vars a1, a2 : btree; tn : t;
%(sweep.bin)% This specification corresponds to the maximal generalization by parameterization that can be obtained from NATTREE, and SYNT is the least restrictive parameter over which this specification can be constructed. Any smaller signature would lead to badly formed declarations (axioms and/or operators) in BTREE. However, there is no guarantee that the previous theorems of NATTREE will be valid in all models of the BTREE specification (in fact, they won't). We call this kind of generalization a syntactical generalization, because only syntactical correctness of the resulting specification is guaranteed. In [6] we showed that this maximal generalization can always be determined, and in [27] the algorithm to compute it is presented.
However, sometimes a more restricted generalization may be needed that preserves some stated theorems. In this case we have to consider semantic generalization procedures that will provide support in the definition of an "as general as possible" parameter that still guarantees preservation of the stated theorems. A simple heuristic that is used by FERUS uses rewrite proofs for these theorems (when available). In the case of our example, the original theorems of NATTREE, %(th.1)% and %(th.2)% can be proved with the (simplified) rewrite proofs 4 given in Fig. 1 .
We can see that some of the formulas that are used in the proofs (%(sum.bin)% and %(sum.empty)%) are local to the specification being generalized and will be still valid in all models of the generalized specification, no matter what the parameter is. However, two of them belong to the theory of NAT and may be "lost" in the generalization process. To guarantee their validity in the generalized component, preserving in this way the validity of the above proofs, these formulas have to be included as axioms in the parameter specification. This leads us to specification SEM below, and to a new BTREE2 specification with the stated theorems.
spec SEM=SYNT then vars x, y : t
. . identical to the previous BTREE body with theorems:
%(th.g2)% Suppose now that we want to re-instantiate the generalized specifications in the context of a new application. Some possible instantiations for BTREE, parameterized by SYNT, are: (1) recover the original specification, instantiating with the specification NAT, zero and add. (2) obtain a binary tree of natural numbers with an operation that gives the maximum node value of a given tree, instantiating with NAT, zero and max. (3) obtain a binary tree of character strings with an operation that gives the depth first concatenation of all node values, instantiating with STRING, nil and concat, where spec STRING = CHAR then free type string ::= nil | st (char) | concat(string; string) This third instantiation, however, would not be possible for BTREE2, since concat is not a commutative operator, as required in the axioms of SEM.
In the FERUS tool, a generalization operation is implemented that executes the specification transformation given the correct parameters, as shown in the example above, exactly as it does with the other transformation operations. Its associated wizard is however more sophisticated, as it is more difficult to identify good parameters for a generalization operation than for an instantiation, for instance. In the case of a syntactical generalization, the syntactical generalization support algorithm presented in [27] will be executed to identify the maximum possible generalization. If, additionally, the user wants to preserve some stated properties, the wizard will then have to make use of ELAN, as detailed in Section 4.2.4.
FERUS graphical interface
The operations of FERUS are available as a library of functions with the goal of being integrated to other tools and environments, or through a graphical interface that integrates the operation wizards. Its main window is shown in Fig. 2 where each button triggers a specific dialog sequence in order to identify the operation parameters. The details of each of these operations is given in Sections 4 and 5.
Term-based operations
In the FERUS tool, one may find several operations involving three standard datastructures: strings, terms and graphs. The notion of graphs is used as the internal representation of specifications in FERUS, in the sense that FERUS transformation operations deal with graphs. At the implementation level, we develop a library for manipulating graph-based representations of CASL specifications. Externally, specifications are given as strings. Terms are also of interest as an intermediate format to communicate with existing tools. To represent terms, one possibility would be to use XML [28] which is nowadays a very successful representation for semi-structured documents, generated with respect to a given grammar formalism called "Document Type Definition" (DTD, for short). The increasing success of XML can be partly explained by the fact that XML is very well and widely supported by a lot of XML-related tools. In our context, it would be possible to reuse these existing generic tools, since there are obvious analogies between terms and XML documents, and between signatures and DTDs. However, we already had the opportunity to make some very successful experiments with the ATerm library [12] , and we wanted to connect tools supporting the ATerms representations for terms, like a CASL parser or a rewrite engine to perform rewrite proofs. This explains why we decided to use and to promote the ATerm library. Due to the strong connection between ATerms and XML, some recent functionalities have been developed in the ASF+SDF group to convert an ATerm into a XML document, and vice-versa. Also, one can remark that, due to the popularity of XML, there are some initiatives to provide a XML support for tools initially generating ATerms. This is the case for the CASL Tool Set--CATS [16] --used below.
In the following, we focus on the ATerm transformations used for connecting to FERUS: • the CASL parser provided by CATS [16] , • the rewrite engines available in the ELAN system [11] .
An introduction to ELAN
The ELAN system provides an environment for specifying and prototyping rule-based programs in a language based on rewrite rules controlled by strategies. It offers a natural and simple logical framework for the combination of the computation and deduction paradigms, as it is backed up by the concepts of term rewriting and rewriting logic [29] .
The ELAN system is supported by some execution tools--rewrite engines--which are: • An interpreter written in C++, • An efficient compiler [30] written in JAVA.
In order to use ELAN, one has to provide the following inputs:
• A rewrite program including a signature, a set of rules and a set of strategies. In the following, we simply consider the sublanguage of ELAN where the set of strategies is empty.
• A query term expressed in the signature of the rewrite program.
Given these inputs, ELAN computes the normal forms of the query term, with respect to the rewrite program. Note that because the set of rules is not required to be terminating nor confluent, a query term may have several normal forms, or its reduction may not terminate.
Actually, we may find three different kinds of syntax in the ELAN system for rewrite programs:
• A user-friendly syntax that allows us to use mixfix notation for terms in the program.
For this syntax, we need a sophisticated Earley-based mixfix parser integrated in the interpreter.
• A "computer-friendly" syntax, to represent the internal structure of a rewrite program.
This syntax, called REF, is rather difficult to handle directly since it looks like an encoding of the program [31] . It provides a textual representation of the ELAN working memory associated to a rewrite program. A REF program is usually generated by the ELAN interpreter, and can be executed both by the interpreter and the compiler.
• An abstract syntax, called Efix, which is generated by a new ELAN parser. This abstract syntax aims at being used as an exchange format for tools developed in the ELAN environment, but also in connection with tools of other systems, as shown in this paper. In our context, rewriting as implemented in ELAN is very useful to execute a sublanguage of CASL corresponding to equational specifications seen as term rewrite systems. Then rewriting (and so ELAN) is also of greatest interest to prove equational theorems that hold in theories presented by (confluent and terminating) term rewrite systems.
Connecting ELAN to the CASL Tool Set
The reuse of ELAN rewrite engines for CASL is based on a translation of CASL equational specifications into ELAN rewrite programs. Due to the richness of the concrete syntax of both CASL and ELAN, it would be rather difficult to envision a direct translation. As shown in [17, 32] , it is possible to design a CASL parser and an ELAN parser using a number of core technologies developed for ASF+SDF, although these parsers are not directly generated with the ASF+SDF Meta-Environment. Therefore, it would have been possible to design a translation tool completely based on some ASF+SDF parsing technologies. But our approach has been to reuse existing CASL tools, like the parser integrated in CATS [16] , which is currently the unique available parser for CASL. Fortunately, CATS generates an Abstract Syntax Tree (AST for short), and so our translation tool simply handles the output of CATS: it translates a CASL AST into an ELAN AST, using the mapping sketched in Section 4.2.1 on respective concrete syntaxes. In other words, the corresponding tool will transform a term into another term expressed with a different signature. Hence, the ATerm library [12] , a key component of the ASF+SDF Meta-Environment, is particularly well-suited to implement such kind of transformation tools. Indeed, the ATerm library allow us to extract the relevant information thanks to pattern-matching, and to construct a new term by instantiating a pattern.
A mapping from CASL to ELAN
The main idea of the mapping consists in transforming a conditional equational axiom "l = r if c", coming from a CASL specification, into a conditional rewrite rule "l → r if c" which will be processed by ELAN. Let us assume that a CASL equational specification CO is given by a tuple ( , X, E) where:
• is a many-sorted first-order signature such that S and F denote respectively the set of sorts, and the set of ranked function symbols;
• X is a set of sorted variables, such that sorts are taken from S ;
• E is a set of conditional equational axioms {l i = r i if c i } i∈I such that l i , r i are built over the signature and the set of variables X, and the condition c i is a boolean combination of atomic formulas built over the equality predicate. Similarly, the related ELAN program Co is given by a term rewrite system R derived from E by orienting each conditional axiom from left to right.
Using now the respective syntaxes of CASL and ELAN, the CASL equational specification defined as follows:
The mapping described here concerns many-sorted signatures, with total operators and conditional equations for axioms. One can observe that rules are grouped according to their sorts. Moreover, variables in ELAN are local to a group of rules. This explains why we distribute the set of variables V to each group of rules.
Transforming abstract syntax trees
The mapping described above is implemented via a translation of a term representation of a CASL specification into a term representation of an ELAN program. The different term representations are provided by the Abstract Syntax Trees (AST) available in both languages, and used as exchange formats: CASL environment. Among the tools being developed for CASL, the main one is the CASL Tool Set (CATS [16] ) that consists of a parser, a static checker, a converter to L A T E X. CATS generates different forms of AST: -CasFix. The CasFix AST is the result of the parser.
-CasEnv. The CasEnv AST is produced by the static checker that follows the parsing phase. The FERUS tool makes use of CasEnv. There is a flattened version of CasEnv (FCasEnv) which is particularly well-suited for the connection of existing tools like theorem provers and rewrite engines, since these tools do not have to consider the different structuring constructs available in CASL. Initially, this flat format was used for ELAN, but we are using the more structured CasEnv since we want to consider CASL specification where theorems are declared as consequences of axioms. In CASL, this kind of specifications is written with a structuring construct. ELAN environment. Similarly to Casfix for CASL, the Efix Abstract Syntax has been designed to represent the output parse trees generated by the new ELAN parser [32] developed using the parsing technology of ASF+SDF [33] . Unfortunately, the Efix AST cannot be directly executed in the ELAN environment, and this explains why we need another auxiliary tool to transform Efix into a format called REF [31] , that can be directly executed in ELAN. This tool is called efix2ref and is implemented in C with the ATerm library. It produces a string corresponding to the REF code of an ELAN program (it is not an ATerm).
To connect CATS and ELAN, a translation tool has been implemented for transforming a CASL AST of the form CasEnv into the ELAN AST (Efix). This tool called env2efix is implemented in C with the ATerm library. It supports CASL mixfix operators and binary CASL operators declared as Associative-Commutative. Then, we use the ELAN parsing technology to parse queries in mixfix notation, and the ELAN rewrite engines to perform rewriting modulo the Associativity-Commutativity equational theory.
Executing with ELAN
Using this translation tool on the output of CATS, we are able to call rewrite engines initially developed for ELAN, which can be called uniformly via a command casl2elan running successively CATS, a translation tool, and then the rewrite engine chosen by the user: All these rewrite engines aim at computing the normal form of a given query expression with respect to a rewrite program R (obtained from the translation of a CASL equational specification). The query can be any term: for example, it is possible to consider a query of the form s = t, where = is the ELAN built-in equality predicate, in order to check if s = t is or not a theorem of R. The normal form of such query is true if s = t is a theorem of R and false otherwise.
Proving with ELAN
In the FERUS environment, we not only want to use ELAN as a theorem-checker, but we may also be interested in the rewrite proof leading to the result true or false. For this reason, we need that ELAN returns the result but also, as side effect, the rewrite derivation leading to the result. In our first experiments, we have created a "proof mode" for ELAN by modifying the new ELAN interpreter based on ATerms in such a way that it simply returns the set of rules involved in the rewrite derivation, using the statistics computed by the rewrite engine (for each rule, the number of rule applications). Indeed, for the generalization process, the set of applied rules is sufficient, the algorithm does not need to know the sequence of applied rules. By abuse of language, this set is called in the following the computed rewrite proof.
In addition to this slight modification of ELAN, we need to extract axioms (rewrite rules of R) and theorems (query expressions) from the output of CATS. This can be done by considering the CasEnv AST where the %implies annotation indicates that some equational formulas (the theorems) are consequences of another set of equational formulas (the axioms). Axioms are translated into Efix rewrite rules, whilst theorems--the proof goals--are given as input queries after skolemization of variables into free constants. Given the corresponding Efix rewrite program, and for each input query term, ELAN computes a result together with a rewrite proof. This leads to a set of rewrite proofs that can be encoded as a list of ATerms. After the computation by ELAN of rewrite proofs of theorems, we still have to translate back these proofs to CASL. To this end, we are developing a tool to annotate any rewrite-proved equational formula occurring in CasEnv AST with a dedicated annotation, let us say %proved_by, that will include the related rewrite proof. The obtained CasEnv AST will be processed by the FERUS tool, and the %proved_by annotation will be used by the semantic generalization algorithm as described in Section 3.2. For instance, the theorem %(th.1)% of specification NATTREE of Section 3.2, would be annotated by its "proof", containing the list of formulas %(sum.bin)%, %(sum.empty)%, %(add.0)% The general architecture of the ELAN proof mode used as a support of generalization is depicted in Fig. 3. 
Compiling CASL abstract syntax trees into graphs
Until now, we have seen operations involving only terms, for example to translate a given instance of ATerms, say one generated by CATS, into another instance, say Efix, the one which can processed and executed in the ELAN environment. An instance of ATerms is also used as input of the FERUS compiler, which aims at generating the internal representation in which FERUS specification transformations are implemented. Again, the FERUS compiler makes use of the ATerm library to parse the external structured representation of CASL specifications provided by CATS (an ATerm of the form CasFix or CasEnv). For the implementation of the FERUS compiler, we were able to reuse the code of the env2efix translator. Both programs have the same shape, the only differences are located in the actions related to occurrences of the ATerm matching function ATmatch. Instead of making a new ATerm (using the ATmake function) like in the translator, the idea is to make a graph, that is an element of the FERUS internal format. Hence, a FERUS compiler is obtained from the translator by replacing actions associated to matching instructions with constructors of the so-called graph-based library used for making specifications in the FERUS internal format. This graph-based library is presented in Section 5 and has many similarities with the ATerm library.
Graph-based operations

A graph-like CASL library
ATerms provide significant additional functionalities over simple terms (e.g. full sharing of identical subterms, possibility of term annotation). However, the use of ATerms in applications, such as specification transformations, requiring destructive updates of the data is not efficient. Indeed, modifying the content of a position in a term requires the propagation and re-computation of all the intermediate terms until the top-level position. Additionally, some operations, such as renaming, require several local modifications with a term-based representation. These problems do not arise when the proposed graph format is used.
Consequently, in order to simplify the implementation of specification manipulating operations, we designed an ad-hoc attributed graph-like format and a library, named libcasl, implementing this format and the corresponding access functions. This implementation is similar to that of a library used to store and manipulate compiled VHDL descriptions of hardware designs in the CV model checker [34] . Although the current implementation of this library is hand-coded, it would also be feasible to provide an automated translation from a definition of an attributed abstract syntax such as that handled by libcasl to a programming language like C.
The road-map of the development of the library is guided by the needs of FERUS, but the design principles are that the library should be usable to develop any tool for CASL.
State components of the library
The rationale of the format is that the representation of a library of specifications can be seen as a directed graph, and obeys the principles described in the following.
Organization of graph nodes. Each specification is a set of interconnected nodes.
Roughly, each node is associated with a specification and represents an element of the abstract syntax of this specification. There are therefore several kinds of nodes, each corresponding to a non-terminal of the abstract grammar of CASL. For instance, a node of the kind caslSpecDef represents a specification definition, 5 while nodes of the kind caslVariableInst correspond to variable instances in axioms of the specification. One exception is that of the kind caslList, which is an auxiliary node used to represent lists (of axioms, of variable definition, etc.). Version 0.3.3 of libcasl has 11 (eleven) different kinds of nodes (see Fig. 6 in the appendix).
Structure of graph nodes.
Each different kind of node has a different signature, composed with attributes and (outgoing) edges targeting other nodes. Attributes are typed and labeled and contain specific information about part of the algebraic specification being represented by the node. For instance, a specification definition node has an attribute labeled aIdentifier, which is a pointer to a character string, and holds the identifier of the specification. The outgoing edges naturally point towards nodes, following the expansion of rules in the abstract syntax of the specification. An example of the definition of the structure of a specification definition node is given in Fig. 7 of the appendix.
Specification dependencies.
Whereas stand-alone specifications are strongly connected components, specifications importing elements from other specifications have edges towards nodes that belong to the subgraph of other specifications. This dependency relationship brings several implementation issues regarding the storing and retrieval of individual, non stand-alone, specifications. As a consequence, when a specification is loaded into memory, the imported specifications are recursively loaded. 6 The internal state of libcasl contains the graph representing the specifications loaded into memory as well as additional data needed to handle cross references between specifications. Each specification has a unique identifier (a natural number) and its representation is composed with two tables: the first one contains the identifiers of the imported specifications, and the second one stores the subgraph representing the abstract syntax of the specification. Note that libcasl provides a file format consisting also of these two tables. The current version of the library only supports a character-based format, but a compressed binary format shall also be made available in the future.
Interface provided by the library
The interface provided by libcasl exposes the directed graph metaphor to the client applications but hides all the implementation details explained above. The different kinds of nodes are exported as constants (e.g. caslSpecDef, or caslList) of the public enumerated type caslKind. Additionally, all nodes belong to a unique data type: caslNode. 7 The functions provided by the library are:
• An input (resp. output) function to read (resp. write) a specification from (resp. to) file. Therefore, libcasl is adequate to maintain a library of compiled CASL specifications.
• A different function provides a constructor for each kind of node (e.g. see Fig. 9 in the appendix). Note that some of the parameters may be undefined at creation time. In this case, they are given a default value (e.g. null for pointers), and can be later assigned using accessors provided by the library. 5 Each specification has exactly one specification definition node, and is named the root of the subgraph composed of the nodes representing this specification. 6 Cyclic references between specifications are not allowed. 7 As the C language does not allow function overloading, we decided to have a unique data type for all nodes.
The design of an object-oriented implementation of libcasl would probably result in a different choice.
• A number of field access functions provide query and assignment functionalities for each possible type of attribute and edge. More precisely, for each different attribute or edge label, there are two corresponding read and assignment functions (e.g. see Fig. 10 in the appendix). Each query function has a unique parameter (the queried node) and, as return type, that of the corresponding attribute or edge. Each assignment routine has two parameters: the node being modified, and the new value for the modified field.
• Finally, function caslInit provides all the necessary initializations for the library. Note that the library checks that the kind of the actual node parameter is compatible with the accessed field.
Operations implemented with libcasl
Whereas the exchange operations between FERUS and third-party tools are realized with ATerms, all internal operations are realized using libcasl. Besides conversion between the two formats, these operations are the transformation operations provided by FERUS: renaming, extension, reduction, instantiation, and generalization (see Section 3.1).
For each of these operations, a wizard provides the user with a stepwise procedure guaranteeing a correct-by-construction result, without limiting the freedom of the user. Each step usually involves operations on the specifications realized with the libcasl library. In the following, we provide details about the procedures followed by the renaming, instantiation and generalization wizards.
Renaming
Renaming consists in deriving a new component C from an existing component C, by renaming some of its entities. FERUS guides the renaming operation as follows: (1) The graph of C is inspected, and the names of the different entities that are candidate to renaming are collected in a list l. 
Instantiation
Instantiation applies to a component C, with a list l of formal parameters p 1 , . . . p n . For each parameter p i , instantiation also takes as input a compatible 8 specification component C i and a mapping ϕ i from objects of p i to objects of C i . From a semantical point of view, these mappings must determine a unique specification morphism from the union of formal parameters i p i to the union of actual parameters i C i [15] . Also, the resulting signature must be a push-out, as usual.
The FERUS interface gathers the necessary input data as follows: (1) The user selects C, the specification to be instantiated. (5) The graph of the resulting specification has the same structure as the graph of C, but the formal parameter list is replaced by a list of extended specifications (each corresponding to one of the actual parameters), and the body is a renaming of the body of C by the resulting instantiation morphism.
Generalization
The generalization operation takes as arguments a specification component C with some imports, a formal parameter candidate p, and a specification morphism ϕ from this formal parameter into the imports. If the well-definedness conditions [35] are verified, the resulting specification is a component C , parameterized by p, where the body of C is that of C with the renamings defined by ϕ and with no imports.
Because the definition of candidate parameters is not trivial, FERUS proposes a generalization wizard, which automatically constructs the parameter from a given set of sorts to generalize with possibly a set of semantic properties of the original component to be preserved.
When the set of semantic properties is empty (syntactical generalization), the generalization wizard proceeds as follows: (1) The user selects C, the specification to be generalized. (2) FERUS computes l, the generalizable (imported) sorts list of C. (3) The user selects a subset l ⊆ l of sorts to be generalized. (4) FERUS computes the smallest generalizable signature containing l and proposes it to the user, who is then able to rename some of the generalized entities. (5) FERUS prompts the user the name of the generalized specification C . (6) The graph of the resulting specification has the same structure as the graph of C, but the imported specification list is replaced by the computed formal parameter, and the body is a renaming of the body of C by the resulting generalization morphism. In the case of a semantical generalization, the user is also prompted for the list of theorems to be preserved, and the wizard uses the proved_by annotation described in Section 4.2.4 to define the axioms of the formal parameter specification.
Visualization add-ons
Term-based or graph-based data structures are usually information rich. The programmer developing an application using such data types easily gets lost in deeply nested hierarchies of terms or graphs. In the case of the libcasl library, since all nodes have the same data type, compilation is not able to detect these errors, and some may even pass tests undetected.
In order to overcome, at least partially, this shortcoming, we have developed ATermView and LibcaslView, two utilities written in Java to visualize ATerms and libcasl data structures Both utilities take as input a file containing a CASL specification in the corresponding format and have an intuitive operating behavior, making it very easy to browse through CASL specifications. Initially, the utilities open with the top-level term or root node displayed. The user is then able to explore the format opening and closing each term or node by clicking on the corresponding folder-looking icon. Constant terms and non-node attributes are represented by file-looking icons and cannot be activated. Of course, ATermView may be used to explore any ATerm-based format and has a broader application than exploring CASL specifications.
ATerms vs. graph-like representation
While ATerms provide an implementation of a general-purpose data structure with advanced functionalities, the scope of libcasl is much more modest and focused on our needs. Also, the ATerm instance produced by CATS handles full CASL while the graphbased format is currently limited to the subset currently handled by FERUS (defined in Section 2). Additionally, from a user point of view, there is a lot of redundancy in the terms, intrinsically as well as due to CATS design choices, while the graphs provided by libcasl are concise. This explains why the ATerm instance is more verbose than our graph format. Experimental data reported in Table 1 gives an idea of the difference between the representations. Only when the specification contains many identical subexpressions (specification 21), is the binary representation of ATerms more compact than the text representation of libcasl.
The main goal when developing libcasl was to provide us with an efficient way for implementing operations to create new specifications from existing ones. The idea was not to develop a general purpose library like ATerms, but to create a library that would perfectly fit to our needs. Nevertheless, the same principles have been successfully employed in the design of a library to represent and manipulate library units [34] of the VHDL lan- Table 1 . Comparison between libcasl and ATerm representation sizes, on a test suite for the development of FERUS guage. We observed that manipulating graphs is more appropriate for our transformations on algebraic specifications. For instance, consider the renaming operation. With a term representation, a given entity candidate to renaming has multiple occurrences throughout the term. Each of these occurrences must be found and replaced. With a graph representation, all occurrences point to a single declaration, which is the sole place where a modification of the data structure has to be done. Access to this location is realized by a single linear search in a list containing all entities of the same kind.
One may argue that the current ATerm implementation is based on full sharing, which means terms are in fact implemented via directed acyclic graphs. But graphs only appear at the implementation level, and there is no way to directly deal with graphs: this aspect is completely hidden to the user of the ATerm library. On the contrary, graphs already appear in libcasl at the conceptual level, and this indisputably eases the implementation of FERUS operations. Of course, what is done in a convenient way with graphs could be also achieved with terms but at the cost of a less natural encoding.
A framework similar to FERUS has already been designed for the Maude language based on rewriting logic. In this context, a module algebra [37, 38] is proposed as an application of the reflexivity of rewriting logic. The related implementation consists in performing some rewrite-based transformations on specifications seen as terms. We could envision a very similar approach if we would be interested in implementing FERUS operations for a dedicated rule-based language like ELAN, by using the reflection mechanism available in this language. But our aim is to consider FERUS operations as meta-operations for a wide class of algebraic specification languages. Since we want to obtain a general but efficient tool for manipulating specifications, it is quite natural to develop an appropriate data-structure and library for the related operations.
Conclusion
In this paper, we report the design of the FERUS tool which aims at manipulating, reusing and executing algebraic specifications. Our target specification language is a significant subset of CASL. We intensively use the ATerm library as an exchange format for the communication with external third-party tools like a CASL parser or a rewrite engine for executing a given equational specification and for proving equational theorems. In addition to this term library, we also choose to develop and to use another data-structure based on graphs, which seems more appropriate for implementing FERUS transformation operations on algebraic specifications. The different operations we are interested in are extensively presented. As stated in the paper, our opinion is that both data-structures have their own interest, and both should be considered. From our point of view, ATerms are particularly well-suited as an exchange format, but graphs remain ubiquitous as an internal format for the efficient implementation of operations on algebraic specifications.
However, the current graph data structure is restricted to represent CASL specifications of our interest, and lacks interesting ATerm features such as garbage collection and genericity. One future line of investigation of our work is to design a generic, feature-rich annotated graph data structure that may be automatically instantiated to represent specific languages.
Appendix A. Implementation details for libcasl
This section contains excerpts of the source code (in C) from libcasl. Fig. 6 contains the definition of the data type caslKind that enumerates the different kinds of nodes employed to represent CASL specifications. For each value of caslKind, the library contains a record type definition, as that given in Fig. 7 for specification definitions.
Note that all the structure definitions are grouped in a single data type caslNodeRec. Direct access to these structures is not provided to the user, and only the data type caslNode, defined as a pointer to caslNodeRec, shall be manipulated by client code, using a set of routines defined in the interface of the library. The attributes aKind and aToolInfo and the edge labeled nRoot are common to all the different node signatures. aKind, obviously, is the kind of the node, aToolInfo is a slot where client applications may store specific data as a pointer. The nRoot edge links the node to the root of the subgraph of the specification it belongs to.
In the internal state of the library, each node is uniquely referenced by a pair composed of the identifier of the specification it belongs to, and its position in the node table (see the corresponding data type definition in Fig. 8 ). libcasl has internal routines that, given a node reference, returns the actual node and vice-versa.
libcasl interface provides initialization routine, constructors, and accessors routines. For instance, Fig. 9 presents the constructor for specification definition nodes. Note that when a constructor is called, the values of some field may be yet undefined. In that case, accessors, as those shown in Fig. 10 , may be used to set the correct values to these different fields.
Additionally, libcasl provides file input and output routines, and thus may be used to maintain specification libraries as well as a mean to communicate between tools.
