ABSTRACT With the rapid growth of novel consumer devices, i.e., the head-mounted display (HMD), there has been a strong demand of quality of experience measurement on the HMD. For the novel immersive experience, i.e., the presence, provided by the omnidirectional video and HMD, there is still a lack of research about quantifying user's sense of presence for the omnidirectional video in the virtual reality environment. In this paper, a spatial presence assessment framework is explored to assess the user spatial presence of omnidirectional video shown on the HMD. Based on the proposed framework, we pioneered a well-designed subjective experiment to obtain the subjective ratings toward the user spatial presence of omnidirectional videos. Different influential factors of the user experience in the virtual reality system were investigated based on the experimental results. Knowledge as the outcome of this paper provides recommendations and solutions for modeling the sense of spatial presence and improving the performance of the virtual reality system. INDEX TERMS Virtual reality, omnidirectional video, spatial presence, head-mounted display.
I. INTRODUCTION
In recent years, a significant development in virtual reality (VR) techniques was witnessed along with the fast growth of VR devices. It is predicted that VR will have a global user base of more than 275 million by 2025 [1] . At the same time, VR videos, i.e., omnidirectional/360-degree videos, have been an essential component of VR content during the past years. The Moving Picture Experts Group (MPEG) has started a new work item related to immersive media referred to as MPEG-I (ISO/IEC 23090), which will define the omnidirectional media application format (OMAF) [2] , addressing the urgent need of the industry for a standard in this area.
In contrast to the traditional video, omnidirectional video (OV) records a visual scene in 360 degrees. Typically, users view OVs using the Head-Mounted Display (HMD) which provides a viewing perspective in any angles. Coupled with the high field of view (FOV) provided by the HMD, as indicated by α and β (number of degrees in the horizontal and vertical directions of the visual angle in the visible area) in Fig. 1 , the HMD and OV can provide an immersive viewing experience which is significantly different from the experience provided by the traditional display device and video. This experience is usually termed as presence, and is proved to be strongly related to the VR environment [3] .
Over the last twenty years, researchers have defined and explicated the concept of presence in a number of different ways. For instance, in 1997, Lombard and Ditton [4] defined presence as the perceptual illusion of non-mediation. In 2002, Jacobson [5] defined it as the experience of being engaged by the representations of a virtual world. Very recent, presence was defined as the feeling of being in a perceptible external world around the self [6] - [8] . According to these definitions, presence covers broad aspects including spatial presence, social presence, self-presence, engagement, realism, cultural presence and parapresence [6] . Unfortunately, these publications on the definition of presence did not provide a straightforward answer to the questions about the measurement of the degree of presence. How to measure the presence is still unknown. It should be noted that the presence discussed in the rest of this paper refers specifically to the spatial presence, which describes the feeling, sense or state of ''being there'' in a mediated environment [6] .
In contrast to that, some researchers have tried to measure the presence by designing subjective response questionnaires [9] - [13] . However, most of these questionnaires can only provide a qualitative analysis of the influence of impact factors on the presence. Such factors include the image quality, field of view (FOV), content, etc. Some studies may also include ''High'' and ''Low/No'' presence conditions operationalized in terms of whole systems. Although this is beneficial for comparing the relative user presence provided by an integral system, the impact of each individual factors, e.g., FOV, is not quantitatively studied. To further highlight the impact of the factors, Lin et al. [14] investigated the effect of FOV on presence and found that presence is a function of FOV. Nevertheless, this analysis was still qualitative. For obtaining the quantitative results of the subjective experience, other researchers used physiological signals, e.g., the heart rate, electrodermal activity and electroencephalogram, to measure the experience of virtual environment [15] . Obviously, this type of methods requires professional equipment and the reliability of experimental results rely on the accuracy of the devices. Chessa et al. [16] evaluated the performance of a HMD device in virtual reality. Two factors, namely the heart rate and head movement together with a questionnaire were used to assess the presence. However, the work using physiological signals was inconvenient to implement. There is still a lack of an objective assessment method or model to quantitatively evaluate the presence, conveniently. Most importantly, these investigations just based on the nascent VR devices, which can no longer represent the current industrial level of VR device.
To our best knowledge, there were just a few of research studies focused on assessing the video quality of OV. For example, Yu et al. [17] investigated how to assess the video quality of OVs corresponding to different projection approaches. Zakharchenko et al. [18] proposed an objective video quality assessment method for OVs, where a weighted PSNR and special zero area distortion projection method were used to compare the constructed and the original views. Xu et al. [19] presented a procedure of subjective test in measuring video quality of OVs by different subjects, yielding Differential Mean Opinion Score (DMOS). To couple with inconsistency of viewing directions on the omnidirectional videos, they further proposed a vectorized DMOS metric. However, these assessment models only evaluated the video quality of OV, which is just one aspect of the common experience of a VR system. Very recently, Schatz et al. [20] presented an approach towards subjective quality of experience assessment for OV streaming. They presented the results of a lab study on the quality of experience impact of stalling in the context of OV streaming using HMDs. Their findings showed that subjective testing for immersive media like OV is not trivial, with even simple cases like stalling leading to unexpected results. They also provided a set of recommendations for upcoming OV assessment studies. However, the quality of novel immersive experience was not fully considered in these researches. There is still lack of study focusing on the presence of a VR system. How to evaluate the presence of OVs in VR environment remains an open issue. OV content providers and equipment manufacturers are in urgent need of monitoring the user's experience to improve their devices and services.
In this work, we propose a framework to measure the spatial presence of viewing OVs on an HMD for the first time. This framework aims to guide the subjective experiment for obtaining and modeling the user spatial presence of VR system. The framework has a hierarchical structure of three layers, namely the technical influencing factors layer, the perception layer, and the spatial presence layer, which is designed to avoid the cross-setting of a large number of parameters in subjective experiments. This layered structure design makes it possible to study the effects of complex immersive factors through subjective experiments. Based on the proposed assessment framework, subjective scores for the intermediate quality and spatial presence were obtained for the first time by a series of modular-designed subjective experiments. Experiment results were utilized to investigate the relationship between the immersive factors of VR system and the sense of spatial presence quantitatively. This study provides valuable experience for establishing assessment models in the future. In the rest of this paper, the proposed assessment framework is introduced in Section II. The experimental design and results are analyzed in detail in Section III. Fig. 2 shows the proposed assessment framework which has a three-layer hierarchical structure. These layers are the technical influencing factors layer, the perception layer, and the spatial presence layer from bottom to top. The spatial presence layer characterize the psychological spatial presence perceived by users. In typical VR display systems, the user's VOLUME 6, 2018 perception has multiple dimensions such as visual [12] , auditory [12] , and interactive [11] - [13] . These aspects in together form the perception layer. Moreover, due to the existence of spatial presence, the visual and auditory experience perceived in VR system is dramatically different with that experienced in common 2D videos. A sub-layer including the basic experience of the video and audio, i.e., the video quality and audio quality, is designed in the perception layer. At last, considering the fundamental impact of technological parameters of the VR system (including the media and HMD), the multiple dimensional experience in the perception layer is linked to the technical influencing factors layer which reflects the objective level of sensory realism a VR system affords [21] . A number of modules designated for sensory cues of relevant parameters [3] such as video, audio, latency, etc. are comprised in this layer. These parameters can be conveniently extracted from the VR. Detailed definitions of each cue and the relationship between different layers are discussed as follows.
II. PROPOSED ASSESSMENT FRAMEWORK
1) Video quality-video quality refers to the overall perceived quality of the video displayed on the HMD. Specifically, four important technological parameters of the video, i.e., video codec, video bitrate, video resolution and video frame rate, are extracted to assess the video quality of OV. 2) Audio quality-audio quality refers to the overall perceived quality of the audio. The audio bitrate and audio sampling rate are extracted to assess the audio quality of OV. 3) Visual realism-visual realism refers to how close the system's visual output, i.e., the virtual scene provided by the OV and HMD, is to real-world visual stimuli.
It not only depends on the video quality, but also depends on the FOV provided by the HMD and the use of stereoscopic vision. Here, the FOV mainly refers to the horizontal FOV of the HMD. The stereoscopic vision indicates whether a binocular stereo vision can be provided by the OV, thus higher level of immersive experience is obtained. These two additional factors have been verified to be important for the overall capability of an immersive system [3] . 4) Acoustic realism-like the visual realism, acoustic realism represents how close the system's aural output, i.e., the acoustic scene provided by the stereo or spatial audio of VR system, is to real-world aural stimuli. Specifically, the spatial audio refers to whether the direction and position of the sound can be identified and updated with the head movement in real time. This cue is an important experience provided by OV. Hence, the spatial audio, together with the audio quality, are combined to assess the overall acoustic realism occurred in mapping reality scenes to the virtual environment. 5) Proprioceptive matching-this experience refers to the matching degree between the head movement and the picture/sound refresh of the HMD. In the VR environment, tracking level [3] of the VR system is considered to be much important in regards to the spatial presence formation. If the speed of capturing the direction of HMD is slower than that of the head movement, a mismatch will occur between the displayed picture and the expected display area. Similarly, the mismatch can also occur in the spatial audio. Hence, two factors, namely the picture lag and sound lag which corresponds to the mismatch in pictures and sounds, are utilized to assess the capability of proprioceptive matching of the VR system. 6) Spatial presence-spatial presence refers to a user's subjective psychological response to a VR system [21] . It is correlated with the visual realism, acoustic realism, and proprioceptive matching, which represent the main aspects of experience provided OV system, i.e., the visual, acoustic, and interaction, respectively. Note, the spatial presence discussed in the paper only refers to the sense of ''being there'' (as defined in [6] ), other aspects of presence such as social presence and selfpresence often cannot be provided by OV and are beyond the scope of this work.
III. SUBJECTIVE EXPERIMENTS AND RESULTS
To explore the characteristics of user experience in the OV system, subjective quality scoring experiment was conducted regarding the spatial presence and the experience in the perception layer using the HMD. More specifically, five subexperiments were conducted to obtain the video quality, the audio quality, the visual realism, the acoustic realism, the proprioceptive matching, and the spatial presence, respectively. After obtaining the subjective scores, the characteristics of each experience and the relationship between them were further analyzed.
A. OVERVIEW OF EXPERIMENTAL DESIGN
A total number of eight OVs were manually selected as the original videos. They are five monoscopic videos (i.e., denoted as V1 to V5) and three stereoscopic videos (i.e., denoted as V6 to V8). The duration of each video clip was 20 seconds, and the projection mode of all the eight videos is equirectangular [22] . Each monoscopic video was in I420 YUV format, with a spatial resolution of 3840 × 1920 pixels and a framerate of 30 fps. Each stereoscopic video was also in I420 YUV format and has a framerate of 30 fps, but with a doubled resolution of 3840 × 3840.
To ensure the diversity of the selected video content, both natural scenes and artificial scenes were included. The monoscopic videos, i.e., V1 to V5, were further encoded using x264 encoder with the bitrate being 6.6, 11.1, 19.9, 26.5 and 50.9 Mbps to generate five different video quality levels. The other three stereoscopic videos, i.e., V6 to V8, were utilized to investigating the visual realism, the acoustic realism, the proprioceptive matching, and the presence. The audio component of monoscopic video was in two-channel as common while that of the stereoscopic videos were in eight channels with each representing the sound from one direction. The original audio files were encoded using the AAC encoder with a bit rate of 128 Kbps and a sampling rate of 44.1 KHz. A total number of 25 non-expert subjects participated in this experiment, including 13 males and 12 females aged between 20 and 31 years. All of them reported normal or correct-to-normal sight. The experiments were conducted in the test environment following the suggestion of ITU-T P.913 [23] . A popular HMD and a 32-inch LCD monitor with a native resolution of 3840 × 2160 pixels were utilized as the display devices. The HMD has a screen with the original resolution of 2160 × 1200 pixels, 90 Hz refresh rate and a 110-degree horizontal FOV. Note, for the video source in the 4K resolution (i.e., 3840 × 2160), only a part of the area (i.e., 3840\360 × 102 = 1088) can be displayed when the FOV is 102 degrees. This resolution approximately equals to the horizontal resolution per eye (i.e., 1080 pixels) of the HMD. Therefore, the impact of the upscaling or downsample process on the perception of video quality can be minimized and is out the scope of this paper. Moreover, a uniform OV player with the same projection type of the sphere was developed to display the videos on both monitor and HMD. The display FOV, duration of the picture and sound lags can be set as desired by the video player. On the 4K monitor, the resolution of display area was set to be the same as the resolution per eye on the HMD. This setting can ensure the subjects view the same size of area on the monitor and HMD. The FOV of video (degrees of omnidirectional video in horizontal and vertical directions) on the monitor is also set the same with that on the HMD. During the viewing of OV, the subject can change the viewport (region of omnidirectional image or video suitable for display and viewing by the user) [2] by rotating his/her head when using the HMD and by moving the mouse when viewing on the monitor. For the convenience of rating, a scoring tool was developed to let the subject use the gamepad to rate scores within the HMD. Our study adopted a single-stimulus quality scoring strategy [23] . It is noteworthy that we set the distance from the viewer to the monitor to be 3 times of the height of display area [23] for rating the subjective video quality.
After the subjective experiments, the rated scores were screened by the Pearson Linear Correlation Coefficient (PLCC) [23] and no subject was discarded. A mean opinion score (MOS) representing the user experience was calculated by pooling the individual scores [23] . To check the internal consistency of the results, Cronbach's alpha [24] value was computed for each experiment. All alpha values are larger than 0.9, which indicates that there is a strong internal consistency among the valid results. The details of the experiment setting for each sub-experiment and corresponding results will be introduced below.
B. PERCEPTUAL VIDEO QUALITY ON HMD AND MONITOR 1) EXPERIMENTAL DESIGN
For obtaining the subjective video quality, the subjects viewed the encoded video databases V1 to V5 on an HMD and a monitor, respectively. The viewing order was random. The display FOV was set to be 102 degrees to display the videos in their original resolutions without upscaling. After each video display, subjects were required to rate the perceived quality of the video using the Absolute Category Rating (ACR) 5-point scale [23] , which corresponds to the perceived quality of ''excellent'', ''good'', ''fair'', ''poor'', and ''bad''.
2) RESULTS
We first analyzed the subjective video quality obtained on the HMD. Fig. 3 shows the relationship between the coding bitrates and the MOS scores for video quality rated on the HMD. It can be seen that an increase in the bitrate leads to an increase in the video quality. A saturated effect can be perceived when the bitrate exceeds 30 Mbps. We noticed that the pixels per degree (PPD) of the HMD screen is 10, which is significantly smaller than the just distinguishable threshold of human eyes (i.e., about 60 PPD [25] ). This low PPD can cause several side effects (e.g., screen door effect [26] ) on the visual quality perception. Therefore, the highest subjective video quality score is 4.7 even though the 4K OV was coded with a very high bitrate, i.e., 50.9 Mbps. Besides, as shown in Fig. 4 , we found a linear relation between the MOS scores rated on the HMD and those rated on the monitor. The linear regression formula and corresponding R-square value shown in the regression are listed as well. This phenomenon reveals that utilizing the traditional quality assessment metric for the 2D video sequences to evaluate the OVs on the HMD is reasonable. Zhang et al. [27] evaluated the performance of some video quality assessment metrics for the OV. They found that there was a big gap between the performances in OVs and traditional videos. The regression formula in Fig. 4 can be used to amended the traditional video quality assessment metric for assessing the video quality on the HMD.
C. VISUAL REALISM 1) EXPERIMENTAL DESIGN
For investigating the influence of the video quality, the FOV, and the stereoscopic vision on the visual realism, stereoscopic videos V6 to V8 were firstly separated into two monoscopic videos, namely the left and right videos separately. The left videos and stereoscopic videos were utilized as the test materials which were further encoded into three quality levels: 1, 5, 14 Mbps for monoscopic videos and 2, 8, 18 Mbps for stereoscopic videos. The FOV was set to be 60, 90, and 110 degrees, respectively. The ACR 5-point scale was also used in this experiment to record the evaluation scores for the perceptual video quality and the visual realism after viewing each video sequence. For obtaining the visual realism, the subject was asked ''How much did your visual experiences in the virtual environment seem consistent with your real-world experiences?''. It is noted that the subjects received a lot of training to distinguish the visual realism and video quality before the formal experiment. . 5 shows the relationships between the MOS scores for the video quality and the visual realism. As shown in the figure, there is a strong correlation between the video quality and visual realism. The higher the video quality, the higher the visual realism is. For the influence of FOV, it can be observed that a higher FOV leads to a higher visual realism. For instance, for monoscopic videos, i.e., Fig. 5(a) , the values of visual realism are higher when the videos are displayed and viewed at a larger FOV. Further, a non-parametric test, i.e., the Kruskal-Wallis H test, was conducted on the results of the monoscopic and stereoscopic videos, respectively. Experimental results showed that there is a significant effect of FOV on the visual realism, with p = 0.001 for monoscopic videos and p = 0.039 for stereoscopic video. have more significant impact on the visual realism than the type of vision.
2) RESULTS

Fig
D. ACOUSTIC REALISM 1) EXPERIMENTAL DESIGN
To investigate the influence of the audio quality and spatial audio (as shown in Fig. 2) on the acoustic realism, we used the left videos of V6 to V8 with ''excellent'' video quality and corresponding audio files in this sub-experiment. The sound from front-left and front-right were firstly mixed into the stereo audio. Then, the stereo audio files and the original spatial audio files were encoded by the AAC encoder with 16, 32, 64, and 128 Kbps to generate 4 quality levels. The FOV was set to be 110 degrees. After the display of each audiovisual sequence, two questions, ''To what level did you perceived the quality of the audio you just heard?'' and ''How much did your hearing experiences in the virtual environment seem consistent with your real-world experiences?'' were asked. Then, subjects used the ACR 5-point scale to score the audio quality and acoustic realism of the test sequences separately. Before the formal experiment, a thorough training test was performed to distinguish the acoustic realism and audio quality.
2) RESULTS
The relationship between the MOS scores for audio quality and acoustic realism is shown in Fig. 6 . Significant linear relationships can be found between the audio quality and acoustic realism for stereo audio (R 2 = 0.881, F = 213.251, p = 0.000 < 0.05) and for spatial audio (R 2 = 0.955, F = 73.791, p = 0.000 < 0.05). When the audio quality is high, e.g., a quality score of 4, the acoustic realism of the spatial audio is higher than that of the stereo audio. Hence, in contrast to the stereo audio, the spatial audio provided a better acoustic realism to users. Furthermore, a one-way ANOVA was performed to check the effect of the audio type on the acoustic realism. Experimental results showed that there is a significant effect of audio type on the acoustic realism (F = 15.265, p = 0.001).
E. PROPRIOCEPTIVE MATCHING 1) EXPERIMENTAL DESIGN
For investigating the influence of the picture lag and sound lag (as shown in Fig. 2 ) on the proprioceptive matching, three left videos of V6 to V8 with ''excellent'' video quality were displayed with seven lengths of picture lag, i.e., 0, 20, 60, 100, 200, 300, and 500 ms, respectively. The corresponding audio (128 kbps) were displayed with no lag. Then, the left videos of V7 to V8 sequences and corresponding spatial audio files (128 kbps) were displayed with eight different lengths of sound lag, i.e., 0, 20, 60, 150, 300, 500, 1000, VOLUME 6, 2018 2000 ms, respectively. The subjects were asked ''How much delay did you experience between your actions and expected outcomes?'' to score the degree of proprioceptive matching for the test sequences with the ACR 5-point scale.
2) RESULTS
The relationships between the two types of time lag and the proprioceptive matching are shown in Fig. 7 . The proprioceptive matching decreases with the increase of both types of lag. When the picture lag is set to 20 ms, there is a decrease of the proprioceptive matching. This phenomenon reveals that subjects can notice the quite small picture lag, i.e., 20 ms. Hence, the picture lag should be avoided, at least lower than 20 ms. In contrast to picture lag, the proprioceptive matching decreases much slower for the sound lag. This phenomenon indicates that the subjects are more sensitive to the visual time lag than that in the sound. Furthermore, a one-way ANOVA is further performed to check the significance of influence of the lag type on the proprioceptive matching. The results of lags smaller than 500 ms are utilized to implement the test. Experimental results showed that there is no significant effect of lag type on the proprioceptive matching (F = 6.200, p = 0.018).
F. SPATIAL PRESENCE 1) EXPERIMENTAL DESIGN
For investigating the overall spatial presence, as listed in Table 1 , the stereoscopic videos V6 to V8 and corresponding spatial audio files were firstly encoded and displayed on the HMD with no lag. Then, the original audiovisual files were encoded with high quality and displayed with six picture lags, i.e., 0, 20, 80, 150, 300, 500 ms, respectively. We adopted the 5-point Spatial Presence scale proposed in [28] where a point from 5 to 1 indicates the degree of being there from ''Very strong'' to ''Not at all''. The question designed in the experiment was ''To what extent did you feel like you were really inside the virtual environment?''. 
2) RESULTS
Firstly, the influence of the visual and acoustic realism is investigated, as shown in Fig. 8 . We used the visual and acoustic realism scores from previous experiments. We found that there exists a linear relationship between the visual realism/acoustic and the spatial presence, respectively. Two linear regression analysis are implemented to verify the linear relationships in Fig. 8 . First, there is a significant linear relationship between visual realism and spatial presence (R 2 = 0.882, F = 119.629, p = 0.000) at 95% confidence level. However, there is no significant linear relationship between the acoustic realism and spatial presence (R 2 = 0.124, F = 2.261, p = 0.152) at 95% confidence level. Furthermore, we conducted a two-way ANOVA test to examine the impact of visual and acoustic realism on the spatial presence. The visual and acoustic realism are fixed factors and the spatial presence is the dependent variable. The visual realism is found to have a significant influence on the sense of spatial presence (F = 59.515, p = 0.017) whereas there is no significant impact of the acoustic realism on the spatial presence (F = 3.217, p = 0.254). This result reveals that the sense of spatial presence is more dependent on the visual perception than the auditory perception.
Secondly, as shown in Fig. 9 , the impact of the proprioceptive matching on spatial presence is also investigated. The relationship between them conforms to an exponential function. A larger reduction of the proprioceptive matching will cause a higher decrease of the spatial presence. This phenomenon indicates that the degree of proprioceptive matching can significantly influence the spatial presence.
IV. CONCLUSION
In this paper, we propose a spatial presence assessment framework for measuring the user experience of spatial presence perceived in the OV environment. Experimental results showed that the video quality of the OV and the traditional video has a linear relationship, which can be used to amend the traditional video quality assessment metrics for assessing the video quality of OV provided by the HMD. Besides, the video and audio quality also have a linear relationship with the visual realism and acoustic realism, respectively. A higher resolution for both video and HMD display is recommended to provide a better user experience. For the 4K OV, a minimum bitrates of 30 Mbps is suggested to provide a good user's experience. Moreover, the degree of FOV in current HMD devices may be insufficient to provide an ''excellent'' spatial presence. The spatial audio is also recommended in a VR system. At last, the time lag either from visual or sound should be minimized, i.e., smaller than 20 ms, in viewing OVs on a VR HMD. Besides these findings, the insights presented by the experimental results also provide valuable guidance for establishing assessment models in the future. It is noted that the technical parameters in the assessment framework do not cover all the technical parameters in the OV system and we will supplement and refine them in the future work.
