Consider a dynamical system generated by a quadratic mapping of the plane (x, y) −→ (λx + xy, µy + x 2 ) with parameters λ, µ ∈ R. This 2-parameter family arises as a finite-difference approximation of an ODE system with special quadratic nonlinearity and also as a leading part of a map on a center manifold (in some problems of intersections of bifurcations). Computer experiments on attractors with varying λ and µ gives rise to finding and deriving some analytical results. We determine several interesting invariant manifolds and sets (invariant straight lines, invariant crosses (line-line and line-parabola) and circle) that exist for definite values of parameters. Next we point out the invariant measure (density) on the invariant disc bounded by the invariant circle.
Introduction
As soon as it had become clear that even very simple dynamical systems, generated by maps of a line or a plane, can show complicated chaotic dynamics, the problem of interpretation of the results of computer and natural experiments results arose. The pure analytical approach seems rather unproductive in this field, and some distinguished mathematicians hurried to proclaim that the old-fashioned analysis failed, and not only calculation but even the Truly, that the last years practice shows that the most productive approach to investigation of chaotic dynamics is based on computer simulations. As for interpretation of computer simulation data, one must, of course, use the rigorous mathematical results. 'Unfortunately', all the theorems suffer the same defect: they contain hypotheses that need to be checked before using the conclusions of the theorem. Sometimes one can get a confirmation via computer calculations. However, this confirmation is difficult, in which case investigators must base their results on similarities between the observed phenomenon and the theoretical picture. Suppose that the interesting and urgent problem is to narrow the gap between mathematical theory and computer simulations.
Bifurcation theory suggests various scenarios (sequences of transitions) according to which attractors become more and more complicated up to onset of chaos. Of course, the first interesting problem is to find critical values of parameters for successive bifurcation, in order to understand the way that step by step chaos arises.
As for examination of developed chaos, the ideas and methods of statistic treatment of time series are spread widely. It looks as if common analytic methods for the analysis of stochastic attractors do not exist at all. Nevertheless, it is very interesting to conduct the possible analytical treatment of particular dynamical systems. One of the most fascinating problems is the existence of absolutely continuous invariant measure. For example, for the known logistic map
Ruelle [18] found a sequence of values of the parameter b, at which invariant density exists and is given by explicit expression. Another interesting problem is the existence of invariant submanifolds. Recently the concept of inertial submanifold [3] , containing all or at least a few attractors, was promoted to certain extent.
Here we deal with a map of the plane R 2 into itself, given by T λ,µ = T : (x, y) −→ (λx + xy, µy + x 2 )
with two real parameters λ and µ. We also consider a more general map T λ,µ,d = T d : (x, y) −→ (λx + xy, µy + dy 2 + x 2 )
with an additional parameter d ∈ R is also considered. Such maps appear during examination of the intersection of Hopf bifurcation and period doubling bifurcation for cascades and flows [8] , [6] , [10] . Essentially the same maps were investigated in papers by Whitehead and McDonald [19] and Lorenz [11] . By scaling of variables x, y, and changing the sign of y, we can reduce the maps [19] , [11] to the form Q λ,µ = Q : (x, y) −→ (λx + xy, µy − x 2 ).
The authors [19] , [11] considered the map (4) in connection with the examination of difference approximation (Euler method) of quadratic nonlinear system of differential equations in the plane. Both maps T and Q are invariant with respect to reflection J : (x, y) → (−x, y). This means that JT = T J and JQ = QJ. Moreover, the relation T 2 λ,µ = Q 2 −λ,µ holds. Therefore each J-symmetric attractor of the map T λ,µ corresponds either to a symmetric attractor, or a J-pair of attractors of the map Q −λ,µ (this means the J transforms one member of this pair into the other).
We study, in general, attractors and invariant sets of the map T ; in certain cases we point out the generalizations of our results to the map T d . There are also observed some specific regimes that take place for the T d , but not for the T . This will be discussed in separate publications.
We start by presenting the results of computer experiment concerning determination of the attractors of the map T λ,µ with different values of parameters λ, µ (Section 2).
We consider the results of computer experiment as a prompt for the further analytical examination and follow the heuristic principle: if in computer experiment a nice curve such as invariant line, circle or ellipse is detected, it is then very probable that such submanifolds really exist, but perhaps only for certain curves or isolated points of (λ, µ)-plane.
In section 3 conditions for the existence of invariant lines are pointed out. In section 4 the oneparameter subfamilies of the family T λ,µ with invariant crosses are found. The straight cross is a pair of intersecting lines, the curved cross is a union of intersecting line and parabola. In both cases each component of a pair is an invariant submanifold of the map T 2 .
In section 5 we study the attractors of restriction of the T to the invariant crosses. A natural question arises: are these invariant subsets of the crosses (restricted attractors) the attractors of the map T itself? The answer to this question is rather complicated. The crosses themselves are always unstable, but they contain stable parts depending essentially on the values of parameters. Transversal instability of restricted attractors leads sometimes to the creation of attractors of the map T via complex homoclinic structures, formed by restricted attractors and the heteroclinic trajectories connecting them.
In section 6 we examine the special case of µ = −1 is . The entire y-axis except the fixed point y = 0 consists of cycles of period 2. In section 7 another special case (µ = 1) is considered. Here we have the map without parameters. The attracting domain of stable fixed point family is obtained
In section 8 for the case µ = 0, λ = −2, the invariant circle x 2 + (y − 2) 2 = 4 of the map T is pointed out and invariant density is found. It is nonintegrable because of singularity on the boundary, so that invariant measure of entire disk is infinite. Some one-parameter submanifolds of the map T λ,µ,d admit invariant ellipses but we failed in generalization of the result on the invariant density.
The results of primary computer experiment
The trivial attractors of the map T are a zero stable fixed point (0, 0) when |λ| < 1 and |µ| < 1, and the cycle of period 2
The cycle C 2 exists if (1 + λ)(µ − 1) > 0 and the stability domain is a curvilinear quadrangle with the
The map (2) has also unstable fixed points ± (1 − λ) (1 − µ), 1 − λ and unstable cycles of period 2 z ± − λ, (1 + µ) /z ± , z ± − λ, − (1 + µ) /z ± , where z ± are the roots of the equation µz 2 − λ(µ−1) z +µ = 0. These invariant sets exist in some domains of the parameter plane, whereas the continuous families of fixed points and 2-cycles are possible in some special cases (see sections 6, 7).
Nontrivial attractors are observed beyond the line λ = −3/2. Here the typical bifurcation is toring, i.e. branching off of a torus (a pair of closed curves surrounding points of the cycle C 2 ) from C 2 . We define here a torus as a totality of closed curves; this is natural if the map under consideration is viewed as Poincare map of somee 3-D dynamical system. Furthermore on the narrow strip of parameters λ and µ (−2 < λ < −3/2, −3 < µ < 1) the system suffers a series of transitions: the torus is growing, its form becomes more complicated and it destroys through resonance collapse, and the strange attractor arises. Then foe some areas of parameters we see the cycles C p with various periods p. (Note that, however, cycles of period 3 are not observed.) These cycles are conversely bifurcating, i.e. they are doubling and toring, so that one can observe the attractors consisting of many, e.g. 10, closed curves.
The characteristic samples of the attractors observed during the experiments, are presented in Fig.1 we can see the tori for small values of λ, the complicated attractors at large in absolute value of λ, and the cycles arising as a result of resonance collapses of the tori. Some of the cells in Fig.1 are empty because none of nontrivial invariant sets exists at these values of parameters.
The boundary of nontrivial attractor domain is formed by intervals of the lines µ = 1 and λ = −3/2 and by the curve determined in experiment which corresponds to the values of parameters at which a crisis of attractor (blowing up) takes place [5] and a new attractor does not appear. In Fig.2 this domain is outlined by dot-and-dash line; the routes of changing parameters, described in [19] and [11] , are pointed out by a solid line and a circle line respectively. The values of parameters corresponding to the strange attractors given in [11] are marked by circles.
Invariant lines
The maps T and T d admit the mirror symmetry: each of them commutes with reflecting map J : (x, y) −→ (−x, y). Hence the y-axis for all λ, µ, and d, is invariant with respect to T and T d . The restriction of T d to y-axis is 1-D quadratic mapping −→ (0, µy + dy 2 ). Since the other lines x = c, c = 0 are not invariant, we look for invariant line S of the map T given by the equation
The invariance condition implies the equation
which must hold for any x and y = kx + l. Substituting (6) into (7) while comparing the coefficients of the same degrees of x in (7) we conclude that invariant lines do exist in the following two cases: The restrictions of the map T to the lines y = ±x are defined by
ii) When µ = 1 (see Section 7), the lines
are invariant and the restrictions of T to them are given by
Note that we can generalize the results to the map T d , but only for the case when d < 1. Then
In case i) as before, µ = λ, l = 0, and in the case ii)
Consider case i) in more details. Any quadratic map (9) can be reduced to the logistic mapping (1) by two ways. For λ = 0, we can set x = ∓λz and then b = λ in (1). If λ = 2 then setting x = ±[(λ − 2)z + 1 − λ], we obtain (1) with b = 2 − λ.
For λ = 0, we obtain the map x −→ ±x 2 with a fixed point x = 0 which is superexponentionally stable and attracts the interval x ∈ (−1, 1). The ends of interval x = ±1 are unstable fixed points: all the points of the complement (−1, 1) (the rays (−∞, −1) and (1, ∞)) move to −∞ or to +∞ respectively. In the case λ = 2 the situation is quite similar because the map x −→ 2x ± x 2 can be reduced to the previous one by substituting x ± 1 = z.
For λ = 0, 2, on the both lines (8) one can observe the famous "rich bifurcation picture" of logistic mapping [15] , [4] , [14] . However, by the evidence of computer experiment the invariant lines (8) themselves are always unstable. It is possible to realize the restricted attractors on the lines (8) numerically by modification of map T . That means, we compute the iterates as follows: The motions started from the neighborhood of lines (8) , go to infinity, or tend to zero fixed point (when it is stable (|λ|, |µ| <1)) or to the stable cycle C 2 for λ = µ ∈ (−1.5, −1). For λ = µ < −1.5, these motions go to the torus or to the nontrivial attractors. The 2-D attractor (λ = µ = −1.6) and two restricted attractors on the lines (8) are shown in Fig. 3 . When the parameter λ = µ passes through λ = −1.61 the 2-D attractor is destroyed.
Invariant crosses

Straight crosses
Definition. Let T : X −→ X be a mapping of the set X into itself. The invariant cross is a union S 1 ∪ S 2 of two subsets S 1 and S 2 of X if T (S 1 ) ⊂ S 2 and T (S 2 ) ⊂ S 1 . We denote this cross S 1 S 2 . Both S 1 and S 2 are invariant with respect to T 2 , so that
The mapping (2) has several invariant crosses. We will start by discussing the straight crosses, for which both S 1 and S 2 are the lines
Requiring T (S 1 ) ⊂ S 2 we obtain the equation
The relationship T (S 2 ) ⊂ S 1 leads to a similar equality, which we can obtain by interchanging k ⇔ m, l ⇔ n. The crosses of this type exist in the following two cases:
Here for arbitrary k ∈ R, the straight cross is formed by the lines
Note that for k = 0 we mean the lines S 1 : 
The restriction of mapping T 2 to each line S
In case i) the trivial fixed point is superstable: every motion started sufficiently close to the point (0, 0) (for example |x| < 1, |y| < 1) fades more rapidly than any exponent. Every motion takes place on its cross (14) , while the value of k is defined by initial point. In case ii) the invariant crosses S intersect at the set of points (0, ±l), ± −2(1 − λ), −1 − λ . This set is invariant as an intersection of two invariant sets. The first two points are situated at x = 0 and form the cycle of period 2. The second pair of points form 2-cycle as well.
Curved crosses and T 2 -invariant lines
Each of the lines that form a straight cross is T 2 -invariant. T -preimage of T 2 -invariant line is not always a line. This is the case for curved crosses, namely P S-crosses that consist of parabola P and straight line S. The T 2 -mapping acts according to the rule
We look for a parallel to the x-axis T 2 -invariant line given by equation y = c. The requirement of T 2 -invariance leads to the equation
which must hold for all x. Hence we come to the equations
which may be satisfied in two cases: i) If µ = −1, then for all λ, there are two T 2 -invariant lines
and their T -preimages are T 2 -invariant parabolas
Note that the image T (P + ) of parabola P + covers the line S + univalently if and only if λ > 1/2.
Similarly the image T (P − ) of parabola P − covers the line S − univalently if and only if λ > −1/2.
The restrictions of T 2 to the lines S ± are the cubic mappings
ii) If µ + λ 2 = 0 and λ = 0 then then there exists the curved cross P S consisting of abscissa S and
If λ = µ = 0, we come back to the invariant straight cross analyzed above. For λ = 0, the image T (P ) of the parabola P covers the line S univalently. In this case the restriction of T 2 to the line S is
given by
The cubic maps (22) and (24) belong to the well known class of mappings investigated in [2, 13, 17] . The bifurcation pictures for these maps with variable λ are similar in essential features to that of logistic mapping. Note that there are no other invariant crosses that contain a parabola besides the ones presented in this section.
Crosses and attractors
As we noted above, the restrictions of T to the invariant crosses are 1-dimensional polynomial maps of degree 3 or 4. Although the corresponding bifurcation pictures are rather complicated, the examinations are essentially simplified. If we imagine this treatment, the following question arises: is the attractor of the restriction of T to the invariant cross (restricted attractor) an attractor of the map T ? The problem is whether the restricted attractor on a cross is stable in transversal direction or not. It turns out that as a parameter, for example λ, varies, the transversal stability is disappearing and appearing several times. However, even SS-and P S-attractors (being transversally unstable and thus being not T -attractors) take part in creation of 2-D dynamics. Sometimes the transverse instability of restricted attractors leads to the creation of 2-D attractors of T through complex homoclinic structures, formed by restricted attractors of different crosses connected by heteroclinic trajectories.
Numerical experiment and simple estimates show that all the crosses are unstable -in any case, the motion that started far from origin are blowing up. Now we discuss the possibilities of formation of the attractors of T on the crosses. We first study the cross P + S + (20)- (21) . The Jakobi matrix J 2 of the map T 2 at the point (x, 1 − λ) ∈ S + is given by
The eigenvalues of matrix J 2 are equal to its diagonal elements. Eigenvector (1, 0) directed along S + corresponds to the tangential eigenvalue γ = 2λ − 1 + 3x 2 , and eigenvector (−x, 1) transversal to S + corresponds to the transversal eigenvalue γ ⊥ = 1 + 2x 2 . For an orbit {x 0 , x 1 , x 2 , ...} of the map (22) we denote the lower transversal Lyapunov multiplier as
Note that for a cycle of period p, a usual Floquet multiplier is the p -th degree of Lyapunov multiplier. If we would like to define Floquet multiplier for a periodic motion, we need to know the smallest period. Notion of a Lyapunov multiplier is free of such shortage. Since ρ ⊥ ≥ 1, an exponential stability of the invariant set on P + S + is impossible. For any cycle containing at least one point off of y-axis, we have ρ ⊥ > 1, so that all such cycles on P + S + are exponentially unstable in the transversal direction. The points (0, 1 − λ) and (0, λ − 1) form the cycle of period 2 which is neutrally stable for 0 < λ < 1. This cycle is included into a family of cycles, filling up the y-axis (see Section 6). Both numerical experimentation and estimates of Lyapunov multiplier show that only two Tattractors exist on the P S-cross (23): the zero fixed point for |λ| < 1, and 2-cycle (5) for −1.5 < λ < −1.
The As parameter λ goes through the critical value, λ = −1.5, four asymmetric cycles of period 4 are branching off from the cycle C 2 . Two stable 4-cycles are placed on curved cross P − S − , so that for each cycle, two points lie at the parabola P − and the other two points lie at the line S − . The other 4-cycles are located at straight crosses S ± 1 S ± 2 having two points at each line of the cross; these cycles are unstable. This bifurcation is of codimension 3 is degenerated: at λ = −1.5 both multipliers of the cycle are equal to −1.
Further for λ ∈ (−1.877.., −1.5), the attractors are studied numerically. One can divide this interval of λ into four parts with regard to the role of crosses in construction of T -attractors.
The first interval λ ∈ (−1.704.., −1.5) is characterized by a leading role of the restricted attractors on P − S − . As λ varies from λ = −1.5 to the larger in modulus values, a period doubling cascade occurs at which point complicated attractors on P − S − are forming: they consist of the points that 'fill up' intervals of the cross. The initial point determine which of the mirror symmetric attractors is realized. At λ = −1.677 these restricted attractors become unstable in transversal direction and 2-D homoclinic attractors arise (see Fig.4 ). In a computer experiment many iterates are located at one part of the cross (left interval of the line and the right arc of the parabola in Fig.4) . Later, because of transverse instability, the iterates pass to the mirror symmetric part of the cross. In Fig.4(a) the first 2000 iterates are presented, and Fig.4(b) corresponds to 20000 iterates. One can see that the most part of the time, the iterates are placed near some symmetric subset of the curved cross P − S − .
The further variance of λ results in the development of homoclinic attractors, which are sometimes interrupted by the appearance of restricted attractors on P − S − which become transverse stable, and thus T -attractors. For instance, at λ = −1.680 there are two nonsymmetric cycles of period 10 at
In the next interval λ ∈ (−1.722.., −1.705), we observe the attractors apparently are not connected with either straight or curved crosses. At λ = −1.705 two mirror symmetric cycles of period 6 arise. They then suffer a doubling cascade, and at λ = −1.722 a J-pair of attractors is observed. Each of the attractors consists of six curved intervals ('hooks') 'filled' with the points.
The third interval, λ ∈ (−1.733.., −1.723), is characterized by the development of homoclinic attractors (basing on P − S − , S (15)). The second contains invariant sets on the curved cross P − S − (see (20) - (21)). Finally the third is formed by the restricted attractors of these straight and curved crosses. − 2 ) appears, looking like the taples of intervals of the lines. As parameter λ is coming closer to the value λ = −1.877, the length of these intervals enlarges and their ends neighboring to the y-axis tend to this axis. The 2-cycle 0, ± √ λ 2 − 1 now becomes the unique attractor of T . This cycle belongs to the family considered in Section 6.
Note that at µ = −1 all the attractors of T , namely homoclinic attractors, and attractors on S 
Continuous family of cycles of period two
At µ = −1 the whole y-axis excluding the fixed point y = 0 consists of cycles of period 2, since the T acts on y-axis as a mirror reflection: T : (0, y) −→ (0, −y). Cycle C 2 (y) = {(0, y), (0, −y)}, y = 0 is called transversally asymptotically stable (below we will call it simply 'stable'), if it is Lyapunov stable and the limit phase exists. The latter means: any motion started from the point (x 0 , y 0 ) sufficiently close to the cycle goes to some cycle C 2 (y * ), here y * = y * (x 0 , y 0 ) is close to y 0 . Thus for the points (x n , y n ) = T n (x 0 , y 0 ) we have x n → 0 and min {|y n − y * | , |y n + y * |} → 0 when n → ∞.
The known results on stability of continuous families of periodic motions [12] , [16] 1 imply that for stability of cycle C 2 (y) it is sufficient that its transversal multiplier ρ ⊥ be in modulus less than 1, and if |ρ ⊥ | > 1 then C 2 (y) is unstable. Longitudinal multiplier ρ is of course equal to 1. Moreover, the distance between point (x n , y n ) and y-axis vanishes exponentially. Since ρ ⊥ = λ 2 − y 2 , we obtain the following result. If |λ| ≤ 1 the stable cycles C 2 (y) fill up the interval y : |y| < √ λ 2 + 1 except the stable fixed point y = 0, which can be treated here as a degenerate 2-cycle. If |λ| > 1, the stable cycles C 2 (y) fill up a pair of intervals y :
It is clear that the lacuna -interval y : |y| < √ λ 2 − 1 -is created due to instability of the fixed point (0, 0). Note that the problem of stability of C 2 (y) cycle at |y| = √ λ 2 − 1 or at |y| = √ λ 2 + 1 leads to the critical cases of stability with the multipliers 1, 1 and 1, -1. These cycles are also stable but not exponentially.
Continuous family of fixed points
At µ = 1 change of variable y + λ = z transforms the map (2) to the map without parameters
According to the second equation in (??) the sequence {z n } ∞ n=1 is increasing for any initial point. Hence this sequence converges (z n → z ∞ ) if it is bounded and then x n → 0.
The axis x = 0 consists of fixed points. The multipliers of the fixed point (0, z 0 ) are 1 and z 0 . The first multiplier corresponds to neutral stability at the axis x = 0. Equilibrium (7, z 3 ) is stable if |z 0 | < 1 and unstable if |z 0 | > 1.
Two invariant lines
go through a fixed point (0, 1). The restriction of the map (??) to each of the lines (26) gives a map x −→ x (1 ∓ x), so that the ray x > 4 (x < 0) of the line z = 1 − x (z = 1 + x) is incoming into (0, 1), and the ray x < 0 (x > 0) of the line z = 1 − x (z = 1 + x) is outgoing from (0, 1). In vicinity of the foxed point (0, −1) the union of two curves z = −1 ∓ x + . . . is invariant.
The motions can only go to the fixed point (0, z 0 ), |z 0 | ≤ 1, and therefore, if motion {z n } ∞ n=1 contains a point z k > 1, then, due to monotonicity, z n → ∞. This particularly implies that the half-plane z ≥ 1 excluding (0, 1) is outgoing: all the motions started at its points go to infinity. The region z 1 > 1 (i.e. exterior of parabola z > 1 > 1 − x 2 ) is also outgoing. According to computation, the nonwandering region has the shape of a house (see Fig.7 ). Its roof is made of intervals of the lines x = ∓0, and its base is made of preimages of the lines z = 1 ∓ x. Note, that the full preimage of the line z = 1 − x (z = 1 + x) consists of the line itself and the line x = −1 (x = +1).
Invariant circle and invariant density on the disc
In this section we consider the map (2) for the special values of parameters: µ = 0, λ = −2. The notable feature of this special case is the existence of an invariant circle and an invariant absolutely continuous measure on the disc bounded by this circle. It is true that the measure of the whole disc is infinitely large because the corresponding density is nonintegrable, the integral of this density logarithmically diverges near the boundary. It would be interesting to explore an influence of such nonprobabilistic invariant measure on dynamics of the system. But as far as we know, such exploration has not been achieved in sufficiently complete form. We can assume that the random induced by round-off errors brings the essential contribution in creation of the phase picture.
It should be mentioned with some regret that the invariant disc is not in attractor. In computer experiment, we can observe the longtime walking of iterations on the disc, but later all of them leave the disc and go to infinity. This is caused by transverse instability of the invariant boundary circle. It follows particularly from the existence of unstable fixed points (0, 0), (± √ 3, 3) (and other unstable cycles) on its boundary. After the iterates arrive in a sufficiently small vicinity of such unstable fixed point or cycle they leave the disc with a good probability because of round-off errors. However, if µ = 0 and λ is near −2 and λ > −2, for example, λ = −1.999, the motion is bounded (see Fig. 8 ) and there is experimental evidence that the attractor with an invariant measure exists.
Invariant measure
In the beginning we would like to repeat the general definition for an invariant measure of irreversible mapping (see for example [7] ). Let (D, Σ, σ) be a measurable space. Here D is a set, Σ is a σ-algebra of its subsets where the measure σ is defined. The measure σ is called invariant for the mapping T : D → D if for any set E ∈ Σ, the equality
holds, where T −1 (E) is complete preimage of the set E; the integrals with value +∞ are admissible. Now let D be a measurable set in R n and the measure σ be absolutely continuous with respect to Lebesgue measure, so that dσ(x) = ρ(x)dx and the function ρ called density is measurable and nonnegative. Then the equality (28) becomes
Assume additionally that D is a subdomain of R n and T : D → D is smooth. Moreover let us suppose that the map T −1 admits the separation into not more than countable one-to-one branches and hence the preimage for any set E is representable up to some set of zero Lebesque measure as a union of nonintersecting sets V k = V k (E):
The index k runs through some finite or countable set. The restriction T k of the map T to the V k is one-to-one (again up to sets of zero measure) and
k (E). Now we can rewrite the equality (29) in the form
Change of variable y = T −1 k x in each summand leads to the equality
where J k is Jacobian of the map T
−1
k . Thus the density ρ is invariant with respect to T if and only if the equality holds
Invariant density on the invariant disc
It is easily shown that the invariant circle of the map T given by (2) exists only at λ = −2, µ = 0. The equation of this circle is
The map T in this case has the form
The disc with boundary (34) is invariant with respect to the map (35). In fact, if
The map T : D → D is two-sheeted, and one-to-one branches T −1
− of the two-valued map T −8 are given by the relations
Their Jacobians are the same and are equal to −1/ (2y). The invariant density equation (33) has the form
Let us change u = (x, y) into T u in (37). Under assumption that the function ρ is even in x, the functional equation can be written as
Such simplification of the general invariant density equation arises any time when T is invariant with respect to some discrete group of transformations, under the assumption that the solution is automorphic. The operators T −7 ∓ pass one into the other under action of the group transformation. Looking for the solution of (??) in the form
and noting that the change of x, y into x 1 , y 1 transforms the variable 4 − R 2 into x 2 (4 − R 2 ), we obtain the equation for function h h(x(y − 2), x 2 ) = h(x, y).
Thus the function h must be invariant with respect to the transformation T . Obviously, one of solutions (37) is
If the map T is topologically transitive, then there are no other continuous solutions, and if T is ergodic, then there are no other measurable solutions either. This assumption seems to be in agreement with results of computer experiments.
Dynamics on invariant circle
Let us introduce the angular variable θ on the invariant circle putting x = 2 sin θ, y = 2 + 2 cos θ
Then for the angular coordinate θ 1 of the point T u we have sin θ 1 = sin 2θ, cos θ 1 = cos 2θ and
It is obvious that the Lebesgue measure on the circle is invariant with respect to the map T . The well-known results of ergodic theory imply that this map is intermixing (see for example the first lines of [7, 9] ).
Note that the map T d , defined by (3), at λ = −2, µ = −4d, has an invariant ellipse
If λ = −5, µ = 4d there is an invariant ellipse 
For all of this ellipses, it is possible to introduce the angular variable θ; the map for this θ will be given by the same formula (43).
Discussions and conclusions
We investigated attractors of the maps T λ,µ and attempted to interpret analytically the most beautiful pictures we observe on the display of our computer. Any time we could distinguish the bright straight lines, parabolas or circumferences on the background of strange attractors, it turned out that for some curves (or at least for some isolated point) on the parameter plane, the invariant (for T or T 2 ) line (resp. parabola or circumference) really exists and persists ifs significance for disturbed values of parameters. By this way we could find invariant algebraic curves of the 1st order (invariant lines), of the 2nd order (invariant straight crosses and invariant circumference) and of the 3d order (invariant curved crosses).
There were some prompts of computer experiment we were not able to realize. It seems probable that there exist several invariant algebraic curves of T (again for appropriate algebraic curves on the parameter plane). It would be interesting to perform this investigation using symbolic computer packages (Maple, etc.)
For λ near −2 and µ = 0 we observed the iterates "seeding" the disc bounded by a bright circumference. We explained this phenomenon by pointing out the invariant circumference for λ = −2, µ = 0, and invariant density of the map T −2,0 on the disc. The restriction of T −2,0 to the circumference is intermixing (that is why it is so bright). At the same time this invariant density is nonintegrable because of singularity at the circumference. This supplies us a good reason to think once more about interrelation between the predictions of dynamical systems theory and the results of computer experiments. Our conjecture for the case under consideration is that the displayed picture corresponds to some probability distribution generated by a random noise created by round-off errors. This distribution is a result of a kind of smoothing of invariant distribution for our map and is concentrating on circumference when the absolute error of calculations ∆ → 0. At the same time for the map T as it is, the moving point spends almost all the time near the circumference. More precisely, for any ε > 0 there exists δ > 0 such that the probability (mean quota of time) of finding the moving point in δ-vicinity of the circumference is greater than 1 − ε. It seems to be not without interest to prove (or disprove) these conjectures.
The other interesting phenomenon is an emergence of 1-parameter family of 2-cycles of the map T , only a part of which is stable and attracts a majority of trajectories. One can see the similar situation (existence of the subspace filled with fixed points) in the problem of convection of non-heatconducting but viscous fluid (see [21] and references there).
For the needs of bifurcation theory it is very important to establish the persistence of attractors under perturbations by higher order terms in x and y. This problem is investigated satisfactorily only for cycles and tori. One should remember that until this problem is solved, we cannot be sure that phenomena in reduced models are not artefacts of approximation.
An existence of invariant hypersurface of a mapping of some manifold is, of course, rare and very degenerated situation. Arnold in [1] offered to consider an absence of such invariant hypersurfaces as one of the definitions of strong nonintegrability and conjectured that this is the case for some open set in the space of maps. The maps with invariant hypersurfaces, however, remain to be interesting because they appear in a numerous physical applications. From the other hand, these are such superdegenerated situations that admit an analytical description and the obtained results can serve as a base of various forms of perturbation method in order to examine generic systems.
