Improved quantum test for linearity of a Boolean function by Chakraborty, Kaushik & Maitra, Subhamoy
ar
X
iv
:1
30
6.
61
95
v1
  [
qu
an
t-p
h]
  2
6 J
un
 20
13
Improved quantum test for linearity of a Boolean function
Kaushik Chakraborty and Subhamoy Maitra
Indian Statistical Institute,
203 B T Road, Kolkata 700 108, India,
Email: kaushik.chakraborty9@gmail.com, subho@isical.ac.in
Let a Boolean function be available as a black-box (oracle) and one likes to devise an algorithm
to test whether it has certain property or it is ǫ-far from having that property. The efficiency of the
algorithm is judged by the number of calls to the oracle so that one can decide, with high probability,
between these two alternatives. The best known quantum algorithm for testing whether a function is
linear or ǫ-far (0 < ǫ < 1
2
) from linear functions requires O(ǫ−
2
3 ) many calls [Hillery and Andersson,
Physical Review A 84, 062329 (2011)]. We show that this can be improved to O(ǫ−
1
2 ) by using the
Deutsch-Jozsa and the Grover Algorithms.
PACS numbers: 03.67.Lx
Keywords: Linearity Testing, Deutsch-Jozsa Algo-
rithm, Grover Algorithm, Boolean Functions.
I. INTRODUCTION
Consider the model where a Boolean function is imple-
mented inside a black box and we can obtain the output
given an input in constant time. One such operation
may be referred to as a query. Now we like to test sev-
eral properties of the Boolean function by exploiting such
queries. Naturally, we like to test the properties with as
less many queries as possible. In this paper we consider
algorithms to test whether a Boolean function is linear
or it is ǫ-far from linear functions. The best known clas-
sical algorithm (BLR test [4]) for testing this with good
success probability requires O(1
ǫ
) query complexity. Nat-
urally one should expect improvement in the quantum
paradigm and in [8], it has been shown that this can be
tested with O( 1
ǫ
2
3
) query complexity. In this paper, we
improve this further and show that this can be achieved
with O( 1
ǫ
1
2
) query complexity.
A. Basics of Boolean functions
A Boolean function on n variables may be viewed as
a mapping from Vn = {0, 1}n into {0, 1}. The truth
table of a Boolean function f(x1, . . . , xn) is a binary
string of length 2n, f = [f(0, 0, · · · , 0), f(1, 0, · · · , 0),
f(0, 1, · · · , 0), . . . , f(1, 1, · · · , 1)]. Let Ωn be the set of
all n-variable Boolean functions and it is easy to note
that |Ωn| = 22n .
The Hamming weight of a binary string St is the num-
ber of 1’s in St denoted by wt(St). An n-variable func-
tion f is said to be balanced if its truth table contains
an equal number of 0’s and 1’s, i.e., wt(f) = 2n−1.
Also, the Hamming distance between equidimensional
binary strings St1 and St2 is defined by d(St1, St2) =
wt(St1⊕St2), where ⊕ denotes the addition over GF (2).
An n-variable Boolean function f(x1, . . . , xn) can be
considered to be a multivariate polynomial over GF (2).
This polynomial can be expressed as GF (2) sum of prod-
ucts representation of all distinct k-th order product
terms (0 ≤ k ≤ n) of the variables. More precisely,
f(x1, . . . , xn) can be written as
a0⊕
⊕
1≤i≤n
aixi⊕
⊕
1≤i<j≤n
aijxixj⊕ . . .⊕a12...nx1x2 . . . xn,
where the coefficients a0, aij , . . . , a12...n ∈ {0, 1}. This
representation of f is called the algebraic normal form
(ANF) of f . The number of variables in the highest or-
der product term with nonzero coefficient is called the
algebraic degree, or simply the degree of f and denoted
by deg(f).
Functions of degree at most one are called affine func-
tions. An affine function with constant term equal to
zero is called a linear function. The set of all n-variable
affine functions is denoted by An. That is the set of affine
functions contains all the linear functions and their com-
plements.
Let x = (x1, . . . , xn) and a = (a1, . . . , an) both belong
to {0, 1}n and the inner product
a · x = a1x1 ⊕ · · · ⊕ anxn.
A Boolean function l(x) is called linear if it can be writ-
ten as l(x) = a · x for some fixed a. Testing whether
a Boolean function (given as an oracle) is linear or not
is an important question in the field of computational
complexity [3].
Let f(x) be a Boolean function on n variables. Then
theWalsh transform of f(x) is a real valued function over
{0, 1}n which is defined as
Wf (ω) =
∑
x∈{0,1}n
(−1)f(x)⊕ω·x.
One may also note the Parseval’s relation in this case,
which is ∑
ω∈{0,1}n
W 2f (ω) = 2
2n.
2We also like to define the normalized Walsh transform as
NWf (ω) =
1
2n
∑
x∈{0,1}n
(−1)f(x)⊕ω·x.
It is easy to check that
∑
ω∈{0,1}n NW
2
f (ω) = 1.
The non-linearity (or non-affinity) of an n-variable
function f is
nl(f) = ming∈A(n)(d(f, g)),
i.e., the distance from the set of all n-variable affine func-
tions. In terms of Walsh spectrum, the non-linearity of
f is given by
nl(f) = 2n−1 − 1
2
max
ω∈{0,1}n
|Wf (ω)|.
B. Connection of Walsh spectrum with
Deutsch-Jozsa algorithm
Distinguishing constant and balanced Boolean func-
tions with constant query complexity has been an im-
portant landmark in quantum computational framework
that is well known as Deutsch-Jozsa algorithm [6]. Now
let us discuss the relation between Deutsch-Jozsa al-
gorithm and the Walsh Spectrum of a Boolean func-
tion, which is one of the important tools in our work.
It is known that given a classical circuit f , there is
a quantum circuit of comparable efficiency which com-
putes the transformation Uf that takes input like |x, y〉
and produces output like |x, y ⊕ f(x)〉. Let |−〉 =
|0〉−|1〉√
2
. Then Uf applied to the state |x〉|−〉 will produce
(−1)f(x)|x〉|−〉. For brevity, we drop |−〉 and by abuse of
notation, we denote that Uf takes |x〉 to (−1)f(x)|x〉.
Let f be either constant or balanced and the cor-
responding quantum implementation Uf is available.
Deutsch-Jozsa [6] provided a quantum algorithm that can
decide in constant time which one it is. Let us now de-
scribe another interpretation of Deutsch-Jozsa algorithm
in terms of Walsh spectrum values [11]. We denote the
operator for Deutsch-Jozsa algorithm as
Df = H⊗nUfH⊗n,
where the Boolean function f is available as an oracle Uf .
As in the case of Uf , for brevity, we abuse the notation
and do not write the auxiliary qubit, i.e., |−〉 and the
corresponding output in this case. Now one can observe
that [11]
Df |0〉⊗n =
∑
z∈{0,1}n
∑
x∈{0,1}n
(−1)x·z⊕f(x)
2n
|z〉
=
∑
z∈{0,1}n
Wf (z)
2n
|z〉
=
∑
z∈{0,1}n
NWf (z)|z〉.
Note that the associated probability with a state |z〉 is
W 2f (z)
22n = NW
2
f (z).
C. Background on linearity testing
Let l be a linear n-variable Boolean function, i.e.,
l(x) = ω · x, available in the form of an oracle and one
likes to get the ω. For a linear function l(x) = ω · x,
Wl(ω) = 2
n and Wl(z) = 0, for z 6= ω. Thus the ob-
served state of n bits will clearly output ω itself (with
probability
W 2f (ω)
22n = 1). That is, the Deutsch-Jozsa algo-
rithm solves this problem in constant time. In classical
model, we need O(n) time to find out the ω. This differ-
ence and related results have been pointed out in [3].
Now let us come to the question of testing linearity
of a Boolean function. This is a problem in the area
of property testing and we refer to [2, 8, 9] for further
pointers in this specific area. There is huge literature in
the area of property testing in general, e.g., one may also
refer to [1] towards ideas in quantum property testing for
bounded-degree graphs.
Given two n-variable Boolean functions f and g, we
define f, g as ǫ-far if |{x∈{0,1}
n:f(x) 6=g(x)|}
2n =
d(f,g)
2n ≥ ǫ,
i.e., if the Hamming distance between the truth tables of
f and g is at least ǫ2n. Further, an n-variable Boolean
function f will be called ǫ-far from a subset S of n-
variable Boolean functions if f is ǫ-far from all the func-
tions g ∈ S.
The probabilistic classical test for linearity is well
known as the BLR test [4] that exploits the condition
l(x⊕y) = l(x)⊕ l(y) for a linear function l, where a0 = 0.
However, if a0 = 1 for an affine function ℓ, then we have
the condition ℓ(x⊕y) = 1⊕ℓ(x)⊕ℓ(y). One may note that
one can easily decide whether a0 = 0 or 1 by checking
the output of the function at the all-zero, i.e., (0, 0, . . . , 0)
input. Thus the probabilistic classical algorithm for test-
ing whether an n-variable Boolean function f is affine or
not works as follows.
Algorithm 1.
1. Let a0 = f(0, 0, . . . , 0).
2. For t many times
(a) Randomly choose distinct x, y ∈ {0, 1}n.
(b) Check the condition f(x ⊕ y) = a0 ⊕ f(x) ⊕
f(y).
(c) If the condition is not satisfied, report that f
is not affine and terminate.
3. Report that the function is affine and terminate.
It is well known that if the algorithm reports that f is
non-affine, then it is non-affine with probability 1, but
if it reports that f is affine, then it succeeds with some
probability depending on the number of iterations t. A
3simple analysis shows that if one needs to decide whether
a function is ǫ-far from the set of affine functions, then
the probability of success is greater than or equal to 23
(or any constant c, such that 12 < c < 1) where t is
O(1
ǫ
). However, the detailed analysis of this probability
of success is quite involved and one may refer to [2, 9] in
this direction.
Consider that an n-variable function f is ǫ-far from
An, the set of all n-variable affine functions. That means,
nl(f) ≥ ǫ2n. Using Parseval’s result, it is easy to note
that nl(f) ≤ 2n−1 − 2n2−1. The upper bound can be
achieved for functions on even number of variables which
are known as bent functions. However, the problem is yet
to be settled for the cases on odd number of variables.
This tells a function on n variables can be ǫ-far from the
set of affine functions where 0 ≤ ǫ ≤ 12− 12n2 +1 . For details
of combinatorial, cryptographic and coding theoretic re-
sults related to Boolean functions, one may see [10] and
the references therein. In general, as 1
2
n
2
+1
tends to 0
for large n, we will consider 0 < ǫ < 12 throughout this
document.
Towards solving many computational problems, quan-
tum algorithms provide improved query complexity and
in that line a quantum algorithm is described in [8], that
achieves an improved query complexity O( 1
ǫ
2
3
). We noted
that this problem is related to different variants of sat-
isfiability problem [2, 9] and thus it may be natural to
obtain a quadratic speed-up over the classical paradigm
using Grover algorithm [7]. We find that this is indeed
true and present a probabilistic quantum algorithm that
works in O( 1
ǫ
1
2
) query complexity.
II. OUR PROPOSAL
We first present our basic idea using Deutsch-Jozsa [6]
algorithm.
Algorithm 2.
1. Let |Ψ〉 = Df (|0〉⊗n).
2. Measure |Ψ〉 in computational basis and let the
measured state be a(0) (an n-bit pattern).
3. For t many times (i = 1 to t)
(a) Let |Ψ〉 = Df (|0〉⊗n).
(b) Measure |Ψ〉 in computational basis and let
the measured state be a(i) (an n-bit pattern).
(c) If a(i) 6= a(0), report that the function is not
affine and terminate.
4. Report that the function is affine and terminate.
If Algorithm 2 reports that a function is not affine, then
it reports this correctly. However, if it reports that the
function is affine, that may or may not be correct. If the
function is affine, then Algorithm 2 reports it correctly.
However, there may be cases where the function is not
affine, but still the algorithm reports it as an affine func-
tion. Consider that the function is ǫ-far from An. Then
one can check that |NWf (ω)| ≤ 1−2ǫ for any ω ∈ {0, 1}n.
Thus, |NWf (a(0))| ≤ 1 − 2ǫ too. To wrongly report the
function is affine, Algorithm 2 must report a(i) = a(0) for
all i = 1 to t. This happens with probability ≤ (1− 2ǫ)t.
Thus, it is easy to note that with O(1
ǫ
) many iterations,
we can reduce the error probability below 13 , i.e., the
success probability will be greater than or equal to 23 .
In terms of query complexity, this is same as the case
for the classical BLR [4] test. We will now improve this
algorithm towards better query complexity.
A. Use of Grover Algorithm for further
improvement
Consider that a function is ǫ-far from An. In line of
Grover algorithm [7], we will try to reduce the amplitude
corresponding to the state |a(0)〉 and increase the ampli-
tude of the other states so that we can quickly obtain an
a(i) after measurement, which is not equal to a(0).
Our idea is as follows. Instead of equal superposition
H⊗n(|0〉⊗n) = 1
2
n
2
∑
z∈{0,1}n |z〉 in Grover algorithm,
we will use the state of the form |Ψ〉 = Df (|0〉⊗n) =∑
z∈{0,1}n
Wf (z)
2n |z〉 =
∑
z∈{0,1}n NWf (z)|z〉.
Further, towards inverting the phase, we will use an-
other n-variable Boolean function g(x), different from
f(x), where g(x) = 0, when x = a(0), and g(x) = 1, oth-
erwise. Based on g(x), we implement the inversion oper-
ator as Og, that inverts the phase of the states |x〉 where
{x ∈ {0, 1}n : x 6= a(0)}. Note that one can efficiently im-
plement g(x) in classical domain with O(n) many gates
and thus we can also implement Og efficiently. Finally,
we consider the operator
Gt = [(2|Ψ〉〈Ψ| − I)Og ]t
on |Ψ〉 to get |Ψt〉.
Consider the n-qubit state |Ψ〉 = ∑s∈S us|s〉 +∑
s∈{0,1}n\S vs|s〉, where us, vs are real and
∑
s∈S u
2
s +∑
s∈{0,1}n\S v
2
s = 1. For brevity, let us represent |Ψ〉 =∑
s∈S us|s〉 +
∑
s∈{0,1}n\S vs|s〉 = u|X〉+ v|Y 〉. That is,
u2 =
∑
s∈S u
2
s and v
2 =
∑
s∈{0,1}n\S v
2
s . In this gen-
eral framework, consider that g(x) = 1, when x ∈ S and
g(x) = 0 otherwise. Now we have the following technical
result.
Proposition 1 Let u = sin θ, v = cos θ. The application
of [(2|Ψ〉〈Ψ| − I)Og]t operator on |Ψ〉 produces |Ψt〉, in
which the amplitude of |X〉 is sin(2t+ 1)θ.
Proof: For t = 1, one can check that |Ψ1〉 = [(2|Ψ〉〈Ψ|−
I)Og]|Ψ〉 = [(2|Ψ〉〈Ψ|)Og]|Ψ〉 − Og|Ψ〉. Now substitut-
ing the values of u, v, we get that |Ψ1〉 = sin 3θ|X〉 +
cos 3θ|Y 〉.
4Now we will use induction. Let the application of
[(2|Ψ〉〈Ψ| − I)Og]t operator on |Ψ〉 updates the ampli-
tude of |X〉 as sin(2tθ + θ), for t = k. From the assump-
tion we have [(2|Ψ〉〈Ψ| − I)Og]k|Ψ〉 = sin(θ + 2kθ)|X〉+
cos(θ + 2kθ)|Y 〉. Now, for t = k + 1, it can be checked
that [(2|Ψ〉〈Ψ|− I)Og](k+1)|Ψ〉 = sin(θ+2(k+1)θ)|X〉+
cos(θ + 2(k + 1)θ)|Y 〉. Thus, the proof.
In our case, S = {0, 1}n \ {a(0)}. Let us now present
our improved algorithm.
Algorithm 3.
1. Let |Ψ〉 = Df (|0〉⊗n).
2. Measure |Ψ〉 in computational basis and let the
measured state be a(0) (an n-bit pattern).
3. Consider a Boolean function g such that g(x) = 0,
when x = a(0), and g(x) = 1, otherwise.
4. Obtain |Ψt〉 = [(2|Ψ〉〈Ψ| − I)Og]t(|Ψ〉). (Note that
t is the significant complexity parameter in this al-
gorithm.)
5. Measure |Ψt〉 in computational basis and let the
measured state be a(t) (an n-bit pattern).
6. If a(t) 6= a(0), report that the function is not affine
and terminate.
7. Report that the function is affine and terminate.
In this case, we use the state |Ψt〉 for measurement in
computational basis. Consider that after the Deutsch-
Jozsa algorithm we obtain an n-qubit state |Ψ0〉 (before
the measurement) and observed a(0) after measurement.
In case the function in consideration is indeed affine, i.e.,
of the form a0⊕a(0)·x then sin θ = 0. Hence, amplitude of
|X〉 (the quantum state which is the superposition of all
states except |a(0)〉), after t many iterations will remain
as sin(2t+ 1)θ = 0. Hence the measurement of the state
|Ψt〉 in computational basis will provide a(0) again. In
case f is not affine, we have sin θ > 0. Thus, with proper
choice of t, it is possible to obtain sin2(2t + 1)θ ≥ 23
and hence the measurement of the state |Ψt〉 will provide
a(t) 6= a(0) with probability ≥ 23 .
Now the final point left is to show that t is O(
√
1
ǫ
).
As we considered, let |Ψ〉 = u|X〉 + v|Y 〉. Here |Y 〉 =
|a(0)〉, i.e., v ≤ 1 − 2ǫ. Thus, u ≥
√
1− (1 − 2ǫ)2 =√
4ǫ− 4ǫ2 ≥ √2ǫ as ǫ < 12 . We take u = sin θ, v = cos θ.
That is sin θ ≥ √2ǫ. Considering θ small, we can write
sin θ ≈ θ and we want t such that (2t + 1)θ ≈ π2 . In
this case, sin(2t+1)θ becomes close to 1 (it is enough to
get sin2(2t + 1)θ ≥ 23 or some constant greater than 12 ).
Thus, it is immediate to note that t should be O(
√
1
ǫ
).
This completes the analysis for the query complexity of
Algorithm 3.
III. CONCLUSION AND OPEN PROBLEMS
In this paper we present a quantum algorithm to test
whether a function is affine or it is ǫ-far (0 < ǫ < 12 )
from the set of affine functions. While the best known
classical algorithm [4] requires O(1
ǫ
) query complexity
and the existing quantum algorithm [8] takes O( 1
ǫ
2
3
), the
query complexity of our proposal is O( 1
ǫ
1
2
).
One important issue is how the complexity is related to
n, the number of input variables to the Boolean function
in question. As we have discussed earier, while testing
for whether a function is ǫ-far from the set of n-variable
affine functions An, we have 0 ≤ ǫ ≤ 12 − 12n2 +1 . If a
function is at a constant distance δ from An, then ǫ =
δ
2n and thus the Algorithm 3 will require O(2
n
2 ) time
complexity. If δ = 2
n
ζ(n) , then the algorithm will require
order of
√
ζ(n) time. That is, if ζ(n) is polynomial in n,
then we have a quantum probabilistic polynomial-time
algorithm here. The algorithm will require constant time
for highly nonlinear functions where δ is O(2n), i.e., when
ǫ is constant.
Informally speaking, it is natural from the optimality
results [5] of the Grover algorithm, that lesser quantum
query complexity than what we propose here for linear-
ity testing may not be achievable. It is interesting to ex-
plore how this kind of technique using Walsh spectrum
of Boolean functions, associated with the Deutsch-Jozsa
and the Grover Algorithms, can be exploited for testing
some other properties of Boolean functions.
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