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Abstract
A fundamental interaction between a computer and its user(s) is the transmission of informa-
tion between the two and there are many situations where it is necessary for this interaction to
occur non-visually, such as using sound or vibration. To design successful interactions in these
modalities, it is necessary to understand how users perceive mappings between information and
acoustic or vibration parameters, so that these parameters can be designed such that they are
perceived as congruent. This thesis investigates several data-sound and data-vibration mappings
by using psychophysical scaling to understand how users perceive the mappings. It also inves-
tigates the impact that using these methods during design has when they are integrated into an
auditory or vibrotactile display.
To investigate acoustic parameters that may provide more perceptually congruent data-sound
mappings, Experiments 1 and 2 explored several psychoacoustic parameters for use in a map-
ping. These studies found that applying amplitude modulation — or roughness — to a signal,
or applying broadband noise to it resulted in performance which were similar to conducting the
task visually.
Experiments 3 and 4 used scaling methods to map how a user perceived a change in an in-
formation parameter, for a given change in an acoustic or vibrotactile parameter. Experiment 3
showed that increases in acoustic parameters that are generally considered undesirable in music
were perceived as congruent with information parameters with negative valence such as stress
or danger. Experiment 4 found that data-vibration mappings were more generalised — a given
increase in a vibrotactile parameter was almost always perceived as an increase in an informa-
tion parameter — regardless of the valence of the information parameter.
Experiments 5 and 6 investigated the impact that using results from the scaling methods
used in Experiments 3 and 4 had on users’ performance when using an auditory or vibrotactile
display. These experiments also explored the impact that the complexity of the context which
the display was placed had on user performance. These studies found that using mappings based
on scaling results did not significantly impact user’s performance with a simple auditory display,
but it did reduce response times in a more complex use-case.
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Chapter 1
Introduction
One of the primary utilities of a computing device is the transmission of information to the user.
Information can be conveyed from a computer either through language or non-linguistically —
the latter being advantageous in many situations because it is independent of the languages the
user understands and affords the potential for multiple dimensions of information to be conveyed
simultaneously. The majority of human-computer interfaces rely on the visual sense, however
there are many situations where non-visual information transmission is preferable or necessary
such as: in situations where the visual sense is occupied whilst driving or operating complex ma-
chinery, or the user having limited or no vision. One strategy for conveying information using
such a non-visual representation is parameter mapping, where some information parameter is
used to manipulate some sensory parameter, which in turn facilitates the communication of the
information [65]. Two common methods for conveying information non-visually that can utilise
parameter mapping are sonification — “the use of non-speech audio to convey information" [87]
and tactons — “structured, abstract, [vibro] tactile messages which can be used to communicate
information" [16], which are the cutaneous equivalent of earcons [9] — themselves a form of
sonification. In their chapter on parameter mapping in The Sonfication Handbook [58], Grond
& Berger posit that “effective parameter mapping sonification often involves some compromise
between intuitive, pleasant and precise display characteristics". However, there is little theory
or evidence to guide designers toward establishing the most effective parameter to convey a par-
ticular data value — for either the auditory or vibrotactile modalities.
This lack of theory is a problem that designers face when creating a parameter mapping
based sonification or tacton system — finding an acoustic or tactile parameter to represent a par-
ticular value of data in such a way that the user perceives the mapping between the parameters as
perceptually congruent. Here, perceptually congruent meaning that the relationship between the
acoustic or tactile parameter and the information parameter which it is representing is perceived
as congruent by the user. For example, artificial and natural alarm sounds like a fire alarm or
a person screaming are typically rough or disharmonious sounding [5], therefore it is reason-
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able to assume that users may expect a sonification relating to some value of danger to sound
rougher as the value increases. Similarly, many non-linguistic representations of information
are designed by using an analogy from a similar domain or context. For example, the a Geiger
counter, which is an instrument for measuring ionising radiation, outputs increasing numbers of
audible clicks as the detector gets closer to a source of radiation which is a similar interaction to
that found in modern vehicle parking sensors in which the closer the vehicle is to some object,
the number of tones played increases. Often in these types of non-visual displays, such expecta-
tions based on previous experiences or analogy from other contexts are not considered and even
more rarely are they investigated, resulting in interaction designs that may be in conflict with
how a user expects data to sound, feel or look like (depending on the modality in use) [155,157].
In sonification systems, pitch is the most commonly used acoustic parameter to represent
information [36] and has even been described as the “Hello World" of sonification [64]. This
is to be expected, as pitch is one of the most salient characteristics of music and sonification
designers commonly employ musical structures and aesthetics [65]. Regardless of the positive
attributes of pitch as an acoustic parameter, there are many situations where multiple data pa-
rameters must be conveyed at once and pitch alone cannot fulfil this need. The range of acoustic
parameters available to sonification designers is limited, as only a small subset of parameters
have been empirically evaluated in a sonification context. The situation is similar for vibrotac-
tile displays, with the majority of vibrotactile feedback given from mobile phones and wearable
devices, as well as video game controllers, consisting of very simple vibrations, commonly using
only a binary on/off cue. However, increasing numbers of recent devices contain more complex
actuators such as: Apple’s Taptic Engine [166] and the linear resonant actuators (LRA) found in
video game console controllers such as the Nintendo Switch Joy Con [89] and the the DualSense
controller for the Playstation 5 [131]. These allow designers to control a number of vibrotactile
parameters such as frequency, amplitude and rhythm. The reliance on using simple parameters
for feedback is limiting for designers thus making it difficult to reach a balance between Grond
& Berger’s “intuitive, pleasant and precise" characteristics [58].
Psychoacoustic parameters such as fluctuation strength, roughness, sharpness and loud-
ness [39] can be used as methods of measuring the subjective qualities of sound and are respon-
sible for a substantial part of the effect a sound has on a listener — combined, they can model
the relative degree of noise annoyance [34], and roughness independently has been found to be a
primary component in both natural and artificial alarm sounds [5]. Therefore, these parameters
may be more effective than pitch at conveying certain types of data, as they are closely linked
with certain experiences (such as roughness and alarm, or noise and annoyance/unpleasantness).
Similarly, exploring more expressive vibrotactile feedback using parameters such as frequency
and amplitude can allow more information to be encoded within the vibration feedback itself.
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This can reduce the need to repeatedly look at a device for information transmission and also
improve the perceptual congruence of a data-to-vibration mapping.
Exploring acoustic and vibrotactile parameters beyond the commonly used ones is a poten-
tial solution to the problem of perceptual congruence in auditory and vibrotactile displays (i.e.
what the listener perceives is complimentary with how they expect a data value to sound or feel
when it is represented through sound or vibration). This congruence is key to a successful map-
ping, because if a user is confused by, annoyed by or unsure of a mapping, this can lead to a
acoustic or vibrotactile display that is difficult to use. Such a difficult-to-use display could result
in misinterpreting the information being conveyed and slower responses to the information —
which in a safety critical context where these displays can be found such as surgery [8, 42, 94],
air-traffic control [120] or driving [129] would have serious and potentially fatal consequences.
Therefore, the research conducted in this thesis investigated how to create more perceptu-
ally congruent data-sound and data-vibration mappings. Specifically, it focused on the use of
psychophysical methods to understand how mappings were perceived by participants and then,
based on these results, these mappings were implemented into systems and evaluated to under-
stand the impact of the use of psychophysical measurements in the design of an auditory or
vibrotactile display. Overall, the goal of this thesis was to provide results which give designers
or researchers some basis for the choices they make during the design process when creating a
data-sound or data-vibration mapping, maximising the likelihood of creating a mapping which
users perceive as perceptually congruent and therefore reduce the risk of confusion, misinter-
preted information and slower responses.
1.1 Thesis Statement
Which sensory parameter to use to convey a particular information parameter in
an auditory or vibrotactile display is a significant design problem, as the perceived
meaning and connotations of auditory and haptic stimuli are complex. This thesis
presents experiments which used psychophysical scaling to establish how several
data-sound and data-vibration mappings were perceived and subsequently investi-
gated the impact that using results from these experiments had on users’ perfor-
mance when they were implemented into the design of a parameter mapping dis-
play. This thesis presents a number of design recommendations based on results
from these studies which designers and researchers can use to guide their decisions
on which acoustic or vibrotactile parameter is appropriate for a particular informa-
tion parameter.
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1.2 Research Questions
This thesis answers the following questions:
RQ1: How may acoustic parameters that are derived from the field of psychoacoustics
encode and transmit information to a user?
RQ2: To what extent are mappings between acoustic sonification parameters and infor-
mation parameters with clear positive or negative valence perceived as congruent?
RQ3: To what extent are mappings between vibrotactile parameters and information pa-
rameters perceived as congruent?
RQ4: How does the complexity of the usage context impact how effective a data-sound
or data-vibration parameter mapping is?
1.3 Thesis Structure
This section briefly summarises the contents of each chapter. Table 1.1 shows the purpose
of each experiment conducted in the thesis and how each experiment relates to the Research
Questions.
Chapter 2 — Literature Review
This chapter presents a review of literature and related work on the topics subsequently covered
in this thesis. The review begins by discussing the auditory modality, covering: auditory dis-
plays, psychoacoustics and perceptual factors involved in representing information using sound.
The review then moves on to discussing the tactile modality: beginning with a discussion of the
physiology of the sense of touch, the dimensions that can be manipulated to covey information
through touch and related work. Finally, to better understand the role of mental models and
analogy-making in the perception of auditory and vibrotactile display, the review covers some
relevant theories such as semiotics and analogy.
Chapter 3 — Psychoacoustic Parameters for Sonification
This chapter investigates how several acoustic parameters that are derived from psychoacoustic
research may be implemented into an auditory display, addressing RQ1. This chapter presents
two experiments which explore how these parameters can be manipulated to convey information,
how they compare with each other and investigates some of their advantages and disadvantages.
Later chapters build upon these results by further exploring these parameters.
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Chapter 4 — Perceptual Congruence in Data-Sound Mappings
This chapter investigates how several acoustic parameters that were derived from the preced-
ing chapter perceptually relate to information parameters to understand what pairings of infor-
mation parameters and acoustic parameters is perceived as congruent, addressing RQ2. This
chapter presents an experiment which uses magnitude estimation to map how much participants
perceive a change in an information parameter such as danger, for a given change in an acoustic
parameter that represents it.
Chapter 5 — Perceptual Congruence in Data-Vibration Mappings
This chapter investigates how several vibrotactile parameters are perceptually related to several
information parameters, addressing RQ3. This chapter presents an experiment which uses the
same magnitude estimation paradigm as the preceding chapter to explore how to pair vibrotac-
tile parameters and information parameters such that they are perceived as congruent by users.
Chapter 6 — Evaluating the Magnitude Estimation Approach
This chapter explores the question of whether data-sound or data-vibration mappings that are
designed based on prior magnitude estimation experiment results impact a user’s performance
when using the mappings, addressing RQ4. This chapter presents an experiment which uses
the simple use case of ranking WiFi networks based on how secure they are, conveyed using
auditory or tactile cues. These cues are designed either based on results from Chapters 4 and 5,
or are designed in an arbitrary manner, to explore the question of how much this design process
impacts performance.
Chapter 7 — Parameter Mappings Under Cognitive Load
This chapter further explores the main question of Chapter 6 by building on the experiment pre-
sented in that study, investigating how the design of a data-sound or data-vibration mappings
impacts how well users can use them, again addressing RQ4. This chapter presents an exper-
iment where participants were tasked with attending to auditory or vibrotactile alarms which,
again, were either designed based on prior results or arbitrarily. Alongside attending to these
alarms, participants also conducted a cognitively demanding memory task, to explore how cog-
nitive load impacts user performance with data-sound or data-vibration mappings.
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Chapter 8 — Conclusions
This chapter summarises the research contained in the thesis and how it answered the Research
Questions set out at the beginning. This chapter also summarises the novel contributions that
are made by the thesis, some of the limitations of the research and how this could be addressed
in future work.
1.4 Overview of Experiments
Experiment RQs Purpose
Experiment 1
RQ1 Evaluate psychoacoustic parameters for sonification
Experiment 2
Experiment 3 RQ2 Investigate perceptual congruence in data-sound mappings
Experiment 4 RQ3 Investigate perceptual congruence in data-vibration mappings
Experiment 5 RQ4 — Investigate mappings in a simple use-case scenario
— Evaluate the impact of using a magnitude estimation ap-
proach
Experiment 6 RQ4 — Investigate the impact of a complex use-case scenario
— Further investigate the impact of using a magnitude estima-
tion approach
Table 1.1: Summary of experiments presented in this thesis and Research Question the studies
contributed to answering.
Chapter 2
Literature Review
2.1 Introduction
The opening chapter introduced the fundamental problem that this thesis addresses: that there is
a lack of research around how to convey information through sound or vibration in a way that
both the information dimension and the sensory dimension are perceived as congruent by the
user. This chapter reviews existing literature surrounding this problem, which includes work
relating to the auditory and tactile modalities and the transmission of information using these
modalities.
The review begins with an overview of the auditory modality which covers: techniques for
encoding information in sound; notable relevant works through the history of this area of re-
search; and finally, psychoacoustics and the human perception of sound. These sections explain
how information can be conveyed using sound with a focus on how parameter mapping can be
used to facilitate this information transmission. As will be discussed, the overview of existing
works in this particular area of auditory display shows that mapping information to acoustic pa-
rameters in a way that a listener perceives as congruent it is a significant problem in the design
of parameter mapping sonification systems. To understand these problems more thoroughly, an
understanding of how people perceive sound is necessary, this therefore is the purpose of the
subsequent sections on psychoacoustics. These sections provide literature that is particularly
relevant to the following research questions:
RQ1: How may acoustic parameters that are derived from the field of psychoacoustics
encode and transmit information to a user?
RQ2: To what extent are mappings between acoustic sonification parameters and infor-
mation parameters with clear positive or negative valence perceived as congruent?
RQ4: How does the complexity of the usage context impact how effective a data-sound
or data-vibration parameter mapping is?
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Following this introduction to the auditory modality, literature relevant to the tactile modality
will be discussed. This will include a review of literature relating to: the fundamentals of the
human sense of touch and its perceptual limitations; the dimensions of this sense that can be
manipulated; and how information can be encoded in and conveyed using these manipulations
of vibrations. This literature shows how the sense of touch is an effective method of information
transmission, however this area is less researched than auditory displays and it faces similar
problems such as designing mappings in which the data and vibration dimensions are perceived
as congruent by a user. These sections provide literature that is particularly relevant to the
following research questions:
RQ4: How does the complexity of the usage context impact how effective a data-sound
or data-vibration parameter mapping is?
Finally, this review looks at some of the theoretical background work relating to conveying
and receiving information. These sections include: a brief overview of semiotics — the study of
signs and symbols — and how it relates to auditory and tactile displays; discussion of analogy
and how making analogies between media and domains may be a key part of how mappings be-
tween information and sensory parameters are processed. This section aims to use semiotics and
other related theory to understand the fundamental processes involved in one actor transmitting
information to another and how that information is processed by the receiving actor.
2.2 The Auditory Modality
An auditory display can be defined generally as any display that uses sound to communicate
information [158], more specifically, Sonification is the use of non-speech audio to convey in-
formation [87]. One of the earliest and most discussed examples of a successful implementation
of sonification is the Geiger counter, which was designed by Hans Geiger in 1908 [122]. The de-
vice works by producing an audible click through a loudspeaker every time a particle of ionising
radiation is detected. The use of auditory feedback allows the user to navigate their surroundings
with their other senses and to not rely on monitoring a gauge visually. The auditory feedback
of the Geiger counter was purely functional and no research was conducted on the counter’s
effectiveness as a display tool. However, early research into auditory display in itself began
with Pollack & Ficks’ [117] early exploratory investigations of auditory displays in 1954. This
work demonstrated that multiple dimensions of information could be effectively transmitted to
a listener through an auditory display. Another early example of sonification research was pub-
lished by Speeth in 1961, in which he used sonification to classify different types of seismic
events [132]. A more comprehensive investigation of auditory display was conducted by Bly in
1982 [10, 11], which showed that a multitude of data types (multivariate, logarithmic and time-
varying) could be effectively conveyed through sound.
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Since sonification has been recognised as a field of research in its own right, there have been
a number of attempts to establish guidelines for effective sonification design. Early in the de-
velopment of the field, Kramer [86] discussed some general principles for designing auditory
displays. In a more extensive work, Barrass [6] proposed a number of "golden rules" for sonifi-
cation design. Based on these two works, Anderson [4] identified some of the crucial elements
that future research in this area must address — the mapping of data to parameters being one of
these. This is summarised in the following quote from Anderson:
Sonification designers need empirical evidence to guide them in what strategies in-
crease intelligibility when there are multiple sound dimensions changing. Research
is needed on the nature and causes of interactions between dimensions and needs to
include a wide range of dimensions. [4] (p. 395)
These works provide a thorough view of what is required to provide a framework for soni-
fication designers, however they were all theoretical and did not attempt to provide any experi-
mental evidence on which to base sonification design choices. This gap in the literature is part of
the motivation for Research Question 1, which aims to evaluate several novel parameters for use
in sonification and therefore widen the range of acoustic dimensions which have been studied in
this context:
RQ1: How may acoustic parameters that are derived from the field of psychoacoustics
encode and transmit information to a user?
2.2.1 Subtypes of Auditory Displays
There are a number of subtypes of auditory displays including Audification — the direct transla-
tion of a data waveform into sound [154] and Model-Based Sonification — a system mediating
between data and sound by means of a dynamic model [65]. Within sonification there are a
number of different techniques including: Auditory Icons, which are sounds used to convey in-
formation about computer events by analogy with everyday sound-producing events [50] and the
similar earcons which are abstract, synthetic tones that can be used in structured combinations
to create auditory messages [15].
2.2.2 Parameter Mapping Sonification
The particular technique for sonification which this thesis is concerned with is Parameter Map-
ping Sonification (PMSon). In a parameter-mapping sonification system, data values are used
to manipulate an acoustic parameter, such as frequency (pitch) or tempo, which facilitate the
communication of the data value [65]. Simply put, this means that a data parameter is used to
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control some auditory parameter. Consider a number of readings from a thermometer which
ranges from 0 to 100◦C. A parameter mapping sonification for this data set could be a map-
ping of temperature to the pitch of a tone, such that as the temperature increases, the pitch of
the tone also increases. Dubus & Bresin [36] conducted a systematic review of 179 sonifica-
tion publications and found that parameter mapping was the most commonly used method of
sonification. Grond & Berger’s chapter in The Sonification Handbook [58] provides the most
thorough overview of PMSon and defines one of the biggest challenges of this technique for
sonifying data: “establishing perceptually valid mappings between data and signal synthesis
and/or processing parameters” [58] (p. 392)
Regarding which acoustic parameters are found most often in PMSon systems, pitch is un-
equivocally the most used. According to Dubus & Bresin’s systematic review of sonification
papers, pitch was found to be used significantly more often than all other acoustic parameters.
In their review, pitch was found in 23.8% of studies and the next most frequent parameter was
loudness, found in 15.2% of studies [36]. A pitch-based parameter mapping has even been
dubbed the “Hello World” of sonification [64]. This is to be expected, as pitch is one of the most
salient characteristics of a musical sound and sonification designers commonly employ musical
structures and aesthetics into the designs of sonification systems [65]. Only a small subset of
acoustic parameters have been empirically evaluated in a sonification context, meaning that the
parameter space in which designers can work in is limited when the wealth of potential auditory
phenomena that could potentially be used as an acoustic parameter in a PMSon system is taken
into account. Other possible parameters have been posited as potential candidates for use in
sonification such as psychoacoustic parameters [41] but these have not been implemented into a
PMSon system and evaluated experimentally
In Kramer’s original principles for sonification design [86], a number of perceptual factors
were established that may be practically implemented in a sonification system. Among these
factors were affective associations and metaphorical associations. These notions began to ex-
plore how the importance of human perception in sonification design, especially affective asso-
ciations, which were described as "the association of feelings about data (if such feelings exist)
with feelings aroused by changes in the sound" [153] (p. 88). An example of such an association
was given in the context of an ecologist: to such a researcher, data indicating an increase in rain
acidity would generally be described as undesirable, and therefore may cause a subtle negative
affect. Therefore, a sonification mapping that may utilise this effect could be described as: an
increase in "auditory ugliness" = an increase in an undesirable information parameter. These
affective associations were not empirically tested however, they were precursors to further re-
search by Kramer and others which would put perception and more specifically perception of
parameter mappings at the forefront of their approach to auditory display design.
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The first work to directly investigate data-sound mappings experimentally was Walker &
Kramer’s study in which a number of acoustic parameters were used to represent a number of
data dimensions in a simple process monitoring task (originally presented in 1996 [153], pub-
lished in 2005 [155]). Mappings were grouped based on how effective sound designers perceived
them to be a priori. Results showed that mappings which were predicted to perform well (such
as temperature-pitch) did not always result in increased performance over mappings that were
predicted to perform badly, or even mappings in which the data and acoustic parameters were
paired randomly. Walker & Kramer posited the explanation that a listener’s perceptual models
of data-sound relationships had a large part to play in their surprising results. For example, slow
acoustic changes like slow tempos and onsets were perceived by participants to be representa-
tive of larger objects — as would be the case with larger objects in the physical world — larger
objects are often slower due to inertia. Therefore, participants may have called on their experi-
ences of the physical world to form their mental model of a totally non-physical relationship in
a data-sound mapping. As the authors say, this not only further underlines the need for iterative
prototyping and verification of interface designs, but also demonstrated that listeners brought
expectations about how certain types of information “ought to” sound.
Figure 2.1: Example magnitude estimation results for a mapping between pitch and tempera-
ture. Dotted line shows a positive polarity, solid line shows a negative polarity. The angle of the
slope of these lines shows the scale of the relationship
To attempt to find an empirical method of investigating parameter mappings Walker [151,
152] proposed magnitude estimation as a tool for empirically testing data-sound mappings.
Magnitude estimation is a standard method of psychophysical scaling, which maps the relation-
ship between the magnitude of a sensory stimulus and its associated perceived intensity [137],
resulting in a power function between the actual stimulus magnitude and the perceived magni-
tude. Today, magnitude estimation is a frequently used tool in studying the perception of audi-
tory stimuli in a wide array of contexts including ergonomics [74] and medicine [82]. Walker’s
results [151, 152] showed that magnitude estimation provides reliable measures for both the
scaling function (what increase in temperature is perceived for a 100Hz increase in pitch?) and
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polarity (is increasing pitch perceived as increasing temperature?) for a data-sound mapping.
Figure 2.1 shows a graphical representation of scale and polarity. Walker’s first studies used a
number of data dimensions such as pressure, velocity, size, dollars, urgency and attractiveness
and a number of simple acoustic parameters: pitch, tempo and modulation index. As this was
the first proper exploration of how data-sound parameter mappings are perceived it was advan-
tageous that the data dimensions used in the study were relatively non-specific — that is to say,
things like temperature and pressure can represent a number of different types of temperature or
pressure. Furthermore, the acoustic parameters used in the study were simple in that there was
no emphasis put into pairing data dimensions and parameters in a way that would be perceived
as congruent by the listener. This gap in the literature regarding perceptual congruence between
data dimensions and acoustic parameters is the motivation for research question 2:
RQ2: To what extent are mappings between acoustic sonification parameters and infor-
mation parameters with clear positive or negative valence perceived as congruent?
Polarity Preference of a Parameter Mapping
The magnitude estimation technique was used by Walker to establish polarity preferences among
participants, which can be thought of as the number of participants that perceive a data-sound
relationship in a particular direction. If a given polarity obtained a majority of responses, it
was deemed to be a “good” mapping. Walker suggested that differences in polarity preference
for a given mapping between participants may suggest that they use differing mental models
— “a representation of some domain or situation that supports understanding, reasoning, and
prediction” [52] (p. 9683) — to guide their preferences. Previous research has shown that men-
tal models used to inform polarity preference for a data sound mapping can differ significantly
between sighted and visually impaired listeners [157]. Additionally, Edworthy et al. [37] found
that the polarity of a data-sound mapping was an important factor in perception of auditory
alarms for helicopter warnings — a situation where the ability to clearly interpret auditory in-
formation is safety-critical. They found that increases in a stimulus value had more effect on
listeners perception of a mapping than a decrease in the stimulus value. A quote from Edwor-
thy et al. quite succinctly summarises the importance of understanding parameter mappings in
general, but specifically the polarity (or direction as it is called in the paper) of the mapping:
It could be argued that there is little benefit in seeking to delineate precisely the rela-
tionship between changes in an acoustic parameter and changes in meaning without
establishing first that a particular meaning can be communicated effectively by a
particular acoustic parameter. In addition, it may be of more practical importance
for an operator to be able to accurately identify which monitored parameter is chang-
ing and in what direction than to minutely quantify those changes. [37] (p. 217)
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In this work Edworthy et al. [37] discuss polarity preference in terms of denotative, con-
notative and perceptual meaning. A denotative interpretation of rising pitch would be that it
could be the actual sound made by an object as some value increases (e.g. an engine working
harder) — i.e. the rising pitch literally denotes that an engine is working harder. A connotative
(or analogical) interpretation would be that the rising pitch indicating there is increasing work
by or strain on the engine, based on other situations with high pitch sounds, like a child crying.
This can be thought of as additional meanings or concepts being used to interpret the sound.
Finally, they describe a perceptual interpretation as the rising pitch meaning some value that is
getting higher. This can be thought of the rising pitch signifying the value getting higher. The
complexity of possible interpretations of sonification mappings is exemplary of the importance
of investigating a mapping during its design.
Individual differences in how sounds are perceived are a persistent challenge to designing po-
larities of data-sound mappings [106]. For example, in a visual display, “up” represents “more”
in most cases and generally more of some visual parameter means more of whatever value it
is representing. However, in the auditory modality it is almost always not as clear, as can be
seen from some of the work mentioned so far like Walker and Kramer’s findings [155] where
decreasing pitch was perceived to represent an increase in size. Similarly, the context in which
a mapping is situated can impact how it is perceived. Consider a simple metaphor often used
in data-sound and data-vibration mapping designs — the Geiger counter metaphor — where the
frequency of repetition of a sound or cue is used to convey some information. This can be per-
ceived differently in different contexts in that the information being represented may be positive
or negative in terms of valence. For example, in a physical Geiger counter, the more “clicks”
heard, the closer the user is to a source of ionising radiation which could be considered to have
negative valence, due to the fact that radiation can be dangerous. Conversely, this metaphor is
also used successfully in contexts like gesture recognition [45] and navigation [73], where in-
creasing “clicks” (and vibration pulses in the case of [45]) are indicative of the user completing
an action correctly, thus can be considered a situation with positive valence.
2.2.3 Psychoacoustics and Perception of Sound
In order to establish and evaluate acoustic parameters to be used in an auditory display, a de-
signer or researcher needs to understand some of the factors relating to how sound is perceived.
If a cue or system is not designed with perceptual factors in mind, then there are many potential
problems that may occur, such as: the sound being inaudible, sounds not being distinguishable
from one another and sounds being uncomfortable, irritating or even painful. Therefore, an un-
derstanding of psychoacoustics can act as a guide during design. Psychoacoustics is the branch
of psychophysics that deals with the perception of sound and aims to model the complexity of
auditory sensation in physical parameters [174]. The study of psychoacoustics essentially af-
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fords an understanding of how a sound is comprised and how these components are perceived,
allowing designers to potentially manipulate these base components to evoke or incite a specific
affect, or more pertinent to this thesis, evoke certain sensations or "musical universals" like har-
mony and disharmony [20]. The history of psychoacoustic research spans the length of scientific
inquiry itself. Historic polymaths such as Galileo Galilei and Robert Hooke experimented with
auditory perception and Gustav Fechner and Hermann von Helmholtz — who many consider to
be the founders of modern experimental psychology — spent much of their careers investigating
the psychology of hearing. As the history of the field is so vast, this review will focus primarily
on contemporary research. See Yost’s account [168] for a concise historical overview of psy-
choacoustics research.
Zwicker and Fastl’s work [174] collects theoretical and experimental research that presents
algorithms which physically quantify auditory sensations such as loudness, roughness and sharp-
ness. Application of modelled psychoacoustic sensations is common in industrial acoustics de-
sign to optimise the acoustic qualities of products and appliances [96,124,125]. Psychoacoustic
models applied in this context are often defined as sound quality metrics. Sound quality being
defined as "a perceptual reaction to the sound of a product that reflects the listener’s reaction to
how acceptable the sound of that product is" [95]. Psychoacoustic parameters are an important
factor in product design, as the aesthetic and cognitive effects of a product’s sound emission may
be important to a user’s experience with a product. Although these parameters are a common
consideration in product design, they have been rarely employed overall in sonification research,
aside from a limited number of works which will be discussed later in this section. The follow-
ing sections will discuss several acoustic parameters and their psychoacoustic properties that
influence how they are heard and processed.
Pure Tones and Noise
Before discussing particular psychoacoustic sensations, a brief introduction to the types of sound
that are used in the definition of psychoacoustic parameters is necessary. In Zwicker and Fastl’s
standard text Psychoacoustics: Facts and Models [174], they primarily discuss psychoacoustics
in terms of pure tones, narrow band noise or broadband noise. A pure tone is simply a single
sinusoidal wave of any frequency, phase or amplitude. Furthermore the tone must remain un-
modulated throughout the duration it is presented — unmodulated meaning that no amplitude or
frequency modulation has been applied to the signal [126]. This can be thought of as the most
basic tone possible to create. A pure tone contains one frequency, whereas broadband noise is
a stochastically produced signal which contains equal intensity of a range of frequencies [55].
Some examples of broadband noise are white noise where all frequencies in the human hearing
spectrum are at equal intensity and pink noise where each octave rather than frequency is of
equal intensity and therefore has more energy at lower frequencies than higher ones.
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Pitch
There are a number of definitions of pitch, however the most commonly accepted is: "that at-
tribute of auditory sensation in terms of which sounds may be ordered on a musical scale" [116]
(p. 1). It is the mechanism that we use to perceive melody in music and several sounds with
different pitches together allow us to perceive harmony in the form of chords [126]. Fundamen-
tally, pitch is a sensation in which a listener assigns musical tones based on a scale, in which
this scale is based on the vibration frequency of the sound being heard [116] — pitch is the
subjective measurement, whereas frequency is the physical measurement. As will be discussed
in the section on loudness, how loud a sound is perceived to be is dependent on the pitch or
frequency of that sound, with lower frequencies being perceived as quieter than higher frequen-
cies. Furthermore, the intensity of a sound also impacts the perceived frequency of a sound.
Therefore intensity affects perceived pitch and frequency affects perceived loudness. Note here
the difference between intensity-loudness and frequency-pitch, with the former in both cases
being the objective measure and the latter being the psychoacoustic sensation that is perceived
by a listener.
Roughness
Roughness quantifies the subjective perception of rapid amplitude or frequency modulation (Fig-
ures 2.2 and 2.3) of a sound (modulation frequencies from around 15 Hz to 300 Hz, reaching
its maximum near 70 Hz) [174]. The same rapid amplitude modulation that elicits the psychoa-
coustic sensation of roughness is also used to explain the acoustic component of dissonance [79].
The unit of roughness is the asper and one asper is defined as a 60 dB(SPL), 1 kHz tone that is
100% amplitude modulated at a frequency of 70 Hz [174].
Fluctuation Strength
Fluctuation strength is similar to roughness, however it quantifies the subjective perception of
slower amplitude or frequency modulation of a sound (modulation frequencies of up to 20 Hz,
reaching its maximum near 4 Hz) [174]. The border between the sensations of roughness and
fluctuation strength is fuzzy. The unit for fluctuation strength is the vacil and one vacil is defined
as a 60 dB(SPL), 1 kHz tone 100% amplitude modulated at 4 Hz [174].
Loudness
The loudness of a sound is the perceived effect of sound pressure on the ear [174]. Note that
loudness is a subjective measure and it is related to the physical measure of sound pressure
(commonly seen as a decibel measurement). Loudness depends not only on the energy of a
sound, but on frequency. For example a low frequency tone would be perceived as quieter than
a tone of 1 kHz even if they have the same physical energy. Figure 2.4 shows how frequency
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Figure 2.2: Visual representation of amplitude modulation where the modulating wave (black)
is modulating amplitude of the carrier wave (blue), resulting in an amplitude modulated (AM)
wave (red) [142].
Figure 2.3: Visual representation of frequency modulation where the modulating wave (black)
is modulating the frequency of the carrier wave (blue), resulting in a frequency modulated (FM)
wave (green) [143].
relates to perceived loudness. However loudness is often more complex, as ‘critical bands’ of
the cochlear affect how loud a sound is perceived to be. For a given frequency, a critical band is
the smallest range of frequencies around it that activate the same area of the basilar membrane
within the cochlear — the primary sensory apparatus of the ear [126]. The cochlear could be
thought of as a crude frequency analyser as when a sound of a single frequency is presented to
the cochlear, the basilar membrane maximally vibrates in a particular location (Figure 2.5). If
two sounds that are less than a critical bandwidth apart they will partly mask each other, making
the calculation of loudness more difficult. There are 24 critical bands, this scale being the Bark
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scale [173].
Figure 2.4: Representation of equal-loudness curves for various frequencies [93].
Sharpness and Booming
Sharpness is determined the high-frequency content of a sound — a larger proportion of higher
frequencies equates to a sharper sound [174]. Compared to other psychoacoustic sensations,
sharpness is less standardised and there are multiple methods of defining it, however the com-
monly used definition is again by Fastl & Zwicker who defined the unit of sharpness — the
acum. One acum is a narrow band noise, one critical band (or Bark) wide at a centre frequency
of 1 kHz having a level of 60 dB(SPL). Booming is similar to sharpness, however, as the name
implies it quantifies the low frequency content of a sound as opposed to the high frequency
content and thus could be considered the opposite of sharpness [63].
2.2.4 Psychoacoustic Parameters in Auditory Displays
Neuhoff and Heller [107] proposed a method of auditory display that uses data-sound map-
pings that utilise a "pre-existing cognitive structure in which to interpret the sonified changes
in a variable" [107] (p. 418). This method of auditory display was motivated by the fact that
when a listener is evaluating some fundamental acoustic dimensions such as pitch, they can
encounter interference from other such dimensions like loudness, as the two are perceptually
integrated [56]. Peres and Lane [113] conducted experiments which utilised these integrated
acoustic dimensions in an auditory display. Perhaps the most fundamental work in terms of
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Figure 2.5: Visual representation of the unrolled basilar membrane, showing the approximate
best frequencies of various locations from base to apex [83]
psychoacoustics use in auditory display however is by Ferguson et al. [41] which proposed the
use of psychoacoustic models for sonifcation and discussed the potential benefits and laid out a
research agenda for future research in this area, however no experimental assessment was con-
ducted.
Ziemer and a number of other researchers at the Bremen Spatial Cognition Center have
conducted a number of studies which have attempted to directly use psychoacoustic parame-
ters to represent information in an auditory display [127, 170, 171]. For example, a study by
Ziemer & Schultheis used roughness and fluctuation strength (which is called beating in their
paper) for orientation and navigation in three dimensional space [171] (Figure 2.6) and applied
to navigating surgical tools toward an insertion point, such as a drill toward a burr hole for a
craniotomy [170]. In another study, Schwarz & Ziemer used roughness and noise to indicate
whether a patient’s oxygen saturation was within a healthy range or not [127]. The primary mo-
tivation for their work was that auditory displays can be very beneficial when the visual sense
is committed to another task — such as conducting surgery on a patient [170] or tending to a
neonate [127] — and more specifically that using psychoacoustics to motivate their sound de-
sign may make their auditory display as easily understood as possible in such high cognitive
load situations.
The work from the Bremen Spatial Cognition Center showed that psychoacoustic param-
eters can be used in an auditory display effectively, however the scope of this work did not
include emphasis on investigating how the psychoacoustic parameters used could be perceptu-
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Figure 2.6: Visual representation of Ziemer & Schultheis’ psychoacoustic auditory display for
navigation [171].
ally congruent with the data dimensions that they were conveying. The motivation for using
these parameters in this work was that they could be perceived as one auditory stream — that
is, they are perceived by the listener as one, combined group, as opposed to multiple parame-
ters [14, 105], meaning that the cognitive load that the auditory display incurs may be reduced.
The work showed that psychoacoustic parameters could be used in an auditory display, however
the question of how they may be used to represent data dimensions which share some of their
connotations has not been explored. For example, the concept of rough would generally be con-
sidered to be undesirable (the roughness of a sound has been shown to be an integral component
of how humans perceive danger through cries or screams [5]). Therefore using roughness to
encode some value of data relating to some data dimension which may be considered undesir-
able such as danger, error or stress may be more aligned with how a listener would expect a
value of this kind to sound when it is sonified. Psychoacoustic parameters such as roughness
and sharpness are multimodal descriptions of texture or quality, as they apply in the visual and
haptic modalities as well as the auditory. Therefore, the cross-modal nature of these parameters,
in addition to other perceptual factors such as the importance of roughness to the perception of
dissonance [79] may offer novel data-sound mappings that are more aligned with perceptions
of the data parameter being sonified. This thesis aims to address this under-researched area by
investigating how psychoacoustic parameters can encode and transmit information to a user and
how congruent these mappings are perceived to be.
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2.2.5 Summary
An auditory display is a system which uses sound to communicate information [158] and sonifi-
cation is the use of non-speech audio to convey information [87]. Parameter Mapping Sonifica-
tion (PMSon) is a technique for displaying information where data values are used to manipulate
an acoustic parameter. A significant problem in PMSon design is finding an acoustic parameter
to represent a particular dimension of data in such a way that the user perceives the mapping
between the parameters as perceptually congruent and, therefore, alignment between how the
listener interprets a sonification and how the designer of a sonification intended it to be inter-
preted. A number of data-sound relationships have been investigated in terms of how they are
perceived by listeners [151, 152], however these were fundamental studies were conducted at a
time when the field of auditory display was relatively nascent and therefore the data-sound map-
pings were not designed with any emphasis on pairing data dimensions with acoustic parameters
in a way that is perceived as congruent by a listener, as one would expect from a fundamental
study.
Furthermore, the acoustic parameter space that has been researched is limited, with pitch
being the most investigated parameter, found in 23.8% of studies included in Dubus & Bresin’s
systematic review of sonification papers. The field of psychoacoustics aims to put the sensations
of hearing into physical parameters and can therefore be a useful tool in investigating acoustic
parameters in data-sound mappings. There are many parameters or sensations that have been
derived, such as roughness, loudness and sharpness. These parameters are commonly used to
optimise the acoustic qualities of products and appliances. These parameters have been used
in auditory displays to aid movement in three dimensional space [170, 171] and to convey the
oxygen saturation of a patient [127]. These works showed that psychoacoustic parameters could
be used to convey information, but the parameters were paired with data dimensions in a fairly
arbitrary way — meaning that that emphasis was not put on pairing the psychoacoustics param-
eters with data dimensions in a way that is perceptually congruent.
This thesis addresses these gaps in the literature by: (1) investigating a number of acous-
tic parameters for use in sonification beyond common simple parameters by utilising psychoa-
coustics; (2) investigating whether data-sound mappings which are designed with the goal of
intentionally being perceived as congruent by a listener are actually perceived as such; and (3)
investigating the usability of these mappings when placed in a cognitively demanding situation.
This leads to the following research questions:
RQ1: How may acoustic parameters that are derived from the field of psychoacoustics
encode and transmit information to a user?
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RQ2: To what extent are mappings between acoustic sonification parameters and infor-
mation parameters with clear positive or negative valence perceived as congruent?
RQ4: How does the complexity of the usage context impact how effective a data-sound
or data-vibration parameter mapping is?
2.3 The Tactile Modality
As the introduction discussed, this thesis focuses not only on the auditory modality, but the
tactile or haptic modality as well. The sense of touch can be a powerful method for transmit-
ting information, yet it is relatively under-researched when compared with other modalities.
Therefore, a goal of this thesis is to answer some questions about how information is perceived
through the sense of touch with and to therefore learn more about how this sense can be utilised
to communicate information. This section introduces the tactile modality and related work on
how it can be used in information transmission.
Tha haptic sense is integral to human communication — it is one of the earliest developed
senses [43] and is a powerful tool for information transmission, both between people and be-
tween a user and a system. Haptics is defined as “sensory and/or motor activity based in the
skin, muscles, joints and tendons” [77] (p. 2). Haptic sensation can broadly be split into two
categories: the cutaneous sense which is perception through/from the skin [80] and propriocep-
tion which is perceived through/from the muscles and joints [139]. There are two primary types
of skin which perceive haptic information differently: hairy skin which covers the entire body
aside from the sole of the foot and the palm of the hand which have hairless, glabrous skin [80].
Within the tactile sense there are four sub-senses: touch, temperature, pain and itch. Addi-
tionally, there is a growing body of research that proposes a fifth modality conveying the sense
of pleasure [99]. It is also worth noting the slight distinction in terminology between cutaneous,
haptic and tactile. Cutaneous refers to anything affecting the skin and haptic/tactile refers to
anything relating to the sense of touch. There are four types of receptors that are responsible for
communicating information to the brain about events on the skin’s surface which are collectively
called low-threshold mechanoreceptors. These are: Meissner’s corpuscles, Pacinian corpuscles,
Merkel’s disks (also seen as Merkel’s cells) and Ruffini endings [99]. Meissner’s and Pacinian
corpuscles are classified as fast adapting receptors (FA) as they respond to the initial contact and
the final contact of a stimulus on the skin. Merkel’s disks and Ruffini endings are classified as
slowly adapting (SA) as they respond continuously while a stimulus is present on the skin [99].
Figure 2.7 shows a diagram of these receptor fibres. These receptors are further classified based
on their receptive field (RF), that is the area of the skin in which they are responsive. There
are two classifications of RF: type I which is a diameter of 2-8mm or type II which is a diam-
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Receptor Type Pacinian RA Meissner’s SAII Ruffini SAI Merkel’s
Frequency Response 40 — 800 Hz 10 — 100 Hz 15 — 400 Hz 0.4 — 100 Hz
Sensation Vibration Flutter Not Known Pressure
Temporal Summation Yes No Yes No
Spatial Summation Yes No Not Known No
Depth Deep Tissue Superficial Deep Tissue Superficial
Table 2.1: Summary of Bolanowski’s findings [12]. Table adapted from [69].
eter of 10-100mm [80]. Further to this, Bolanowski [12] carried out a number of experiments
which resulted in the proposal that there are four distinct psychophysical channels that control
tactile perception in glabrous skin and that each channel is represented by one of the anatomical
receptors just mentioned and nerve fiber subtypes (FAI, FAII, SAI, SAII) [12, 99]. Bolanowski
found the maximum sensitivity for glabrous skin to be between 200 and 300 Hz [12] and Verrillo
found the maximum sensitivity for hairy skin to be around 220 Hz [144]. Table 2.1 shows these
receptors and some of their properties.
Figure 2.7: Diagram of the receptor fibres responsible for sensing touch [133].
2.3.1 Dimensions of Vibration
There are a number of dimensions which can be perceived through the sense of touch and there-
fore, similarly to the auditory and visual modalities, manipulations of these dimensions can
encode information. This section will briefly introduce a number of dimensions of vibrotactile
feedback. This section focuses particularly on vibrotactile dimensions as the rest of the thesis
only uses the vibrotactile sensation and not other aspects of touch like pressure or temperature.
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Frequency
The range of frequencies that are perceptible to humans and the ranges of maximum sensitivity
were discussed in the previous sections, but like audible frequencies, the perception of frequency
is affected by the intensity of the stimulus [145]. Figure 2.8 shows the contours of equal sen-
sation for vibrations at different frequencies that were derived from studies by Verillo [145].
Additionally, in these contours the areas of maximum sensation as found by Bolanowski [12]
and Verillo [144] can be clearly seen between 200 and 300 Hz. The minimum difference in
frequency between two stimuli such that those two stimuli are perceived to be different — the
just noticeable difference (JND) — is around 18% [118].
Figure 2.8: Verillo’s contours of equal sensation of vibration [146].
Duration
Another dimension which can encode information is the temporal variation or duration of a
stimulus. The majority of research on the duration of vibrotactile stimuli has used 0.1 ms as
the lower limit for stimulus duration [146]. Geldard [51] conducted a study to attempt to find
the just noticeable difference for vibration duration where they presented 60 Hz vibrations to
the ventral region of the thorax (the chest) and found that the discrimination threshold increased
from 0.05 seconds to 0.15 seconds as duration increased from 1 to 2 seconds and that there are 25
distinguishable levels in this range. When discussing duration, another important factor is how
the duration between two stimuli is perceived. Gescheider [53, 54] measured the just noticeable
difference between two vibrotactile stimuli such that they are perceived as distinct parts (i.e.
not perceived as one, combined stimulus) and found that the threshold for gap detection was
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at around 10 ms. Furthermore, Gescheider found that the gap detection threshold improves as
a function of the intensity of the stimuli and the duration of the stimuli, with gap detection
improving as these dimensions increase.
Intensity
As was mentioned, the perceived intensity of a vibration stimulus depends on the frequency of
that vibration [149], therefore using these two parameters to convey information simultaneously
could be problematic. The just noticeable difference in intensity of a vibration stimulus that can
be reliably discriminated does depend on the amplitude of the vibration, but it does not follow
Weber’s law [81] — that is to say that the JND is not directly related to the initial stimulus
magnitude — the JND is smaller at moderate-high intensities [31].
Temporal Patterns
Combining various vibrotactile pulses in patterns that change over time can create rhythms akin
to those found in music and therefore information can be encoded in these rhythms — an ana-
logue from the auditory modality of such information encoding is Morse code. In order to
encode information in temporal patterns, it is necessary to understand the number of pulses that
can be perceived in a given duration. Lechelt [92] found that beyond 5 pulses within a 700 ms
duration, the skin begins to struggle to perceive the pulses, meaning that the cutaneous modality
is approximately between the visual and auditory modalities in this respect.
Location of Stimulation (Locus)
Since the location of a stimulus on the body can generally be easily distinguished — for example,
distinguishing the difference between being tapped on the left or right shoulder — information
can be encoded in the locus of where stimuli are presented. Different parts of the body have
differing levels of sensitivity, with two-point limens (the smallest distance between two points
of pressure that is still distinguishable as two distinct points) which, generally speaking, show
that the fingertip is most sensitive, followed by the hands and face and the rest of the body
having lower sensitivity to varying degrees [159]. Cholewiak & Collins found that, in general,
it is easier to locate a point of stimulation on the body when it is located near an anatomical
reference point or “anchor-point" such as the elbow or wrist [29]. They conducted a second
study which applied stimulation to the abdominal region which similarly found that localisation
was improved at the anatomical reference points of the navel and spine [28].
Waveform
The shape of the vibration wave, such as sine, saw or square (Figure 2.9) is often used in the
auditory modality, especially music, to elicit different timbres, however research on this aspect
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of vibrotactile stimulation it is underdeveloped compared to the other parameters mentioned
here. Based on early mentions of waveform in relation to tactile information, some research has
been carried out looking at the difference in perception between vibrations comprised of pure
tone sine waves versus broadband noise [88, 140] which found that sinusoids were perceived as
smooth and noise as rough. A more recent study by Hoggan [70] also attempted to investigate
the correlation between roughness and waveform, and found that sine, sawtooth and square
waves were perceived as three distinct sensations. As well as using simple waveforms (e.g. sine
or square), information can be encoded using complex waveforms. For example, Weisenberger
[160] found that when participants were presented with an amplitude modulated sine tone and
an unmodulated tone, they perceived the modulated tone as being rougher than the unmodulated
tone.
Figure 2.9: Visual representations of sine, square, triangle and sawtooth waveforms [109]
2.3.2 Vibration for Interaction and Information Transmission
Vibrotactile displays have been utilised in communication and human-computer interaction con-
texts for a number of years. In Geldard’s 1957 paper Adventures in Tactile Literacy [51], they
presented a vibrotactile language Vibratese which three individuals learned in only 12 hours and
could interpret a maximum of 38 words per minute. Long before computing technology was
generally available, especially systems with the hardware to provide vibrotactile stimulation,
Vibratese showed vibration’s information transmission potential. Vibrotactile displays are now
ubiquitous in computing and communication devices, becoming a useful interaction modality
for a number of contexts including: navigation [141], in-car interaction [108, 123], conveying
emotion in mobile communications [162, 167] and accessibility [172].
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In addition to these general examples, vibrotactile stimulation is the most common form of
haptic interaction in consumer computing devices, with tactile feedback being present in the
majority of currently available mobile phones and wearable devices, as well as video game and
virtual reality controllers. The majority of vibrotactile feedback given from these devices con-
sists of very simple vibrations produced by eccentric rotating mass (ERM) motors that afford
the designer little control of the feedback parameters. However, increasing numbers of recent
devices contain more complex actuators such as the linear resonant actuators (LRA) found in
video game console and virtual reality controllers such as the Playstation DualSense [131], the
Nintendo Switch Joy Con [89] and Apple’s Taptic Engine [166]. Apple have gone as far as
providing so-called “Core Haptics” guidelines to help developers integrate vibrotactile feedback
into their designs.1 These actuators allow designers to control a number of vibrotactile param-
eters such as frequency, amplitude and rhythm. Most vibrotactile feedback given from current
devices alerts the user to a notification, but then forces them to visually attend to the device
directly to acquire the information they are being notified about. More expressive vibrotactile
feedback can allow more information to be encoded within the vibration feedback itself, reduc-
ing the need to repeatedly visually attend to the device for information transmission.
Tactons
In many cases, vibrotactile feedback is simply used to attract attention (e.g. to notify users to a
text message or incoming call), or to give interaction feedback (such as confirming a key press
on a touchscreen device). However, vibration dimensions can be structured into messages or
tactons (tactile icons) which can afford more complex information to be encoded in vibration.
tactons are the cutaneous equivalent of the aforementioned audio encoding strategy earcons. The
advantage of tactons is that they not only notify the user about information but also convey it. In
some contexts this may be all that is required, or it may provide some information and the user
may choose to engage another modality to access more. Brewster & Brown [17] first described
tactons and outlined a design space comprising seven properties that could be used for encoding
information: frequency, amplitude, waveform, duration, rhythmic patterns, body location, and
spatiotemporal patterns. Brown & Brewster then introduced roughness — amplitude modula-
tion — as an additional property [18]. Hoggan and Brewster further investigated modulating
other parameters such as frequency and waveform to convey roughness through vibrotactile
stimulation. tactons have been explored unidimensionally [17, 18], multidimensionally (as in
modulating more than one vibrotactile parameter simultaneously to convey more complex infor-
mation) [18] and in crossmodal contexts in combination with audio feedback [70,71]. Brown &
Brewster’s initial study that evaluated two-dimensional tactons comprising three levels each of
roughness (amplitude modulated) and temporal patterns showed an overall identification rate of
71%. In a later study, Brown & Brewster. evaluated three-dimensional tactons comprising three
1https://developer.apple.com/documentation/corehaptics
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Figure 2.10: The C2 Actuator [38]. Figure 2.11: The Haptuator Mk II [136].
levels of roughness, rhythm and spatial location (three contacts spread across the length of the
forearm). In this study, overall identification was lower than the previous study (48%) however
this increased to 81% when the roughness parameter was reduced to only 2 levels. These results
show that even with the cutaneous sense’s low resolution when compared with the visual and
auditory modalities, complex information can still be transmitted and received.
2.3.3 Hardware
The design of tactons is affected by the type of actuator that is used to present the stimuli.
The previous studies on the fundamentals of tactons discussed [18, 19, 70] used acoustic signals
passed through an EAI C2 voice-coil actuator (Figure 2.10).2 However, more recent studies such
as [163,167] use a Tactile Labs Haptuator Mk II (Figure 2.11) which has improved acceleration
and bandwidth over the C2.3
2.3.4 Analogy and Affect in Vibrotactile Stimulation
The previous sections on parameter mapping in sonification show that the choice of acoustic
parameter used to convey a certain dimension of information can have a significant impact on
how that information is perceived and that many users employ some form of mental model in
their interpretation of data-sound mappings. The situation with vibrotactile information trans-
mission, or data-vibration mappings, seems to be similar. There are examples from vibrotactile
research that suggests that users invoke analogy and mental models in their interpretations. For
example, rougher patterns as well as stronger vibrations were perceived as more alarming [128];
analogously, a strong, rough vibration in the real-world may indicate an alarming event such
as an earthquake. Furthermore, Hameed et al. [60] mapped a high importance cue designed to
divert attention to a rapidly on/off fluctuating vibration which “equated to a rapid tapping of
2https://www.eaiinfo.com/product/c2/
3http://tactilelabs.com/products/haptics/haptuator-mark-ii-v2/
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the skin” (p. 378). This is similar to tapping someone rapidly on the shoulder to gain their
attention. Although these works indicate that there are associations made between vibrotac-
tile stimuli and various concepts and meanings such as roughness/intensity = alarming [128],
"tapping" = interruption [60] or increasing intensity = unpleasantness [162, 167], there has not
been any attempt to evaluate data-vibration parameter mappings. These examples are indica-
tive that the receiver of vibrotacitle stimuli apply mental models in their processing of a data-
vibration mapping, similar to the findings from data-sound mappings. However, research on the
perception of data-vibration mappings is far less advanced that its auditory counterpart.
2.3.5 Summary
Information can be encoded and conveyed using vibrotactile feedback, by manipulating a num-
ber of dimensions such as frequency, duration and intensity using tactons, which are structured
vibrotactile messages that transmit information solely through the tactile modality. These are
particularly useful in situations where visual or auditory displays are unavailable or inappro-
priate. Work by Brown & Brewster. [18, 19] and Hoggan [70] has shown that this technique
is an effective method of information transmission. The relations between vibrations and their
perceived meaning are complex and, in many cases, context dependent. Therefore, it is vital
to consider this mapping when designing successful tactons. Similarly to the aforementioned
literature from auditory displays, receivers of vibrotactile stimuli that represents information
(a data-vibration mapping) may apply analogy and mental models in their processing of the
mapping, for example intense/rough vibrations being associated with alarm [128]. However,
research on how data-vibration parameters are perceived is significantly less investigated that
their equivalent auditory mappings and the literature that has been discussed here does not put
emphasis on the perceptual congruence of the data-vibration mapping.
This thesis addresses these gaps in the literature by: (1) investigating a number of map-
pings between vibrotactile parameters and data dimensions to establish how congruent they are
perceived as being; and (2) investigating the usability of these mappings when placed in a cog-
nitively demanding situation. Furthermore, this leads to the following research question:
RQ3: To what extent are mappings between vibrotactile parameters and information pa-
rameters perceived as congruent?
RQ4: How does the complexity of the usage context impact how effective a data-sound
or data-vibration parameter mapping is?
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2.4 How is a Parameter Mapping Conveyed and Received?
As the previous sections on the auditory and tactile modalities have discussed, the mechanisms
that are involved in the reception, perception and processing of information are complex and at
times hard to predict, meaning that it can be difficult for a designer to ensure that the meaning
they intended to convey is actually received. Looking to theories such as semiotics, cognition
and other areas where information is already effectively conveyed non-visually may help under-
standing how to approach the problems that this thesis addresses.
The studies by Kramer [153], Walker [151, 152] and Edworthy et al. [37] underline how
the complexities and intricacies of human perception mean that information which is transmit-
ted via parameter mapping may not necessarily be received by the listener in the way in which
it was intended. A clear example of the kind of disparity can be found in Walker & Lane’s
2001 study [157], in which they found that participants who were visually impaired perceived a
mapping of dollars to pitch to possess a negative polarity (meaning they perceived lower pitch
tones to represent more dollars), whereas participants with no visual impairment perceived the
mapping oppositely (with a positive polarity). The authors discuss that some visually impaired
participants noted that they used the analogy of money dropping on a table to form their polarity
preference; for example, a single coin makes a high-pitch clink sound, whereas a large bag of
notes makes a dull thud sound.
This disparity between groups exemplifies the subjectivity of mental models and analogies a
listener may employ to understand a mapping and how this may not correlate with how designers
may expect a mapping to be perceived a priori, that is before it has been tested in a manner like
the above study. Additionally, the surprising disparity between mappings that sound designers
believed to be effective and mappings which actually resulted in better performance in Walker &
Kramer’s 1996 study [153, 155] further support the notion that mappings designed solely from
designer preference are problematic. The situation in the vibrotactile domain is a significant
distance behind in terms of this knowledge, with research on this area of data-vibration mappings
being near non-existent. However, the works discussed in the section 2.3.4 touch on this, but the
results only go so far as to indicate that analogy and mental model seem to be involved in how
these mappings are processed.
The Semiotic Approach
Semiotics is the study of signs and symbols and their use or interpretation [27]. In semiotic
terms, a sign can be a number of things: words, images, sounds and objects to name a few. If
a data-sound or data-vibration mapping’s most basic intention is considered, it is that it intends
to signify information, therefore a number of researchers have argued for a semiotic approach
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to designing auditory displays [104, 114, 115]. However, before semiotics was introduced to
auditory display research, Kramer [153] designed a continuum for how data can be represented
using sound which ranges from symbolic to analogic (Figure 2.12). This continuum wasn’t
strictly rooted in the language or theory of semiotics, however it is important to note that many
of the ideas that would later be introduced by researchers hoping to reconcile auditory displays
and semiotics are present in Kramer’s initial discussion of a and analogic/symbolic continuum
for auditory displays.
Figure 2.12: Kramer’s analogic/symbolic continuum [86].
Moving forward, Pirhonen et al. [115] posited an approach based in semiotic theory, in
response to the problem discussed in the previous section — the dichotomy between how de-
signers intend an auditory display to be received by a user and how it is actually received. They
claim that auditory display design methods are commonly “derived from random selection or the
personal preferences of the designer” or “ad hoc empirical settings” [115] (p. 134). Pirhonen
et al.’s approach focused on using use-cases with experts and/or users who are representative of
the domain in which a system is being designed, thus gathering their input on how information
should be signified in a particular context.
A Brief Overview of Semiotic Theory
To better put into context how semiotics can be a useful way to understand mappings, this
section will give a brief overview of semiotic theory, introducing some key terms. This overview
is primarily based on Chandler’s textbook Semiotics: The Basics [27] and articles by Vickers
[147], Oswald [110] and Jeon [78]. Semiotic theory is generally split into two traditions: The
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Saussurean Model, developed by the Swiss linguist Ferdinand de Saussure and the Peircian
Model developed by the American logician Charles Sanders Peirce [27].
The Saussurean Model
Saussure’s model of a sign is dyadic in that it is comprised of a ‘Signifier’ (Signifié) and the
‘Signified’ (Signifiant) (Figure 2.13).
Figure 2.13: Ferdinand de Saussure’s model of the sign [33].
A linguistic example from [27] is the word ‘open’ when it is encountered on some shop
front’s door is a sign consisting of two parts:
• A Signifier: the word ‘open’.
• A Signified Concept: that the shop is open for business
The Saussurean tradition was primarily developed in the system of language, either the spo-
ken or written word, therefore almost all research on semiotics has been based in the Peircean
model, as it is not rooted in a specific semiotic system (such as language in the Saussurean
Model) and therefore lends itself better to non-speech sounds.
The Peircean Model
As opposed to the Saussurean Model’s dyadic structure, the Peircean Model is triadic and re-
quires all three aspects to be present in order for a sign to exist (Figure 2.14):
1. The Sign (or Representamen): The carrier of the sign, the perceptible signal;
2. The Interpretant: The interpretation in the mind of the receiver of the signal;
3. The Object: The thing that the sign refers to.
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Figure 2.14: Charles Sanders Peirce’s model of the sign [27].
In Peirce’s terminology, the sign refers not only to the overall sign, but to the physically
existing evidence of the sign, such as some kind of visual, haptic, acoustic or other sensory
signal. Some call this component the ‘sign-carrier’, ‘sign-vehicle’ or ‘representamen’, but rather
confusingly the word ‘sign’ is most commonly used for this component of a sign. The object
can be a physical object or something intangible like the concept of ‘justice’, ultimately it is
absolutely anything which is knowable or discussable and is a concept that a sign refers to. The
final component of a sign in Peirce’s model is the interpretant, the interpreter’s conception of
the meaning of the sign.
Typology of Signs
An advantage of the Peircean Model over the Saussurean Model is that Peirce offered a typology
of signs, a way to break down signs into different categories. Peirce divided sign types into three
categories of relationships between signs and the object to which they refer:
1. Symbol: The relationship between the sign and object is arbitrary or based on convention,
that is to say that it has been learned or agreed upon in some way. For example, a national
flag is an arbitrary representations of a nation, there is no physical or causal link between
the concept of Norway and the Norwegian flag;
2. Index: The relationship is not arbitrary and is directly connected causally or physically.
A classic example of this is smoke and fire. Smoke is directly caused by fire, therefore
smoke in an index of fire;
3. Icon: The sign has some similarity to the object through some form of resemblance or
imitation. For example: a portrait of a person visually resembles that person, or a scale
model of the international space station shares some qualities with the real station.
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The Semiotics of Mappings
A quote from Vickers’ Ways of Listening and Modes of Being: Electroacoustic Auditory Display
posits how auditory displays can fit into Peircian semiotics.
Auditory display, then, is a semiotic activity in which a given data set (object) is
represented by a sound signal (representamen) resulting in an awareness and under-
standing (interpretant) of that object in the mind of the listener. Furthermore, the
relationship between the listener and the object is mediated by the auditory display
and the ground upon which it sits. [147] (p. 5)
As pointed out by Oswald [110], semiotic theory is deeply rooted in linguistics, therefore its
application to auditory communication is underutilised. As mentioned briefly at the beginning of
this literature review, Auditory Icons and earcons are two of the standard approaches to convey-
ing information through sound in a human-computer interface. Stereotypically, Auditory Icons
have been regarded as iconic in that they are based on “everyday” sounds, whereas earcons are
symbolic since they are based on musical principles [78], however Oswald points out the many
semiotic inconsistencies with this stereotype [110].
For example, earcons are not always arbitrary and therefore symbolic, as there are many
metaphorical associations that can be evoked by music. Consider the earcon played when a
USB device is added in Microsoft Windows — a two tone earcon is played which ascends in
pitch and the inverse (two tone descending in pitch) is played when the device is removed. Even
this simple two tone earcon indicates tempo, direction of motion (ascending pitch = “in” and
vice versa) and a melodic gestalt (the combined form of tempo and pitch) with metaphorical
attributes like “calm/erratic”, “fast/slow”, “flowing/jarring", etc. [110]. Similarly for Auditory
Icons, not all are strictly iconic. For example, in Gaver’s Sonic Finder research which utilised
Auditory Icons in a computer desktop [49] they used a “carpenter metaphor”, that is the materi-
als of work in a computer desktop — files and folders — sounded like wood and the tools — the
applications — sounded metallic as a tool may do. However, Oswald questions how iconic these
signs are, for in what way does a wooden sound resemble or indicate a digital file? Therefore,
Auditory Icons may in many instances be more arbitrary and therefore symbolic than may have
been previously considered.
In conclusion, it seems that many signs used in auditory displays are inherently polysemic,
polysemy being a sign which is ambiguous or has multiple meanings [110]. For example, "bee-
tle" can refer to an insect, a Volkswagen car or a member of "The Beatles" and in an auditory
display. Therefore, due to this inherent poysemy, it is difficult to predict how a listener is going
to interpret an auditory sign — as is exemplified in the previously discussed research by Kramer,
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Walker and Edworthy et al. Yet, this does not mean that meaning is lost; one listener may in-
terpret a sign as an icon and another may interpret is as symbol, but either way the sign is still
interpreted only in different ways. The structure of semiotics gives researchers and designers a
language and framework with which to discuss, design and interpret mappings and, therefore,
a tool to use in the struggle with the dichotomy between how an data-sound or data-vibration
mapping is intended to be received by a user and how it is actually received.
2.4.1 The Importance of Analogy
Some researchers have used the basic ideas of Saussure and Peirce’s semiotics to attempt to
understand not only specific instances of signs, but using how we interpret‘signs’as an important
tool in understanding perception and cognition in general. Douglas Hofstader and colleagues
at the Center for Research on Concepts and Cognition at Indiana University who investigate
computational models of fundamental human thought, put analogy-making at the core of this
work. Their contention is that analogy is the core of cognition [66] and that mechanisms such
as isomorphism and recursion of one concept to another is how complex thought, and therefore
systems which model thought, are achieved [68]. Although their work differs in focus from this
thesis in that they are in the domain of cognitive science and not human-computer interaction,
the perceptual problems faced can be strikingly similar. A quote from a textbook published by
the group Fluid Concepts and Creative Analogies concisely shows this problem:
The quality of an analogy between two situations depends almost entirely on one’s
perception of the situations. If Ronald Reagan were to evaluate the validity of
an analogy between the U.S. role in Nicaragua and the Soviet Union’s role in
Afghanistan, he would undoubtedly see it as a poor one. Others might consider
the analogy excellent. The difference would come from different perceptions and
this representations, of the situations themselves. Reagan’s internal representation
of the Nicaraguan situation is certainly quite different from [Nicaraguan leader]
Daniel Ortega’s. [67] (p. 179)
This problem is incredibly similar to the problem of alignment between how a designer ex-
pects or intends a data-sound or data-vibration mapping to be perceived by the user. Just as
Reagan and Ortega may have differing internal representations on the U.S/Nicaragua situation,
two individuals may differ in their internal representations of a mapping between temperature
and pitch, or pressure and vibration frequency. The fact that this problem can be found in multi-
ple domains speaks to how a person’s own internal representation of something is fundamental
to how they perceive stimuli and therefore perceive information.
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In a similar, but more objectivist approach, in Philosophy in the Flesh [90] Lakoff & John-
son posit that concrete experiences ground abstract concepts. For example, in the context of
audio, a concrete experience such as hearing a fire alarm can help us ground and process the
concept of danger or alarm. Furthermore, such abstract concept-grounding experiences may
also come from media — books, films, television, video games, etc. To return to the Geiger
counter metaphor, even if someone has not experienced a Geiger counter (or some other system
which invokes a similar data-sound mapping by analogy such as a parking sensor), it is more
likely that they have come across this metaphor being used in media. For example, in the film
Aliens from 1986 [24] and the more recent video game Alien: Isolation from 2014 [32], where
a number of key scenes involve a tracker which outputs increasing audio cues as moving objects
get closer to the device. Additionally, in Alien: Isolation the controller outputs corresponding
vibrotactile cues (Figure 2.15). From experiencing this parameter mapping, whether it be via a
real world event such as using a Geiger counter or parking sensor or through media, the core
abstract concept of the mapping is grounded, here being: increasing proximity of some object
results in increasing frequency of repetition of audio cues. This mapping can then be extended
by analogy to other, similar situations.
Figure 2.15: The tracker device from Alien: Isolation [32].
2.4.2 Summary
Aligning how a designer intends a mapping to be received with how a user actually receives it
is a significant challenge in the design of parameter mappings. Users may have differing mental
models of a mapping based on a variety of factors including past experiences, analogies from
other contexts, or exposure to media, making it challenging for the designer to predict how
a mapping will be perceived. Theories of semiotics and analogy-making can provide a useful
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framework for how these internal models and their relationship with the information being trans-
mitted can be potentially applied in the design of data-sound and data-vibration mappings. A
number of researchers have advocated for a semiotic approach to sonification design, however
there is little to no mention of semiotics in vibrotactile feedback literature therefore it cannot
be determined if there is a similar sentiment from researchers in the field. Some researchers
have taken the fundamentals of semiotics and applied it broadly to thinking in general. Douglas
Hofstader et al. [67] use analogy as a way of understanding human thought and to inform com-
putational models of human thought and Lakoff & Johnson [90] say that all abstract concepts
are built from concrete experiences, such as fire alarm = danger. Such experiences can not only
be obtained through direct experience, but also be from many different media like films, books
or video games and the this experience-concept relationship can be applied by analogy to other
situations. This theoretical background shows the potential depth of how people process infor-
mation. This depth means that predicting how someone will receive and process data-sound
or data-vibration mappings is challenging, but more positively it shows that it may be possi-
ble to utilise this phenomena to design richer and more usable auditory and vibrotactile display
systems.
2.5 Summary of Literature Review
This chapter reviewed existing literature on three areas: (1) auditory displays and the problems
with parameter mapping sonification systems; (2) vibrotactile displays and (3) theory relating
to conveying, receiving and processing information. Section 2.2 showed that the perceptual fac-
tors and processes involved in a data-sound mapping and complex varied, with different people
having their own individual models and perceptions of a mapping. Although this complexity
is noted throughout the literature little more has been done — there is a need for research to
actually investigate this area more. This leads to the following research questions:
RQ1: How may acoustic parameters that are derived from the field of psychoacoustics
encode and transmit information to a user?
RQ2: To what extent are mappings between acoustic sonification parameters and infor-
mation parameters with clear positive or negative valence perceived as congruent?
RQ4: How does the complexity of the usage context impact how effective a data-sound
or data-vibration parameter mapping is?
The collection of research relating to similar vibrotactile displays is lacking further still. Sec-
tion 2.3 showed that there are multiple dimensions of vibration that can be perceived through
the skin and research has shown that these dimension can effectively be manipulated to cre-
ate a data-vibration mapping (akin to parameter mapping in the auditory displays literature).
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However, also like the literature reviewed in section 2.2 on auditory displays, there is a lack of
research that focuses on how to design these mappings to be more congruent with a user’s men-
tal model(s) of the particular data-vibration relationship. This leads to the following research
questions:
RQ3: To what extent are mappings between vibrotactile parameters and information pa-
rameters perceived as congruent?
RQ4: How does the complexity of the usage context impact how effective a data-sound
or data-vibration parameter mapping is?
Chapter 3
Psychoacoustic Parameters for Sonification
3.1 Introduction
Sonification designers have little theory or experimental evidence to guide the design of data-
sound mappings. Many mappings use acoustic representations of information which may not
correspond with the listener’s perception of how that information should sound during soni-
fication, with most systems defaulting to use pitch as a mapping parameter when it may not
necessarily be the best choice for the particular use case. Taking guidance from psychoacous-
tic research when designing sonification mappings may provide data-sound mappings that are
better aligned with listeners’ perception of the data type being sonified. For example, many
people would describe the sounds relating to a thunderstorm to be low, rumbling and booming
sounds, therefore in some contexts, using an increasing pitch of a tone to sonify data relating
to thunderstorm intensity may be conflicting with the listener’s perception of what they think
a thunderstorm sounds like. Whereas, in this case, a more perceptually congruent mapping
could implement the psychoacoustic sensation of booming (the presence of low frequencies in a
sound [63]). The first research question in this thesis, therefore, aims to address this problem by
asking:
RQ1: How may acoustic parameters that are derived from the field of psychoacoustics
encode and transmit information to a user?
Two experiments are reported in this chapter which evaluate data-sound mappings that are
based on psychoacoustic sensations, to move towards data-sound mappings that are aligned with
the listener’s perception and expectation of how a particular information parameter should sound
when it is sonified. Multiple psychoacoustic parameters were evaluated, which were designed
in the context of a domain-specific problem, that of detecting the level of focus of an astronomi-
cal image using an auditory display. Recommendations for designing sonification systems with
psychoacoustic sound parameters are presented based on the results.
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3.2 Application
A domain-specific problem in which these ideas may be implemented was developed with the
Innovators Developing Accessible Tools for Astronomy (IDATA) research initiative.1 IDATA
aimed to use astronomy as a tool to develop transferable skills in computational thinking, soft-
ware design and computer accessibility in both sighted and visually impaired students. Students
taking part accessed the Skynet Robotic Telescope Network (Figure 3.1) to remotely take images
of astronomical objects using a large telescope. 2 They can then analyse and share these images
using the Skynet Junior Scholars portal and its related analysis software.3 One of the main goals
of the project was to provide a platform where visually impaired students can carry out these
tasks unaided by a sighted person. Furthermore, IDATA aimed to ensure that the accessibility
tools they provide for visually impaired students are as close to equal as possible to the tools
available to sighted students in terms of functionality and accuracy.
Figure 3.1: The Skynet Junior Scholars portal4
The application described in this section was formed during informal discussions with IDATA
researchers on topics such as: information on their user group, domain-specific problems they
are facing and how sonification may provide a solution to them. One of the main outcomes from
these discussions was how currently it is almost impossible for their visually-impaired students
to assess if an image taken from a telescope is in focus and if the tracking was set correctly,
without the help of a sighted person. IDATA expressed an interest in attempting to solve this
1http://www.yerkesoutreach.org/idata.html
2https://skynet.unc.edu/
3https://skynetjuniorscholars.org/
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problem using an auditory solution, therefore a sonification-based approach was formulated in
which acoustic parameters to display the level of focus of an image were designed based on psy-
choacoustic sensations. As discussed above, the connotations of quality and texture present in
psychoacoustic parameters may provide a data-sound mapping for this application that is more
aligned with a user’s preconceived perceptions of image focus.
3.3 A Brief Background of Sonification in Astronomy
Until recently, the space exploration community rarely made use of auditory displays to visualise
and analyse data, however in the literature there are a few important instances where auditory
display has been key in a discovery. The first example of this is NASA’s Voyager 2 mission
in 1982, in which scientists directly translated plasma detection data from the spacecraft to au-
dio (using audification) to detect micrometeorite impacts, which lead to the discovery that the
spacecraft had entered Saturn’s ring system. A similar approach was taken by the Cassini mis-
sion in 2004, where scientists, again through audification, directly translated plasma data from
the spacecraft to an audio signal to determine that it had crossed Saturn’s bow shock [59].5
These examples were simple explorations into the use of sound by astronomers and astrophysi-
cists and were not in collaboration with auditory display researchers outright. However, since
then there has been an increase in research from sound design, computing science and astron-
omy/astrophysics to investigate the use of auditory display in the field more thoroughly.
Alexander’s 2015 PhD thesis [3] showed that using an auditory display in data analysis —
using audification in particular — significantly improved professional solar physicists’ ability
to detect and classify solar events from heliospheric data. In this work the solar physicists used
a system developed by Alexander to distinguish an underlying “hum” in the data that could
be used to ascertain if certain features were present. Furthermore, these studies found that on a
number of occasions, researchers detected solar events through auditory means that were missed
during traditional visual analysis. Work by Diaz-Merced [101], used a NASA developed soni-
fication tool (Xsonify [25]) to sonify a number of different types of space data using parameter
mapping sonification. Diaz-Merced found that certain events of interest in the data were picked
up through sonification that had been missed during visual analysis. Furthermore, perceptual
experiments conducted with space scientists as a part of this work showed that using sonifica-
tion as an adjunct to visual display aided scientists in analysing numerical data.
Although these examples utilise sonification for scientific reasons, the majority of sonifica-
tion applications in astronomy have been in the area of public communication and outreach. In
5Don Gurnett, the lead author of this paper also hosts one of the best archives of space related audio (mainly
audifications) at http://www-pw.physics.uiowa.edu/space-audio/
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these instances, sonification is often used to convey some astronomical discovery, event or phe-
nomenon through sound with the goal of a providing a more engaging and accessible science
communication or education experience than if it were presented only using the visual modality.
One of the most successful examples of this is the LIGO Collaboration’s use of sonification to
communicate the detection of gravitational waves [23] where they used pitch to represent the
energy detected by the instrument. The European Space Agency’s (ESA) Rosetta mission used
audification [102] to represent data recorded by the spacecraft’s magnetometer by scaling it up
to be within the human hearing range. ESA’s Gaia missions also made use of sonification dur-
ing their public outreach [103] by using a more complex mapping with multiple parameters to
sonify seven different star catalogues from history to show how they have developed. A quote
from the article shows how the most recent and complex star catalogue was sonified:
Parameters used to create the sound: Pitch (star brightness) and location in the
sound space (2D position: right ascension and declination); volume (distance); hiss
(colour); length of hiss (proper motion). The very high accuracy of this catalogue
is conveyed by there being no background noise. Groups of ten stars are played
simultaneously. ( [103])
This work was a continuation of the Bell3D system [40] which was a preliminary attempt
to provide an audio-based star map viewer, primarily intended for visually impaired users in an
educational setting. Similarly to ESA’s work, there have been examples of more complex and
multi-parameter sonification being used in the public engagement of exoplanet science such as
García Riber’s Sonigraphier that used an interactive interface to allow a user to interact with a
sonic representation of light-curves that used additive synthesis in C-Sound [48]. Furthermore,
sonification has also been used in a planetarium setting, such as the system developed by Quinton
et al. [119] which primarily used pitch to represent the size of planets, rhythm to represent their
radio wave emissions and this was diffused over a quadrophonic system to show the movement
of the planets. A similar approach was taken by Tomlinson et al. [138] in their planetarium
system.
3.4 Experiment 1
An experiment was conducted to provide an initial evaluation of utilising several psychoacoustic
parameters in a data-sound mapping. The experiment was designed with the IDATA application
discussed earlier in mind and the experiment was planned with input from the IDATA team,
primarily in the form of advice regarding what aspects of an astronomical image could be useful
to sonify. The aim of the experiment was to identify how accurately participants could determine
specific points on a 10-point scale for each sound parameter, thus giving an initial overview
of the acuity of each psychoacoustic parameter in a sonification context. This 10-point scale
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was framed in terms of the image focus application mentioned previously and throughout the
experiment, the acoustic parameters were discussed as being "mapped to" or "representing" the
level of focus of an image.
3.4.1 Participants
Twenty-one participants took part in the study (12 female, 9 male; mean age = 24.3 years, SD of
age = 7.7 years). All participants were university students and staff. All participants reported no
uncorrected vision impairment (i.e. if they need glasses or contact lenses then they use them),
no hearing impairment and no music/sound related neurological condition such as amusia [112].
3.4.2 Design
Four conditions were examined in which the single independent variable in each condition was
the acoustic parameter used to represent the level of focus of an image. Roughness, sharpness
and a combination of both were chosen; these are defined in the following section on stimuli
design. The latter was used to investigate if a combination of psychoacoustic parameters result
in improved performance than each alone, as some research suggested that parameters used
redundantly can result in improved performance [113]. In addition, pitch was included as a
condition to provide a comparison to a more traditional data mapping. The experiment used a
within-subjects design. Dependent variables collected during the experiment included: number
of correct responses, mean distance from correct response, reaction time for each response and
perceived polarity of data-sound parameter mapping.
3.4.3 Stimuli
Ten stimuli were used for each condition. Each stimulus was two seconds in length, this was
chosen as work by Brewster [15] showed that information encoded in sounds can be obtained
from a stimulus between one and two seconds in duration. Each stimulus had an amplitude
envelope with a 0.2 second linear ramp onset (attack) and offset (release) — shown in Figure
3.2. An amplitude envelope was included in the sound design, as an abrupt start or stop of a
sound can be perceived as unpleasant [7] and could therefore impact participants’ perception of
the stimuli and thus their responses. All stimuli were created in the SuperCollider programming
language.6 The acoustic design of these stimuli is described below.
Roughness
This condition comprised of sinusoidally amplitude modulated broad band noise with modu-
lation frequencies of 14, 17, 21, 25, 30, 36, 43, 52, 62 and 75 Hz. This range of modulation
6http://supercollider.github.io
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Figure 3.2: The amplitude envelope used for all stimuli in Chapter 3.
frequencies was chosen based on Fastl & Zwicker’s estimation that, in the case of amplitude-
modulated sine tones, a step in roughness is perceptible in steps of 17%. Informal pre-testing
was carried out to determine an approximate number of roughness steps that could be perceived
for corresponding steps in modulation frequency. These tests suggested that between modula-
tion frequencies of 14 and 75 Hz, differences in roughness are just-noticeable in steps of around
17%, similar to Fastl & Zwicker’s results. In this experiment, broad band noise was used as op-
posed to sine tones as the carrier signal for roughness. This was because the sharpness condition
required the use of a complex noise signal, therefore noise was used in the roughness condition
to mitigate any performance differences based on the carrier signal type. Modulation frequency
was chosen as the variable of roughness to vary instead of degree of modulation, as modulation
frequency provides a larger range of potential levels of roughness.
Sharpness
This condition used critical band wide white noise. For a given frequency, a critical band is the
smallest range of frequencies around it that activates the same area of the basilar membrane, the
primary sensory apparatus of the ear [126]. There are 24 critical bands, this scale being the Bark
scale [173]. Stimuli in this condition were at Bark levels 2, 4, 6, 8, 10, 12, 14, 16, 18 and 20.
This range of critical bands was chosen based on informal pre-testing which suggested that an
increment in sharpness was perceptible per increment in Bark level. As increments of one Bark
in the range of 24 Bark were perceptible and a resolution of only ten was required for this study,
increments of two Bark were used to ensure the maximum possible distinction between levels.
The range began from two Bark, as some pre-test participants reported difficulty in hearing one
Bark. Loudness for each stimulus was normalised using SuperCollider’s built in library for basic
psychoacoustic amplitude compensation, AmpComp.7
7http://doc.sccode.org/Classes/AmpComp.html
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Combined Roughness and Sharpness
This condition was a direct pairing of corresponding roughness and sharpness stimuli. This
condition was included to assess how a combined psychoacoustic parameter mapping faired in
comparison to mappings consisting of individual parameters.
Pitch
In this condition, sine tones with frequencies of 100, 200, 300, 400, 800, 1000, 1400, 1800,
2400 and 3200 Hz were used. This frequency range and the choice of using a sine tone was
based on the stimuli used by Walker [151]. Loudness for each stimulus was normalised, again
using AmpComp inside of SuperCollider.
3.4.4 Procedure
The experiment consisted of four blocks of 30 trials (one block for each condition). In each trial,
participants were presented with a stimulus which lasted for two seconds and after a two second
pause, was repeated. Based on this stimulus, participants were asked to respond on a 10-point
scale, how clear and in focus they believed the image represented by the sound was (10 being
a perfectly clear image, one being very blurry and out of focus), they did not see the image,
they only heard the sound cue representing its level of focus. They indicated their response via
a mouse, on a scale shown on-screen. The system was built using PsychoPy.8 Each stimulus
was presented three times, with the order of presentation randomised and the order in which
each block was presented also randomised. Before starting the experiment, participants were
trained to use the interface by performing two mock trials. They received no feedback on their
performance during this training and received no training on the acoustic definitions of any of
the parameters that were used.
Polarity Choice
At the beginning of each block, participants were presented with the 10-step scale of each acous-
tic parameter in full three times. After hearing all ten stimuli for a given parameter, the partici-
pant indicated on-screen whether their polarity preference was positive, that is an increase in the
attribute meant an increase in blur or, negative, that an increase in the attribute meant a decrease
in blur. An example of a positive mapping would be increasing pitch = increasing blur and a
negative example could be increasing roughness = decreasing blur. There is a not a standard way
to name these polarities, therefore positive and negative have been used, as in Walker’s previous
polarity work [151, 152].
8https://www.psychopy.org/
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3.5 Experiment 1 Results
Three participants were eliminated from the evaluation as they confused their polarity choices
in all conditions — meaning that in each condition they deviated from the polarity choice they
initially indicated. The mean Pearson correlation was calculated between each sound level and
the participant’s response at that level. The criterion for elimination was: If a participant’s mean
Pearson correlation over all levels showed a negative correlation, this indicated a significant
diversion from their selected polarity for all conditions and they were eliminated from the eval-
uation. Therefore, the results reported are for the remaining 18 participants.
Condition Negative Polarities Positive Polarities
Combined Rough + Sharp 7 11
Pitch 14 4
Roughness 12 6
Sharpness 8 10
Table 3.1: Breakdown of polarity choices for each condition in Experiment 1.
Responses for all conditions were not normally-distributed (Shapiro-Wilk test, p < 0.05),
therefore the Aligned Rank Transform [165] was applied before analysis. The Aligned Rank
Transform (ART) was developed by HCI researchers for “use in circumstances similar to the
parametric ANOVA, except that the response variable may be continuous or ordinal, and is not
required to be normally distributed." [165] (p. 144). The ART can therefore be used to reformat
non-normal data for use in traditional factorial analysis.
First, looking at the percentage of responses that were correct, with a correct response be-
ing, for example, roughness level 7 being presented and the participant indicated that this cue
represented an image with a focus level of 7. Results showed an overall correct response rate of
24%, with the pitch condition having the highest percentage of correct responses of 31.9% and
roughness having the lowest of 19.3%. A one-way analysis of variance (ANOVA) looking at the
effect of acoustic parameter on the percentage of correct responses showed a significant effect
of acoustic parameter on the total number of correct responses (p = 0.0208, Table 3.2). Of the
psychoacoustic parameters, the combined and sharpness conditions showed the highest percent-
age of correct responses (22.6%). Figure 3.3 shows the percentage of correct responses for each
condition in boxplots and Table 3.3 shows percentage of correct responses for each condition
numerically.
Post hoc Tukey HSD tests (with adjusted p-values being reported) showed that the pitch
results were significantly better than the roughness condition (p = 0.03). No other significant
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Df Sum Sq Mean Sq F value Pr(>F)
Condition 3 1606.79 535.60 3.47 0.0208
Residuals 68 10496.30 154.36
Table 3.2: ANOVA results for the effect of acoustic parameter on the percentage of responses
that were correct in Experiment 1.
pairwise comparisons were found. Table 3.1 shows the split in polarity choice for each con-
dition. To reiterate, a positive polarity suggests that an increase in the acoustic parameter is
perceived as an increase in image blur. So for roughness here, six participants thought that a
rougher sound indicated a blurrier image, or considering the pitch condition, 12 participants
thought that lower pitches indicated a blurrier image.
Figure 3.4 shows the mean response error for each level of each condition in Experiment 1.
This means that for a given condition level, say the first level of roughness, if a participant’s
response indicated that this stimulus represented focus level of two then the error would be one,
as their response is one value away from the correct response. A one-way ANOVA did not show
a significant effect of acoustic parameter on mean response error (p = 0.199).
Condition Percentage
Combined Rough + Sharp 22.6%
Pitch 31.9%
Roughness 19.3%
Sharpness 22.2%
Table 3.3: Percentage of responses that were correct for each condition in Experiment 1
3.6 Discussion
The pitch condition resulted in the highest percentage of correct results, however it is difficult
to attribute particular factors that may have resulted in this condition’s increased performance.
Perhaps participants are more acclimatised to hearing changes in pitch than say, roughness, as
they are used to pitch from music. If the stimulus design alone is considered, the pitch condition
was the only one that used a sine tone whereas the others were based on noise signals. Figure 3.4
shows that the mean error of responses (or the distance a response is from the level) is increased
towards level ten (a completely blurry image) in the sharpness and combined conditions and this
may also be because they are based on manipulations of noise as opposed to sine tones. One
reason for this could be that using solely noise at as a parameter to convey image focus may
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Figure 3.3: Boxplots showing the percentage of responses that were correct for each condition
in Experiment 1.
not be congruent with how a listener might expect in focus, or out of focus to sound. In terms
of very basic associations and analogy, noise is generally associated with negative attributes in
music, sound design and product design, i.e. noise is often something to be reduced or removed.
Therefore, participants may have struggled to process this parameter when used in the context
of conveying focus. Experiment 2 explores the use of both sine tones and noise in order to
investigate this further see if the use of sine tones versus noise or a mixture of the two results in
better performance.
3.7 Experiment 2
Results from Experiment 1 indicated that the sound design of the psychoacoustic sound pa-
rameters was not the most effective and could potentially be improved. Therefore, a second
experiment was conducted under the same experimental design and procedure, with a new set of
psychoacoustic sound parameters. Furthermore, as IDATA aims to ensure that the accessibility
tools they provide are equal to the tools available to sighted students, a visual condition was
included as a comparison. This was to evaluate how auditory analysis of image focus compared
to visual.
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Figure 3.4: Mean error of responses from correct response for each condition and stimulus level
in Experiment 1.
3.7.1 Participants
Nineteen new participants took part in Experiment 2 (11 female, 8 male; mean age = 23 years,
SD of age = 3.4 years). Participants were recruited under the same criteria as Experiment 1.
3.7.2 Design
Five conditions were examined in which the single independent variable was the parameter used
to represent the level of focus of an image (four acoustic parameters and one visual parame-
ter). Roughness (of a sine tone), noise, combined roughness and noise and pitch were chosen
as auditory conditions. In this experiment, the pitch range was based on a musical scale, to
investigate if it was more effective than the frequencies chosen in Experiment 1. The visual con-
dition consisted of an astronomical image being artificially blurred to various degrees. During
the experiment, the same data were collected as in Experiment 1.
3.7.3 Stimuli
Auditory stimuli were designed in the same fashion as Experiment 1 and the visual stimuli were
artificially blurred using OpenCV,9 The design of these stimuli is described below.
9http://opencv.org
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Figure 3.5: The image of the dwarf galaxy M110 used in the visual condition in Experiment 2
(NOAO/AURA/NSF).
Roughness
This condition used sinusoid amplitude modulated 1 kHz sine tones with modulation frequencies
of 0, 2, 4, 7, 11, 16, 23, 34, 49 and 70 Hz. The poor results for the roughness condition in the
previous experiment may have been impacted by the fact that the range of roughness did not
begin on a clean, unmodulated sound at level 1. Therefore, in designing a range of roughness
sounds for this experiment, a sine tone was used as a carrier instead of noise. The use of noise
as a carrier in the previous experiment may have conflicted with participants’ perceptions of a
clear and in focus image, as noise may be associated with notions unclear or out of focus. As the
transition between fluctuation strength and roughness is considered to be smooth rather than a
strict border [174], the lower modulation frequency ranges of fluctuation strength were included
in this experiment. These lower modulation frequencies down to an unmodulated sine tone were
included so that the range of roughness converged on a sine tone. The step size of this range was
based on the same informal pre-testing as the roughness condition in Experiment 1, however the
step size was increased, due to the larger range of available frequencies afforded by including
the range of fluctuation strength.
Noise
This condition consisted of a 1 kHz sine tone and broad band white noise, with the sine tone
beginning at 100% amplitude and noise at 0%, going through noise contents of 0, 10, 20, 30,
40, 50, 60, 70, 80 and 100%. This essentially adds noise to the sine tone signal in increments
of 10% until the signal is completely noise. The aim of this condition was to utilise the effect
suggested by the results of Experiment 1, that noise may be associated with blurriness or lack of
CHAPTER 3. PSYCHOACOUSTIC PARAMETERS FOR SONIFICATION 50
clarity.
Combined Roughness and Noise
This condition used a direct pairing of corresponding roughness and noise stimuli. As the com-
bined condition in the previous experiment showed slightly increased performance over the in-
dividual parameters, a combined condition was used again.
Pitch
In this condition pure sine tones in a C-major scale (plus two extra notes to make the range ten
notes long) beginning at middle C (C4, freq = 261.63 Hz) and ending on E6 (freq = 1318.51
Hz) were used. Loudness for each stimulus was normalised, again using AmpComp inside
of SuperCollider. As mentioned, a musical scale was used in this experiment instead of the
frequencies used by Walker [151] to see if one may be more effective than the other.
Visual
In this condition, a 1700 × 2000 pixel, grey scale image of the dwarf galaxy M110 (Figure 3.5)
taken on a telescope typical of the kind used in the IDATA project was used. The image was
artificially blurred using OpenCV ’s blur function. This takes as input a window (kernel) size
in pixels and each pixel in the output is the mean of all of the pixels in the window around the
corresponding pixel in the input [13]. The kernel sizes used were 0 (image with no blur), 10, 20,
40, 70, 110, 160, 220 and 440 pixels squared and additionally a blank image to indicate a com-
pletely unusable image, resulting in ten images total. The experimental procedure was identical
to Experiment 1. For the visual condition, the stimuli were presented for the same amount of
time as in the auditory conditions.
Figure 3.6: The levels of blur of the image of M110.
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3.8 Experiment 2 Results
Responses for all conditions were not normally-distributed (Shapiro-Wilk test, p < 0.05), there-
fore the Aligned Rank Transform [165] was applied before analysis. A one-factor ANOVA
looking at the effect of sensory parameter on the percentage of correct responses showed a
significant effect of sensory parameter (acoustic or visual) on the percentage of responses that
were correct (p = 0.0118, Table 3.4). Post hoc Tukey HSD tests (with adjusted p-values be-
ing reported) showed that performance in the visual condition was significantly better than the
roughness condition (p = 0.025). No other significant differences were found.
The visual condition resulted in the highest percentage of correct responses with 53.9%,
followed by the combined roughness and noise condition with 49%. The poorest performing
conditions were roughness at 33.7% and pitch at 35.8%. Figure 3.7 shows boxplots of the
perentage of correct for each condition and Table 3.5 shows the mean and median percentage of
correct responses for each condition numerically. Figure 3.8 shows the mean response error for
each level of each condition in Experiment 2. Table 3.6 shows the split in polarity choice for
each condition. The combined roughness and noise condition had a unanimous polarity split,
with all participants responding in a positive polarity, the only other unanimous polarity was the
visual condition.
Df Sum Sq Mean Sq F value Pr(>F)
Condition 4 5727.02 1431.75 3.43 0.0118
Residuals 90 37611.70 417.91
Table 3.4: ANOVA results for the effect of acoustic parameter on the percentage of responses
that were correct in Experiment 2.
Condition Mean Median
Roughness 10.1 (33.7%) 10 (33.3%)
Noise 14 (46.5%) 15 (50%)
Combined Rough + Noise 14.68 (49%) 17 (56.7%)
Pitch 10.7 (35.8%) 10 (33.3%)
Visual 16.2 (53.9%) 15 (50%)
Table 3.5: Mean and median total number of correct responses (out of 30) for all conditions in
Experiment 2
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Condition Negative Polarities Positive Polarities
Roughness 3 16
Noise 3 16
Combined Rough + Noise 0 19
Pitch 16 3
Visual 0 19
Table 3.6: Breakdown of polarity choices for each condition in Experiment 2.
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Figure 3.7: Boxplots showing the percentage of responses that were correct for each condition
in Experiment 2.
An ANOVA was conducted which compated the percentage of correct responses for the
roughness conditions in each experiment — where the carrier signal in Experiment 1 was noise
and was a pure tone in Experiment 2 — found that the roughness condition in Experiment
2 showed significantly more correct responses than the roughness used in Experiment 1 (p =
0.003, Table 4.2).
Df Sum Sq Mean Sq F value Pr(>F)
Experiment 1 1923.33 1923.33 10.08 0.0031
Residuals 35 6676.67 190.76
Table 3.7: ANOVA results for the effect of roughness designs in Experiments 1 and 2 on the
percentage of responses that were correct in Experiment 2.
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Figure 3.8: Mean error of responses from correct response for each condition and stimulus level
in Experiment 2.
3.9 Discussion
Polarity
The breakdown of polarity choices in Figure 3.6, shows that all participants chose a positive
polarity for this mapping, for example increasing roughness and noise in combination results
in increasing blur. The roughness and noise conditions had a similar breakdown of 16 to 3. In
all of these conditions (roughness, noise and the two combined), since the carrier signal was a
sine tone, the first stimulus was an unmodulated tone, that is to say a sine wave with an absence
of roughness or noise. The polarity choice breakdown for Experiment 1 (Figure 3.1) for the
conditions where noise was the carrier signal (roughness, sharpness and combined roughness
and sharpness) shows a much more mixed result.
This may indicate that using a sine tone as a carrier signal results not only in better perfor-
mance, but this agreement among participants could suggest that this mapping is appropriate for
the type of information being conveyed. One cause of the consensus among participants may
be the fact that in these conditions in Experiment 2, the first stimulus level was an unmodulated
tone and it may have represented a lack of something to the participants, similar to how a per-
fect image could be said to represent a lack of blur. This can be particularly seen in the noise
condition in Figure 3.8 where, similar to the visual condition, the mean response error dips at
the first level before rising. This dip at the first level is also present in the roughness condition.
CHAPTER 3. PSYCHOACOUSTIC PARAMETERS FOR SONIFICATION 54
The Zero Value in an Auditory Display
In auditory displays, particularly in PMSon systems, it is often a challenge to understand values
absolutely as there are no axis labels as there are in visual displays. For example, if pitch is
being used to represent temperature how does a listener know where 88◦C is? Specifically, it is
difficult to represent the bottom of a scale, or a zero value. In visual media, zero values can be
encoded somehow and represented. For example the numerical 0, or even a blank graph is still
a representation that can be perceived and understood. However, in auditory media this is not so
simple, it is almost always not appropriate to use a lack of sound to represent zero because how
does a listener know that the sonification is still active, or if there is some system failure that has
resulted in the audio stopping? The fact that the mean error response results for the roughness
and noise conditions in Experiment 2 (Figure 3.8) both show reduced errors at level one may
mean that this sound design may be used to encode a zero value or state into the auditory display.
As mentioned, the unmodulated tone that the roughness and noise conditions used at level one
may have effectively encoded no-blur or in focus. This design could be extrapolated to other
situations whereby an unmodulated sound can represent a zero state and is then subsequently
modulated to convey a change in an information variable where some zero state or absence of
some variable is necessary in the data-sound mapping. Figure 3.9 shows a visual representation
of how this could be done.
Figure 3.9: Representation of how a zero value can be encoded in a signal where noise is
systematically applied.
Comparing Auditory and Visual Displays
The total number of correct responses for each condition in Experiment 2 (Figure 3.7) show that
the combined roughness and noise and the singular noise conditions performed closely to the
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visual condition — within 10% — with mean scores for noise being 46.5%, combined being
49% and visual being 53.9%. Looking at the distribution of responses for the combined and
noise conditions in Experiment 2, both are heavily negatively skewed and this can be seen from
the boxplot in Figure 3.7. However the skew is more clearly seen in a density plot of these con-
ditions (Figure 3.10) — with Pearson skewness values (using the R moments package) of -0.91
for the combined condition and -1.03 for the noise condition. Given this skew, considering the
median of the responses may also give a clearer insight into these results than the mean (Table
3.5). When the median is take into account, the combined condition performs better than the
visual condition by almost 7% and the noise condition performs equally to the visual.
Figure 3.10: Distribution of total number of correct responses for the combined and noise
conditions in Experiment 2.
Therefore, for similar applications to the one presented here, these auditory parameters may
provide a satisfactory substitute or supplement for vision. This would be beneficial in contexts
where the users are visually impaired, such as the context of the IDATA project, or where the
visual modality is already occupied by some other task. Furthermore, as discussed in section
3.2, one of the IDATA projects goals was to attempt, as much as possible, to ensure that the
tools and systems created as part of the project are usable by both sighted and visually impaired
students. The closeness of some of the acoustic parameters to the visual condition in Experiment
2 indicate that this goal may be attainable, at least for simple systems and contexts like the
experiment described in this chapter.
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3.10 Conclusions
Over two experiments, this chapter investigated the use of a number of psychoacoustic parame-
ters to encode information that could then be conveyed to a user in a sonification context. The
experiments were designed around a domain-specific sonification problem, sonifying the level
of focus of an astronomical image. The first study evaluated the use of roughness (broadband
noise), sharpness, and a combination of these two as acoustic parameters alongside the pitch
mapping used by Walker [151]. The second study evaluated roughness (sine tone), noise, a
combination of the two and pitch (using a C-Major scale) as acoustic parameters, as well as a
visual condition.
Conditions in Experiment 2 resulted in improved performance over Experiment 1. There was
also more of a consensus among preferences of polarity in Experiment 2 that could suggest that
the mapping design used was more appropriate, or more closely aligned with what participants
may have expected. The roughness and noise conditions in Experiment 2 showed decreased
errors at the first level of the spectrum of focused to unfocused/blurry, where the first level
represents a totally clear image. For both of these conditions the first level stimulus was a sine
tone, with no modulation (roughness) or noise added, therefore this seemed to act as a zero
value, i.e. a lack of blur and participants appeared to find this level particularly easy to identify.
In Experiment 2, the combined roughness and noise and the noise alone conditions performed
very closely to the visual condition. Furthermore, the combined condition resulted in better
performance than the visual condition and the noise condition was equal to the visual when the
median values were considered, which here is not trivial due the significant negative skew of the
distribution of the combined and noise results.
3.10.1 Research Question 1
The experiments discussed in this chapter show that psychoacoustic parameters can be used
to encode and convey information and do hold advantages over other acoustic parameters that
are more commonly used in PMSon systems. The main outcomes of these experiments are
summarised and presented in the form of the following design recommendations that address
Research Question 1, which asked:
RQ1: How may acoustic parameters that are derived from the field of psychoacoustics
encode and transmit information to a user?
Psychoacoustic Parameters Can Encode and Convey Information
This research has shown that roughness, noise and the combination of both of these parameters
can be effective at conveying a simple information parameter, similar to the focus value used
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in this study. However, the particular information parameter used may impact the users percep-
tion. Experiment 2 showed that using a carrier signal comprising of an unmodulated sine tone
which subsequently increases a given psychoacoustic parameter in an additive manner resulted
in higher performance than when broadband noise was used as a carrier signal in Experiment 1.
In summary, going from a clean, unmodulated tone to a rough or noise-filled signal to represent
the scale of focused to blurry could be more perceptually congruent, here meaning the mapping
between the acoustic parameter and the information parameter is perceived as congruent to a
listener, unlike a mapping which only uses manipulations of noise.
A Sine Tone Carrier and Extended Amplitude Modulation Range Improve Roughness
The roughness parameter used in Experiment 2, which used a sine tone instead of noise, in
addition to an expanded range of modulation frequencies over the range used in Experiment 1
resulted in a significantly higher percentage of correct responses. Therefore, designers intending
to use roughness in a data-sound mapping may find better results if a sine tone signal is used as
a carrier signal and a modulation range of 0-70 Hz is used.
Roughness and Noise Can Encode a Zero Value
An unmodulated signal — here, specifically referring to a signal with no roughness or noise is
applied to it — can represent or encode a zero value, or simply put, an absence of whatever
information parameter is being sonified. This is not possible when using more commonly-seen
acoustic parameters in sonification such as pitch or tempo, as it is not possible to have a sine
tone with no frequeny or a beat with no tempo.
Conditions Using Noise as a Parameter Rivalled Vision
In Experiment 2, the combined noise and roughness and noise alone conditions performed sim-
ilarly to the visual condition. Therefore these parameters may be useful in systems where the
intent is to substitute an auditory display for a visual one, with the caveat that the data-sound
mapping used here was very simple and therefore should be considered when using these pa-
rameters without further research.
Chapter 4
Perceptual Congruence in Data-Sound
Mappings
4.1 Introduction
The previous chapter reported results of two experiments that presented a first attempt to eval-
uate how psychoacoustic parameters could be used as the acoustic component of a data-sound
mapping within a PMson system. Perhaps the most salient finding from the preceding chapter
is that the polarity preferences for the roughness and noise conditions where the carrier signal
was a pure tone were predominantly positive (16 out of 19 participants). Positive polarity here
meaning an increase in the acoustic parameter is perceived as an increase in the data param-
eter, so more noise or roughness applied to a pure tone was perceived as representing more
‘blur’ in an image. This polarity preference would seem to be expected, given that in music and
sound design of the Western tradition, extraneous noise and dissonance (of which roughness is
a key part [79]) is commonly considered to be undesirable and are mitigated or removed where
possible. Experiments 1 and 2, however, were in the context of a very specific use-case, distin-
guishing how in or out of focus an astronomical image was. To better understand how to use
these psychoacoustic parameters in an auditory display, it would be beneficial to understand how
these parameters are perceived in data-sound mappings that are more contextually generalised,
so that designers and researchers of PMSon systems may use the results in mappings with other,
similar information parameters.
Generally speaking, the mappings discussed from the previous chapter can be discussed
in terms of valence, which in psychological terminology refers to “events, objects or situation
that possess intrinsic attractiveness or aversiveness” [46] (p. 207). The finding from the previ-
ous section that increasing a musically undesirable parameter like noise was perceived by most
participants to represent an increase in blur could be considered to represent negative valence,
because one undesirable parameter, or one with negative valence, represents another parameter
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with negative valence. It is difficult to specifically identify why this mapping polarity was the
most preferred, however one potential cause could be the listener’s mental model of blur in the
context of this parameter being presented through sound. For example, one potential conjecture
could be that, in the noise condition, the pure tone signal was increasingly ‘obscured’ by the
added noise which may have been considered analogous to how to how blur obscures a visual
image and was therefore perceived as perceptually congruent and thus the preferred polarity.
This chapter presents an experiment which further investigates the idea of perceptual con-
gruence in data-sound mappings by exploring how roughness, noise and pitch relate to the per-
ceived magnitude of stress, error and danger. The relationships between sounds and their per-
ceived meaning and connotations are complex, making auditory perception an important factor
to consider when designing sonification systems. Listeners often have a mental model of how
an information parameter should sound during sonification and this model is not considered in
most data-sound mappings. This can lead to mappings that are difficult to use and can cause
confusion. This problem is effectively conveyed in Vickers et al.’s Aesthetics of Sonification:
Taking the Subject-Position:
A major design challenge is to create sonifications that are not only effective at com-
municating information but which are sufficiently engaging to engender sustained
attention. Sonification may be ineffective if the rendered sound appears arbitrary to
the listener in relation to the underlying data. The design task then becomes about
finding a suitable fit between communicational efficacy and appropriate aesthetic
character. [148] (p. 2).
Therefore, understanding how a variety of acoustic and information parameters with negative
valence (or positive valence when they are inverted) are perceived when the two are combined
in a data-sound mapping may provide a first step to addressing this problem of creating percep-
tually congruent auditory displays. The second research question of this thesis aims to address
this by asking:
RQ2: To what extent are mappings between acoustic sonification parameters and infor-
mation parameters with clear positive or negative valence perceived as congruent?
There is little theory or evidence to guide sonification designers in the most effective data-
sound mapping to use in particular contexts and there is even less research on evaluating the
perceptual reactions of listeners to acoustic parameters in sonification, beyond pitch, tempo and
loudness [151, 152, 155]. In this experiment, relationships between a number of psychoacoustic
parameters and conceptual variables, such as the relationship between perceived danger and au-
ditory roughness [5] are utilised and new ones are proposed in an attempt to expand the number
of effective sonification parameters and to design data-sound mappings that are complementary
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to the listener’s mental model of how an information parameter should sound during sonifica-
tion. The experiment described here uses magnitude estimation to map how the magnitudes of
acoustic parameters relate to the perceived magnitudes of information parameters. Magnitude
estimation has been shown as an effective method of establishing if data-sound mappings are
conflicting with how the listener expects the information parameter to sound [151, 152].
4.2 Experiment 3
In this experiment, magnitude estimation was used to evaluate the perception of the magnitude
of three information parameters: stress, error and danger based on four acoustic parameters:
roughness, noise, combined roughness & noise and pitch. The information parameters were
chosen because they are semantically broad, allowing for various use-cases to utilise this study’s
findings. Such scenarios could include:
• Biofeedback of physiological measures to reduce stress/anxiety such as the Sonic Respi-
ration system developed by Harris et al. [61].
• Sonifying error values in non-visual graph presentation, such as in the TableVis system
developed by Kildal & Brewster [84].
• Monitoring or alarm systems where multiple levels of danger, urgency or severity must be
conveyed.
The experiment investigated how the perceived magnitude of the information parameter
changed as the magnitude of the auditory stimuli changed and in which polarities the participants
perceived this mapping to be. Polarity information is a useful indication of when a data-sound
mapping is conflicting with the participants’ mental models [151], as agreement in the polari-
ties between participants suggests correlation between their mental models and the data-sound
mapping. Furthermore, magnitude estimation produces the slope values between each data and
acoustic dimension, allowing future designers to scale their mappings appropriately.
4.2.1 Participants
Sixteen participants took part in the study (11 female, 5 male; mean age = 25 years, SD = 5.1
years). All were university students and staff. All participants reported no uncorrected vision
impairment, no hearing impairment and no music/sound related neurological condition such as
amusia [112].
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4.2.2 Design
A magnitude estimation experiment was conducted based on the design originally suggested
by Stevens [134] and further described by Marks & Gescheider [97]. Applying this design to
a sonification context was based on previous experiments by Walker [151, 152] and Walker et
al. [156]. Twelve conditions were examined in which the independent variables in each condi-
tion was the information parameter used in the data-sound mapping: error, danger, stress and
the acoustic parameter that was used to convey these information parameters: roughness, noise,
and a combination of both. Pitch was also included to compare to a more traditional parameter
mapping.
Error, danger and stress were chosen as information parameters, due to previous studies’
suggestions that the perception of danger can be dependent on acoustic qualities [5] and the
previous chapter’s findings that the blur of an image (generalised to error, as blur could be de-
scribed as an error in an image) was strongly correlated with roughness and noise, in terms of the
polarity that participants preferred in a mapping between these parameters. Furthermore, these
information parameters were chosen because they are a general set of potential use cases that are
semantically similar. All of these are generally considered negative variables with negative va-
lence in that they are generally considered undesirable. For example danger is generally avoided
where possible and error in any form is generally mitigated or reduced. The experiment used
a within-subjects design. Each condition was a pairing of an information parameter and acous-
tic parameter into a data-sound mapping, dependent measures collected were the participants
estimations of the magnitude of the information parameter.
4.2.3 Stimuli
Ten stimuli were used for each condition, and the design was similar to the stimuli used in
Experiment 2, as it was desirable to try and leverage the effects found in the previous experiment.
Each stimulus was two seconds in length. Brewster [15] showed that information encoded in
sounds can be obtained from a stimulus between one and two seconds. Each stimulus had
an amplitude envelope with a 0.2 second linear ramp onset (attack) and offset (release). An
amplitude envelope was included in the sound design, as an abrupt start or stop of a sound can
be perceived as unpleasant [7]. All stimuli were created in SuperCollider. Pitch stimuli were
based on the frequencies used by Walker [151].
Roughness
Stimuli in this condition consisted of 100% sinusoidally amplitude modulated 1 kHz sine tones
with modulation frequencies of 0, 2, 4, 7, 11, 16, 23, 34, 49 and 70 Hz.
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Noise
This condition consisted of a 1 kHz pure tone and broadband white noise, with the pure tone
beginning at 100% amplitude and noise at 0%, going through noise contents of 0, 10, 20, 30, 40,
50, 60, 70, 80 and 100%
Combined Roughness and Noise
This condition used a direct pairing of corresponding roughness and noise stimuli.
Pitch
This condition used sine tones with frequencies of 100, 200, 300, 400, 800, 1000, 1400, 1800,
2400 and 3200 Hz. Loudness for each stimulus was normalised using Supercollider’s built in
library for basic psychoacoustic amplitude compensation, AmpComp. Frequencies used here
were based on those used by Walker [151].
4.2.4 Procedure
Before the first block of trials, the experimenter read aloud the following text (adapted from
[151] and [97]) and the participant read along on-screen.
You will hear a series of sounds, one at a time, in random order. Your task is
to indicate what magnitude of the variable the sounds seem to represent, by assign-
ing numbers to them. For the first sound, assign it any number of your choosing
that represents a value of the variable (e.g. stress). Then, for each of the remaining
sounds, estimate its ‘stress’, relative to your subjective impression of the first sound.
For example in the case of stress as the variable, if the second sound seems to
represent a stress level that is ten times as ‘stressful’ as the first, then assign it a
number that is tentimes bigger than the first number. If the sound seems to represent
a stress level that is one-fifth as ‘stressful’, assign it a number that is one-fifth as
large as the first number, and so on. You can use any range of numbers, fractions,
or decimals that seem appropriate, so long as they are greater than zero.
Here the first sound is used as a comparison value, it is the middle level of all the stimuli
(level five of ten). The participant indicated the comparison magnitude once at the beginning of
the block. In each trial, participants were presented with the comparison sound with its user-
defined value simultaneously displayed on-screen and then after a one second pause, one of the
nine remaining stimuli were presented. The participant was then asked to respond with a sub-
jective value (i.e. the magnitude of stress they perceived the sound cue to represent). Each block
of the experiment consisted of 27 trials. In each of these blocks, each stimulua was presented
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three times in random order and after a brief break, the next condition was presented, with new
instructions that presented the mapping to be used. The order in which each block was presented
was also randomised.
Taking the danger-roughness condition as an example, in this block, roughness level 5 would
be used as the comparison value. Firstly, participants are presented with this stimulus and asked
to indicate what magnitude of danger this stimulus represented. This is then used as the com-
parison value. The remainder of the block consisted of each of the remaining nine roughness
levels, which would be presented and the participant would compare these to their comparison
value. Each of these remaining nine stimuli are presented three times, in random order.
4.3 Results
First, data were split on polarity response for each data-sound mapping. Then, as the scale of the
responses could vary widely between each participant, responses for each data-sound mapping
and polarity were normalised using the geometric mean. Stevens et al. in their textbook on
psychophysics [137] indicate that the distribution of the log magnitude estimations is approxi-
mately normal and therefore an effective averaging for such a log-normal distribution is using
the geometric mean of responses. Therefore geometric mean averaging was chosen (also due
to this method’s use in Walker’s sonification magnitude estimation work [151, 152] and more
recent HCI specific magnitude estimation studies [135]).
Consistent with Walker’s findings [151], for a given data-sound mapping most participants
responded in a consistent polarity. Some participants responded in an erratic polarity, therefore
it was necessary to group the data into positive, negative or no polarity. This was done by
calculating the Pearson coefficient for each participant in each block between the log of the
responses and the log of the actual stimulus value. A participant’s data were considered to
have no polarity and therefore not included in further analysis if the absolute coefficient for that
block did not reach statistical significance. Therefore, with nine stimuli presented three times
(df = 27), data sets with a correlation coefficient of less than rcritical = 0.367, p = <0.05) were
removed. Data reaching statistical significance were grouped into polarities based on the sign
of their correlation coefficient (positive or negative). Table 1 shows the number of participants
whose data remained in the analysis of each condition, compared to the number of participants
who originally carried out the experiment.
After this preparation, a simple linear regression was carried out for each data-sound pair-
ing, using the logs of both the geometric means of responses for each stimulus and the actual
stimulus values (as per [151]). The slope value was calculated using the geometric mean of all
participant responses for a given polarity group within a condition. These mean response values
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Error Stress Danger
Noise 15/16 12/16 10/16
Roughness 10/16 13/16 13/16
Combined 12/16 15/16 14/16
Pitch 11/16 13/16 12/16
Table 4.1: Proportion of participants whose data was of a high enough collinearity to be used in
analysis for Experiment 3.
were plotted against the actual stimulus values in log-log coordinates and fitted with the power
function y = bxm where the slope of the fit line m indicates how much the perceived, or estimated
magnitude changes as the actual acoustic parameter changes [151]. The slope value of this re-
gression indicates how much the perceived value changes based on changes in the stimulus.
Figures 4.1 to 4.4 show the results for each data-sound pairing grouped by acoustic parameter.
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4.4 Discussion
Polarity
For the noise (Figure 4.1), roughness (Figure 4.2) and combined roughness and noise (Figure
4.3) conditions, the majority of participants responded in a positive polarity. As the stimuli at
level 0 for all of these conditions was an unmodulated pure tone, participants may have perceived
this clean tone as very low or no error/stress/danger, due to the absence of any additional acoustic
attribute in the sound. Furthermore, at the opposite end of the stimuli levels, the roughness
condition at level ten consisted of a very dissonant sound (roughness being a key part of the
perception of dissonance [79]) and the noise and combined conditions at level purely of white
noise. Therefore, participants may have associated these sounds with error/stress/danger, as
these attributes of sound are normally considered unpleasant, just as error, stress and danger
are generally considered unpleasant variables. The majority of the responses for pitch mapping
(Figure 4.4) being in a positive polarity may be explained by higher pitches resulting in a higher
sense of urgency, such as an infant crying [169]. These results suggest that for data sets relating
to unpleasant or undesirable qualities such as the information parameters used in this study
possess, the acoustic parameters used in this experiment may provide auditory displays that are
consistent with listener mental models of similar variables.
Mapping Stress to Noise
There appears to be less consensus in polarity preference for the noise-stress mapping compared
with other data-sound mappings, with 6 participants responding in a positive polarity and four
responding in a negative polarity. One explanation for this could be the fact that, although noise
is generally undesirable in the fields of music and sound design, it can be desirable in others, for
example its use as a sleep aid [1]. This may also be reflected in the responses in the negative
polarity for the noise-danger and noise-stress mappings (Figure 4.1) where the estimated value
of danger/stress at stimulus level ten — that consisted solely of white noise, was far lower than
the trend of the other stimulus levels. The fact that the results for the noise condition in the
noise-error and noise-danger mappings trended more toward the positive polarity may lead to
the assumption that noise is then always going to be associated with negative valence, however
the findings for the noise-stress mapping are not as clearly divided. This does not detract from
the fact that based on these results there is a general sense that more noise equates to a higher
value of an information parameter with negative valence, but it highlights the importance of the
listeners mental model and expectation in the processing of data-sound mappings and how they
can change significantly when the information parameter in data-sound mapping is changed.
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Slope
The results show that how a listener perceives the magnitude of an information parameter varies
depending on the data-sound mapping used, participants heard the same sounds but their re-
sponses depended on the information parameter being used. Similar to the previous discussion
regarding the polarity of responses, the slope values that were obtained for each data-sound map-
ping depended on the information parameter being used. This further underlines the findings by
Walker [151] and Walker & Kramer [155] that the mapping topology used in a sonification sys-
tem has a significant effect on how the user interacts with it. Using a magnitude estimation
paradigm to estimate the polarities and slopes, like the one used in this study and Walker’s ini-
tial studies [151, 152] can point towards mappings that are consistent with the listener’s mental
model of how an information parameter should sound.
4.5 Conclusions
This chapter investigated the effect of acoustic parameter choice on a number of data-sound
mappings in which the acoustic parameter was based on research from the field of psychoacous-
tics. This was done by carrying out an experiment in which magnitude estimation was used to
map how the perceived magnitude of an information parameter changed based on a change in
an acoustic parameter. Polarities and scales were derived for each mapping. Results from this
experiment show that the acoustic parameter used to convey an information parameter impacted
the listener’s perception of the magnitude of that information parameter, as each data-sound
mapping produced unique polarity preference consensus and slope values. Furthermore, the
majority of participants tended to prefer a positive mapping in all data-sound parameters. This
indicates that most participants perceived an increase in an information parameter with negative
valence to be better represented by an increase in an acoustic parameter that could be perceived
as musically undesirable. This is complementary to the results from Experiments 1 and 2 which
showed that most participants perceived a parameter mapping between the quality of an image
and acoustic roughness or acoustic noise to be in a similar polarity as the results found here —
increasing noise/roughness was perceived as representing an increase in image blur (and thus a
decrease in quality). Overall, this suggests that to achieve an effective and successful data-sound
mapping for a PMson system then the data-sound mapping must be congruent with the listener’s
mental model of how they expect the data value to sound in a sonification system.
4.5.1 Research Question 2
The findings from this experiment suggest that acoustic parameters which may be considered
undesirable in terms of Western music tradition are perceived by listeners as congruent with
information parameters which have negative valence. These findings can be used as a starting
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point for designers of PMson systems that wish to utilise such perceptual congruence in order to
design data-sound mappings in that align with their expectations of how such a mapping should
be presented in terms of its polarity and scale (or slope). Furthermore, this study provide polarity
and slope information for a number of data-sound mappings that may be used by designers
to inform their mappings using similar information parameters. The main outcomes of this
experiment is summarised and presented in the form of the following design recommendations
that address research question 2, which asked:
RQ2: To what extent are mappings between acoustic sonification parameters and infor-
mation parameters with clear positive or negative valence perceived as congruent?
Roughness, Noise and Pitch Map to Information Parameters with Negative Valence
In all conditions, the most popular polarities were positive (such as, an increase in the acoustic
parameter was perceived as an increase in the information parameter). This suggests that using
increasing roughness, noise or pitch to represent an increase in similar undesirable information
parameters to the ones used here, may be a mapping that is aligned with a listener’s expectations
of how that information parameter should sound when it is sonified.
Certain Data-Sound Mappings Have More Complex Valence Relationships
The noise-stress condition had a much more split consensus regarding polarity preference, com-
pared to not only the other conditions which used noise as an acoustic parameter, but any other
condition. Although the trend from this experiment and those discussed in the previous chapter
is that musically undesirable variables are perceived as congruent with information parameters
with negative valence, the noise-stress mapping is an example of a mapping where the relation-
ship between the valence of the acoustic parameter and information parameter is more complex
than positive = positive and negative = negative. This is an important notion to keep in mind
when choosing acoustic parameters to pair with information parameters in a PMSon system and
adds more weight to the importance of understanding a data-sound mapping on a perceptual
level before it is integrated into a PMSon system, to avoid confusing mappings.
An Unmodulated Signal Can Convey a Minimum Value
For the roughness, noise and combined conditions, the level 0 stimulus was an unmodulated
tone (i.e. no roughness or no noise applied to it) and responses for all data-sound pairings for
these conditions tended toward a positive polarity. This suggests that an unmodulated tone can
convey an absence or a very low value of an undesirable information parameter such as stress or
danger. This is reflective of the findings in the previous chapter’s experiments.
Chapter 5
Perceptual Congruence in Data-Vibration
Mappings
5.1 Introduction
The previous chapter discussed how acoustic parameters that are based on psychoacoustics are
perceived in relation to information parameters with negative valence in the context of a parame-
ter mapping sonification system. The most salient finding from this experiment — which echoes
the findings from the Experiments 1 and 2 , is that musically undesirable acoustic parameters
such as roughness and noise and were perceived to be congruent with information parameters
with negative valence such as danger or stress. The findings from the preceding these experi-
ments, alongside other magnitude estimation work by Walker [151,152] represent the first steps
towards exploring the nuances of how data-sound mappings are perceived by listeners, however
no such steps have been taken to similarly investigate data-vibration mappings.
Data-vibration mappings, particularly tactons — “structured, abstract, [vibro] tactile mes-
sages which can be used to communicate information" [16] (p. 1), have applications in many
areas, however listed below are some particular use-cases which were a motivation for research-
ing this area:
• Process monitoring — In a context where vision and hearing are already in use, there
may still be critical information that needs to be transmitted without interrupting vision
and hearing, such as a warning with an indication of severity (low, med, high) when
monitoring a patient. tactons can provide this without interrupting the other senses.
• Feedback in hazardous environments — When in a dangerous environment such as a
location with high quantities of radiation or unstable ground, tactons can convey infor-
mation such as distance to a particular location while keeping vision and hearing free for
navigation and communication.
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• Feedback in loud environments — Hoggan et al. [72] found vibrotactile feedback to be
an effective non-visual feedback modality in loud environments. An example of such an
environment where tactile feedback may be beneficial could be a helicopter pilot receiving
vibration cues relating to the accuracy of orientation for landing.
Such use cases can not only provide some context for why it is necessary to study and un-
derstand how data-vibration mappings are perceived, but also highlight the unique potential of
tactons.
As mentioned in the previous chapter, both the acoustic parameter and the information pa-
rameter in a data-sound mapping, can be discussed in terms of valence. The valence of the
information parameter may be quite trivial where there is a clear good or bad connotation of the
information, for example — increasing values of danger would have a negative valence, whereas
decreasing numbers of cancerous cells could be considered to have a positive valence. The va-
lence of the acoustic parameter is more complex, however the results reported so far would
suggest that for many listeners, the desirability of an acoustic parameter in terms of Western
musical traditions may offer a guide. For example roughness (disharmony) was associated with
increasing values of danger and therefore would be considered to have a negative valence. How-
ever, it is unknown if such examples of perceptual congruence exist in data-vibration mappings,
as there is a lack of research in this particular aspect of vibrotactile feedback.
As with data-sound mappings, it is not possible to predict what mappings of information
parameters to vibrotactile parameters are optimum a priori, there are many cognitive, percep-
tual and cultural factors that may influence how a user expects a particular data value should
feel when it is presented using vibration. Such a mental model driven preference as found in
data-sound displays may be a useful tool in establishing the optimum vibrotactile parameter to
convey a particular information parameter in a data-vibration mapping. This chapter presents
an experiment, which is a first in the area of vibrotactile research, to investigate a number of
data-vibration mappings using a magnitude estimation paradigm to map how the magnitudes of
vibrotactile parameters like frequency and duration relate to the perception of the magnitude of a
number of information parameters such as error, size and distance. Using magnitude estimation
to understand how these data-vibration mappings are perceived can aid in creating data-vibration
mappings that are more congruent with a user’s expectations and mental models of how a partic-
ular information parameter should feel to them and therefore make more usable, less confusing
vibrotactile displays. The third research question of this thesis addresses this by asking:
RQ3: To what extent are mappings between vibrotactile parameters and information pa-
rameters perceived as congruent?
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5.2 Experiment 4
This section details the design of the magnitude estimation experiment that was conducted. The
design is very similar to that of Experiment 3 that looked at data-sound mappings. In a similar
fashion to Experiment 3, this magnitude estimation study provides information regarding the
polarities (e.g. is increasing frequency perceived as increasing values of size?) and slope values
(e.g. for each value of frequency, what is the perceived value of size?) that are produced for
each data-vibration mapping.
5.2.1 Participants
18 participants took part in the study, demographic information gathered included gender (self-
identified), age and handedness. Participants were: 9 female, 9 male, mean age = 24.6 years,
SD = 5.4 years, 15 right-handed, 2 left-handed, one ambidextrous. All were university students
and staff and reported no uncorrected vision impairment and no hearing impairment. These par-
ticipants were unique to this study and hadn’t taken part in any of the previous studies reported
in this thesis.
5.2.2 Design
The magnitude estimation experiment was based on the design originally suggested by Stevens
[134] and further described by Marks & Gescheider [97]. Applying this design to investigate
parameter mapping of tactons was based on the same methodology used in the previous chapter
on data-sound mappings, which itself was based on previous experiments which used a similar
methodology to investigate parameter mapping of sonifications [151,152]. This method has also
been used to study the perception of textures via vibrotactile stimulation [135].
Twenty-eight conditions were examined in which the two independent variables in each con-
dition were the vibrotactile parameter used and the information parameter which the vibration
stimuli ostensibly represented. These information parameters were: accuracy, error, stress, dan-
ger, size, distance and current and the vibrotactile parameters used were frequency, roughness,
duration and tempo (rate of on/off fluctuation of a signal).
Choice of Information Parameters
The information parameters were chosen to provide a general set of potential use cases that
future tacton designers may encounter. Also, they were selected in an attempt to provide a
set of parameters that may be generalised such that these results could be applied in a variety
of situations. For example, size could be used in the context of physical size, or the size of
a network. The inclusion of error, stress and danger as information parameters was in part
CHAPTER 5. PERCEPTUAL CONGRUENCE IN DATA-VIBRATION MAPPINGS 75
based on Experiment 3 which suggested that information parameters with negative valence are
associated with acoustic parameters which are often considered undesirable or negative in a
musical context (such as roughness and noise). To investigate if these associations are present
in similar vibrotactile mappings these information parameters were included in this experiment,
to ask questions such as: does increasing vibrotactile roughness equate to a perceived increase
in the magnitude of stress?
5.2.3 Apparatus
The actuator used in this study was a Tactile Labs Haptuator Mk II. 1 This actuator was chosen
based both on its high acceleration and bandwidth. The actuator was fixed to the inside wall of a
cylindrical steel housing to ensure maximum contact with the participant’s hand, as this wall was
placed facing upward and thus facing where the participant placed their hand. This housing was
filled with sound-proof foam to secure the actuator and reduce audible emissions. The housing
was then placed in soundproof foam to reduce vibration of the surrounding equipment and the
table. Participants placed their non-dominant palm onto the actuator during the experiment and
white noise was played to them over Beyerdynamic DT-100 headphones to mask any audible
noise from the vibration actuator.
Figure 5.1: Haptuator in steel housing and placed in soundproof foam, with additional foam for
participants to rest their forearm.
5.2.4 Stimuli
Three stimuli were used for each condition and were created in the SuperCollider programming
language. Stimuli were designed to provide three of the most easily distinguishable cues for each
1http://tactilelabs.com/products/haptics/haptuator-mark-ii-v2/
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vibrotactile parameter, therefore the cues were designed based on previous perceptual studies on
the particular parameter, or related studies that successfully applied them.
Frequency
Stimuli consisted of one second long cues at 90, 200 and 300 Hz. Similarly to audible frequency
[121], perception of frequency via the skin is also affected by the intensity of the stimulus
[51, 145], therefore each frequency cue’s amplitude was adjusted such that intensity was equal
across each stimulus. These were based on the stimuli used by Wilson et al. [162], as they used
the same actuator as this experiment and derived equal-intensity cues for the frequencies used
in this experiment.
Roughness
Previous studies have shown that a sensation of roughness can be conveyed via vibrotactile stim-
uli using sinusoidally amplitude-modulated waveforms [18,70]. Furthermore, these studies have
shown that differing levels of amplitude modulation can be perceived when they are used one
dimensionally [18] or multidimensionally with other parameters being simultaneously modu-
lated [19]. Roughness cues were one second long consisting of a 200 Hz sine wave modulated
at 20 and 50 Hz, as well as an unmodulated waveform. These cues were based on the find-
ings from Brown’s investigations into vibrotactile roughness [18] which found that modulation
frequencies of 0 (no modulation), 20 Hz and 50 Hz are significantly distinguishable from each
other.
Duration
Duration cues consisted of 200 Hz waveforms that were 100, 500 and 1000 ms in duration, also
based on [162].
Tempo
Tempo cues consisted of two second long 200 Hz waveforms in which each cue rapidly fluc-
tuated on and off at different frequencies. Each cue’s on period was 50 ms and the off periods
were 15, 50 and 800 ms.
5.2.5 Procedure
Before the first block of trials, the experimenter read allowed the following text (adapted from
[97, 135, 151]) and the participant read along on-screen.
You will feel a series of vibrations, one at a time, in random order. Your task
is to indicate what magnitude of the concept the vibrations seem to represent, by
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50ms ON TIME
15ms OFF TIME
Figure 5.2: Waveform of one stimulus from the tempo condition in Experiment 4 with a 50 ms
on phase and 15 ms off phase
assigning numbers to them. For the first vibration, assign it any number of your
choosing that represents a value of the concept (e.g. distance). Then, for each of the
remaining vibrations, estimate its ‘distance’, relative to your subjective impression
of the first vibration.
For example in the case of ‘distance’ as the concept, if the second vibration
seems to represent a distance level that is 10 times as ‘close’ or ‘far’ as the first,
then assign it a number that is 10 times bigger than the first number. If the vibration
seems to represent a distance that is one-fifth as ‘close’ or ‘far’, assign it a number
that is one-fifth as large as the first number, and so on. You can use any range of
numbers, fractions, or decimals that seem appropriate.
Here the first vibration is used as a comparison value, it is the middle level of all the stimuli
(level two of 3). The participant indicated the comparison magnitude once at the beginning
of the block. In each trial, participants were presented with the comparison vibration with its
user-defined value simultaneously displayed on-screen and then after a one second pause, one
of the two remaining stimuli were presented. The participant was then asked to respond with a
subjective value (i.e. the magnitude of distance they perceived). In a block of six trials, each
stimulus was presented three times in random order and after a brief break, the next condition
was presented, with new instructions that presented the mapping to be used. The order in which
each block was presented was also randomised.
5.3 Results
First, data were split based on polarity response for each data-vibration mapping. Then, as the
scale of the responses could vary widely between each participant, responses for each mapping
and polarity were normalised using the geometric mean, as was done in the previous experi-
ment and as per Walker [151, 152] and Stevens et al. [137]. Consistent with the audio related
findings from Walker [151] and Experiment 3, for a given data-vibration mapping most partic-
ipants responded in a consistent polarity (either positive or negative), such that, for example,
increasing vibrotactile roughness represented increasing danger. Some participants responded
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in an erratic polarity, therefore it was necessary to group the data into positive, negative or no
polarity. This was done by calculating the Pearson coefficient for each participant in each block
between the log of the responses and the log of the actual stimulus value. A participant’s data
were considered to have no polarity if the absolute coefficient for that block did not reach statis-
tical significance and were removed from analysis.
Therefore, with two stimuli presented three times (df = 6), participant data sets with a cor-
relation coefficient of less than rcritical = 0.707 (p = <0.05) were classed as having no polarity.
Note that the middle level of all the stimuli (level two of 3) was used as a comparison with
which to compare the other two levels’ perceived magnitude, therefore it is not included in the
coefficient calculation. This is a fairly strict requirement due to the low number of stimuli.
Experiment 3 reported in the previous chapter and Walker [151] used more generous limits of
rcritical = 0.367 & 0.444 respectively. Such a strict rcritical ensures that the results truly reflect the
participants’ polarity choices. Table 5.1 shows the number of participants whose data remained
in the analysis of each condition, compared to the number of participants who originally carried
out the experiment.
Accuracy Error Danger Size Distance Current Stress Total
Frequency 14 / 18 16 / 18 13 / 18 15 / 18 15 / 18 16 / 18 16 / 18 105 / 126
Roughness 12 / 18 10 / 18 11 / 18 10 / 18 15 / 18 9 / 18 10 / 18 75 / 126
Duration 18 / 18 18 / 18 17 / 18 18 / 18 16 / 18 17 / 18 18 / 18 122 / 126
Tempo 14 / 18 18 / 18 18 / 18 18 / 18 17 / 18 17 / 18 18 / 18 120 / 126
Table 5.1: Proportion of participants whose data was of a high enough collinearity to be used in
analysis for Experiment 4.
After this preparation, a simple linear regression was carried out for each data-vibration map-
ping, using the logs of both the geometric means of responses for each stimulus and the actual
stimulus values (as per [151]). Conversely to the analysis for the magnitude estimation carried
out in Experiment 3 as described in previous Chapter where the middle comparison value (stim-
ulus level two of three) was not included in the linear regression, here it was due to the fact that
at least three values were required to calculate a slope. The slope value was calculated using the
geometric mean of all participant responses for a given polarity group within a condition. These
mean response values were plotted against the actual stimulus values in log-log coordinates and
fitted with the power function y = bxm where the slope of the fit line m indicates how much the
perceived, or estimated magnitude changes as the actual vibrotactile parameter changes [151].
The slope value of this regression indicates how much the perceived value changes based on
changes in the stimulus. Figures 5.3 to 5.9 show the results for each data-vibration mapping
grouped by information parameter.
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5.4 Discussion
Polarity — Frequency and Roughness Conditions
First, Table 5.1 shows one of the most obvious findings is that the duration and tempo mappings
resulted in more participants responses reaching or passing the rcritical = 0.707 threshold for
significance (122 and 120 out of a possible 126 respectively) than the roughness and frequency
conditions, with the roughness conditions having a lower number of participants reaching sig-
nificance (75 out a possible 126). Looking at the split in participants’ polarity preferences in
terms of positive or negative polarities, frequency and roughness conditions show a higher mix-
ture of positive and negative polarity consensus, such as the size-frequency mapping being split
n = 6 for positive and n = 9 for negative and the current-roughness mapping being split n = 5
for positive and n = 4 for positive. These unclear polarity preferences may indicate that there
was a lot of confusion when choosing a polarity for this mapping and that they were difficult to
process or to relate to a participant’s mental model of how they thought size or current, to use
the two mappings picked as examples, should feel when presented in a data-vibration mapping.
Polarity — Duration and Tempo Conditions
Conversely, participants responded with a much clearer consensus in the duration and tempo
conditions, with the danger-duration, danger-tempo, and size-duration mappings obtaining unan-
imous responses from participants, here meaning that they all responded in a positive polarity.
Aside from that unanimous polarity preferences, for all mappings participants received the most
popular polarity was positive, suggesting that for the mappings studied here, increasing the du-
ration or tempo of a tacton are both perceived as an increase in the magnitude of an information
parameter, regardless of the concept. These results are particularly interesting for the accuracy
and error information parameters. These concepts are the opposite of each other in terms of
valence, accuracy having positive valence and error having negative valence, therefore it would
be reasonable to assume a priori that their polarity results would generally reflect this opposi-
tion, however these results show their polarities and slope values to be similar. The duration and
tempo conditions also both contain two unanimous polarities (i.e. meaning one or more polar-
ity group’s n was 0), lending further weight to the suggestion that increasing these vibrotactile
parameters results in increased perception of the magnitude of a information parameter. The
duration and tempo conditions also contain four mappings in which all 18 participants response
reached the rcritical suggesting there was little confusion amongst participants in choosing which
polarity to respond. Particularly, the error, size and stress condition across both polarities ob-
tained responses above rcritical for all 18 out of a possible 18 participants, suggesting there was
little confusion amongst participants in choosing which polarity to respond.
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These results show that the polarity and perceived magnitude of information parameters
have less consensus among participants and thus more confusion about how to process some
mappings (frequency, roughness), or it may be consistent across mappings (duration, tempo),
suggesting a more clear understanding of processing the mapping and therefore further under-
lining the importance of understanding data-vibration mappings in vibrotactile feedback design.
Furthermore, as can be seen from the conditions where tempo and duration were used to convey
both error and accuracy, even though these two concepts are opposing in terms of valence, they
both elicited a positive polarity preference among participants, contrary to the findings from
the previous chapter’s experiment on the auditory modality. This suggests that using opposing
feedback parameters to represent opposing concepts in terms of valence, as may be the a priori
expectation, may not be the optimum method for conveying these types of data using vibration.
Using a magnitude estimation paradigm to estimate the polarities and slopes, like the one used
in this study can guide designers towards mappings that are consistent with the user’s percep-
tions of how a information parameter should feel when it is conveyed through a data-vibration
mappings.
Slope
Similar to the results in the previous chapter about magnitude estimation results for data-sound
mappings, these results for data-vibration mappings show that how a user perceives the magni-
tude of an information parameter varies depending on the data-vibration mapping used, partici-
pants were presented with the same vibrotactile stimuli but their responses varied depending on
the information parameter being used in the given data-vibration mapping. Again, this echoes
the findings from the auditory modality such as: the previous chapter, Walker [151] and Walker
& Kramer [155] in that the mapping topology used in a tacton system has a significant effect
on how the user interacts with it. Using a magnitude estimation paradigm to estimate the po-
larities and slopes for a data-vibration mapping can aid designers in creating mappings that are
more consistent with user mental models of how an information parameter should feel when it
presented using vibrotactile feedback in a tacton system.
5.5 Conclusions
This chapter investigated the effects of vibrotactile parameter choice on a number of data-
vibration mappings for tactons. A study was presented in which magnitude estimation was used
to map how the perceived magnitude of an information parameter changed based on a change
in a vibrotactile parameter used in a tacton. Polarity and scale information was derived for each
mapping. Results from this experiment indicated that the vibrotactile parameter used to convey
an information parameter affected participants’ perception of the magnitude of the information
parameter. Overall, the mappings that used duration or tempo as the vibrotactile parameter in
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the data-vibration mapping resulted in more clear agreement about which polarity was most pre-
ferred among participants. Also for these vibrotactile parameters, all mappings were perceived
in a positive polarity, even though the valence of some mappings were opposing (accuracy and
error). This suggests that for mappings using these vibrotactile parameters, increasing the vi-
brotactile parameter leads to a perceived increase in the information parameter, regardless of
the valence of the information parameter. These findings highlight the importance of under-
standing user perceptions of data-vibration mappings in order to design tactons that are effective
and to reduce the potential for users to be confused or frustrated by them. These results can be
applied in a number of contexts: either by augmenting devices with external haptic actuators
like the ones used in this study, or using consumer hardware like video game and virtual reality
controllers, smartphones and wearable technologies as more powerful and flexible embedded
vibration actuators are becoming more common in such devices.
5.5.1 Research Question 3
The study presented in this chapter presents a first step in understanding data-vibration map-
pings from a psychophysical perspective, by using magnitude estimation to establish polarity
and slope information for several mappings. The main outcomes of this study are summarised
and presented in the form of the following design recommendations that address research ques-
tion 3 which asked:
RQ3: To what extent are mappings between vibrotactile parameters and information pa-
rameters perceived as congruent?
Duration and Tempo tactons Are Not Mapping Dependent
Results from this study suggest that if using duration or tempo to convey a information parameter
through a tacton, the perceived magnitude of the information parameter will increase as duration
or tempo increases, regardless of what the particular information parameter may be.
Information Parameters with Opposing Valence Are Not Necessarily Perceived in Oppos-
ing Polarities
The results for the duration and tempo mappings showed both accuracy and error polarity
choices to be almost totally positive polarities. This suggests that information parameters which
have opposing valence may not necessarily be perceived in opposing vibrotactile polarities.
From these results it can be suggested that designers test their mappings when tactons are used
for representing information parameters with opposing valence, to ensure that the vibrotactile
feedback is designed such that the user can understand the intended meaning of each tacton.
Chapter 6
Evaluating the Magnitude Estimation
Approach
6.1 Introduction
The previous two chapters each reported results from magnitude experiments which obtained
polarity and slope information for a number of data-sound (Experiment 3) and data-vibration
mappings (Experiment 4), which gave an insight into how those mappings were perceived by
users. These studies have further highlighted a significant challenge in tacton and PMson de-
sign: mapping information parameters onto acoustic or vibration parameters in a way that aligns
with a listener’s mental models of how a given data parameter should sound or feel. These stud-
ies used the psychophysical scaling method of magnitude estimation to systematically evaluate
how participants perceive mappings between data and sound parameters, giving data on per-
ceived polarity and the scale of the relationship between the data and sound parameters.
These studies and others [151, 152] have shown that magnitude estimation can be a useful
predictor of how a data-sound or data-vibration mapping may be perceived in that it tells the
researcher how ambiguous the mapping polarity is amongst participants. However, there has
been no research investigating the effect of using results from these studies has in an actual task
in which the mapping is applied. This chapter describes an experiment which investigates the
effect that using parameter mapping polarities based on results from prior magnitude estimation
experiments has on the performance of a simple auditory and vibrotactile feedback task. In this
experiment the parameter mapping polarities based on results from prior studies are compared
with using mappings with arbitrary polarities. These arbitrary polarities in this case were the
inverse polarity of the most popular one derived from the magnitude estimation results. The
goal of this study is to establish to what extent the data from magnitude estimation experiments
are generalisable when used in actual auditory or vibrotactile display tasks. The fourth research
question of this thesis aim to address this by asking:
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RQ4: How does the complexity of the usage context impact the effectiveness of a data-
sound or data-vibration parameter mapping?
Chapter 7 further investigates this problem by looking specifically how the complexity of
the context of the auditory or vibrotactile display impacts the user’s performance. Therefore,
this chapter and Chapter 7 can be considered as a pair, as they are both addressing RQ4. These
research questions will be concluded at the end of Chapter 7.
6.2 Experiment 5
An experiment was conducted to investigate if using mapping polarities based on results from
a prior magnitude estimation experiment has any effect on performance during a simple task
that used auditory and vibrotactile display. In this experiment, a task consisting of ranking three
WiFi networks based on their security level was used. The level of security for each network
(low, medium, high) was conveyed using either an auditory or vibrotactile cue. Results were
obtained on correctness of these rankings and the time it took participants to complete them.
The data-sound mappings and the polarities were based on results from Experiment 3 and the
data-vibration mappings were based on results from Experiment 4, here using the mappings
of danger-roughness and danger-noise for the data-sound mappings and danger-duration and
danger-tempo for the data-vibration mappings. In this context danger meant how insecure or
dangerous a WiFi network may be. The magnitude estimation study for the data-sound map-
pings found that when noise was used to represent danger, 13 of 15 participants perceived this
mapping in a positive polarity (increasing noise = increasing danger). Similarly, when rough-
ness was used, 12 of 13 participants responded in a positive polarity. The magnitude estimation
study for the data-vibration mappings found that when duration was used to represent values
of danger, 17 of 17 participants responded in a positive polarity and when tempo was used, 18
of 18 participants responded in a positive polarity. Therefore these acoustic and vibrotactile
parameters were chosen, based on the clear consensus of polarity preference they elicited from
participants.
6.2.1 Participants
Twenty-four participants took part in the study. Participants were: 12 female, 11 male, 1 non-
binary, mean age = 28.2 years, SD = 6 years, 23 right-handed, 1 left-handed. All participants
reported no uncorrected vision impairment and no hearing impairments.
6.2.2 Design
Eight conditions were investigated in which the two independent variables were the acoustic or
vibrotactile parameter (acoustic roughness, acoustic noise, vibrotactile tempo and vibrotactile
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duration) used and the polarity in which it was mapped to the security of the network. The
polarity of each mapping was either based on results from Experiment 3 or 4 or was the inverse
of these polarities, meaning the polarity was inverted such as increasing roughness = increasing
danger would become increasing roughness = decreasing danger. Moving forward from here,
all polarities based on results from the previous chapters will be referred to as aligned polarities
and the ‘arbitrary’ polarities, as inverted polarities. Therefore, four acoustic and vibrotactile pa-
rameters presented in aligned and inverted polarities resulted in eight conditions (4 parameters
× 2 polarities = 8 conditions). The dependent variables collected during the experiment were
completion time, correctness of responses and NASA Task Load Index (TLX) [62]. The experi-
ment used a within-subjects design. For this experiment, it was important to consider the order
in which participants were presented with each polarity, as a participant may favour whichever
polarity they were exposed to first, thus reducing the quality of the data gathered. Therefore,
counterbalancing was used to account for this.
6.2.3 Stimuli
Roughness and noise were used as acoustic parameters and duration and tempo as vibrotactile
parameters in this study, based on the stimuli used in Experiments 3 and 4. The roughness and
noise parameters were chosen due to the effect of roughness on the perception of danger [5] and
noise’s effect on the perception of image focus (see Experiments 1 and 2) (with lack of focus or
bluriness also being an undesirable data concept or could be said to have negative valence). Du-
ration and tempo were chosen as vibrotactile parameters because in Experiment 4, they elicited
consistent polarity preferences and, compared to the other vibrotactile parameters used in that
study (frequency and roughness), the duration and tempo conditions elicited more responses that
reached statistical significance.
The auditory magnitude estimation experiment in Experiment 3 used ten levels for each
acoustic parameter, an example being the noise condition in that study containing ten sound cues
ranging from a clean tone to white noise, whereas the vibrotactile magnitude estimation study
in Experiment 4 used three levels. Therefore, for this task, the number of levels for the acoustic
parameters was reduced to three to both ensure that there were equal numbers of stimuli for the
auditory and vibrotactile conditions and to ensure that the task would be simple and the sound
cues could easily distinguished from each other. As in Experiment 3, each auditory stimulus was
two seconds in length. Each stimulus had an amplitude envelope with a 0.2 second linear ramp
onset (attack) and offset (release). An amplitude envelope was included in the sound design, as
an abrupt start or stop of a sound can be perceived as unpleasant [7]. The vibrotactile parameters
were identical to Experiment 4. All stimuli were created in the SuperCollider programming
language. The design of each stimuli is described below.
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Roughness
This condition consisted of a 1 kHz sine tone that was 100% amplitude modulated with modu-
lation frequencies of 0 (i.e. an unmodulated sine tone, 11 and 70 Hz.
Noise
This condition consisted of a 1 kHz sine tone for the first level, and equal blend of a pure tone
and broadband and white noise for the second level and the final level was solely broadband
noise.
Duration
Duration cues consisted of 200 Hz waveforms that were 100, 500 and 1000 ms in duration,
based on cues used by Wilson [162].
Tempo
Tempo cues consisted of two-second long 200 Hz waveforms in which each cue rapidly fluctu-
ated on and off at different rates. Each cue’s on period was 50 ms and the off periods were 15,
50 and 800 ms.
6.2.4 Procedure
The experiment consisted of eight blocks with each parameter (roughness, noise, duration,
tempo) mapped in each polarity (aligned, inverted). Each block consisted of three trials. At
the beginning of each condition, participants were presented with a screen which explained the
acoustic or vibrotactile parameter being used in that block and how it was mapped to each level
of network (Figure 6.1). In this screen, participants could use three buttons to hear the sound
cues for each level of security for the given condition’s mapping. Participants could not press
the continue button until the button for each level of security was pressed at least once, however
they could play each sound or vibration cue as many times as they needed. In each trial, partici-
pants were presented with a screen showing three WiFi networks, each with a button to play the
cue to convey their level of security (Figure 6.2).
Sounds were presented using a pair of Beyerdynamic DT100 headphones. The partici-
pants were tasked with rearranging the networks based on their security (top = most secure,
bottom = least secure) as conveyed by the sound cues. Similar to the first screen, participants
had to play each stimuli at least once before being able to submit their ranking, however there
was no upper limit to how many times they could repeat each sound or vibration cue. For each
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Figure 6.1: Condition introduction page where the mapping is explained, including the polarity.
Three coloured buttons allow the participant to hear the sound for each level of security.
Figure 6.2: Screen for each trial showing three networks, each with a button to play their
associated sound stimuli.
condition participants completed three rankings, each time the ordering and name of the net-
works were randomised. The randomisation was implemented such that the network ordering
was always mixed, therefore the ordering was not correct at the beginning of each trial and thus
ensuring that the participant had to rearrange the networks. At the beginning of the experiment
participants completed a practice condition to familiarise them with the experiment. This prac-
tice condition was identical in procedure to all the subsequent conditions, except participants
were required to rank the networks based on colour rather than using sound or vibration cues.
Sound and vibration was omitted from the practice to ensure that participants were not influ-
enced in any way which may have an effect their future responses. At the end of each condition,
participants completed the NASA Task Load Index Questionnaire.
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6.3 Results
As can be seen from Figure 6.3, which shows boxplots of ranking completion times for each
participant, there is a large number of outliers in participant response times that do not reflect
the participant’s overall performance (for example participant 8 in Figure 6.3 has two outliers
which are more than twice as slow as their mean response time). As the main goal of this study
was to investigate the difference between the two polarity types, not specifically how well each
participant performed, these observations were removed to reduce these outliers capacity to skew
the subsequent analysis. any observation beyond 1.5 times the interquartile range threshold was
removed. This resulted in the removal of 29 observations from a total of 576 equating to 547
total observations. Figure 6.4 shows the reaction times for each participant after this removal of
outliers.
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Figure 6.3: Boxplots showing completion times for each participant before outlier removal in
Experiment 5.
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Figure 6.4: Boxplots showing completion times for each participant after outlier removal.
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6.3.1 Completion Time
First, since each ranking was completed three times, the mean completion time was calculated
for each participant, for each sound/polarity combination. Looking at each mapping individ-
ually, ANOVAs investigating the effect of polarity on completion time showed no statistically
significant difference between the completion times for both polarities in all conditions: rough-
ness (p = 0.245, Table 6.1), noise (p = 0.495, Table 6.2), duration (p = 0.651, Table 6.3) and
tempo (p = 0.535, Table 6.4). Figure 6.5 shows boxplots for each condition’s completion times,
for each polarity.
Df Sum Sq Mean Sq F value Pr(>F)
Polarity 1 13348388.67 13348388.67 1.39 0.2447
Residuals 46 442282314.22 9614832.92
Table 6.1: ANOVA results for the effect of polarity on completion time in the roughness condi-
tions of Experiment 2.
Df Sum Sq Mean Sq F value Pr(>F)
Polarity 1 4358355.76 4358355.76 0.47 0.4947
Residuals 46 423197665.97 9199949.26
Table 6.2: ANOVA results for the effect of polarity on completion time in the noise conditions
of Experiment 2.
Df Sum Sq Mean Sq F value Pr(>F)
Polarity 1 2507606.42 2507606.42 0.21 0.6506
Residuals 46 554956950.70 12064281.54
Table 6.3: ANOVA results for the effect of polarity on completion time in the duration condi-
tions of Experiment 2.
Df Sum Sq Mean Sq F value Pr(>F)
Polarity 1 4.18 4.18 0.39 0.5347
Residuals 46 491.81 10.69
Table 6.4: ANOVA results for the effect of polarity on completion time in the tempo conditions
of Experiment 2.
In this case, attempting to gain a more thorough insight into how little polarity choice im-
pacted the participants’ completion time may be advantageous. For example, it may be useful
for an auditory or vibrotactile interface designer to understand whether carrying out a resource-
intensive magnitude estimation experiment to evaluate a particular data-sound or data-vibration
mapping is necessary for their particular use-case. Therefore, effect sizes were calculated (us-
ing the recommendations set out by the Transparent Statistics in Human-Computer Interaction
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Figure 6.5: Boxplots for ranking completion times for each condition and polarity in Experi-
ment 5.
Group [76]). To investigate this, a t-test was used to find the estimated difference in the mean
completion time between the aligned and inverted polarities. Cohen’s d test was also used to
estimate effect sizes. In the roughness condition the inverted polarity had a greater mean com-
pletion time than the aligned polarity by 1055ms (95% CI: [-2858, 749]), Cohen’s d = 0.34. In
the noise condition the inverted polarity had a greater mean completion time than the aligned
polarity by 603ms (95% CI: [-2376, 1170]), Cohen’s d = 0.2. In the duration condition the
aligned polarity had a greater mean completion time than the inverted polarity by 457ms (95%
CI: [-1561, 2475]), Cohen’s d = 0.13. Finally, in the tempo condition the aligned polarity had
a greater mean completion time than the inverted polarity by 590ms (95% CI: [-1310, 2491]),
Cohen’s d = 0.18.
6.3.2 Correctness of Rankings
To understand how correctly participants completed the ranking task for each condition, the
number of incorrect rankings was calculated for each mapping/polarity pair. An incorrect rank-
ing here is any submitted ranking in which at least one of the WiFi networks was ranked in
the incorrect position. Of all 547 rankings completed throughout the entire study, only 50 were
incorrect (around 91% correct). Since this variable is count data and count data tends to be
non-normally distributed and highly positively skewed, a standard analysis of variance may not
be an effect method of analysis. Poisson regression is a more appropriate form of analysis and
is commonly used for count data [30,75,91], therefore this was used in the analysis of this data.
Table 6.5 shows these results. The roughness conditions were the only ones which showed sig-
nificant results, with the aligned polarity resulting in significantly more incorrect rankings than
the inverted polarity.
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Condition Polarity Total Incorrect Rankings χ2 p
Roughness
Aligned 17
4.3 0.0382*
Inverted 7
Noise
Aligned 2
2.94 0.086
Inverted 7
Duration
Aligned 6
2.09 0.148
Inverted 2
Tempo
Aligned 4
0.11 0.739
Inverted 5
Table 6.5: Number of incorrect rankings for each parameter and polarity in Experiment 5. χ2
shows the chi-squared value from the Poisson regression and p indicates the p-value of the
regression.
6.3.3 NASA TLX Workload
A Wilcoxon signed rank test found no statistically significant differences between NASA Task
Load Index overall workloads for both polarities in the roughness and noise conditions (Table
6.6 shows TLX results).
Condition Polarity Mean (Workload) SD (Workload)
Roughness
Aligned 22.6 16.7
Inverted 23.8 18.8
Noise
Aligned 18 16.6
Inverted 11.5 12.3
Duration
Aligned 13.3 10.4
Inverted 15.5 13.5
Tempo
Aligned 14.7 13.6
Inverted 16.9 18.1
Table 6.6: Summary of NASA Task Load Index results from Experiment 5 including mean
workload and standard deviations.
6.4 Analysis
The Cohen’s d values and estimated differences between polarities for both acoustic and vibro-
tactile mappings reported in section 6.3 is surprising. It would be a reasonable expectation a
priori to assume that the mapping design based on results from a previous magnitude experi-
ment would result in a faster completion time. This is because the polarity which participants
preferred in the previous study could be assumed to have lower cognitive load, as there is less
confusion about what they mapping conveys.
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The largest estimated differences found in all the conditions is 1.055 seconds, which was
found in the roughness conditions, with all other conditions having estimated differences in the
means of less than a second. For many applications this very small difference may be acceptable,
meaning that carrying out a magnitude estimation experiment to gather polarity data may not be
necessary in some cases. In order to further explore this, Akaike Information Criterion was used
to investigate whether a model in which the completion times for both polarities are equal is
more representative of the data gathered from this study, than a model in which the completion
times for each polarity is assumed to be different. The following section introduces this method
and describes its application to the results from this experiment.
6.4.1 A Brief Overview of the Akaike Information Criterion
As this method is uncommon in auditory and vibrotacitle display literature (with the notable
exception of Frohmann et al. [47]), a brief overview of the process of using it is given. Hirotugu
Akaike’s information criterion (AIC) [2] is a method to estimate the relative quality of statis-
tical models for a given data set. AIC estimates the amount of information lost when data is
fitted to a given model, thus when comparing two potential models, the model with the lowest
information loss is more representative of the data in question. Null hypothesis testing cannot
allow acceptance of the null hypothesis (in this case being “the completion times for mappings
that are based either on polarity data from a prior experiment or inverted polarities are equal")
however AIC can be used to reframe the question to be “is there more support for a model in
which the completion times for both polarities are equivalent than one in which they are not".
The following equation is used to estimate the AIC of a model [2, 21]:
AIC = 2k−2log(Lˆ) (6.1)
where k is the degrees of freedom and Lˆ is the maximum value of the likelihood function
of the model. To quantify the quality of each model, the raw AIC score must be converted to
weighted scores. The first step is to calculate the differences in AIC for each model with the
respect to the AIC of the best candidate model [21, 22]:
∆i(AIC) = AICi−AICmin (6.2)
where AICmin is the minimum of the AIC values. This transformation causes the best model to
have ∆i(AIC) = 0, while the rest of the models have positive values. The next step is to establish
the relative likelihood L for each model i given the data
L(Mi|data) ∝ exp{−12∆i(AIC)} (6.3)
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where ∝ denotes “is proportional to". Finally, the relative likelihoods for each model are nor-
malised to obtain weighted AIC scores for each model (wi). Here each model’s relative likeli-
hood is divided by the sum of the likelihoods of all other models being compared, like so:
wi(AIC) =
exp{−12∆i(AIC)}
k
∑
k=1
exp{−12∆k(AIC)}
(6.4)
Finally, the weighted AIC scores can infer the best fitting model. For example, if two models
A and B are being compared, with weighted AIC scores of wa(AIC) = 0.6094 and wb(AIC) =
0.2242, their weighted AIC scores would be used to show that model A is around 2.7 times more
likely to be a better fit for the data than model B. 1:
wa(AIC)
wb(AIC)
=
0.6094
0.2242
= 2.7
6.4.2 Applying AIC to the Current Experiment
As discussed in the prior sections, we use the Akaike Information Criterion to answer the ques-
tion: Is there more support for a model in which the completion times for both polarities are
equivalent than one in which they are not? Or, put more simply, this is assuming that the polari-
ties have absolutely no effect on completion times.
First, two models are fitted: a linear model in which the completion times for both polarities
is forced to be equivalent and effectively treating the data as if there were only one polarity
category (henceforth written as Equivalent Model), and a linear model in which they are assumed
to be not equal (here named Unequal Model). By using the process described in the previous
section, the quality of these models can be compared. Table 6.7 shows the results of the AIC
analysis.
Condition Model log(Lˆ) AIC ∆AIC wi(AIC) wa(AIC)wb(AIC)
Roughness
Equivalent -454 911.4 0 0.571 1.332
Unequal -453 922 0.573 0.429
Noise
Equivalent -452 908.3 0 0.68 2.126
Unequal -451 909.8 1.508 0.32
Duration
Equivalent -459 921.1 0 0.709 2.44
Unequal -458 922.9 1.784 0.291
Tempo
Equivalent -456 915.5 0 0.689 2.218
Unequal -456 915.1 1.593 0.311
Table 6.7: Summary of results from AIC analysis in Experiment 5.
1example taken from [150]
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6.5 Discussion
From the AIC analysis results in Table 6.7 we can see that for all conditions, the Equivalent
Model, i.e. the one in which the completion times for each polarity are assumed to be equiva-
lent, is the most parsimonious for the given data, that is to say the better fit of the two models.
The AIC results in combination with the small effect sizes reported earlier support the argu-
ment that for this task, the polarity of the data-sound or data-vibration mapping did not have a
substantial effect on the time it took participants to complete the task. For the auditory map-
pings, these results are surprising as the previous magnitude estimation experiments carried out
in Experiment 3 showed that nearly all the tested participants perceived increasing noise or
roughness as increasing danger, therefore it was expected that these mappings would result in
faster completion times due to reduced cognitive effort needed to process the mapping. How-
ever, this was not found to be true, the AIC analysis showed that the Equivalent Model, that
is a model assuming there is no difference between the aligned and inverted polarities, was a
better fit for the data than the Unequal Model which assumed each polarity was different. The
AIC analysis for the roughness condition found the equivalent model to be 1.332 times more
likely to be a better fit to the data than the unequal model. Similar results were found for the
noise condition where the Equivalent Model was 2.126 times more likely to be a better fit to
the data than the Unequal Model. Furthermore, the roughness condition elicited significantly
more incorrect rankings in the aligned polarity than in the inverted polarity, which is again in-
congruous with the results from Experiment 3. As roughness was found to be representative
of danger in this study, it would follow that this mapping, when used here, would result in at
least a similar number of incorrect rankings to the inverted polarity if not less incorrect rankings.
A similar picture appears for the vibrotactile parameters, where results from Experiment 4
showed that increasing the duration or tempo of a tacton were perceived as being representative
of an increase in danger. In this study, however, the aligned polarity, that is, the polarity which
was most popular in Experiment 4, did not result in better performance over the inverted polarity
in terms of completion time, correctness or perceived workload. Similar to the data-sound map-
pings the AIC analysis for the duration condition found the equivalent model to be 2.44 times
more likely to be a better fit to the data than the unequal model, and the same for the tempo
condition (2.218 time more so). Overall, these findings suggests that for simple displays using
these acoustic or vibrotactile parameters such as the application used here, the polarity in which
the information parameter is mapped to the acoustic or vibrotactile parameter does not have a
substantial effect. This means that for designers working in a similar space, the expenditure
of resources to carry out a magnitude estimation experiment to establish polarities may not be
necessary.
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6.6 Limitations
The generalisability of data-sound and data-vibration mappings polarities obtained from mag-
nitude estimation studies like Experiments 3 and 4 and previous work by other researchers such
as [151, 152] has yet be fully determined. This study provided insight into the generalisability
of polarities obtained for two data-sound mappings: danger-roughness and danger-noise and
two data-vibration mappings- danger-duration, danger-tempo, but it is only a first step toward
understanding how generalisable data from these magnitude estimation experiments are in prac-
tice.
6.6.1 Difficulty of the Task
The primary limitation of this study is that participants could potentially work through a ‘bad’
data-sound or data-vibration mapping because of all 547 rankings completed throughout the
entire study, only 50, or 9%, were incorrect. For example, even if a participant thinks that a more
natural representation of increasing danger for them is using increasing roughness to convey this
increase, they may still be able to complete the task quickly using a conflicting representation
(i.e. increasing danger conveyed by decreasing roughness) due to the simplicity of the task. The
task was intentionally designed to be easy to carry out, both to account for participants who
may be new to the notion of an auditory or vibrotactile display and so that investigation into
this area could began with a simple auditory and vibrotactile display. Many situations where
such displays are commonly encountered are quite simple such as mobile phone notifications or
in-car displays, etc. To reflect that in this study, a simple display was used before moving onto
more complex auditory and vibrotactile feedback systems.
6.6.2 Specificity of Context
This experiment focused solely on data-sound and data-vibration mappings conveying danger,
specifically the danger posed by an insecure WiFi network. The previous magnitude estimation
studies in Experiments 3 and 4 presented danger in general and contextually agnostic terms.
Therefore it may be useful for future works attempting to investigate the generalisability of
polarities gathered from magnitude estimations to evaluate multiple contexts for a given data-
sound mapping. For example, a sonification of a value of danger in terms of WiFi security may
be perceived quite differently than a much more severe context such as a process-monitoring
sonification system in a nuclear power station. Therefore, evaluating a broader range of contexts
may afford a more well-rounded view of how generally polarities and scales from magnitude
estimation experiments may be applied.
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6.6.3 Number of Levels
The mappings used in this study used only three levels to ensure that the task was simple.
However, this led to the problem that no matter which polarity was used, the middle stimulus
was going to be the same for both polarities. This meant that participants only had to make a
binary choice, reducing the overall difficulty of the task.
6.7 In Defence of Magnitude Estimation
The findings from this study must be taken with the qualifications that this analysis focuses
only on quantitative measures like completion time and correctness and does not consider other
factors in assessing what an ideal mapping would be such as aesthetic preferences. This could
mean, for example, that the mapping polarities derived from Experiment 3 or 4 are more prefer-
able, but participants are able to carry out the task effectively even if the mapping polarity is not
their preferred one. Therefore, this is not to say that there is no place for the use of the mag-
nitude estimation paradigm in the PMson and tacton mapping design process; it may be that it
becomes important when tasks and situations are more complex. In such situations, the ability to
understand how a PMson or tacton is processed at a low perceptual level may be advantageous,
because misunderstanding or becoming frustrated by the mapping design of an auditory or vi-
brotactile cue used in such a system could result in dire consequences if the use-case is safety
critical. In summary, the findings from this study show that users can satisfactorily conduct a
simple task even if the mappings used in the task are designed in contrast to findings from a mag-
nitude estimation experiment. However, this does not necessarily speak to more complicated or
safety-critical systems where accurate perception may be critical.
6.8 Conclusions
The research presented in this chapter presents a first attempt to investigate the effect of design-
ing data-sound parameter mapping polarities based on data from magnitude estimation exper-
iments. A study was presented in which the time it took participants to complete an auditory
or tactile display based ranking task using two data-sound mappings in a simple auditory dis-
play task was compared between two mapping designs: one mapping in which the polarity was
based on results from a previous magnitude estimation experiment and one mapping in which
the polarity was inverted. From this experiment the Akaike Information Criterion was used to
show that the polarity of the data-sound mappings did not have a significant effect on the time
it took participants to complete a ranking. Finally, limitations of this study were discussed in
addition to some strategies that may address them in the following chapter. This work represents
a first step toward researching how data obtained from magnitude estimation experiments can be
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appropriately applied in real-world sonification tasks and results from this study underline the
need for further research in this area. With this in mind, the following chapter reports a study
involving a more complex task, using a similar auditory and vibrotactile display but in a more
cognitively demanding situation, to investigate how this affects mapping use. As the subsequent
chapter also addresses RQ4, this question will be discussed at the end of the next chapter to
combine the discussion.
Chapter 7
Parameter Mappings Under Cognitive
Load
The previous chapter reported Experiment 5 which presented a first attempt at investigating the
impact of using magnitude estimation based mappings. Findings suggested that for simple au-
ditory or vibrotactile display tasks, whether the polarity was derived from magnitude estimation
preferences or was arbitrary did not significantly affect user performance. However, this study
was limited as it used a simple task of ranking three WiFi networks based on their security.
Auditory and vibrotactile displays may be most useful for tasks where the visual modality is
already engaged, such as during surgery [8,42,94], controlling air-traffic [120] or driving [129].
Crucially, no research has looked at data-sound or data-vibration mappings in a divided-attention
setting which may be more representative of these use-cases.
The study presented in this chapter addresses the limitations of Experiment 5 by measuring
how the polarity of a mapping impacts classification of audio or vibration cues whilst under
higher cognitive load. Results from Experiment 5 suggest that for simple contexts, the polarity
has little effect on performance. However, this has not been explored in a more ecologically
valid context where attention is divided between some cognitively demanding task and receiving
non-visual information. Furthermore, this has not been explored for data-vibration mappings.
Understanding how polarity impacts the usability of a system using data-sound or data-vibration
mappings under different levels of cognitive load can inform further research and design of
mappings that have the user’s perception at the forefront. The study presented in this chapter, in
tandem with Experiment 5 address Research Question 4:
RQ4: How does the complexity of the usage context impact how effective a data-sound
or data-vibration parameter mapping is?
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7.1 Experiment 6
A study was conducted to investigate the impact of the polarity of a data-sound and a data-
vibration mapping on its ability to convey information, when the user is under two different
degrees of cognitive load. This study used a simple working memory task with two difficulties
to induce low and high levels of cognitive load on participants. Simultaneously, participants
were tasked with interpreting and classifying auditory and vibrotactile alarms. These alarms
were simple parameter mappings where the sensory parameter (e.g. acoustic noise) was mapped
to four levels of danger and when participants are presented with an alarm, they must respond
with what level the alarm represents.
As in Experiment 5, the polarity of these mappings were either based on results from Exper-
iments 3 and 4 (here called aligned polarities) or were the inverse of these results (here called
inverted polarities). For example, in Experiment 3, the most popular polarity choice for a map-
ping between acoustic noise and danger was a positive polarity, meaning the more noise present
in an audio signal, the higher the perceived value of danger. Whereas, the inverse of this polarity
would be the less noise present in an audio signal, the higher the perceived value of danger. The
reason for using the inverse of the polarities found to be most popular in previous works is to
investigate a ‘badly designed’ parameter mapping, allowing an investigation of the impact that
the polarity of a mapping has on how well the mapping can be understood and used.
7.1.1 Manipulating Cognitive Load
To induce cognitive load a visual N-back task [100] with two levels of difficulty (N = 0 and
N = 2) was used. This is a common paradigm for inducing cognitive load in neuroimaging [111]
and has been successfully applied to human-computer interaction studies [57,85]. In the N-back
task, participants are presented with a series of symbols such as letters or numbers, one at a
time. On each presentation, participants are tasked with responding with whether the current
stimulus matches a stimulus that they saw N presentations back in the sequence. For example,
in the 2-back version of the task, participants must indicate whether the current number they see
matches the one they saw two trials ago. Figure 7.1 shows a visual representation of the process
for the 2-back task. For the 0-back task, participants need to compare each stimulus with the one
that they saw first in the sequence, therefore this is a matching task, compared to the 2-back task
where participants’ working memory is being constantly updated. The advantage of the N-back
task is that the perceptual and motor demand remains constant across difficulty levels.
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Figure 7.1: Visual representation of the 2-back N-back task used in Experiment 6.
7.1.2 Participants
Sixteen new participants took part in the study (8 female, 7 male and 1 non-binary; mean = 28.4
years, SD = 5 years, 15 right-handed and 1 left-handed). All participants reported no uncorrected
vision impairment and no hearing impairment.
7.1.3 Design
Sixteen conditions were examined in which the three independent variables were the audio or
vibration parameter used (acoustic roughness, acoustic noise, vibration pulse tempo and vibra-
tion duration), the polarity of the data-sound or data-vibration mapping (aligned or inverted)
and the level of the N-back task (0-back or 2-back). Therefore four acoustic and vibrotactile pa-
rameters presented in aligned and inverted polarities, presented in combination with two N-back
levels resulted in 16 conditions (4 parameters× 2 polarities× 2 N-back levels = 16 conditions).
Dependent variables were: accuracy of response to alarm classification, accuracy of response
to N-Back score and reaction times. Additionally, the NASA Task Load Index Questionnaire
(TLX) [62] was used to collect subjectively perceived workload for each condition. The study
used a within subjects design. In this study, the order in which polarities were presented could
have a confounding effect, as participants may be biased towards whichever polarity they were
presented with first. Therefore, the order that each polarity-acoustic/vibration parameter pairing
was presented was counterbalanced.
Danger was chosen as the information parameter to convey using the acoustic and vibration
stimuli for two reasons: first, there is a number of potential use cases in which some danger could
conceivably be represented through some auditory or vibrotactile alarm, such as: hospitals,
surgery, in-car, in-aircraft or process monitoring. Second, the results from Experiments 3 and 4
contain polarity data for several data-sound and data-vibration mappings where danger was used
as the information parameter in the mapping.
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7.1.4 Stimuli
The acoustic and vibrotactile parameters used were based on previous magnitude estimation
studies which obtained polarity preference data for a number of data-sound (Experiment 3) and
data-vibration (Experiment 4) mappings. Each parameter had four levels. The stimuli in Exper-
iment 5 used only three levels, this led to the problem that no matter which polarity a mapping
was in, the middle stimulus was the same for both polarities. This means that participants only
had to make a binary choice. Therefore, four levels were used here to ensure participants had to
make a more nuanced classification to better test the mapping strategy.
7.1.5 Acoustic Parameters
Roughness and noise were chosen as acoustic parameters, based on results from Experiment 3
which evaluated the use of these parameters in an auditory display. Roughness quantifies the
subjective perception of rapid amplitude modulation of a sound, ranging from modulation fre-
quencies of 15 Hz to 300 Hz with the maximum level of perceived roughness being at 70
Hz [174]. More commonly, acoustic roughness is related to the sensation of dissonance or a
sound being ‘out of tune’ [79]. Stimuli were two seconds long and included an amplitude en-
velope with a 0.2 second linear onset (attack) and offset (release). Stimuli were created in the
SuperCollider programming language and were designed as follows:
Roughness
Cues were 1 kHz sine tones, amplitude modulated at 0, 7, 23 and 70 Hz. These frequencies were
chosen based on results from Experiment 2 that established ten levels of roughness for use in an
auditory display. Here the first, fourth, seventh and tenth levels of that range were used to ensure
a maximum difference between cues. It is worth noting again that the roughness levels which
have been used in all experiments so far are based on Zwicker & Fastl’s work [174] where they
established a range of perceptually equally distributed levels for roughness. So, even though 0,
7, 23 and 70 Hz are unevenly distributed numerically, according to Zwicker & Fastl’s findings,
they are equally distributed in terms of listener perception of roughness.
Noise
This condition was a 1 kHz sine tone and white noise, mixed together to varying degrees, with
level one being purely a sine tone and level four being purely white noise with the levels in
between being blends of the two signals, Table 7.1 shows the amplitude levels for each stimulus
level. Similar to roughness, the range of stimuli used here was extracted from the range of ten
evaluated in Experiment 2
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Sine Tone (A) White Noise (A)
Level 1 100% 0%
Level 2 60% 30%
Level 3 30% 60%
Level 4 0% 100%
Table 7.1: The amplitude (A) of the sine tone and broadband noise for each of the four stimulus
levels used in Experiment 6.
Vibrotactile Stimuli
The duration and pulse tempo of a vibration cue were chosen as vibrotactile parameters, based on
results from Experiment 4. In that previous magnitude estimation experiment, three vibration
cues were used and here the range was adjusted to provide four cues. As with the acoustic
parameters, the vibrotactile parameters were designed in SuperCollider and were designed as
follows.
Duration
Duration cues were 200 Hz waveforms that were 100, 500, 1000 and 2000 ms in duration.
Tempo
Tempo cues were also 200 Hz waveforms which pulsed on and off at varying frequencies. The
on period for all cues was 50 ms and the off periods were: 15, 150, 400 and 800 ms.
7.1.6 Procedure
First, the research was explained to the participants, then consent and demographics informa-
tion were gathered. Each block consisted of a combination of acoustic or vibrotactile parameter,
polarity and N-back level. The ordering of the acoustic or vibrotactile parameter and polarity
combination was counterbalanced and for each of these combinations, participants completed
both the levels of the N-back before continuing to the next combination. The N-back level or-
dering was randomised. For example, if the current combination was roughness in an aligned
polarity, the participant would complete both the 0-back and 2-back tasks for that combination
before moving on to the next. Participants were presented with each stimulus twice.
At the beginning of each condition participants were presented with a screen which explained
the acoustic or vibrotactile parameter that was being used in that block and how it was mapped
to levels of danger (Figure 7.3). On this screen participants could press buttons to hear/feel the
cues for each level. They needed to hear/feel each level at least once before continuing, but
could repeat the cues as many times as they wished. Furthermore, before each N-back task,
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participants were shown a screen telling them which N-back level they were about to undertake
(Figure 7.2). At the end of each N-back task, participants filled in a NASA TLX questionnaire.
For the sake of readability, the specific procedures for the N-back task and the audio/vibration
alarm classification task will be discussed separately as follows. Before the experiment trials
began, participants carried out a practice trial of the alarm classification and N-back task sepa-
rately, followed by a practice trial of the two combined.
Figure 7.2: Condition introduction page where the mapping for the upcoming trial is explained,
including the polarity. The buttons at the bottom of the page allow the participant to hear the
sound for each level of security.
Figure 7.3: Screen where the participant is explained what N-back task they will need to com-
plete in the upcoming trial
N-back task
In this study, the range 1-9 was used for the displayed symbols which appeared in random
order. Each number was displayed in the centre of the screen for one second and then the screen
went blank for three seconds before the next number in the sequence appeared (as per [57]).
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Participants indicated via a keypress if a given number on-screen was a match or non-match.
Each N-back task had a sequence which was 21 numbers long with the constraint that one-third
of these sequence (7 trials) were matches.
Audio and Vibration Alarm Classification Task
Concurrently with the N-back task, the audio and vibration alarms were presented every ten
seconds. The time at which they were presented within that ten second window was randomised
(Figure 7.4). There was a one second gap at the start and end of each stimulus to ensure there was
a minimum interval between stimuli. To ensure that participants had enough time to process and
respond to the alarm, they were given at least five seconds from the onset of the cue. Therefore,
this left a three second interval in which the stimulus could be randomly presented. When
participants were presented with an alarm, they responded with the appropriate number key to
indicate what level they believed the alarm to represent. For a given condition, each of the four
stimulus levels was presented four times, resulting in 16 trials.
Figure 7.4: A visual representation of the time frame of each stimuli’s presentation in Experi-
ment 6.
7.1.7 Apparatus
Audio cues were presented using a pair of Beyerdynamic DT-100 headphones. The vibration
actuator used was a Tactile Labs Haptuator MkII. 1 The actuator was attached to the posterior of
the participants wrist, in a similar fashion to a watch.
7.2 Results and Discussion
This section is split by each dependent variable, reporting each of these measurements in its own
section. Discussion of these results is split into two: one section discussing the results pertaining
to the alarm classification task and another discussing the N-back results.
1http://tactilelabs.com/products/haptics/haptuator-mark-ii-v2
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7.2.1 Total Errors in Alarm Classifications
Responses for all conditions were not normally-distributed (Shapiro-Wilk test, p < 0.05), there-
fore the Aligned Rank Transform [165] was applied before analysis. A mixed-effects model
analysis was used, looking at the effect of polarity, stimulus level, N-back level in addition to
the interactions between these variables effect on the total errors in alarm classification. To
investigate pairwise differences between each stimulus level, Post hoc tests were carried out us-
ing least-squared means in the R emmeans package.2 For pairwise comparisons of interaction
effects, the testInteractions function of the phia package was used.3 A Bonferroni corrected
chi-squared test was used. Figure 7.5 shows the mean number of alarm classification errors for
each stimulus level in each condition and polarity. Note these plots combine both N-back levels.
Figure 7.6 shows the mean number of alarm classification errors for each stimulus level in each
condition and N-back level.
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Figure 7.5: Plots showing the mean number of classification errors for each stimulus level and
polarity in each condition in Experiment 6. Red plots show the aligned polarity, blue show the
inverted polarity.
Roughness
Results for the roughness conditions showed that the stimulus level (or the amount of roughness
present in the signal) was the only factor that significantly affected the number of erroneous
alarm classifications (p < 0.0001). Table 7.2 shows more details of these results. Pairwise
differences were found between stimulus levels 1 and 2 (p = 0.0005), levels 1 and 3 (p = 0.009)
and levels 1 and 4 (p < 0.0001).
2https://cran.r-project.org/web/packages/emmeans/index.html
3https://cran.r-project.org/web/packages/phia/phia.pdf
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Figure 7.6: Plots showing the mean number classification errors for each stimulus level and
N-back level in each condition in Experiment 6. Red plots show responses for N-back level 0,
blue plots show N-back level 2.
Term F Df Df.res Pr(>F)
Polarity 3.66 1 225 0.0570
N-back Level 1.65 1 225 0.2005
Stimulus Level 9.81 3 225 <0.0001
Polarity:N-back Level 0.25 1 225 0.6196
Polarity:Stimulus Level 1.79 3 225 0.1498
N-back Level:Stimulus Level 0.40 3 225 0.7530
Polarity:N-back Level:Stimulus Level 1.28 3 225 0.2831
Table 7.2: ANOVA results for the effect of polarity, N-back level and stimulus level on number
of errors in the roughness condition in Experiment 6.
Noise
For the noise conditions, both the level of the N-back task (p = 0.0133) and the stimulus level
(p < 0.0001) and significantly affected the number of incorrect classifications. Table 7.3 shows
more details of these results. Pairwise differences were found between stimulus levels 1 and 2
(p < 0.0001), levels 1 and 3 (p < 0.0001) and levels 1 and 4 (p = 0.036), levels 2 and 4 (p = 0.044)
and levels 3 and 4 (p = 0.004).
Duration
For the vibrotactile duration conditions, the stimulus level (p < 0.001) and the interaction be-
tween the polarity of the mapping and the stimulus level (p = 0.006) significantly affected the
total number of errors in alarm classification. Table 7.4 shows more details of these results.
Pairwise differences were found between stimulus levels 1 and 2 (p < 0.0001), levels 1 and 3
(p < 0.0001), levels 1 and 4 (p = 0.0003) and levels 2 and 4 (p = 0.028). Looking at post hoc
tests for the interaction between polarity and the stimulus level, the following pairwise differ-
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ences were found: the interaction between the aligned-inverted polarities and stimulus levels 2-3
(p = 0.013) and the interaction between the aligned-inverted polarities and stimulus levels 2-4
(p = 0.012).
Term F Df Df.res Pr(>F)
Polarity 1.56 1 225 0.2123
N-back Level 6.23 1 225 0.0133
Stimulus Level 15.43 3 225 <0.0001
Polarity:N-back Level 0.74 1 225 0.3915
Polarity:Stimulus Level 1.14 3 225 0.3348
N-back Level:Stimulus Level 1.36 3 225 0.2557
Polarity:N-back Level:Stimulus Level 1.45 3 225 0.2284
Table 7.3: ANOVA results for the effect of polarity, N-back level and stimulus level on number
of errors in the noise condition in Experiment 6.
Term F Df Df.res Pr(>F)
Polarity 1.69 1 225 0.1946
N-back Level 0.31 1 225 0.5774
Stimulus Level 20.41 3 225 <0.0001
Polarity:N-back Level 0.10 1 225 0.7578
Polarity:Stimulus Level 4.25 3 225 0.0061
N-back Level:Stimulus Level 0.17 3 225 0.9180
Polarity:N-back Level:Stimulus Level 0.90 3 225 0.4424
Table 7.4: ANOVA results for the effect of polarity, N-back level and stimulus level on number
of errors in the duration condition in Experiment 6.
Tempo
For the vibration pulse tempo conditions, the level of the N-back task (p < 0.031), the stimulus
level (p < 0.001), and the interaction between the mapping polarity and stimulus level (p = 0.001)
and the interaction between the level of the N-back task and stimulus level (p = 0.015) signifi-
cantly affected the number of classification errors. Table 7.5 shows more details of these results.
Pairwise differences were found between stimulus levels 1 and 4 (p = 0.0001), levels 2 and 4 (p
= 0.0002) and levels 3 and 4 (p = 0.0002). Looking at post hoc tests for the interaction between
polarity and the stimulus level, the following pairwise differences were found: the interaction
between the aligned-inverted polarities and stimulus levels 1-2 (p = 0.002), the interaction be-
tween the aligned-inverted polarities and stimulus levels 2-3 (p = 0.004) and the interaction
between the aligned-inverted polarities and stimulus levels 2-3 (p = 0.035).
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Term F Df Df.res Pr(>F)
Polarity 2.95 1 225 0.0871
N-back Level 4.67 1 225 0.0317
Stimulus Level 9.39 3 225 <0.0001
Polarity:N-back Level 3.73 1 225 0.0548
Polarity:Stimulus Level 5.59 3 225 0.0010
N-back Level:Stimulus Level 3.58 3 225 0.0147
Polarity:N-back Level:Stimulus Level 1.91 3 225 0.1286
Table 7.5: ANOVA results for the effect of polarity, N-back level and stimulus level on number
of errors in the tempo condition in Experiment 6.
7.2.2 Alarm Classification Reaction Time
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Figure 7.7: Plots showing the mean classification response times in milliseconds for each stim-
ulus level and polarity in each condition in Experiment 6. Red plots show the aligned polarity,
blue show the inverted polarity.
Responses for all conditions were not normally-distributed (Shapiro-Wilk test, p < 0.05),
therefore the Aligned Rank Transform [165] was applied before analysis. A mixed-effects model
analysis was used, looking at the effect of polarity, stimulus level, N-back level in addition to the
interactions between these variables effect on the alarm classification reaction time. Figure 7.7
shows the mean classification response time for each stimulus level in each condition and po-
larity. Note these plots combine both N-back levels. Figure 7.8 shows the mean classification
response time for each stimulus level in each condition and N-back level.
Roughness
For the roughness condition, the aligned polarity resulted in significantly faster response times
than the inverted polarity (p = 0.0033) the level of the N-back task (p < 0.0001) and the stimulus
level (p < 0.0001) significantly affected the response times. Table 7.6 shows more details of
these results. Pairwise differences were found between stimulus levels 1 and 2 (p = 0.02), levels
1 and 3 (p = 0.009) and levels 1 and 4 (p < 0.0001).
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Figure 7.8: Plots showing the mean classification response times for each stimulus level and
N-back level in each condition in Experiment 6. Red plots show responses for N-back level 0,
blue plots show N-back level 2.
Term F Df Df.res Pr(>F)
Polarity 8.82 1 225 0.0033
N-back Level 15.03 1 225 0.0001
Stimulus Level 11.78 3 225 <0.0001
Polarity:N-back Level 1.43 1 225 0.2325
Polarity:Stimulus Level 1.31 3 225 0.2721
N-back Level:Stimulus Level 0.83 3 225 0.4761
Polarity:N-back Level:Stimulus Level 1.72 3 225 0.1644
Table 7.6: ANOVA results for the effect of polarity, N-back level and stimulus level on reaction
time in the roughness condition in Experiment 6.
Noise
For the noise condition, both the level of the N-back task (p < 0.034) and the stimulus level
(p < 0.0001) significantly affected the response times. Table 7.7 shows more details of these
results. Pairwise differences were found between stimulus levels 1 and 2 (p = < 0.0001), levels
1 and 3 (p < 0.0001), levels 2 and 4 (p = 0.001) and levels 3 and 4 (p = 0.0005).
Term F Df Df.res Pr(>F)
Polarity 0.02 1 225 0.8870
N-back Level 4.53 1 225 0.0345
Stimulus Level 14.44 3 225 <0.0001
Polarity:N-back Level 0.79 1 225 0.3765
Polarity:Stimulus Level 2.08 3 225 0.1043
N-back Level:Stimulus Level 1.16 3 225 0.3250
Polarity:N-back Level:Stimulus Level 0.85 3 225 0.4687
Table 7.7: ANOVA results for the effect of polarity, N-back level and stimulus level on reaction
time in the noise condition in Experiment 6.
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Duration
For the vibrotactile duration condition, the aligned polarity resulted in significantly faster re-
sponse times than the inverted polarity (p < 0.0001). Additionally, the stimulus level signifi-
cantly affected classification response times (p < 0.0001). Table 7.8 shows more details of these
results. Pairwise differences were found between levels 1 and 2 (p < 0.0001), levels 1 and 3
(p < 0.0001), levels 1 and 4 (p < 0.0001), and levels 2 and 4 (p = 0.0005).
Term F Df Df.res Pr(>F)
Polarity 20.30 1 225 <0.0001
N-back Level 1.89 1 225 0.1706
Stimulus Level 49.52 3 225 <0.0001
Polarity:N-back Level 1.13 1 225 0.2899
Polarity:Stimulus Level 1.41 3 225 0.2409
N-back Level:Stimulus Level 1.36 3 225 0.2570
Polarity:N-back Level:Stimulus Level 1.15 3 225 0.3299
Table 7.8: ANOVA results for the effect of polarity, N-back level and stimulus level on reaction
time in the duration condition in Experiment 6.
Tempo
For the pulse tempo condition, the aligned polarity resulted in significantly faster response times
than the inverted polarity (p = 0.0273). Additionally, the level of the N-back task (p < 0.012) and
the stimulus level (p < 0.001) significantly affected the response times. Table 7.9 shows more
details of these results. Pairwise differences were found between levels 1 and 2 (p < 0.0001),
levels 1 and 3 (p < 0.0001), levels 1 and 4 (p < 0.0002), and levels 3 and 4 (p = 0.006).
Term F Df Df.res Pr(>F)
Polarity 4.93 1 225 0.0273
N-back Level 6.40 1 225 0.0121
Stimulus Level 21.80 3 225 <0.0001
Polarity:N-back Level 3.56 1 225 0.0606
Polarity:Stimulus Level 0.48 3 225 0.6934
N-back Level:Stimulus Level 0.53 3 225 0.6627
Polarity:N-back Level:Stimulus Level 0.74 3 225 0.5279
Table 7.9: ANOVA results for the effect of polarity, N-back level and stimulus level on reaction
time in the tempo condition in Experiment 6.
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7.2.3 Alarm Classification Discussion
In none of the conditions did the polarity alone affect the mean number of classification errors.
However, in both the vibrotactile conditions (duration and tempo) the interaction between the
polarity and the stimulus level significantly affected the mean number of classification errors.
The post hoc tests for polarity:stimulus level in both of these parameters showed significant
pairwise differences between stimulus levels 2-3 and 2-4 for each polarity. It is interesting that
stimulus level 2 for both parameters is where the largest disparity between stimulus levels occur.
The evidence from these tests, in addition to observing Figure 7.5, suggest that participants’ abil-
ity to classify alarms that were represented using stimulus level 2, was increased in the aligned
polarity over the inverted polarity. Stimulus level 1 seemed to be easily distinguishable in both
polarities, in all the parameters, stimulus level 1 responses had a similar number of errors for
each polarity — but when the inverted polarity was used, stimulus level 2 became more difficult
to distinguish. This could be caused by participants preferring a certain sequence of stimuli to
represent increasing levels of danger (the aligned polarity would be expected as this preferred
sequence). Therefore if stimulus level 2 is presented in the non-preferred sequence (the inverted
polarity) participants found this more difficult to classify.
Considering which stimulus levels resulted in the lowest mean number of classification er-
rors may provide some interesting insight into how the design of each vibrotactile or acoustic
parameter impacts the correctness of alarm classifications. Looking at the noise conditions, lev-
els 1 and 4 resulted in significantly fewer classification errors in both polarities (Figure 7.5),
this would suggest that participants found cues that were a totally unmodulated tone (level 1)
or white noise (level 4) easier to classify than levels 2 and 3 which were mixes of tone and
noise. This can also be seen in the roughness conditions where level 1 (which was also a totally
unmodulated tone) resulted in significantly fewer classification errors than the rest of the levels.
This means that the difference between some kind of complete modulation, either a complete
lack of modulation, as in a pure tone, or a completely modulated tone, as in white noise, is easier
to classify than degrees between modulations. This could be exploited in systems where easily
distinguishable cues are key, especially in safety-critical contexts.
This echoes the findings from Experiment 2, where level 1 of the roughness and noise ranges
used (which was also an unmodulated tone) was found to be a good representation of a zero
value. The same can be found the vibrotactile results where level 1 of the duration conditions
resulted in significantly fewer errors than the other levels and level 4 of the tempo conditions
resulted in significantly fewer errors than all the other levels. For the vibrotactile parameters,
these results suggest that certain extremes of the range, the start in the case of duration and the
end in the case of tempo, were easier to classify.
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For all parameters aside from noise, the aligned polarity resulted in significantly faster alarm
classifications than the inverted polarity, meaning that these mappings based on prior magnitude
estimation experiments did result in quicker responses. Similar to the results for the total errors
in alarm classification, particular stimuli levels resulted in faster performance, based on pairwise
comparison tests: level 1 of roughness, levels 1 and 4 of noise, level 1 of duration and level 4
of tempo. Again, this indicates that the extremes of the ranges of stimulus levels are easier
to classify and therefore they were classified faster than the in-between levels of the range.
Additionally, for the acoustic parameters (roughness and noise) the N-back level significantly
affected the alarm classification reaction time, with responses at N-back level 0 being faster than
those at N-back level 2
7.2.4 Total Errors in N-back Response
Responses for all conditions were not normally-distributed (Shapiro-Wilk test, p < 0.05), there-
fore the Aligned Rank Transform [165] was applied before analysis. A mixed-effects model
analysis was used, looking at the effect of polarity and N-back level in addition to the interac-
tions between these variables effect on the total errors in N-back response. Figure 7.9 shows
the mean number of incorrect N-back responses for each condition. For all conditions, the N-
back level was the only factor that significantly affected the number of incorrect N-back task
responses. roughness (p < 0.001), noise (p < 0.001), duration (p < 0.001) and tempo (p < 0.001).
Tables 7.10 - 7.13 show more details of these results.
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Figure 7.9: Plots showing the mean number of N-back response errors for each condition in
Experiment 6. Red plots show responses for N-back level 0, blue plots show N-back level 2.
7.2.5 N-back Response Reaction Time
Responses for all conditions were not normally-distributed (Shapiro-Wilk test, p < 0.05), there-
fore the Aligned Rank Transform [165] was applied before analysis. A mixed-effects model
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Term F Df Df.res Pr(>F)
Polarity 1.55 1 45 0.2194
N-back Level 25.97 1 45 <0.0001
Polarity:N-back Level 0.83 1 45 0.3666
Table 7.10: ANOVA results for the effect of polarity, N-back level and stimulus level on the
number of N-back errors in the roughness condition in Experiment 6.
Term F Df Df.res Pr(>F)
Polarity 0.02 1 45 0.8816
N-back Level 35.17 1 45 <0.0001
Polarity:N-back Level 0.03 1 45 0.8578
Table 7.11: ANOVA results for the effect of polarity, N-back level and stimulus level on the
number of N-back errors in the noise condition in Experiment 6.
Term F Df Df.res Pr(>F)
Polarity 2.21 1 45 0.1439
N-back Level 40.26 1 45 <0.0001
Polarity:N-back Level 0.78 1 45 0.3813
Table 7.12: ANOVA results for the effect of polarity, N-back level and stimulus level on the
number of N-back errors in the duration condition in Experiment 6.
Term F Df Df.res Pr(>F)
Polarity 2.52 1 45 0.1191
N-back Level 54.76 1 45 < 0 .0001
Polarity:N-back Level 3.34 1 45 0.0742
Table 7.13: ANOVA results for the effect of polarity, N-back level and stimulus level on the
number of N-back errors in the tempo condition in Experiment 6.
analysis was used, looking at the effect of polarity and N-back level in addition to the interactions
between these variables effect on the reaction time for N-back responses. For all conditions, the
N-back level was the only factor that significantly affected the reaction time of responses. rough-
ness (p = 0.0017), noise (p < 0.001), duration (p < 0.001) and tempo (p < 0.001). Figure 7.10
shows the mean reaction time for N-back responses in each condition. Tables 7.14 - 7.17 show
more details of these results.
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Figure 7.10: Plots showing the mean N-back response reaction time in milliseconds for each
condition in Experiment 6. Red plots show responses for N-back level 0, blue plots show N-back
level 2.
Term F Df Df.res Pr(>F)
Polarity 0.37 1 45 0.5472
N-back Level 11.15 1 45 0.0017
Polarity:N-back Level 0.12 1 45 0.7335
Table 7.14: ANOVA results for the effect of polarity, N-back level and stimulus level on the
N-back reaction time in the roughness condition in Experiment 6.
Term F Df Df.res Pr(>F)
Polarity 0.00 1 45 0.9552
N-back Level 20.96 1 45 <0.0001
Polarity:N-back Level 0.01 1 45 0.9098
Table 7.15: ANOVA results for the effect of polarity, N-back level and stimulus level on the
N-back reaction time in the noise condition in Experiment 6.
Term F Df Df.res Pr(>F)
Polarity 2.49 1 45 0.1214
N-back Level 31.44 1 45 < 0.0001
Polarity:N-back Level 0.00 1 45 0.9442
Table 7.16: ANOVA results for the effect of polarity, N-back level and stimulus level on the
N-back reaction time in the duration condition in Experiment 6.
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Term F Df Df.res Pr(>F)
Polarity 3.74 1 45 0.0596
N-back Level 22.06 1 45 < 0.0001
Polarity:N-back Level 0.08 1 45 0.7815
Table 7.17: ANOVA results for the effect of polarity, N-back level and stimulus level on the
N-back reaction time in the tempo condition in Experiment 6.
7.2.6 NASA TLX Results
Responses for all conditions were normally-distributed (Shapiro-Wilk test, p > 0.05). An ANOVA
was conducted that looked at the effect of polarity, stimulus level, N-back level in addition to the
interactions between these variables effect on the subjective overall workload scores obtained.
For all conditions, the level of the N-back task was the only factor that significantly affected
the total subjective workload, as obtained from the NASA TLX questionnaires: roughness (p
= 0.0082), noise (mboxp = 0.001), duration (p = 0.0021) and tempo (p = 0.0019). Figure 7.11
shows the mean subjective workload for each condition. Tables 7.18 - 7.21 show more details
of these results.
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Figure 7.11: Plots showing the mean subjective workload for each condition in Experiment 6.
Red plots show responses for N-back level 0, blue plots show N-back level 2.
Df Sum Sq Mean Sq F value Pr(>F)
Polarity 1 2.16 2.16 0.01 0.9389
N-back Level 1 2758.02 2758.02 7.56 0.0082
Polarity:N-back Level 1 75.45 75.45 0.21 0.6512
Residuals 52 18968.21 364.77
Table 7.18: ANOVA results for the effect of polarity and N-back level on perceived workload
for the roughness condition in Experiment 6.
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Df Sum Sq Mean Sq F value Pr(>F)
Polarity 1 108.64 108.64 0.34 0.5616
N-back Level 1 3877.79 3877.79 12.18 0.0010
Polarity:N-back Level 1 434.57 434.57 1.37 0.2480
Residuals 52 16554.43 318.35
Table 7.19: ANOVA results for the effect of polarity and N-back N-back Level on perceived
workload for the noise condition in Experiment 6.
Df Sum Sq Mean Sq F value Pr(>F)
Polarity 1 6.45 6.45 0.02 0.8900
N-back Level 1 3504.45 3504.45 10.51 0.0021
Polarity:N-back Level 1 5.16 5.16 0.02 0.9015
Residuals 52 17341.79 333.50
Table 7.20: ANOVA results for the effect of polarity and N-back level on perceived workload
for the duration condition in Experiment 6.
Df Sum Sq Mean Sq F value Pr(>F)
Polarity 1 228.02 228.02 0.77 0.3849
N-back Level 1 3195.16 3195.16 10.76 0.0019
Polarity:N-back Level 1 0.45 0.45 0.00 0.9692
Residuals 52 15440.93 296.94
Table 7.21: ANOVA results for the effect of polarity and N-back level on perceived workload
for the tempo condition in Experiment 6.
7.2.7 N-Back Discussion
Generally, the conditions where the difficulty of the N-back task was 0-back as opposed to 2-
back resulted in significantly increased performance: less errors, faster reaction time and lower
subjective workload. No other variable significantly impacted the mean number of N-back er-
rors, the response reaction time or NASA TLX results. From this it can be concluded that the
overall difference in difficulty between the two N-back levels was significant and accomplished
what they were designed to do, that is induce two levels of cognitive workload.
7.3 General Discussion
Generally, the stimulus levels within the mapping had more impact on the usability of the map-
ping than the polarity when it comes to the correctness of classifying the stimuli. This could
suggest that that designing an appropriate range of stimuli, of which the constituent levels of the
range are as distinguishable from each other as possible, is a more important factor in correctly
classifying stimuli than the polarity of the range is presented in. However, considering reaction
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time of alarm classification, polarity was a significant factor for all acoustic and vibrotactile pa-
rameters except for noise, with reaction times for the aligned polarity being significantly faster.
This is an important result, as throughout this thesis there have been many examples of audi-
tory and vibrotactile displays that are used in situations where fast reactions are critical such
as: during surgery [8, 42, 94], controlling air-traffic [120] or driving [129]. Therefore, in these
situations, any design choice that can increase the speed of response is important.
Even though the polarity of the mapping significantly affected the alarm classification re-
sponse time in the roughness, duration and tempo conditions, it did not affect any of the N-back
measures, either the reaction time, number of errors in responses, or subjective workload. This
could suggest that the design of the data-sound or data-vibration mapping may not have a sig-
nificant impact on how the users perform a simultaneous task but it does impact how the user
interacts with the mapping itself. Furthermore, this suggests that when a participant was faced
with the choice of spending cognitive resources on the N-back task or processing an auditory or
vibrotactile cue that was presented in a polarity that was incongruent to them, they would rather
sacrifice the alarm classification than the N-back response. If the user was spending more cog-
nitive resources on classifying the alarm cues, it would be expected to be reflected in the N-back
results. It would be expected that the polarity that fared worse in the alarm classification results
would also fare worse in the N-back results, but this is not the case from the results obtained here.
This is an important finding, as it means that future research and design of data-sound and
data-vibration mappings needs to have an awareness of any concurrent tasks that may be con-
ducted alongside the auditory or vibrotactile display, as these can have an effect on how the
user interacts with the mapping. This is further highlighted in the finding that the N-back level
significantly affected the mean number of alarm classification errors in the noise and tempo
conditions, as well as the alarm classification reaction times for the roughness, noise and tempo
conditions.
7.4 Conclusions
This chapter investigated how inducing two different levels of cognitive load impacted perfor-
mance in an acoustic or vibrotactile alarm classification task. A study was presented in which
two difficulty levels of the N-back task were used to induce cognitive load, while a user simulta-
neously attempted to classify acoustic or vibrotactile alarms relating to danger, presented using
acoustic roughness, acoustic noise, vibrotactile duration and vibrotactile pulse tempo. The par-
ticipants classified the alarms based on the level of danger they represented (level 1 to 4). The
polarity of these data-sound and data-vibration mappings were designed either using results from
a previous magnitude estimation experiment (Experiment 3 for the acoustic parameters and Ex-
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periment 4 for the vibrotactile parameter) or from the inverse of these results. This resulted in
two sets of stimuli: one where the polarity is aligned with previous results or inverted from the
previous results.
Results showed that the levels of the stimuli, not the polarity of the mapping, significantly
affected the number of erroneous classifications. Post hoc tests showed that all the acoustic and
vibrotactile parameters had significantly less errors at one or both of the extremes of their ranges,
for example, level 1 of the roughness stimuli range or levels 1 and 4 of the noise conditions. The
time it took a participant to respond to an alarm was significantly affected by the polarity of
the mapping in the roughness, duration and tempo conditions. In these conditions, the aligned
polarity resulted in faster response times than the inverted one. Furthermore, for the acoustic
parameters, the conditions where the N-back level was 0 resulted in significantly faster alarm
classifications than N-back level 2.
The polarity of the mapping did not significantly affect any of the measures relating to the
N-back task, these measures were: the number of erroneous responses and the reaction time of
these responses. Additionally, the only factor that significantly affected these measures and the
total subjective workload, was the level of the N-back task, with level 0 resulting in significantly
fewer errors, faster responses and lower subjective workload. These findings related to the N-
back measures, in tandem with the fact that the aligned polarity resulted in faster responses in the
roughness, duration and tempo conditions, suggest that when participants are faced with a dual-
attention task, where one of the tasks is attending and responding to an auditory or vibrotactile
display in an incongruent mapping, the participant will sacrifice expending cognitive resources
on attending to the mapping in favour of completing the other task.
7.4.1 Research Question 4
The studies presented in this chapter and the preceding one, present a first attempt at investi-
gating how the use of magnitude estimation to design data-sound and data-vibration mappings’
polarities actually impacts how participants interact with them when they are when implemented
into a system. The main outcomes from these two studies are presented in the form of the fol-
lowing design recommendations that address research question 4, which asked:
RQ4: How does the complexity of the usage context impact how effective a data-sound
or data-vibration parameter mapping is?
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Polarity Does not Impact Simple Display Contexts
Experiment 5 found that the polarity of the data-sound or data-vibration mapping did not signif-
icantly impact how well participants could carry out a simple auditory and vibrotactile display
task. Therefore, designers of such systems may be able to forego a resource intensive magnitude
estimation experiment if it cannot be afforded.
Polarity Impacts Alarm Classification Reaction Time
A mapping designed using prior magnitude estimation results induced significantly faster alarm
classification response times in the roughness, duration and tempo conditions. Therefore, con-
ducting a magnitude estimation experiment prior to design can reduce how long it takes to
process and respond to these cues.
Complexity of Secondary Task Impacts Mapping Reaction Time
Increased cognitive load from a secondary task affected the response time for classifying alarm
cues. Therefore, a designer creating a mapping with these parameters should take into consid-
eration the difficulty of the secondary task as it can impact how quickly users respond to cues
from these mappings.
Extremes of the Mapping Range are Easier to Distinguish
The first or first and last stimuli in a mapping’s range induced significantly better results than
the other stimuli. Therefore it may be advantageous for designers to pay extra care to the design
of the first and last cues in the range of a data-sound or data-vibration mapping to ensure that
the extremes of the range are as easy to distinguish as possible.
Chapter 8
Conclusions
This thesis made the following statement in its introduction:
Which sensory parameter to use to convey a particular information parameter in
an auditory or vibrotactile display is a significant design problem, as the perceived
meaning and connotations of auditory and haptic stimuli are complex. This thesis
presents experiments which used psychophysical scaling to establish how several
data-sound and data-vibration mappings were perceived and subsequently investi-
gated the impact that using results from these experiments had on users’ perfor-
mance when they were implemented into the design of a parameter mapping dis-
play. This thesis presents a number of design recommendations based on results
from these studies which designers and researchers can use to guide their decisions
on which acoustic or vibrotactile parameter is appropriate for a particular informa-
tion parameter.
In the subsequent chapters, research was presented in support of this thesis statement, which
in turn, addressed the research questions of the thesis:
RQ1: How may acoustic parameters that are derived from the field of psychoacoustics
encode and transmit information to a user?
RQ2: To what extent are mappings between acoustic sonification parameters and infor-
mation parameters with clear positive or negative valence perceived as congruent?
RQ3: To what extent are mappings between vibrotactile parameters and information pa-
rameters perceived as congruent?
RQ4: How does the complexity of the usage context impact how effective a data-sound
or data-vibration parameter mapping is?
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Chapter 2 presented a literature review which laid the basis for the problems that this the-
sis addressed and provided a summary of related work in the field. Chapter 3 presented and
studied several psychoacoustic parameters, tested if they could be used in a sonification con-
text and demonstrated some of their advantages in this context. This study was carried out in
the real-world use-case of detecting the quality of an astronomical image via sonification, for
use with visually impaired students. Following this, Chapter 4 further explored these psychoa-
coustic parameters in more general contexts by exploring how they could represent more gener-
alised information parameters such as error and danger. This study used a magnitude estimation
paradigm to establish how participants perceived these data-sound mappings and obtained in-
formation such as the most popular polarities for each mapping. Chapter 5 introduced the first
vibrotactile study in the thesis, using a similar paradigm as in Chapter 4 to understand how sev-
eral data-vibration mappings were perceived. Chapters 5 and 6 explored how the use of this
magnitude estimation paradigm to inform the design of data-sound and data-vibration mappings
impacted the usability of the systems in which they were implemented. Chapter 6 investigated
a basic context, an auditory and vibrotactile display to convey the security of a WiFi network.
Chapter 7 explored a more complex use-case, a dual attention task where participants completed
a memory task while simultaneously attending to and classifying alarms relating to a level of
danger. This chapter summarises the research and returns to each Research Question to discuss
how they were addressed. This chapter also summarises the main contributions of this thesis
and discusses possible limitations and areas of future work.
8.1 Research Questions
8.1.1 Research Question 1
RQ1: How may acoustic parameters that are derived from the field of psychoacoustics
encode and transmit information to a user?
Sonification designers have little evidence to guide them on the design of data-sound map-
pings. Many mappings use acoustic representations of data values which may not correspond
with the listener’s perception of how that data value should sound during sonification, with most
systems defaulting to use pitch as a mapping parameter. Chapter 3 described two experiments
which explored how acoustic parameters that were derived from psychoacoustics research could
be used in sonification. In these experiments, participants were tasked with establishing the level
of focus of an astronomical image through sonification. Experiment 1 explored the use of the
psychoacoustic parameters of roughness, sharpness and a combination of both to convey image
focus. This experiment found that using acoustic noise as a signal with which to apply rough-
ness and sharpness to did not result in a usable interface.
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Therefore, in Experiment 2, pure tones instead of noise were used as a carrier signal for
roughness and this experiment also explored an extra parameter, the amount of white noise
present in a signal. As with Experiment 1, a combined parameter was also explored: roughness
and white noise amount combined. A visual condition was included to explore how well partic-
ipants completed the task as a baseline. Experiment 2 found that the psychoacoustic parameters
used could effectively convey the information, with the noise and combined roughness and noise
parameters performing similarly to the visual condition. Another finding that can be a useful as
a guide for designers, is that since the roughness and noise conditions both consisted of an un-
modulated pure tone at level 1 and this level resulted in decreased errors compared to the other
levels, having an unmodulated value can represent a ‘lack of’ whatever the variable may be.
8.1.2 Research Question 2
RQ2: To what extent are mappings between acoustic sonification parameters and infor-
mation parameters with clear positive or negative valence perceived as congruent?
Experiments 1 and 2 looked at a specific use-case, establishing how in or out of focus an
astronomical image was, based on a sonification. This value of ‘out of focus-ness’ or, more
generally speaking, blur, can be discussed in terms of its valence, meaning “events, objects
or situations that possess intrinsic attractiveness or aversiveness” [46] (p. 207). The findings
from these two experiments suggested that increasing a musically ‘undesirable’ parameter like
noise is perceived by most participants to represent an increase in blur. This could be con-
sidered to represent a negative valence, because one undesirable parameter or parameter with
negative valence represents another parameter with negative valence. Therefore, Experiment
3 explored these psychoacoustic parameters for more general information parameters which
shared the property of negative valence. These parameters were error, stress and danger. To
establish whether participants did in fact associate these psychoacoustic parameters with these
information parameters, a magnitude estimation experiment was conducted. This experiment
paradigm gives an indication of how magnitudes of acoustic parameters relate to the perceived
magnitudes of information parameters.
This experiment found that the majority of participants responded in a positive polarity for
all of the data-sound mappings used, meaning that, for example, as roughness or noise in a
signal increased the magnitude of error, stress or danger they perceived also increased. This
suggests that mappings between these acoustic parameters and information parameters were
perceived as congruent by participants. This study also found more complex relationships such
as the noise-stress mapping, where the polarity preference consensus among participants was
less clear than the other parameters. This means that some participants perceived increasing
noise as an increased value of stress, but some perceived it as a decrease. One reason for this
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could be that white noise is often used as a relaxation or sleep aid and therefore some participants
may associate noise with the opposite of stress and there-fore responded in a negative polarity.
This is indicative of a mapping where more care needs to be taken to establish the polarity of
the mapping and how best it should be presented to users.
8.1.3 Research Question 3
RQ3: To what extent are mappings between vibrotactile parameters and information pa-
rameters perceived as congruent?
This research question is addressed in Chapter 5, where Experiment 4 was presented, in
which a similar magnitude estimation paradigm as Experiment 3 was used to explore several
data-vibration mappings. There is less work looking at data-vibration mappings than there is for
data-sound mappings. Therefore, in this experiment, a broader set of information parameters
was investigated: error, stress and danger as in Experiment 3, as well as accuracy, size, distance
and current. The vibrotactile parameters used were duration, pulse tempo, frequency and rough-
ness (amplitude modulation).
This experiment found that information parameters with opposing valence are not neces-
sarily perceived in opposing polarities. For example, in tempo-accuracy and the tempo-error
conditions, the preferred polarity for both was positive, even though error has negative valence
and accuracy has positive valence. Furthermore, this experiment found that polarity responses
for mappings where duration and tempo were used did not depend on what the information pa-
rameter was, meaning that in every mapping the preferred polarity was positive. This suggests
that for data-vibration mappings, the valence of the information parameter is less of a key factor
in a user’s decision about a mapping’s congruence, but the vibrotactile parameter’s design is
more important. The findings here suggest that if an information parameter is conveyed by a
vibrotactile parameter positively, that is an increase in the vibrotactile parameter represents an
increase in the information parameter, then this is likely to be perceived as congruent, regardless
of the information parameter’s valence.
8.1.4 Research Question 4
RQ4: How does the complexity of the usage context affect the effectiveness of a data-
sound or data-vibration parameter mapping?
This research question is addressed in Chapters 6 and 7, where Experiments 5 and 6 were
presented. Experiment 5 took the data-sound mappings of danger-roughness and danger-noise
from Experiment 3, in addition to the data-vibration mappings of danger-duration and danger-
tempo from Experiment 4, and applied them to a simple use case, identifying the security of
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a WiFi network (low, medium or high). The polarity of these mappings was either based on
results from Experiments 3 and 4 or was the inverse of these polarities. This was to explore
if using polarities derived from magnitude estimation experiments impacted the usability of a
data-sound or data-vibration mapping. Participants had to rank WiFi networks according to their
level of security, based on an auditory or vibrotactile cue.
This experiment found that the polarity of the data-sound or data-vibration mapping did not
significantly impact users’ performance with the system, in terms of correctness of rankings or
the time it took them to complete rankings. The Akaike Information Criterion was used to pro-
vide a statistical basis for this. This suggests that for simple contexts using these parameters in a
data-sound or data-vibration mapping, conducting a resource intensive magnitude estimation ex-
periment may not be necessary. However, this study had a number of limitations, primarily that
the task’s simplicity was not an example of the more cognitively demanding situations where an
auditory or tactile display might be used, such as surgery [8,42,94], controlling air-traffic [120]
or driving [129].
Therefore, to explore these limitations and to further address research question 4, Experi-
ment 6 was conducted. Here, the same data-sound and data-vibration mappings were used but
they were in the context of an alarm that conveyed a level of danger. Similarly to Experiment 5,
the polarities of these mappings were either based on results from Experiments 3 and 4 or their
inverse. Simultaneously to attending to and processing these alarms, participants conducted a
secondary task which was a cognitively demanding memory task with two levels of difficulty.
This experiment found that the polarity of the data-sound or data-vibration mapping did impact
participants reaction time in responding to alarms, with the polarities derived from the previ-
ous magnitude estimation experiments resulting in faster response times. The complexity of
the secondary task also impacted how long it took participants to respond to both auditory and
vibrotactile alarms, with the higher difficulty of the memory task resulting in slower response
times. Finally, participants performed significantly better both in terms of correctness and re-
sponse times when the auditory or vibrotactile alarm that was presented was at the extremes of
their range, either the first, last or both first and last stimuli in the mapping range. This means
that, for example, participants classified alarms using the danger-noise mappings significantly
better at levels 1 and 4, than levels 2 and 3.
8.2 Impact of Results
The discussion of the results of this thesis so far have been self-contained, however, this section
discusses how the conclusions of the research conducted can impact human-computer interac-
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tion design and research more broadly. The goal of this section is to highlight how findings from
this research may benefit designers and researchers who are working in areas and contexts that
may be beyond the direct scope of this thesis, but may still find use in the results.
8.2.1 Use-Cases
The latter part of this thesis focused on applications where danger was conveyed using an audi-
tory or vibrotactile display, particularly in the context of network security and a generic alarm
application. The reason for using a generic application of danger being conveyed in the alarm
application was to allow the results to be generalisable, so that they can be relevant to several
potential applications where some value of danger is required to be conveyed. There are several
situations where such a non-visual alarm system to convey danger could be required: in the
cockpit of a car or aircraft, process monitoring such as in a power station, controlling air-traffic
or in medical setting such as surgery. As a non-specific context was used in the alarm application
in Experiment 6, designers or researchers working on these use-cases that have more particular
values of danger to convey may find benefit in these results. For example, in these contexts,
there may be several systems transmitting sound, therefore designers may be constrained in
terms of what acoustic parameters they can use, as some are already implemented. Therefore
the finding from this thesis regarding perceptual congruence between musically undesirable pa-
rameters and information parameters with negative valence can provide a guide for designers to
find new parameters that may not already be implemented in their systems. Furthermore, all of
these use-cases are dual-attention tasks where users are conducting some cognitively demanding
task while simultaneously attending to information being transmitted non-visually and this is an
additional similarity shared with Experiment 6, further increasing the relevance of this thesis’
findings to these potential use-cases.
8.2.2 Acoustic and Vibrotactile Parameters
This thesis focused on a subset of the acoustic and vibrotactile parameter space, however, results
from the experiments conducted may be applicable to parameters beyond the ones studied here.
For example, this thesis focused primarily on acoustic parameters that could be considered un-
desirable in Western music tradition, primarily roughness and noise, and investigated how they
could be used to convey information with negative valence. This thesis found that pairing these
types of acoustic and information parameters was perceived as congruent, therefore it could be
suggested that other acoustic parameters that are considered undesirable, beyond those stud-
ied here, could be similarly perceived as congruent with information parameters with negative
valence. For example, in music, instruments being out of time with each other is generally un-
wanted, therefore this could be leveraged in an auditory display. Furthermore, this thesis applied
noise to a signal in attempt to give the effect that the signal is less clear, there are several other
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effects that could be used in a similar fashion such as reverb, delay, distortion, overdrive, fuzz,
chorus, flanging or phase shifting.
The findings from Experiment 6 regarding the vibrotactile parameters investigated concluded
that an increase in a vibrotactile parameter was perceived as congruent with an increase in an
information parameter, regardless of the information’s valence. Therefore, it could be suggested
that this could be seen for other vibrotactile parameters that were not studied here, such as
location of the actuator on the body or more complicated temporal patterns.
8.3 Contributions
This section summarises the novel contributions made in this thesis. Its main contributions
are: (1) a study of the use of psychoacoustic parameters for sonification (2) an investigation
of how mappings between information and acoustic or vibration parameters are perceived as
congruent and (3) how the complexity of a use-case impacts how well a data-sound or data-
vibration mapping can be used.
8.3.1 Psychoacoustic Parameters for Sonification
This thesis evaluated several novel psychoacoustic parameters as candidates for use in a data-
sound mapping. Findings showed some advantages of psychoacoustic parameters over tradi-
tional acoustic parameters commonly used in sonification in that they can convey a zero value or
a lack of whatever the data variable may be, something which is difficult to convey using sound.
8.3.2 Perceptual Congruence in Data-Sound and Data-Vibration Mappings
This thesis conducted two studies which used magnitude estimation to establish how magnitudes
of acoustic or vibrotactile parameters relate to the perceived magnitudes of information param-
eters. Findings from these studies found that the valence of an information parameter is key in a
data-sound mapping, for example increasing a musically ‘undesirable’ acoustic parameter such
as noise resulted in a perceived increase in an information parameter with a negative valence
such as danger. This results in a relationship that could be described as: more negative sound
properties = more of a negative information parameter. For data-vibration mappings, findings
suggested that they were more generalised in that an increase in a vibrotactile parameter was
generally perceived as an increase in the information parameter, regardless of the valence of that
parameter.
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8.3.3 Complexity of Use-Cases of Auditory or Vibrotactile Displays
This thesis investigated the as-yet unexplored question of how using mapping designs based on
magnitude estimation experiments impacts systems where these mappings are used. Two studies
were conducted, the first being a simple use-case and the second being a complex dual-attention
task. Findings from these studies suggested that the polarity of the data-sound or data-vibration
mapping had little effect in the simple use case, however it significantly impacted performance
in the complex use case. Furthermore, the difficulty of the non-acoustic/vibration component of
the dual-attention task significantly impacted user’s performance.
8.4 Design Recommendations
This thesis contributed several design recommendations that could be used by future researchers
and designers to inform their data-sound or data-vibration mapping designs. These are sum-
marised in the following section:
DR1: Use Pure Tones as Carrier Signals for Applying Roughness
Users are able to better distinguish cues with a data-sound mapping that used roughness applied
to a pure tone, as opposed to roughness applied to broad band noise.
DR2: Use an Unmodulated Tone to Convey a Zero Value
An advantage of acoustic parameters that are based on modulation, such as roughness, or based
on some additive property (such as adding noise to a signal) is that they can have a state that has
no modulation or additive property. This is something that is not possible with more commonly
used acoustic parameters like pitch or tempo. This means that the first level of such a mapping
can be an unmodulated tone, representing a zero value or a lack of the information parameter
being conveyed.
DR3: Use Musically Undesirable Parameters such as Roughness or Noise to Convey Infor-
mation Parameters with Negative Valence
Acoustic parameters which would generally be deemed to be undesirable in terms of Western
musical tradition such as roughness and noise were perceived as correlated with information
parameters with negative valence. Therefore these parameters can be effective at conveying
such information.
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DR4: Use an Increase in Vibrotactile Duration or Tempo to Convey an Increase in an
Information Parameter
An increase in a vibration’s duration or tempo is perceived as an increase in all data-vibration
mappings that were tested, regardless of the valence of the information parameter being used in
the mapping.
DR5: Polarity of Mappings has Little Impact in Simple Auditory or Vibrotactile Displays
In a simple network security ranking tasks, whether the polarity of a data-sound or data-vibration
mapping was based on results from a magnitude estimation experiment or were completely
arbitrary had little effect on how well participants could carry out the task.
DR6: Polarity and Complexity of Secondary Task Does Impact Reaction Time
Users respond to alarm cues more quickly when the polarity of a mapping is based on magnitude
estimation results. They also respond more quickly to alarm when conducting a secondary task
if this task is lower in cognitive demand. Therefore conducting a magnitude estimation study
on potential mappings and being aware of potential secondary tasks which can induce cognitive
workload can result in faster responses.
DR7: Pay Attention to Extremes of a Mapping Range
The first or first and last stimuli in a mapping’s range induced significantly faster and more
accurate classifications than the other stimuli in their range. Therefore it may be advantageous
for designers to pay extra care to the design of the first and last cues in the range of a data-sound
or data-vibration mapping to ensure that the extremes of the range are as easy to distinguish as
possible.
8.5 Limitations and Future Work
This section will summarise some general limitations of the research as a whole, alongside
a discussion of future work that could both address these limitations and further explore the
themes brought up in this thesis.
8.5.1 Other Acoustic and Vibrotactile Parameters
This thesis focused on a specific subset of acoustic parameters and there are a wide range of
other parameters that could be investigated in a parameter mapping setting. Similarly with
vibrotactile parameters, this thesis covered several vibration parameters, but there are some
that were not investigated such as location on the body, waveform and more complex temporal
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patterns. Investigating more parameters beyond the ones explored in this thesis would be a
logical next step for this work, as any opportunity to widen the understanding of how different
parameters are perceived in mappings would be welcome for designers.
8.5.2 Crossmodal Mappings
This thesis explored acoustic and vibrotactile parameter mappings distinctly, looking at auditory
displays and vibrotactile displays separately. A potential avenue for future work could be to
investigate crossmodal displays where audio and vibration are used in tandem. Such crossmodal
interfaces have proven to be advantageous [69], but there has not been a substantial amount of
work in this area which has explored perception of parameter mappings.
8.5.3 Other Non-Visual Modalities
This thesis focused on parameter mappings that used sound or vibration to convey information.
However, there many other modalities, specifically within the sense of touch, that can also be
used to convey information and how users perceive and experience parameter mappings in these
modalities has not been explored.
Ultrasonic feedback
Ultrasonic feedback [26] has emerged in the last decade as a novel method for haptic interaction,
which uses an array of ultrasound emitting speakers to provide multi-point haptic feedback
(Figure 8.1). It can convey complex structures like textures [44] and has been used in cognitively
demanding situations like in-car feedback [130]. However, there has not been much work in this
nascent field around the parameter mapping potential of ultrasonic feedback.
Thermal Feedback
The capacity for thermal feedback to convey information has been touched upon in human-
computer interaction research, notably for navigation [35,161], and it has been more thoroughly
explored for its capacity to assist in emotion-based affective interactions [162, 164]. Wilson et
al. [162] defined Thermal Icons that can be used to convey information in a similar manor to
tactons. Their research was a first investigation of these icons and established that they can in
fact convey information. Particularly, this work investigated the valence and arousal qualities
of different thermal stimuli, which makes the modality a good potential candidate to study in a
similar way to the research carried out in this thesis.
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Figure 8.1: An UltraHaptics/Ultraleap Ultrasonic Array.
8.5.4 In Situ Research
This thesis focused on lab-based experiments, but a logical trajectory for this research would be
studying data-sound or data-vibration mappings in the environment in which they are intended
to be used. Experiment 6 looked at several mappings that conveyed alarms while participants
attended to a secondary, cognitively demanding task. This basic scenario could be played out in
several different settings, for example, a situation where some aspect(s) of a power plants con-
dition is being monitored non-visually while the controller attends to some other complex task.
Another typical situation would be driving, where the driver is carrying out the complex task
of controlling the vehicle, but still requires feedback non-visually, relating to alarms or other
information types. To explore a particular use-case of data-sound or data-vibration mappings,
researching them in the location that they intend to be implemented in is necessary.
However, considering the power-plant monitoring situation as an example, it would be a
hazard to safety to implement an untested system in a safety-critical context like this. There-
fore, extended reality systems like virtual reality and augmented reality can provide a middle
ground between highly controlled lab-based studies and studies which are fully integrated into
the location where they are to be used. Of course, there may be situations where facilities have
simulators that are used for training purposes, in which case that is an ideal setting for in situ
experimentation, however if this is not available, extended reality can fill this gap.
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8.5.5 Background and Culture of Participants
The majority of the participants that took part in the studies of this thesis were University of
Glasgow students. Although there was a mixture in nationality, a large portion were from Eu-
rope. These participants bring their particular sensibilities about stimuli, music in particular,
which leads to these results being biased towards people who have grown up being exposed to
Western musical traditions. For example, acoustic roughness or disharmony was a factor stud-
ied throughout this thesis, and in the Western musical tradition disharmony is generally avoided
because it is displeasing perceptually, this is not necessarily the case for some people who grew
up elsewhere [98].
Further to the variety of sensibilities about stimuli and music, different participants may
bring a differing mental models to processing auditory and vibrotactile displays and this is an-
other potentially interesting area of future work. As was mentioned earlier in this thesis, research
has shown that participants who are visually impaired used differing mental models than sighted
participants in their understanding of a data-sound mapping [157], however this has not yet
been explored for other demographics. To make more accurate assumptions about data-sound
mappings in particular, but also data-vibration mappings, taking into account the user’s back-
ground and culture is necessary and this is something which has not been explored in depth in
human-computer interaction research.
8.6 Conclusions
Ensuring that the acoustic or vibrotactile parameter used to represent information in an audi-
tory or vibrotactile parameter mapping system is perceptually congruent with the information
being presented is key to a successful interaction between a user and the system. This thesis
investigated several novel psychoacoustic parameters and how they could be advantageous in
a data-sound mapping. Further to this, this thesis explored how these parameters in addition
to several vibrotactile parameters were perceived by users when they were implemented in a
mapping. Finally, this thesis investigated how the complexity of the use-case of an auditory
or vibrotactile display impacted the usability of the display and studied what impact design-
ing these systems based on prior perceptual experiment results had on user performance. This
research allows designers to better understand how to design data-sound or data-vibration map-
pings in such a way that the users of the mappings find the relationships between the data and
sensory parameters to be congruent. It also allows designers to understand what factors of user
performance are impacted by the mapping in addition to the complexity of the context in which
the mapping is implemented in.
Appendices
Appendices for this thesis can be found at this link or go to url directly: https://www.
dropbox.com/sh/6kuq8ad47d8dmni/AABdDdlWyr0QSJpPNGc8HYKJa?dl=0. This
is a temporary storage location for this data during the examination process. For the final sub-
mission, this data will be hosted on the University’s Enlighten system.
For each study the appendices consists of the following folders:
• Data
• Forms
• R Files
• Stimuli
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