Co-located optical and virtual colonoscopy images have the potential to provide important clinical information during routine colonoscopy procedures. In our earlier work, we presented an optical flow based algorithm to compute egomotion from live colonoscopy video, permitting navigation and visualization of the corresponding patient anatomy. In the original algorithm, motion parameters were estimated using the traditional Least Sum of squares(LS) procedure which can be unstable in the context of optical flow vectors with large errors. In the improved algorithm, we use the Least Median of Squares (LMS) method, a robust regression method for motion parameter estimation. Using the LMS method, we iteratively analyze and converge toward the main distribution of the flow vectors, while disregarding outliers. We show through three experiments the improvement in tracking results obtained using the LMS method, in comparison to the LS estimator. The first experiment demonstrates better spatial accuracy in positioning the virtual camera in the sigmoid colon. The second and third experiments demonstrate the robustness of this estimator, resulting in longer tracked sequences: from 300 to 1310 in the ascending colon, and 410 to 1316 in the transverse colon.
INTRODUCTION
Colorectal cancer is the third most common cancer and a leading cause of cancer-related mortality in the United States.
1 Currently, two technologies exist for colon screening, (1) Optical Colonoscopy(OC), an exploratory procedure to detect and treat colon cancer, and, (2)Virtual Colonoscopy(VC), 2, 3 a screening only tool based on CT images, and capable of providing 3D interactive views of the colon. There are tradeoffs with both approaches: OC can miss polyps, relies on physician skills and experience, while VC cannot detect lesions less than 5mm. The goal of our work is to investigate methods to automatically and accurately track presegmented VC images during an OC procedure, so as to maximize the useful information presented to the physician, and minimize errors. Fig. 1 illustrates the overall goal of this research.
A number of researchers have focused on tracking bronchoscopy images. [4] [5] [6] [7] [8] [9] [10] These methods are based on image registration, and exploit anatomical marks like bifurcations and structural features that characterize the bronchia. Bricault et al. 4 proposed a multi-stage tracking algorithm to align optical and virtual images. Rai et al. In most of these approaches, camera motion parameters were estimated using the Least Sum of squares(LS) method; As indicated by Hampel 12 and Rousseeuw et al., 13 LS is sensitive to outliers and a robust regression method is needed to detect and remove them. Meer et al.
14 reviewed different robust estimators like Mestimators 12 to compute planar surface patches. Stewart 15 extended this review and illustrated application to fundamental matrix estimation, surface reconstruction, and construction of retinal image mosaics. Black et al. 16 applied Geman & McClure 12 and Lorentzian 12 estimators to identify motion discontinuities in prevention of the smoothness constraint violation in optical flow computation. Zhang et al. 17 investigated the least median of squares method to accurately estimate epipolar geometry. Similar work was done by Hartley and Zisserman, 18 however they used the RANSAC (RANdom SAmple Consensus) 19 estimator.
Optical flow computation in colonoscopy images is subject to errors, requiring robust methods for motion parameter estimation. Occlusion effects between succeeding frames can result in unstable optical flow vectors in the obstructed areas. Even a few vectors with large errors could result in a tracking failure. In this paper, we improve the accuracy and robustness of the motion parameter computation by integrating the Least Median of Squares (LMS) estimator with our current tracking algorithm 11 to detect these outliers. Sec. 2 describes the proposed method. A series of 3 experiments on clinical colonoscopy sequences are presented in Sec. 3. Section 4 summarizes our work.
METHODS
We will first briefly describe our current colonoscopy tracking algorithm. 2 illustrates the colonoscopy tracking algorithm. The camera position and orientation are first initialized through manually adjusting optical and virtual colonoscopy images. A multi-scale strategy is used to compute sparse and dense optical flow fields in each optical image. The sparse flow field is then used to determine camera motion parameters with the help of the Focus of Expansion(FOE), which is estimated from dense optical flow. Optical and virtual colonoscopy are finally aligned through transforming the estimated camera motion parameters. Complete details of the algorithm can be found in our earlier work. 
Motion Parameter Estimation
Next we describe motion parameter computation in more detail. Assume
represent the translation and rotation velocities of the optical colonoscope. Let an object point P in camera coordinate be (X, Y, Z) and its projection point p in the image plane be (x, y). Assuming focal length f = 1, the optical flow vector 20 − → u = (u x , u y ) at p is given by
We can split Eq. 1 into translation and rotation components, thus
where
The translation component can be eliminated by transforming the optical flow into polar coordinates, with the focus of expansion (
Tz ) at the center, as follows:
where − → e ⊥ is perpendicular to the translation component − → u T . Substituting Eq. 4 into Eq. 5, the estimation of rotation parameters can be converted into the following linear system:
where n is the number of sparse optical flow vectors and (x i , y i ), i ∈ (1, n), is the ith feature point in the image plane.
To compute the translation parameters − → T , substitute the estimated rotation parameters into Eqs. 1, followed by min
This results in groups of three linear equations for each feature point, as shown below
where Z i is the depth value of the current selected feature point from Z-buffer.
Least Median of Squares (LMS) Estimation
This section briefly introduces some basic concepts of LMS estimation, as described in Rousseeuw. 13 The classical linear model can be represented as
where m is the sample size. 
T , the following formula can be obtained
The residual r i of the ith case is the difference between what is actually observed and what is estimated:
In terms of Eq. 10, the least sum of squares can be expressed as
However, e i is not always a normal distribution and the LS estimator can be highly sensitive to outliers.
Rousseeuw 21 proposed the Least Median of Squares(LMS) to analyze the main distribution of the dataset to identify the outliers. LMS is defined as min
θ med i r 2 i(12)
LMS Based Colonoscopy Tracking Algorithm
We first estimate the rotation parameters. This consists of 6 steps:
1. Randomly choose three linear equations from Eq. 6 to compute rotation parameters, corresponding to the unknown rotation parameters,
2. Substitute − → R into Eq. 6 and determine the median of the squared residuals, M j , where j is the current iteration number.
M j = med i∈ [1,n] 
where n is the number of sparse optical flow vectors, residual r 
where 1/Φ −1 (0.75) ≈ 1.4826 is an asymptotic correction factor for the case of normal errors and Φ denotes the cumulative distribution function of the standard normal distribution. More details can be found in Rousseeuw.
13, 21
5. The residuals are next normalized, (r R i )/s, and used to weight the ith observation,
6. The final rotation parameters − → R can be recomputed according to reweighted least squares (RLS) regression.
A procedure similar to the rotation parameter estimation is followed, except that the squared residuals (r
is not from a single equation but from the sum of the residuals resulting from the three equations in each group in Eq. 7. Assuming − → T = (T x ,T y ,T z ) be the estimated translation velocities at a particular iteration, then (r
is given by Fig. 3 shows the selected feature points of the LS and LMS methods within a particular optical image. Fig. 3(a) shows features(in cyan) used by the LS method. The right image illustrates the features used by the LMS method, where the marked features in black indicate outliers that are discarded. The black circles illustrate features that are wrongly directed and are detected as outliers.
EXPERIMENTAL RESULTS
This section illustrates three experiments using the LMS estimator and illustrates improvements to our tracking algorithm.
Case 1: Sigmoid Colon
The first sequence was captured in the sigmoid colon with the colonoscope moving around a polyp. The sequence has 320 frames. At frame 320, the colonoscope is close to the colon wall, and due to lack of features, the tracking algorithm stops. In this example, both the LS and LMS estimators are able to track the full sequence. Fig. 4 illustrates three snapshots at frames 100, 200, and 276. The top row shows the optical images, while the middle and bottom rows show the frames using the LS and LMS-based estimators. In frame 100 and 200, the LMS and LS images are similar, but the LMS images show the polyp to be somewhat larger. The accuracy of LMS is clearer in the images in the third column, as the LS image is off by the length of a fold, while the LMS-based image is still in the vicinity of the polyp.
Case 2: Ascending Colon
In this experiment, a sequence of 1310 images was acquired in the ascending colon with a flat polyp. Fig. 5 shows results at frames 100, 136, and 300. The polyp is enclosed by a black circle. After frame 300, the virtual camera driven by the LS-based estimator approaches a colon fold and subsequently leaves the colon. The LMS-based estimator continues to track until the end of the sequence. Beyond frame 1310, surgical tool motion in the , and 300 (right column) using an ascending colon image sequence of 1310 images. Here, the flat polyp is marked by a black circle. Due to shape differences(caused by deformation) between virtual and physical colon, a region marked by a black triangle appears in the virtual image, but not in the optical image. this is likely due to an artificial turn in the virtual colon.
images(polyp being surgically removed) stops the tracking. In frames 100 and 136, the LMS and LS methods closely follow the motion of colonoscope. However, the LS method accumulates errors after frame 136, due to several partially blurry images. The middle image, right column shows the tracking results at frame 300, where the virtual camera driven by the LS estimator tracks forward translation but not rotation, while the LMS results are more accurate for both. A fold marked by a black triangle appears in the tracked VC image in the right column, but is non-existent in the OC image. This is most likely due to an artificial turn in the virtual colon, but not the case during the surgical procedure.
Case 3: Transverse Colon
In this experiment, a sequence of 1316 images was acquired in the transverse colon with a polyp. At the end of the sequence, surgical tools appear in the images, which stops the tracking. As in experiment 2, a similar failure of the LS-based method happens at frame 410, due to the colonoscope touching the polyp. The LMS-based method tracks the entire sequence. For the first 100 images, both LMS and LS estimators perform well. Beyond this, the images diverge; as in experiment 2, the LS-based method tracks translation well, but not rotation, while the LMS-based method performs better on both. This leads the LS-based method to fail at frame 410, when it gets too close to the polyp.
CONCLUSIONS AND FUTURE WORK
In this paper, we have augmented our optical flow based colonoscopy tracking algorithm with a robust regression method, Least Median of Squares, to accurately estimate motion parameters. The regression method permits detection of outliers among the chosen feature points. This leads to better estimates of rotation and translation parameters. Accumulation errors are reduced, making it possible to track longer sequences. Three experiments were performed on clinical colonoscopy datasets to illustrate the accuracy and robustness of the LMS-based
