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STABILITY OF EXTREMAL KA¨HLER MANIFOLDS
TOSHIKI MABUCHI
Dedicated to Professor Shoshichi Kobayashi on his seventieth birthday
1. Introduction
In Donaldson’s study [10] of asymptotic stability for polarized algebraic manifolds
(M,L), critical metrics originally defined by Zhang [39] (see also [22]) are referred to
as balanced metrics and play a central role when the polarized algebraic manifolds admit
Ka¨hler metrics of constant scalar curvature. Let T ∼= (C∗)k be an algebraic torus in
the identity component Aut0(M) of the group of holomorphic automorphisms of M . In
this paper, we define the concept of critical metrics relative to T , and as an application,
choosing a suitable T , we shall show that a result in [26] on the asymptotic approximation
of critical metrics (see [10], [39]) can be generalized to the case where (M,L) admits an
extremal Ka¨hler metric in the polarization class. Then in our forthcoming paper [27], we
shall show that a slight modification of the concept of stability (see Theorem A below)
allows us to obtain the asymptotic stability of extremal Ka¨hler manifolds even when the
obstruction as in [26] does not vanish. In particular, by an argument similar to [10], an
extremal Ka¨hler metric in a fixed integral Ka¨hler class on a projective algebraic manifold
M will be shown to be unique† up to the action of the group Aut0(M).
2. Statement of results
Throughout this paper, we fix once for all an ample holomorphic line bundle L on a
connected projective algebraic manifold M . Let H be the maximal connected linear alge-
braic subgroup of Aut0(M), so that Aut0(M)/H is an abelian variety. The corresponding
Lie subalgebra of H0(M,O(T 1,0M)) will be denoted by h. For the complete linear system
|Lm|, m≫ 1, we consider the Kodaira embedding
Φm = Φ|Lm| : M →֒ P∗(Vm), m≫ 1,
where P∗(Vm) denotes the set of all hyperplanes through the origin in Vm := H0(M,O(Lm)).
Put Nm := dimVm−1. Let n and d be respectively the dimension ofM and the degree of
the image Mm := Φm(M) in the projective space P
∗(Vm). Put Wm = {Symd(Vm)}⊗n+1.
Then to the imageMm ofM , we can associate a nonzero element Mˆm inW
∗
m such that the
corresponding element [Mˆm] in P
∗(Wm) is the Chow point associated to the irreducible
To appear in Osaka Journal of Mathematics 41(2004).
†For this uniquness, we choose ZC (cf. Section 2) as the algebraic torus T .
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reduced algebraic cycle Mm on P
∗(Vm). Replacing L by some positive integral multiple of
L if necessary, we fix an H-linearization of L, i.e., a lift to L of the H-action on M such
that H acts on L as bundle isomorphisms covering the H-action on M . For an algebraic
torus T in H , this naturally induces a T -action on Vm for each m. Now for each character
χ ∈ Hom(T,C∗), we set
V (χ) := { s ∈ Vm ; t · s = χ(t) s for all t ∈ T } .
Then we have mutually distinct characters χ1, χ2, . . . , χνm ∈ Hom(T,C∗) such that the
vector space Vm = H
0(M,O(Lm)) is uniquely written as a direct sum
(2.1) Vm =
νm⊕
k=1
V (χk).
Put Gm := Π
νm
k=1 SL(V (χk)), and the associated Lie subalgebra of sl(Vm) will be denoted
by gm. More precisely, Gm and gm possibly depend on the choice of the algebraic torus T ,
and if necessary, we denote these by Gm(T ) and gm(T ), respectively. The T -action on Vm
is, more precisely, a right action, while we regard the Gm-action on Vm as a left action.
Since T is Abelian, this T -action on Vm can be regarded also as a left action.
The group Gm acts diagonally on Vm in such a way that, for each k, the k-th factor
SL(V (χk)) of Gm acts just on the k-th factor V (χk) of Vm. This induces a natural Gm-
action on Wm and also on W
∗
m.
Definition 2.2. (a) The subvariety Mm of P
∗(Vm) is said to be stable relative to T or
semistable relative to T , according as the orbit Gm · Mˆm is closed in W ∗m or the closure of
Gm · Mˆm in W ∗m does not contain the origin of W ∗m.
(b) Let tc denote the Lie subalgebra of the maximal compact subgroup Tc of T , and as a
real Lie subalgebra of the complex Lie algebra t, we define tR :=
√−1 tc.
Take a Hermitian metric for Vm such that V (χk) ⊥ V (χℓ) if k 6= ℓ. PutNm := dimVm−1
and nk := dimV (χk). We then set
l(k, i) := (i− 1) +
k−1∑
j=1
nj , i = 1, 2, . . . , nk; k = 1, 2, . . . , νm,
where the right-hand side denotes i − 1 in the special case k = 1. Let ‖ ‖ denote the
Hermitian norm for Vm induced by the Hermitian metric. Take a C-basis {s0, s1, . . . , sNm}
for Vm.
Definition 2.3. We say that {s0, s1, . . . , sNm} is an admissible normal basis for Vm if
there exist positive real constants bk, k = 1, 2, . . . , νm, and a C-basis {sk,i ; i = 1, 2, . . . , nk}
for V (χk), with Σ
νm
k=1 nkbk = Nm + 1, such that
(1) sl(k,i) = sk,i, i = 1, 2, . . . , nk; k = 1, 2, . . . , νm;
(2) sl ⊥ sl′ if l 6= l′;
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(3) ‖sk,i‖2 = bk, i = 1, 2, . . . , nk; k = 1, 2, . . . , νm.
Then the real vector b := (b1, b2, . . . , bνm) is called the index of the admissible normal
basis {s0, s1, . . . , sNm} for Vm.
We now specify a Hermitian metric on Vm. For the maximal compact subgroup Tc of
T above, let S be the set ( 6= ∅) of all Tc-invariant Ka¨hler forms in the class c1(L)R. Let
ω ∈ S, and choose a Hermitian metric h for L such that ω = c1(L; h). Define a Hermitian
metric on Vm by
(2.4) (s, s′)L2 :=
∫
M
(s, s′)hm ω
n, s, s′ ∈ Vm,
where (s, s′)hm denotes the function on M obtained as the the pointwise inner product of
s, s′ by the Hermitian metric hm on Lm. Now, let us consider the situation that Vm has
the Hermitian metric (2.4). Then
V (χk) ⊥ V (χℓ), k 6= ℓ,
and define a maximal compact subgroup (Gm)c of Gm by (Gm)c := Π
νm
k=1 SU(V (χk)).
Again by this Hermitian metric ( , )L2 , let {s0, s1, . . . , sNm} an admissible normal basis
for Vm of a given index b. Put
(2.5) Eω,b :=
Nm∑
i=0
|si| 2hm,
where |s|hm := (s, s)hm for all s ∈ Vm. Then Eω,b depends only on ω and b. Namely,
once ω and b are fixed, Eω,b is independent of the choice of an admissible normal basis for
V (χk) of index b. Fix a positive integer m such that L
m is very ample.
Definition 2.6. An element ω in S is called a critial metric relative to T , if there exists
an admissible normal basis {s0, s1, . . . , sNm} for Vm such that the associated function Eω,b
onM is constant for the index b of the admissible normal basis. This generalizes a critical
metric of Zhang [39] (see also [5]) who treated the case T = {1}. If ω is a critical metric
relative to T , then by integrating the equality (2.5) over M , we see that the constant Eω,b
is (Nm + 1)/c1(L)
n[M ].
For the centralizer ZH(T ) of T in H , let ZH(T )
0 be its identity component. For m as
above, the following generalization of a result in [39] is crucial to our study of stability:
Theorem A. The subvariety Mm of P(Vm) is stable relative to T if and only if there
exists a critical metric ω ∈ S relative to T . Moreover, for a fixed index b, a critical metric
ω in S relative to T with constant Eω,b is unique up to the action of ZH(T )0.
We now fix a maximal compact connected subgroup K of H . The corresponding Lie
subalgebra of h is denoted by k. Let SK denote the set of all Ka¨hler forms ω in the class
c1(L)R such that the identity component of the group of the isometries of (M,ω) coincides
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with K. Then SK 6= ∅, and an extremal Ka¨hler metric, if any, in the class c1(L)R is always
in H-orbits of elements of SK . For each ω ∈ SK , we write
ω =
√−1
2π
∑
α,β
gαβ¯dz
α ∧ dzβ¯
in terms of a system (z1, . . . , zn) of holomorphic local coordinates on M . let Kω be the
space of all real-valued smooth functions u on M such that
∫
M
uωn = 0 and that
gradCω u :=
1√−1
∑
α,β
gβ¯α
∂u
∂zβ¯
∂
∂zα
is a holomorphic vector field on M . Then Kω forms a real Lie subalgebra of h by the
Poisson bracket for (M,ω). We then have the Lie algebra isomorphism
Kω ∼= k, u ↔ gradCω u.
For the space C∞(M)R of real-valued smooth functions on M , we consider the inner
product defined by (u1, u2)ω :=
∫
M
u1u2 ω
n for u1, u2 ∈ C∞(M)R. Let pr : C∞(M)R → Kω
be the orthogonal projection. Let z be the center of k. Then the vector field
V := gradCω pr(σω) ∈ z
is callled the extremal Ka¨hler vector field of (M,ω), where σω denotes the scalar curvature
of ω. Then V is independent of the choice of ω in S, and satisfies exp(2πγV) = 1 for some
positive integer γ (cf. [13], [32]). Next, since we have an H-linearization of L, there exists
a natural inclusion H ⊂ GL(Vm). By passing to the Lie algebras, we obtain
h ⊂ gl(Vm).
Take a Hermitian metric h for L such that the corresponding first Chern form c1(L; h) is
ω. As in [23], (1.4.1), the infinitesimal h-action on L induces an infinitesimal h-action on
the complexification HCm of the space of all Hermitian metrics Hm on the line bundle Lm.
The Futaki-Morita character F : h→ C is given by
F (Y) :=
√−1
2π
∫
M
h−1(Yh) ωn,
which is independent of the choice of h (see for instance [15]). For the identity component
Z of the center of K, we consider its complexification ZC in H . Then the corresponding
Lie algebra is just the complexification zC of z above. We now consider the set ∆ of all
algebraic tori in ZC. Let T ∈ ∆. Put
q := 1/m.
For ω = c1(L; h) ∈ SK , we consider the Hermitian metric (2.4) for Vm. We then choose an
admissible normal basis {s0, s1, . . . , sNm} for Vm of index (1, 1, . . . , 1). By the asymptotic
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expansion of Tian-Zelditch (cf. [33], [38]; see also [4]) for m ≫ 1, there exist real-valued
smooth functions ak(ω), k = 1,2,. . . , on M such that
(2.7)
n!
mn
Nm∑
j=0
|sj| 2hm = 1 + a1(ω)q + a2(ω)q2 + · · · .
Then a1(ω) = σω/2 by a result of Lu [20]. Let Y ∈ tR, and put g := expC Y ∈ T , where
the element exp(Y/2) in T is written as expC Y by abuse of terminology. Recall that
the T -action on Vm is a right action, though it can be viewed also as a left action. Put
hg := h · g for simplicity. Using the notation in Definition 2.3, we write sk,i = sl(k,i),
k = 1, 2, . . . , νm; i = 1, 2, . . . , nk. Then for a fixed k,
∫
M
|sk,i|2hmg g∗ωn = |χk(expC Y)|−2 is
independent of the choice of i. Put
Z(q, ω;Y) := n!
mn
Nm∑
j=0
|sj| 2hmg = g∗
{
n!
mn
νm∑
k=1
|χk(expC Y)|−2
nk∑
i=1
|sk,i|2hm
}
, Y ∈ tR.
For extremal Ka¨hler manifolds, the following generalization of [26] allows us to approx-
imate arbitrarily some critical metrics relative to T:
Theorem B. Let ω0 = c1(L; h0) be an extremal Ka¨hler metric in the class c1(L)R with
extremal Ka¨hler vector field V. Then for some T ∈ ∆, there exist a sequence of vector
fields Yk ∈ tR, a formal power series Cq in q with real coefficients (cf. Section 6), and
smooth real-valued functions ϕk, k = 1,2,. . . , on M such that
(2.8) Z(q, ω(ℓ);Y(ℓ)) = Cq + 0(qℓ+2),
where Y(ℓ) := (√−1V/2) q2 + Σℓk=1 qk+2Yk, h(ℓ) := h0 exp(−Σℓk=1qkϕk), and ω(ℓ) :=
c1(L; h(ℓ)).
The equality (2.8) above means that there exists a positive real constant Aℓ independent
of q such that ‖Z(q, ω(ℓ);Y(ℓ))−Cq‖C0(M) ≤ Aℓqℓ+2 for all q with 0 ≤ q ≤ 1. By [38], for
every nonnegative integer j, a choice of a larger constant A = Aj,ℓ > 0 keeps Theorem B
still valid even if the C0(M)-norm is replaced by the Cj(M)-norm.
3. A stability criterion
In this section, some stability criterion will be given as a preliminary. In a forthcoming
paper [27], we actually use a stronger version of Theorem 3.2 which guarantees the sta-
bility only by checking the closedness of orbits through a point for special one-parameter
subgroups “perpendicular” to the isotropy subgroup. Now, for a connected reductive al-
gebraic group G, defined over C, we consider a representation of G on an N -dimensional
complex vector space W . We fix a maximal compact subgroup Gc of G. Moreover, let C
∗
be a one-dimensional algebraic torus with the maximal compact subgroup S1.
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Definition 3.1. (a) An algebraic group homomorphism λ : C∗ → G is said to be a
special one-parameter subgroup of G, if the image λ(S1) is contained in Gc.
(b) A point w 6= 0 in W is said to be stable, if the orbit G · w is closed in W .
Later, we apply the following stability criterion to the case where W = W ∗m and G =
Gm. Let w 6= 0 be a point in W .
Theorem 3.2. A point w as above is stable if and only if there exists a point w′ in
the orbit G · w of w such that λ(C∗) · w′ is closed in W for every special one-parameter
subgroup λ : C∗ → G of G.
Proof. We prove this by induction on dim(G · w). If dim(G · w) = 0, the statement
of the above theorem is obviously true. Hence, fixing a positive integer k, assume that
the statement is true for all 0 6= w ∈ W such that dim(G · w) < k. Now, let 0 6= w ∈ W
be such that dim(G · w) = k, and the proof is reduced to showing the statement for
such a point w. Let Σ(G) be the set of all special one-parameter subgroups of G. Fix a
Gc-invariant Hermitian metric ‖ ‖ on W . The proof is divided into three steps:
Step 1: First, we prove “only if” part of Theorem 3.2. Assume that w is stable. Since
G · w is closed in W , the nonnegative function on G · w defined by
(3.3) G · w ∋ g · w 7→ ‖g · w‖ ∈ R, g ∈ G,
has a critical point at some point w′ in G · w. Let λ ∈ Σ(G), and it suffices to show
the closedness of λ(C∗) · w′ in W . We may assume that dimλ(C∗) · w′ > 0. Then by
using the coordinate system associated to an orthonormal basis for W , we can write w′
as (w′0, . . . , w
′
r, 0, . . . , 0) in such a way that w
′
α 6= 0 for all 0 ≤ α ≤ r and that
λ(et) · w′ = (etγ0w′0, . . . , etγrw′r, 0, . . . , 0), t ∈ C,
where γα, α = 0, 1, . . . , r, are integers independent of the choice of t in C. Since the closed
orbit G · w does not contain the origin of W , the inclusion λ(C∗) · w′ ⊂ G · w shows that
r ≥ 1 and that the coincidence γ0 = γ1 = · · · = γr cannot occur. In particular,
f(t) := log ‖λ(et) · w′‖2 = log (e2tγ0 |w′0|2 + e2tγ1 |w′1|2 + · · ·+ e2tγr |w′r|2) , t ∈ R,
satisfies f ′′(t) > 0 for all t. Moreover, since the function in (3.3) has a critical point at
w′, we have f ′(0) = 0. It now follows that limt→+∞ f(t) = +∞ and limt→−∞ f(t) = +∞.
Hence λ(C∗) · w′ is closed in W , as required.
Step 2: To prove “if” part of Theorem 3.2, we may assume that w = w′ without loss of
generality. Hence, suppose that λ(C∗) · w is closed in W for every λ ∈ Σ(G). It then
suffices to show that G · w is closed in W . For contradiction, assume that G · w is not
closed in W . Since the closure of G · w in W always contains a closed orbit O1 in W ,
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by dimO1 < dim(G · w) = k, the induction hypothesis shows that there exists a point
wˆ ∈ O1 such that
(3.4) λ(C∗) · wˆ is closed in W for every λ ∈ Σ(G).
Moreover, there exist elements gi, i = 1, 2, . . . , in G such that gi · w converges to wˆ in
W . Then for each i, we can write gi = κ
′
i · exp(2πAi) · κi for some κi, κ′i ∈ Gc and for
some Ai ∈ a, where 2π
√−1 a is the Lie algebra of some maximal compact torus in Gc.
Let 2π
√−1 aZ be the kernel of the exponential map of the Lie algebra 2π
√−1 a, and put
aQ := aZ ⊗Q. Replacing {κi} by its subsequence if necessary, we may assume that
(3.5) κi → κ∞ and {exp(2πAi) · κi} · w → w∞, as i→∞,
for some κ∞ ∈ Gc and w∞ ∈ Gc · wˆ. Then by (3.4), the orbit λ(C∗) · w∞ is also closed in
W for every λ ∈ Σ(G). Let a∞ denote the Lie subalgebra of a consisting of all elements
in a whose associated vector fields on W vanish at κ∞ · w. For a Euclidean metric on a
induced from a suitable bilinear from on aQ defined over Q, we write a as a direct sum
a⊥∞ ⊕ a∞, where a⊥∞ is the orthogonal complement of a∞ in a. Let A¯i be the image of Ai
under the orthogonal projection
pr1 : a (= a
⊥
∞ ⊕ a∞)→ a⊥∞, A 7→ A¯ := pr1(A).
Note that {exp(2πAi) · κ∞} · w = {exp(2πA¯i) · κ∞} · w. Hence,
lim sup
i→∞
‖ exp {2πAd(κ−1∞ )A¯i} · w‖ = lim sup
i→∞
‖ {exp(2πAi) · κ∞} · w‖(3.6)
≤ lim
i→∞
‖ {exp(2πAi) · κi} · w‖ = ‖w∞‖ < +∞.
Step 3: Since λ(C∗) · w is closed in W for every λ ∈ Σ(G), by the boundedness in (3.6),
{A¯i} is a bounded sequence in a⊥∞ (see Remark 3.7 below). Hence, for some element A∞
in a⊥∞, replacing {A¯i} by its subsequence if necessary, we may assume that A¯i → A∞ as
i→∞. Then by (3.5),
w∞ = lim
i→∞
{exp(2πA¯i) · κi} · w = {exp(2πA¯∞) · κ∞} · w.
Since we have exp(2πA¯∞) ∈ G, the point w∞ in O1 belongs to the orbit G · w. This
contradicts O1 ∩ (G · w) = ∅, as required. The proof of Lemma 3.2 is now complete.
Remark 3.7. The boundedness of the sequence {A¯i} in a⊥∞ in Step 3 above can be
seen as follows: For contradiction, we assume that the sequence {A¯i} is unbounded. Put
v := κ∞ · w for simplicity. Then by (3.6), we first observe that
(3.8) lim sup
i→∞
‖ exp(2πA¯i) · v‖ < +∞.
Since 2π
√−1 a∞ is the Lie algebra of the isotropy subgroup of the compact torus exp(2π
√−1 a)
at v, both a∞ and a⊥∞ are defined over Q in a. By choosing a complex coordinate system
of W , we can write v as (v0, . . . , vr, 0, . . . , 0) for some integer r with 0 ≤ r ≤ dimW − 1
such that vα 6= 0 for all 0 ≤ α ≤ r and that
(3.9) exp (2πA¯) · v = (e2πχ0(A¯)v0, . . . , e2πχr(A¯)vr, 0, . . . , 0), A¯ ∈ a⊥∞,
where χα : a
⊥
∞ → R, α = 0, 1, . . . , r, are additive characters defined over Q. Put n :=
dimR a
⊥
∞, and let (a
⊥
∞)Q denote the set of all rational points in a
⊥
∞. Let us now identify
a⊥∞ = R
n and (a⊥∞)Q = Q
n,
as vector spaces. Since the orbit λ(C∗) · w is closed in W for all special one-parameter
subgroups λ : C∗ → G of G, the same thing is true also for λ(C∗) · v. Hence,
(3.10) Qn \ {0} ⊂
r⋃
α,β=0
Uαβ,
where Uαβ := {A ∈ a ; χα(A) > 0 > χβ(A) }. Note that the boundaries of the open sets
Uαβ , 1 ≤ α ≤ r, 1 ≤ β ≤ r, in Rn sit in the union of Q-hyperplanes
Hα := {χα = 0 }, α = 0, 1, . . . , r,
in Rr. Since an intersection of any finite number of hyperplanes Hα, α = 0, 1, . . . , r, has
dense rational points, (3.10) above easily implies
(3.11) Rn \ {0} =
r⋃
α,β=0
Uαβ .
Replacing {A¯i} by its suitable subsequence if necessary, we may assume that there exists
an element A∞ in a⊥∞ (= R
n) with ‖A∞‖a = 1 such that
lim
i→∞
A¯i
‖A¯i‖a = A∞,
where ‖ ‖a denotes the Euclidean norm for a as in Step 2 in the proof of Theorem 3.2. By
(3.11), there exist α, β ∈ {0, 1, . . . , r} such that A∞ ∈ Uαβ , and in particular χα(A∞) > 0.
On the other hand, lim supi→∞ ‖A¯i‖a = +∞ by our assumption. Thus,
lim sup
i→∞
χα(A¯i) = lim sup
i→∞
{ ‖A¯i‖a · χα(A¯i/‖A¯i‖a) } = (lim sup
ı→∞
‖A¯i‖a)χα(A∞) = +∞,
in contradiction to (3.8) and (3.9), as required.
4. The Chow norm
Take an algebraic torus T ⊂ Aut0(M), and let ι : SL(Vm) → PGL(Vm) be the natural
projection, where we regard Aut0(M) as a subgroup of PGL(Vm) via the Kodaira embed-
ding Φm : M →֒ P∗(Vm), m ≫ 1. In this section, we fix a T˜c-invariant Hermitian metric
ρ on Vm, where T˜c is the maximal compact subgroup of T˜ := ι
−1(T ). Obviously, in terms
of this metric, V (χk) ⊥ V (χℓ) if k 6= ℓ. Using Deligne’s pairings (cf. [8], 8.3), Zhang
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([39], 1.5) defined a special type of norm on W ∗m, called the Chow norm, as a nonnegative
real-valued function
(4.1) W ∗m ∋ w 7−→ ‖w‖CH(ρ) ∈ R≥0,
with very significant properties described below. First, this is a norm, so that it has the
only zero at the origin satisfying the homogeneity condition
‖c w‖CH(ρ) = |c| · ‖w‖CH(ρ) for all (c, w) ∈ C×W ∗m.
For the group SL(Vm), we consider the maximal compact subgroup SU(Vm; ρ). For a
special one-parameter subgroup
λ : C∗ → SL(Vm)
of SL(Vm), there exist integers γj, j = 0, 1, . . . , Nm, and an orthonormal basis {s0, s1, . . . , sNm}
for (Vm, ρ) such that, for all j,
(4.2) λz · sj = ezγjsj, z ∈ C,
where λz := λ(e
z). Recall that the subvariety Mm in P
∗(Vm) is the image of the Kodaira
embedding Φm : M →֒ P∗(Vm) defined by
(4.3) Φm(p) = (s0(p) : s1(p) : · · · : sNm(p)), p ∈M,
where P∗(Vm) is identified with PNm(C) = {(z0 : z1 : · · · : zNm)}. Put Mm,t := λt(Mm) for
each t ∈ R. As in Section 2, Mˆm,t := λt · Mˆm is the nonzero point of W ∗m sitting over the
Chow point of the irreducible reduced cycle Mm,t on P
∗(Vm). Then (cf. [39], 1.4, 3.4.1)
(4.4)
d
dt
(
log ‖Mˆm,t‖CH(ρ)
)
= (n+ 1)
∫
M
ΣNmj=0 γj |λt · sj|2
ΣNmj=0 |λt · sj|2
(Φ∗mλ
∗
tωFS)
n,
where ωFS is the Fubini-Study form (
√−1/2π)∂∂¯ log(ΣNmj=0|zj|2) on P∗(Vm), and we regard
λt as a linear transformation of P
∗(Vm) induced by (4.2). Note that the term Φ∗mλ
∗
tωFS
above is just (
√−1/2π)∂∂¯ log(ΣNmj=0 |λt · sj |2). Put Γ := 2π
√−1Z. By setting
C/Γ = { t+√−1 θ ; t ∈ R, θ ∈ R/(2πZ) },
we consider the complexified situation. Let η : M × C/Γ → P∗(Vm) be the map sending
each (p, t+
√−1 θ) in M × C/Γ to λt+√−1 θ · Φm(p) in P∗(Vm). For simplicity, we put
Q :=
ΣNmj=0 γje
2tγj |sj |2
ΣNmj=0 e
2tγj |sj|2
(
=
ΣNmj=0 γj |λt · sj|2
ΣNmj=0 |λt · sj|2
)
.
We further put z := t+
√−1 θ. For the time being, on the total complex manifoldM×C/Γ,
the ∂-operator and the ∂¯-operator will be written simply as ∂ and ∂¯ respectively, while
on M , they will be denoted by ∂M and ∂¯M respectively. Then
η∗ωFS = Φ
∗
mλ
∗
tωFS +
√−1
2π
(∂MQ ∧ dz¯ + dz ∧ ∂¯MQ) +
√−1
4π
∂Q
∂t
dz ∧ dz¯.
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For 0 6= r ∈ R, we consider the 1-chain Ir := [0, r], where [0, r] means the 1-chain −[r, 0]
if r < 0. Let pr : C/Γ → R be the mapping sending each t + √−1 θ to t. We now put
Br := pr
∗ Ir. Then
∫
M×Br η
∗ωn+1FS is nothing but
(n + 1)
∫ r
0
dt
∫
M
(
∂Q
∂t
Φ∗mλ
∗
tω
n
FS +
√−1
π
∂¯MQ ∧ ∂MQ ∧ nΦ∗mλ∗tωn−1FS
)
=
∫ r
0
d2
dt2
(
log ‖Mˆm,t‖CH(ρ)
)
dt =
d
dt
(
log ‖Mˆm,t‖CH(ρ)
) ∣∣t=r
t=0
,
and by assuming r ≥ 0, we obtain the following convexity formula:
Theorem 4.5.
d
dt
(
log ‖Mˆm,t‖CH(ρ)
) ∣∣t=r
t=0
=
∫
M×Br
η∗ωn+1FS ≥ 0.
Remark 4.6. Besides special one-parameter subgroups of SL(Vm), we also consider a
little more general smooth path λt, t ∈ R, in GL(Vm) written explicitly by
λt · sj = etγj+δjsj , j = 0, 1, . . . , Nm,
where γj, δj ∈ R are not necessarily rational. In this case also, we easily see that the
formula (4.4) and Theorem 4.5 are still valid.
5. Proof of Theorem A
The statement of Theorem A is divided into “if” part, “only if” part, and the uniqueness
part. We shall prove these three parts separately.
Proof of “if” part. Let ω ∈ S be a critical metric relative to T . Then by Definition 2.6,
in terms of the Hermitian metric defined in (2.4), there exists an admissible normal basis
{s0, s1, . . . , sNm} for Vm of index b such that the associated function Eω,b has a constant
value C on M . By operating (
√−1/2π)∂∂¯ log on the identity Eω,b = C, we have
(5.1) Φ∗mωFS = mω.
Besides the Hermitian metric defined in (2.4), we shall now define another Hermitian
metric on Vm. By the identification Vm ∼= CNm via the basis {s0, s1, . . . , sNm}, the standard
Hermitian metric on CNm induces a Hermitian metric ρ on Vm. As a maximal compact
subgroup of Gm, we choose (Gm)c as in Section 2 by using the metric defined in (2.4).
Then the Hermitian metric ρ is also preserved by the (Gm)c-action on Vm. Let
λ : C∗ → Gm
be a special one-parameter subgroup of Gm. By the notation l(k, i) as in Definition 2.3, we
put sk,i := sl(k,i). If necessary, replacing {s0, s1, . . . , sNm} by another admissible normal
basis for Vm of the same index b, we may assume without loss of generality that there
exist integers γk,i, i = 1, 2, . . . , nk, satisfying
(5.2) λt · sk,i = etγk,isk,i, t ∈ C,
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where λt := λ(e
t) is as in (4.2), and the equality Σnki=1γk,i = 0 is required to hold for every
k. Put γk,i = γl(k,i) for simplicity. Then by (4.4) and (5.1),
d
dt
(
log ‖Mˆm,t‖CH(ρ)
)
|t=0
= (n+ 1)
∫
M
ΣNmj=0γj|sj|2
ΣNmj=0|sj|2
(Φ∗mωFS)
n
= (n+ 1)mn
∫
M
ΣNmj=0γj|sj|2hm
ΣNmj=0|sj|2hm
ωn = (n+ 1)mn
∫
M
Σνmk=1(Σ
nk
i=1γk,i|si|2hm)
Eω,b
ωn
=
(n+ 1)mn
C
∫
M
Σνmk=1(Σ
nk
i=1γk,i|si|2hm)ωn =
(n+ 1)mn
C
Σνmk=1 bk(Σ
nk
i=1γk,i) = 0.
Note also that, by Theorem 4.5, we have c := (d2/dt2)(log ‖Mˆm,t‖CH(ρ))|t=0 ≥ 0.
Case 1: If c is positive, then limt→−∞ ‖Mˆm,t‖CH(ρ) = +∞ = limt→+∞ ‖Mˆm,t‖CH(ρ), and in
particular λ(C∗) · Mˆm is closed.
Case 2: If c is zero, then by applying Theorem 4.5 infinitesimally, we see that λ(C∗)
preserves the subvariety Mm in P
∗(Vm), and moreover by (d/dt)(log ‖Mˆm,t‖CH(ρ))|t=0 = 0,
the isotropy representation of λ(C∗) on the complex line CMˆm is trivial. Hence, λ(C∗)·Mˆm
is a single point, and in particular closed.
Thus, these two cases together with Theorem 3.2 show that the subvariety Mm of
P∗(Vm) is stable relative to T , as required.
Remark 5.3. About the one-parameter subgroup {λt ; t ∈ R} of Gm, we consider a
more general situation that γk,i in (5.2) are just real numbers which are not necessarily
rational. The above computation together with Remark 4.6 shows that, even in this case,
(d/dt)t=0(log ‖Mˆm,t‖CH(ρ)) vanishes.
Proof of “only if” part. Assume that the subvariety Mm in P
∗(Vm) is stable relative to
T . Take a Hermitian metric ρ for Vm such that V (χk) ⊥ V (χℓ) for k 6= ℓ. For this ρ, we
consider the associated Chow norm. Since the orbit Gm · Mˆm is closed in Wm, the Chow
norm restricted to this orbit attains an abosolute minimum. Hence, for some g0 ∈ Gm,
0 6= ‖g0 · Mˆm‖CH(ρ) ≤ ‖g · Mˆm‖CH(ρ), for all g ∈ Gm.
By choosing an admissible normal basis {s0, s1, . . . , sNm} for (Vm; ρ) of index (1, 1, . . . , 1),
we identify Vm with C
Nm = { (z0, z1, . . . , zNm) }. Then SL(Vm) is identified with SL(Nm+
1;C). Let gm be the Lie subalgebra of sl(Nm + 1;C) associated to the Lie subgroup Gm
of SL(Nm+1;C). We can now write g0 = κ
′ · exp{Ad(κ)D} for some κ, κ′ ∈ Gm,c and a
real diagonal matrix D in gm. By ‖ exp{Ad(κ)D} · Mˆm‖CH(ρ) = ‖g0 · Mˆm‖CH(ρ), we have
(5.4) ‖ exp{Ad(κ)D} ·Mˆm‖CH(ρ) ≤ ‖ exp{tAd(κ)A} · exp{Ad(κ)D} ·Mˆm‖CH(ρ), t ∈ R,
for every real diagonal matrix A in gm. For j = 0, 1, . . . , Nm, we write the j-th diagonal
element of A and D above as aj and dj, respectively. Put cj := exp dj and s
′
j := κ
−1 · sj.
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Then {s′0, s′1, . . . , s′Nm} is again an admissible normal basis for (Vm, ρ) of index (1, 1, . . . , 1).
By the notation in Definition 2.3, we rewrite s′j , aj , cj, zj as s
′
k,i, ak,i, ck,i, zk,i by
s′k,i := s
′
l(k,i), ak,i := al(k,i), ck,i := cl(k,i), zk,i := zl(k,i),
where k = 1, 2, . . . , νm and i = 1, 2, . . . , nk. By (5.4), the derivative at t = 0 of the right-
hand side of (5.4) vanishes. Hence by (4.4) together with Remark 4.6, fixing an arbitrary
real diagonal matrix A in gm, we have
(5.5)
∫
M
Σνmk=1Σ
nk
i=1ak,ic
2
k,i|s′k,i|2
Σνmk=1Σ
nk
i=1c
2
k,i|s′k,i|2
Φ∗m(Θ
n) = 0
where we set Θ := (
√−1/2π)∂∂¯ log(Σνmk=1Σnki=1c 2k,i|zk,i|2). Let k0 ∈ {1, 2, . . . , νm} and let
i1, i2 ∈ {1, 2, . . . , nk} with i1 6= i2. Using Kronecker’s delta, we specify the real diagonal
matrix A by setting
ak,i = δkk0(δii1 − δii2), k = 1, 2, . . . , νm; i = 1, 2, . . . , nk.
Apply (5.5) to this A, and let (i1, i2) run through the set of all pairs of two distinct
elements in {1, 2, . . . , nk}. Then there exists a positive constant bk > 0 independent of
the choice of i in {1, 2, . . . , nk} such that
(5.6)
Nm + 1
mnc1(L)n[M ]
∫
M
c 2k,i|s′k,i|2
Σνmk=1Σ
nk
i=1c
2
k,i|s′k,i|2
Φ∗m(Θ
n) = bk, k = 1, 2, . . . , νm.
The following identity (5.7) allows us to define (cf. [39]) a Hermitian metric hFS on L
m
by
(5.7) |s|2hFS :=
(Nm + 1)
c1(L)n[M ]
Σνmk=1Σ
nk
i=1 | (s, s′k,i)ρ|2 |s′k,i|2
Σνmk=1Σ
nk
i=1c
2
k,i|s′k,i|2
, s ∈ Vm.
Then for this Hermitian metric, it is easily seen that
(5.8) ΣNmj=0|cjs′j|2hFS = Σνmk=1Σnki=1|ck,is′k,i|2hFS = (Nm + 1)/c1(L)n[M ].
By operating (
√−1/2π)∂∂¯ log on both sides of (5.8), we obtain Φ∗mΘ = c1(Lm; hFS). We
now set h := (hFS)
1/m and ω := c1(L; h). Then
ω = (1/m) Φ∗mΘ.
Put s′′k,i := ck,is
′
k,i, and as in Definition 2.3, we write s
′′
k,i as s
′′
l(k,i). Then by (5.8), we
have the equality ΣNmj=0|s′′j |2hm = (Nm+1)/c1(L)n[M ]. Moreover, in terms of the Hermitian
metric defined in (2.4), the equality (5.6) is interpreted as
‖s′′k,i‖ 2L2 = bk, k = 1, 2, . . . , νm; i = 1, 2, . . . , nk,
while by this together with (5.8) above, we obtain Σνmk=1 nkbk = Nm + 1, as required.
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Proof of uniqueness. Let ω = c1(L; h) and ω
′ = c1(L; h′) be critical metrics relative to T ,
and let {sj ; j = 0, 1, . . . , Nm } and {s′j ; j = 0, 1, . . . , Nm } be respectively the associated
admissible normal bases for Vm of index b. We use the notation in Definition 2.3. Then
Eω,b := Σ
νm
k=1Σ
nk
i=1 |sk,i|2hm and Eω′,b := Σνmk=1Σnki=1 |s′k,i|2h′m
take the same constant value C := (Nm + 1)/c1(L)
n[M ] on M . Note here that, by
operating (
√−1/2π)∂∂¯ log on both of these identities, we obtain
mω = (
√−1/2π)∂∂¯ log(Σνmk=1Σnki=1 |sk,i|2) and mω′ = (
√−1/2π)∂∂¯ log(Σνmk=1Σnki=1 |s′k,i|2).
If necessary, we replace each sk,i by ζksk,i for a suitable complex number ζk, independent
of i, of absolute value 1. Then for each k = 1, 2, . . . , νm, we may assume that there exist
a matrix g(k) = (g
(k)
i iˆ
) ∈ GL(nk;C) satisfying
s′
k,ˆi
=
nk∑
i=1
sk,i g
(k)
i iˆ
,
where i and iˆ always run through the integers in {1, 2, . . . , nk}. Then the matrix g(k)
above is written as κ(k) · (expA(k)) · (κ′(k))−1 for some real diagonal matrix A(k) and
κ(k) = (κ
(k)
i iˆ
) and κ′(k) = (κ′(k)
i iˆ
)
in SU(nk). Let a
(k)
i be the i-th diagonal element of A
(k). For each iˆ, we put s˜k,ˆi :=
Σnki=1sk,i κ
(k)
i iˆ
and s˜′
k,ˆi
:= Σnki=1s
′
k,i κ
′
i iˆ
(k). If necessary, we replace the bases {sk,1, sk,2, . . . , sk,nk}
and {s′k,1, s′k,2, . . . , s′k,nk} for V (χk) by the bases {s˜k,1, s˜k,2, . . . , s˜k,nk} and {s˜′k,1, s˜′k,2, . . . , s˜′k,nk},
respectively. Then we may assume, from the beginning, that
s′k,i = {exp a(k)i } sk,i, i = 1, 2, . . . , nk.
We now set τk,i := sk,i/
√
bk, and the Hermitian metric for Vm defined in (2.4) will be
denoted by ρ. Then {τk,i ; k = 1, 2, . . . , νm, i = 1.2. . . . , nk} is an admissible normal basis
of index (1, 1, . . . , 1) for (Vm, ρ). Let {λt ; t ∈ C} be the smooth one-parameter family of
elements in GL(Vm) defined by
λt · τk,i = {exp(t a(k)i )}
√
bk τk,i, k = 1, 2, . . . , νm; i = 1, 2, . . . , nk.
Put Mˆm,t := λt · Mˆm, 0 ≤ t ≤ 1. Then by Remark 4.6 applied to the formula (4.4), the
derivative d(t) := (d/dt)(log ‖Mˆm,t‖CH(ρ))/(n+ 1) at t ∈ [0, 1] is expressible as∫
M
Σνmk=1Σ
nk
i=1a
(k)
i |λt · τk,i|2
Σνmk=1Σ
nk
i=1|λt · τk,i|2
{
(
√−1/2π)∂∂¯ log(Σνmk=1Σnki=1|λt · τk,i|2)
}n
Hence at t = 0, we see that
d(0) =
∫
M
Σνmk=1Σ
nk
i=1{a(k)i |sk,i|2hm/C}(mω)n = (mn/C) Σνmk=1{bkΣnki=1a(k)i },
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while at t = 1 also, we obtain
d(1) =
∫
M
Σνmk=1Σ
nk
i=1{a(k)i |s′k,i|2h′m/C}(mω′)n = (mn/C) Σνmk=1{bkΣnki=1a(k)i }.
Thus, d(0) coincides with d(1), while by Remark 4.6, we see from Theorem 4.5 that
(d2/dt2){log ‖Mˆm,t‖CH(ρ)} ≥ 0 on [0, 1]. Hence, for all t ∈ [0, 1],
d2
dt2
{log ‖Mˆm,t‖CH(ρ)} = 0, on M .
By Remark 4.6, the formula in Theorem 4.5 shows that λt, t ∈ [0, 1], belong to H up to a
positive scalar multiple. Since λ1 commutes with T , the uniqueness follows, as required.
6. Proof of Theorem B
Throughout this section, we assume that the first Chern class c1(L)R admits an extremal
Ka¨hler metric ω0 = c1(L; h0). Then by a theorem of Calabi [3], the identity component
K of the group of isometries of (M,ω0) is a maximal compact connected subgroup of H ,
and we obtain ω0 ∈ SK by the notation in the introduction.
Definition 6.1. For a K-invariant Ka¨hler metric ω ∈ SK on M in the class c1(L)R,
we choose a Hermitian metric h on L such that ω = c1(L; h). Then the power series in
q given by the right-hand side of (2.8) will be denoted by Ψ(ω, q). Given ω and q, the
power series Ψ(ω, q) is independent of the choice of h.
Let D0 be the Lichne´rowicz operator as defined in [3], (2.1), for the extremal Ka¨hler
manifold (M,ω0). Then by V ∈ k, the operator D0 preserves the space F of all real-valued
smooth K-invariant functions ϕ such that
∫
M
ϕω n0 = 0. Hence, we regard D0 just as an
operator D0 : F → F , and the kernel in F of this restricted operator will be denoted
simply by KerD0. Then KerD0 is a subspace of Kω0 , and we have an isomorphism
(6.2) e0 : KerD0 ∼= z, ϕ↔ e0(ϕ) := gradCω0 ϕ.
By the inner product ( , )ω0 defined in the introduction, we write F as an orthogonal
direct sum KerD0 ⊕KerD⊥0 . We then consider the orthogonal projection
P : F (= KerD0 ⊕KerD⊥0 ) → KerD0.
Now, starting from ω(0) := ω0, we inductively define a Hermitian metric h(k), a Ka¨hler
metric ω(k) := c1(L; h(k)) ∈ SK , and a vector field Y(k) ∈
√−1 z, k = 1, 2, . . . , by
(6.3)


h(k) := h(k − 1) exp(−qkϕk),
ω(k) = ω(k − 1) + (√−1/2π) qk ∂∂¯ϕk,
Y(k) = Y(k − 1) + √−1 qk+2e0(ζk),
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for appropriate ϕk ∈ KerD⊥0 and ζk ∈ KerD0, where ω(k) and Y(k) are required to satisfy
the condition (2.8) with ℓ replaced by k. We now set g(k) := expC Y(k). Then
{h(k) · g(k)}−mh(k)m {Z(q, ω(k);Y(k))− Cq}
=
n!
mn
{ΣNmj=0|sj|h(k)m} − Cq{g(k) · h(k)−m}h(k)m
= Ψ(ω(k), q) − Cq h(k)m {(expC Y(k)) · h(k)−m},
= Ψ(ω(k), q) − Cq
{
1 + h(k) (Y(k)/q) · h(k)−1 + R(Y(k); h(k))} ,
where Cq = 1+Σ
∞
k=0 αkq
k+1 is a power series in q with real coefficients αk specified later,
and the last term R(Y(k); h(k)) := h(k)mΣ∞j=2 {Y(k)j/j!} · h(k)−m will be taken care of
as a higher order term in q. Consider the truncated term Cq,ℓ = 1 + Σ
ℓ
k=0 αkq
k+1. Put
Ξ(ω(k),Y(k), Cq,k) := Ψ(ω(k), q) − Cq,k { 1− (Y(k)/q) · log h(k) + R(Y(k); h(k)) }
for each k. Then, in terms of ω(k), Y(k) and Cq,k, the condition (2.8) with ℓ replaced by
k is just the equivalence
(6.4) Ξ(ω(k),Y(k), Cq,k) ≡ 0, modulo qk+2.
We shall now define ω(k), Y(k) and Cq,k inductively in such a way that the condition
(6.4) is satisfied. If k = 0, then we set ω(0) = ω0, Y(0) =
√−1 q2V/2 and Cq,0 = 1+α0q,
where we put α0 := {2c1(L)n[M ]}−1{
∫
M
σωω
n+2πF (V)} for ω ∈ SK . This α0 is obviously
independent of the choice of ω in SK . Then, modulo q2,
Ψ(ω(k), q) − Cq,0 {1− (Y(0)/q) · log h(0) + R(Y(0); h(0))}
≡
(
1 +
σω0
2
q
)
− (1 + α0q)
{
1 − q h−10
√−1 (V/2) · h0
}
≡
(
1 +
σω0
2
q
)
− (1 + α0q)
{
1 +
(σω0
2
− α0
)
q
}
≡ 0,
and we see that (6.4) is true for k = 0. Here, the equality h−10
√−1 (V/2)·h0 = α0−(σω0/2)
follows from a routine computation (see for instance [23]).
Hence, let ℓ ≥ 1 and assume (6.4) for k = ℓ − 1. It then suffices to find ϕℓ, ζℓ and
αℓ satisfying (6.4) for k = ℓ. Put Yℓ :=
√−1 e0(ζℓ). For each (ϕℓ, ζℓ, αℓ) ∈ KerD⊥0 ×
KerD0 × R, we consider
Φ(q;ϕℓ, ζℓ, αℓ) := Ψ
(
ω(ℓ− 1) + (√−1/2π)qℓ∂∂¯ϕℓ, q
) −
(Cq,ℓ−1 + αℓqℓ+1)
{
1− (Y(ℓ− 1)/q + qℓ+1Yℓ ) · log{h(ℓ− 1) exp(−qℓϕℓ)}
+ R
(Y(ℓ− 1)/q + qℓ+1Yℓ; h(ℓ− 1) exp(−qℓϕℓ))
}
.
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By the induction hypothesis, Ξ(ω(ℓ − 1),Y(ℓ − 1), Cq,ℓ−1) ≡ 0 modulo qℓ+1. Since
Φ(q; 0, 0, 0) = Ξ(ω(ℓ− 1),Y(ℓ− 1), Cq,ℓ−1), we have
Φ(q; 0, 0, 0) ≡ uℓqℓ+1, modulo qℓ+2,
for some real-valued K-invariant smooth function uℓ on M . Let (ϕℓ, ζℓ, αk) ∈ KerD⊥0 ×
KerD0 × R. Since ϕk is K-invariant, by V ∈ k, we see that
√−1V ϕk is a real-valued
function on M . Note also that Y(0) = (√−1V/2) q2. Then the variation formula for the
scalar curvature (see for instance [3], (2.5)) shows that, modulo qℓ+2,
Φ(q;ϕℓ, ζℓ, αℓ)
≡ Φ(q; 0, 0, 0) + q
ℓ+1
2
(−D0 +
√−1V)ϕℓ − αℓqℓ+1 + qℓ+1h−10 (Yℓ · h0)−
√−1
2
V ϕℓ qℓ+1
≡
{
uℓ −D0(ϕℓ/2)− αℓ − Fˆm(Yℓ) + e−10 (
√−1Yℓ)
}
qℓ+1,
where we put Fˆ (Y) := {c1(L)n[M ]}−12πF (
√−1Y) for each Y ∈ √−1 z. By setting
µℓ := {c1(L)n[M ]}−1(
∫
M
uℓω
n
0 ), we write uℓ as a sum
uℓ = µℓ + u
′
ℓ + u
′′
ℓ ,
where u′ℓ := (1 − P )(uℓ − µℓ) ∈ KerD⊥0 and u′′ℓ := P (uℓ − µℓ) ∈ KerD0. Now, let ϕℓ be
the unique element of KerD⊥0 such that D0(ϕℓ/2) = u′ℓ. Moreover, we put
ζℓ := u
′′
ℓ and αℓ := µℓ − Fˆ (Yℓ).
Then by Yℓ =
√−1e0(ζℓ) =
√−1 e0(u′′ℓ ), we obtain
Φ(q;ϕℓ, ζℓ, αℓ) ≡
{
µℓ + u
′
ℓ + u
′′
ℓ −D0(ϕℓ/2)− αℓ − Fˆm(Yℓ) + e−10 (
√−1Yℓ)
}
qℓ+1
≡ { u′′ℓ + e−10 (
√−1Yℓ) } qℓ+1 ≡ 0, mod qℓ+2,
as required. Write
√−1V/2 as Y0 for simplicity. Now, for the real Lie subalgebra b of
z generated by Yk, k = 0, 1, 2, . . . , its complexification bC in zC generates a complex Lie
subgroup BC of ZC. Then it is easy to check that the algebraic subtorus T of ZC obtained
as the closure of BC in ZC has the required properties.
Remark 6.5. In Theorem C, assume that ω0 is a Ka¨hler metric of constant scalar
curvature, and moreover that the actions ρm(ν), ν = 1, 2, . . . , coincide for all sufficiently
large ν. Then by [26], the trivial group {1} can be chosen as the algebraic subtorus T
above of ZC.
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