Datacenter energy consumption constitutes a large portion of global energy consumption. Particularly, a large amount of this energy is consumed by the datacenter cooling system. Subsequently, many innovative cooling technologies have been developed to reduce energy consumption and increase cooling performance. In this work, an experimental setup was designed and constructed which comprises a direct liquid cooled server, rack-level cooling and compressor-free external cooling system. This study tracks the heat generated from IT processes to the environment. In addition, the power usage effectiveness (PUE) and the air handling unit (AHU) performance are investigated. The objectives were studied under different datacenter operation scenarios, and AHU configurations.
Introduction
The increasing requirements of datacenter applications are driving the demand for high performance IT infrastructure, which in turn is increasing the heat dissipation and cooling load from IT units, leading to greater power conswnption to maintain the datacenters in a safe thermal operating condition. As a result, the need for more effective, economic, environmental and efficient cooling techniques has become critical.
The Power Usage Effectiveness (PUE) metric is widely used in datacenter overhead energy-efficiency assessment. It is defined as the ratio of the total energy conswned by the entire datacenter to the energy consumed by the IT equipment and so has a value greater than unity. Although the PUE represents a useful metric to reflect overhead energy consumption, however, it represents datacenter effectiveness not efficiency. As such, many datacenters use their own calculated PUE for marketing purposes [1] . The datacenter cooling power conswnption increases with an increasing PUE value, which becomes higher as more servers are employed [2] . Subsequently, finding more efficient cooling techniques is urgently required to reduce overall datacenter energy consumption as well as reducing the PUE.
The traditional approach to cooling datacenters is to circulate and supply cold air to the inlets of all servers. The heat dissipated by the servers is initially transferred to the passing cold air, which is then drawn to the computer room air conditioning (CRAC). This heat is then exchanged with a 978-1-5386-1531-7/17/$31. 00 ©2017 IEEE refrigeration chiller plant, which is using refrigerant that condenses using cooling towers [3] [4] [5] . Such a cooling configuration in datacenters was discovered to be consuming 50% of the required IT power conswnption with a high energy portion consumed by the CRAC unit and chiller plant [5] [6] [7] . The major drawback of using this outdated technique in datacenters is the high value of PUE (PUE�2), greater risks of contamination on the electronics and the required effective arrangement of the IT racks to achieve efficient cooling [2, [8] [9] [10] . However, the limitations of air cooling methods are leading to an increased uptake of liquid cooling methods, which brings compact and effective heat transfer loops closer to the heat sources [3, 4, 7, [11] [12] [13] .
Recently, two promising approaches have been developed to improve the cooling and energy efficiencies. These techniques are based on hybrid cooling or full liquid cooling. The hybrid liquid cooling includes approaches that employ rear door heat exchanger strategies or at the top of the server rack above the cold aisle (which is called overhead heat exchangers) [14, 15] . These techniques, which are based on water/air heat exchangers, are found to yield significant improvement of the cooling efficiency of datacenters, which eliminates hot spot problems and reduces the need for CRACs units and raised floors [14, 16] .
The direct liquid-cooling is based on bringing the heat transfer liquid in direct contact with the heat generation source (i.e CPUs). This method has demonstrated to give very high energy saving and cooling efficiencies compared with the traditional air cooled based servers, since the convective heat transfer using direct liquid-cooling is more effective, which removes hot spots and achieves far better than air performance of transferring heat from the IT environment [10, 17] . It is also found that the power required to transfer the heat to the environment is 45% less for direct liquid cooled systems than air cooled systems [18] . This paper considers the rejection of heat from direct liquid-cooled servers through the use of an air handling unit that can operate wet or dry. It demonstrates the compromise that must be struck between increasing the IT efficiency and energy consumption.
2.
Experimental Set-up
The experimental setup can be divided into two parts as shown in figure 1 , with an IT environment and an outdoor heat rejection system side.
IT environment side:
Thirty Sun Fire V20z servers from circa 2005 are used to represent the IT. Each server has 2 x AMD Operton 64-bit processors running Debian Ubuntu. Traditionally, these servers were designed to be air cooled as shown in figure 2a. However, in the current configuration, all heat sinks and CPU fans are replaced by direct contact liquid-cooled technology heads manufactured by CoolIT as shown in figure 2b [19] . The thirty servers are retrofitted into a single rack, as shown in figure 3 . The cooling loops are joined through one passage making their way to the secondary loop of a coolant heat exchanger (CHx).
The CHx is also provided by Coo lIT and consists of layer plate type heat exchanger, pumps, valves, fittings and sensors as shown in figure 4 [19]. There are two pumps connected in series on the secondary loop and programmed to operate at different speeds according to the temperatures and load.
Outdoor heat rejection system side:
The primary loop of the CHx is connected to an air handling unit (AHU). The AHU is designed to utilize Carel spray evaporative cooling apparatus to boost heat exchanger capacity. It consists of three fluid loops as shown in figure 1: a processing water loop, an air side loop and a spray water loop.
1. Processing water loop: the water coming from the CHx enters in hot condition to the AHU where it rejects heat before being pumped back to the CHx. A filter and a pressure vessel are connected to the loop to prevent any contaminations and regulate the loop pressure respectively. A bypass loop is used to regulate the process water flow rate and temperature that traverses into the AHU's heat exchanger. • Spray water drain: is used to collect the over sprayed water to be quantified and estimate the evaporation rate.
• Axial fan: provides variable air suction pressure.
Carel Spray Water loop:
Six spray nozzles are located upstream to the heat exchanger in a rack system. These nozzles are used to atomize the water to droplet diameter in the region of 15-30 microns. The spray water flow rate is measured to define the performance. The spray is activated under certain conditions of weather and datacentre operational load. 
Methodology
To evaluate the overall operational perfonnance of the system many temperature, flow rate, pressure drop humidity, and power sensors are installed.
The servers contain temperature sensors to measure the CPU die temperatures, RAM temperatures and the ambient tempe . rature inside each server. The power consumption of a selectIOn of the 30 servers is also measured using logged watts-up meters. The power consumption and flow rate of the fans t�at a � e used for cooling RAM and the power supply were mvestlgated separately and fan characteristic curves are obtained.
The CHx contains a logged inlet and outlet temperature sensors on both primary and secondary loop. It also contains power consumption and flow meters. All the sensors are dynamically logged by a master server with a network timestamp that can be downloaded and processed later.
The AHU contains temperature, flow rate, pressure and humidity sensors as well as power meter (as shown in figure  1 ). All of these sensors are dynamically logged with network timestamps and can be accessed via a central programmed panel.
The IT workload is generated using stress1 under Linux. Various IT workloads are created by scripts to simulate mor . e . realistic datacenter operation over certain periods. In addItIOn, the response of the AHU operation is monitored for its power consumption and cooling efficiency. Furthermore, the capability of the AHU is explored for various air and spray flow rates.
The procedure of calculating the heat exchangers eff � cti � eness (e) is called the number of transfer unit (NTU) whIch IS . defined as the ratio between the heat rejected (Q) to the maxImum heat that can be transfered (Qmax) in either side of the heat exchanger [20] . Qmax = c min(Thottest -Tcoldest ) (2) Cmin is the minimum heat capacity (mcp ) when compare both fluids in the heat exchanger.
where: m is the mass flow rate, and cp is the specific heat at constant pressure.
Results
Experiments are conducted with different datacenter operational load scenarios and different AHU configurations. The key results of interest are the heat transfer calculations from the CPUs to the heat rejection system. In particular, the response of the AHU to any difference in IT load perturbations is highlighted. Figure 5 shows a sample of the heat transfer in the secondary and primary loops of the CHx, the heat arriving to the heat exchanger of the AHU and the heat carried by the air to the environment. The IT produces a total heat (Qs) which is supplied to the secondary loop of the CHx. The CHx heat exchanger carries the heat to the primary loop (Qp), which is transferred to the AHU heat exchanger by water (Qw) and finally carried away by the passing air (Qa) to the external environment. The results are taken on conditions of AHU auto mode and the servers operate in idle for 10 minutes, followed by 100% utilization using stress for 1 hour and then left for 1 hour in idle operation. Figure 5 demonstrates that the heat generated by the servers is increased instantiniously as the servers are stressed, which is then maintained at about 4.25 kW of thennal power with some small fluctuations. It can also be seen that the heat generated drops dramatically as soon as the stress fmishes. However, the primary loop is found to follow the stress scen � r�o wi � h lower heat than the secondary loop. This behalvlOur IS due to the effectivness of the CHx heat exchanger which is found to be about 0.6 for all the test period as shown in figure 6 . On the other hand The heat arriving at the AHU shows a noticable delay com�ared with the server stress situation. It can be seen from figure 5 that the AHU needs more than 30 minutes to disspate the heat after the end of the stress. It is also found that the effectivness of the AHU heat exchanger is about 0.66 over the test period as shown in figure 7 .
This time response delay between the heat rejection sytem and the IT equipment varies depending on the cooling system and the distance between the datacenter and the heat rejection system as well as the effectivness of the heat exchangers in the .
loop. It is also necessary to consider the delay in the deS Ign of the �eat cooling system as it increases the hot spot temperatures m the CPUs, in particular in oscilating datacenter workloads. Time (min) Figure 5 Heat transferred from the CHx to the AHU
The results explore the variation of PUE for the system based on calculating the power consumption of the IT and the total power consumed for the cooling. This cooling power consumption is divided into three different heat transfer parts. Firstly, the server cooling level includes two main categories which are the CPU and the RAM. The current configuration of the servers only allows the CPUs to be cooled by the direct contact liquid. However, the RAM is cooled by air which is pressurized by the server fans. The power consumption of the fans in each server is found to be between 3.44 to 6.66 Watts depending on the temperature of the RAM. This is calculated using the fan speed-power curves for each operational scenario to enable the power consumed by the fan for all the thirty servers to be measured.
Secondly, CHx power consumption includes the power consumed by two internal pumps on the secondary loop of the flow. These pumps have variable speeds that respond to the cooling requirements. As a result, the power consumption of the CHx is found to be in the range of 98 to 107 W.
Finally, the power consumed by the AHU is divided into three parts.
Process water pump: The power consumed by the pump is almost constant over the experiments period as the flow rate is kept constant of about 0.37I1s.
AHU fan: This is the major part of power consumption in the cooling system. The fan speed varies (from 250 to 1000 rpm) depending on the conditions that the AHU is set to and the datacenter operational mode. The power conswnption of the fan is from 256 to 1158 W.
Spray pump: The spray pwnp power conswnption varies from 0 to 197 W depending on the requirements and the operational modes of the AHU and datacenter in addition to ambient conditions
The direct contact liquid cooling (DCLC) system is found to achieve a PUE of 1.25 and 1.17 for the dry and spray cooling respectively. This is due to the different power consumption of the AHU and the IT unit as shown in figure 8. The current design of the AHU enables control of long term inlet water temperatures to the datacenter for different server loads. Figures 9 and 10 show the operational history of the AHU and the power consumption over 7 hours of different loads:
1st hour-of 15 minutes idle operation and 5 minutes at 100% utilization stress pulses.
2nd hour-of 15 minutes idle operation and 15 minutes at 100% utilization stress pulses.
3rd hour-Idle operation 4th hour-25% utilization. 5th hour-50% utilization 6th hour-75% utilization 7th hour-100% utilization This load scenario is proposed to mimic a potentially real dynamic operational workload of a real datacenter. The set point temperature was maintained at 20°C during the 7 hours of experiments so that the AHU has to regulate the temperature of the datacenter with both modes of dry (figure 9) and wet (figure 10) conditions .
Conclusion
This work highlights experimental results from a compressor free direct liquid-cooled datacenter test facility. The heat generated by the IT equipment is tracked from its primary source to the [mal heat rejection system. The direct liquid cooled method is shown to be an efficient method of cooling datacenters and removing hot spot temperatures even with the current configuration which allows only the CPUs to be cooled by the AHU while the generated heat by the RAM is extracted to the room by the fans which is estimated to be 25% of the total heat generated by the datacenter. The response of the AHU to the IT workloads have been investigated. It is shown that the power conswned by the 33rd SEMI-THERM Symposium AHU's fan constitutes the highest portion of the total power supplied to the AHU unit. However, utilizing the evaporative cooling capability of the AHU by spraying the heat exchangers has been found to reduce the PUE of the datacenter and increase the cooling performance of the AHU.
