Abstract-This paper describes the development of a wearable navigation aid for blind and visually impaired persons to facilitate their movement in unfamiliar indoor environments. It comprises of a Kinect unit, a Tablet PC, a microcontroller, IMU sensors, and vibration actuators. It minimizes reliance on audio instructions for avoiding obstacles and instead guides the blind through gentle vibrations produced in a wearable belt and a light helmet. By differentiating obstacles from the floor, it can detect even relatively small-size obstacles. It can also guide the blind to reach a desired destination (office/room/elevator) within an unfamiliar building with the help of 2-D printed codes, RGB camera of Kinect unit, a compass sensor for orienting the user towards the next direction of movement, and synthesized audio instructions. The developed navigation system has been successfully tested by both blind-folded and blind persons.
I. INTRODUCTION
Millions of people around the world are either blind or visually impaired. A variety of portable or wearable navigation aids have been developed to assist them in their movement in indoor and outdoor environments. An extension of the age-old white cane is a virtual white cane that a blind person can swing around to sense the environment, measure distance to obstacles, and detect surface discontinuities [1] . A wireless ranging system using ultrasonic sensor interfaced to a microcontroller with Bluetooth transceiver and an application running on a smart phone has been developed to detect the presence of obstacles with high accuracy [2] . Two computerised devices, NavBelt and GuideCane, based on advanced robotics obstacle-avoidance technologies are presented in [3] . Navbelt utilizes a belt equipped with an array of ultrasonic sensors. It provides acoustic signals via a set of stereo earphones to guide the user around obstacles. However, for fast-walking users, it becomes difficult to comprehend the guidance signals. This problem was solved by modifying NavBelt to develop a GuideCane. This solution required a wheeled device pushed ahead of the user via an attached cane. A device that allows 3-D space perception by sonification of range information obtained via a laser range sensor is described in [4] . This device can detect corners and depth discontinuities and provides a perception of surrounding space. A navigation assistance system for visually impaired was developed using a vision-sensor mounted headgear and stereo earphones [5] . The captured image was processed by using fuzzy clustering algorithms for identification of obstacles.
A portable auditory guide system using a mini-CCD camera, a DSP unit, and an earphone is presented in [6] . In this system, the images taken by the camera are processed to detect objects tagged with barcodes. In [7] , embedded RFID tags, with stored location information, are utilized for providing indoor navigation for blind or visually impaired. The navigation device communicates with a routing server using GPRS networks to determine the shortest route from the user's current location to the desired destination. An infrastructure-free indoor navigation system for blind with high positioning accuracy is presented in [8] . A navigation system based on wireless mesh network to provide location and orientation information uses proximity sensors for detection of obstacles [9] . For optimal path planning, a server communicates wirelessly with a portable mobile unit.
Using a vision sensor and a remote server for processing the captured image, an assistance device for visually impaired provides acoustic signals to the user for obstacle avoidance [10] . The remote server also determines optimal path and gives directions to the user on the basis of a pre-stored environment map. For smaller (foot-level) obstacles a guide cane is used. The room-to-room navigation system presented in [11] uses two types of RFID tags placed on each door. The navi tags contain navigation information and audio tags contain voice messages. For avoiding obstacles, the blind would rely on a white cane and messages stored in audio tags. Using an augmented white cane with various embedded infrared lights, two infrared cameras, a computer and a smart phone, an indoor navigation system locates obstacles on the route and offers navigation information when the user presses a button on the cane [12] . Many other navigation systems and devices have been reported in the literature. For a survey of portable/wearable obstacle detection/avoidance electronic aids for blind persons, refer to [13] .
Since the hearing sense is quite important for blind and they depend a lot on it, the navigation system presented in this paper intentionally does not rely on using audio instructions to avoid obstacles. Instead, a combination of five vibrators is used to guide the movement of blind avoiding various obstacles along the route. Four of these vibrators are on a wearable belt and the fifth one is on a light helmet. The audio instructions are occasionally used to alert the blind about some imminent danger or for providing some useful information other than continual instructions for obstacle avoidance. The obstacle detection technique used in this system distinguishes obstacles from the floor and thereby An Obstacle Detection and Guidance System for Mobility of Visually Impaired in Unfamiliar Indoor Environments Monther M. Al-Shehabi, Mustahsan Mir, Abdullah M. Ali, and Ahmed M. Ali even relatively small-size obstacles can also be detected.
In addition to obstacle detection and avoidance features, the presented system guides the movement of blind towards a desired destination. For this purpose, 2-D printed codes in conjunction with a database developed for the built-environment were used to determine the route for the blind towards the desired destination (office/room, etc). A compass sensor has been utilized to inform the blind, through a speech synthesizer, about his current orientation and to help him adjust the orientation for moving towards the desired destination.
II. SYSTEM BLOCK DIAGRAM
The block diagram of complete system is shown in Fig. 1 . It uses a Kinect unit developed by Microsoft for the Xbox video game and Windows PCs. It is a motion sensing input device consisting of an IR depth sensor and RGB camera. The IR depth sensor is used to obtain the depth image data of the environment [14] . It captures greyscale image of everything visible in the field of view of the depth sensor. Since the Kinect uses Infrared (IR), it can see through glass. Therefore, it cannot be used reliably for detecting obstacles such as glass doors. Also, since it uses IR, the Kinect will not work in direct sunlight, e.g. outdoors. To overcome the first limitation, ultrasonic sensors were integrated with the developed system for detecting glass doors. As for the second limitation of Kinect, it had no impact on this system as it was developed only for indoor environments.
A Tablet PC is used to process the image data obtained from the Kinect unit. A microcontroller (Atmel XMEGA-A1 Xplained) with accelerometer, gyroscope, and compass sensors interacts with the Tablet PC for detecting the obstacles and alerting the user to avoid these obstacles through a set of five vibrators. For navigation instructions towards a desired destination, a number of 2-D printed codes are placed on different corners inside the indoor environment to cover the desired area. Each code has a unique ID linked to a specific instruction text. The 2-D code image acquired by the Kinect unit and processed by the Tablet PC is utilized to provide audio instructions to the user.
For processing the input data obtained from the actual environment, C# programming language was used. In addition, AR-toolkit software was used with the RGB camera of the Kinect sensor for detecting the 2-D printed code. 
III. OBSTACLE DETECTION
The obstacle detection process is explained with the help of Fig. 2 . The IR depth sensor obtains the depth image data of the actual environment which is sent to the processing unit (Tablet PC). In order to overcome the problem of considering the floor as an obstacle, an algorithm was developed with the use of gyroscope and accelerometer sensors to differentiate between the floor and the obstacles. As a result, relatively small-size obstacles can also be detected. Another algorithm was developed to perform the following sequence of steps. First, it divides the image of depth data into five segments. Each segment has a different depth data according to the depth of the obstacle. The minimum depth of each segment will be considered and the rest will be ignored in order to detect the closest obstacle. A threshold distance is assigned for each segment to decide when the vibrator(s) will be turned on or off. The belt vibrators are placed such that their vibrations indicate the direction of the obstacle(s). The helmet vibrator changes its vibrating frequency (from 1-4 Hz) to let the blind predict the distance of the obstacle in front of him. Depending upon the direction of the obstacle, the corresponding vibrator(s) on the belt will start vibrating if the distance of the obstacle is within one meter range. The vibrator placed on the user helmet will start vibrating with very low frequency (1 Hz) if the distance of the obstacle is in the range of 3-4 meters. The vibrating frequency will increase in steps as the obstacle becomes nearer, and can reach up to 4 Hz when the obstacle is at a distance between 1-2 meters. When the distance of the obstacle becomes less than 1 meter, the vibrator will start vibrating continually. As such, the vibration frequency will indicate to the blind the distance of the obstacle. Some other systems [15] , [16] have also utilized the Kinect sensor for indoor navigation of blind people along with vibrators for alerting the user to avoid obstacles along the user's path. However, by utilizing IMU sensors and by developing an algorithm to differentiate between the floor and the obstacles on the basis of IMU sensors' input, relatively small-size obstacles can also be detected in the presented system. Furthermore, the segmentation algorithm is able to compensate for the tilt of Kinect unit within reasonable range and reasonable rotation speed. The tilt angle was introduced to account for the changes in the user's head orientation. The rotation angles of the Kinect unit are explained with the help of Fig. 3 as follows:
Re: Rotation angle around x-axis as in Kinect standards or it is the rotation angle around the axis crossing user's ears. It is negative if the head turns down.
Rn: Rotation angle around z-axis as in Kinect standards or it is the rotation angle around the axis of user's nose. It is negative if the head turns left. The rotation angles, Re and Rn, are predicted by using the data obtained from IMU sensors (accelerometer and gyroscope). The algorithm developed for differentiating between the floor and the obstacles was able to differentiate an obstacle from floor with some margin of error. By comparing the depth data value for an object with the predicted floor depth value (within error margin), it is determined, as depicted in Fig. 4 , if the object is an obstacle (red pixels) or floor (green pixels). Actual testing of the system showed that the margin of error increased for farther distance and when there was an error in predicting Re due to acceleration of the IMU sensor resulting from user's motion. This error limits the range of obstacles detection which is currently four meters. To reduce the margin of error, the precision of predicting Re angle should be increased when there is noticeable acceleration in the movement of the user. Also, obstacles appearing suddenly at very short distance (less than 0.4 m) were difficult to identify. The same applies to glass obstacles. For these two cases, ultra-sonic sensors were integrated to the detection system.
For alerting the user about the detected obstacle, Atmel XMEGA-A1 Xplained evaluation kit along with Atmel ATxmega128A1 microcontroller and a separate Inertial Two Sensor Board was interfaced to the processing unit (Tablet PC). The XMEGA-A1 Xplained receives data from the Tablet PC and transmits it to vibrators' drivers through UART. Also, the gyroscope, accelerometer, and compass sensors data is transmitted from XMEGA-A1 Xplained to the Tablet PC through UART. The drivers were needed since the vibrators require high power (3V @ 65mA) that cannot be provided by XMEGA-A1 Xplained. The driver IC (ULN2003A) is a Darlington transistor array. A detailed block diagram of the system developed for providing vibrations in the wearable belt and helmet is shown in Fig. 5 . 
IV. NAVIGATION SYSTEM
The navigation system developed in this work assists the user to reach a specified destination within a building that has a number of 2-D printed codes placed for all destination offices/rooms as well as along the corridors and near the elevators. For the purpose of explanation, the navigation system can be divided into two parts. The block diagram of the first part is shown in Fig. 6 . The RGB camera of the Kinect sensor will detect the 2-D printed code using AR-toolkit software. Each code has a unique ID linked to a specific instruction text in the instruction database. This text will be outputted as an audio instruction using a speech synthesizer. The instruction will provide users the required information about their current position and the next direction to be taken for moving towards their desired destination. The maximum distance for detecting the code is up to 4 meters. A 3-D sound beep is given whenever a 2-D code is detected to inform the users about the code position relative to their current position. The 3-D sound beep is given using irrKlang library after finding the centre of 2-D code and its corresponding depth.
The second part of the navigation system, shown in Fig. 7 , helps the blind persons orient themselves in the correct direction before starting their movement towards the desired destination. Whenever a push-button on the user's helmet is pressed, a compass sensor, integrated with the Atmel microcontroller, will send the data to the processing unit to analyse it and output to the user the current heading in degrees through the headphones using Microsoft speech library. The current heading will be continually updated with the movement of the user until the user is fully aligned with the correct direction to start moving towards the desired destination. The developed system was tested in indoor environments by both blind-folded and blind persons. Prior to starting the testing, 2-D printed codes were placed along the corridor and at a number of selected destinations. The instruction database was accordingly prepared. Also, obstacles of various sizes were placed along the path of the user. Moving obstacles were also introduced randomly while the user was heading towards the desired destination. The system identified all obstacles and assisted the user in moving with ease around the obstacles avoiding any collision with fixed or moving obstacles.
The guidance system was tested by asking the user to reach various destinations without any human help. Every time the user reached near a 2-D code, he listened to the audio instructions informing him about his current position and the next direction of movement for reaching the desired destination. After hearing the instruction, the user pressed the push-button to adjust his orientation towards the desired destination. In all cases, the user was able to reach the desired destination without any human assistance. (See Fig. 8 ).
V. CONCLUSIONS
In this paper, an indoor obstacle detection and guidance system for the blind and visually impaired has been presented. The system was designed, implemented, and successfully tested by both blind-folded and blind persons. Using four vibrators on a wearable belt and another on a light helmet, the user is gently guided to move with ease avoiding fixed or movable obstacles. It can detect obstacles within a distance of up to 4 meters in the direction of movement. By developing an algorithm to distinguish between the floor and obstacles, the system can detect even relatively small-size obstacles. The developed system also assists the user to independently reach the desired destination in unfamiliar environments by providing the user audio instructions with the help of printed 2-D codes placed at each destination (office/room/elevator) and along the corridors.
