Abstract. A standard method for finding a rational number from its values modulo a collection of primes is to determine its value modulo the product of the primes via Chinese remaindering, and then use Farey sequences for rational reconstruction. Successively enlarging the set of primes if needed, this method is guaranteed to work if we restrict ourselves to "good" primes. Depending on the particular application, however, there may be no efficient way of identifying good primes.
Introduction
Rational reconstruction, in conjunction with Chinese remaindering, provides a standard way of obtaining results over the rational numbers from results in characteristic p > 0. This is of particular use in the design of parallel algorithms and in situations where the growth of intermediate results matters. Classical applications are the computation of polynomial greatest common divisors (see [Wang 1981 ) and Gröbner bases (see [Arnold 2003]) . The goal of the modular Gröbner basis algorithm presented in [Arnold 2003 ] is to compute the Gröbner basis of an ideal already known. That is, the ideal is given by a finite set of generators. In contrast, there are constructions which yield a priori unknown ideals by finding their (reduced) Gröbner bases. Prominent examples are the computation of normalization and the computation of adjoint curves (see [Böhm et al. 2013a , Böhm et al. 2013b ). Here, for the purpose of modularization, we expect that the respective construction applies to a given set of input data in characteristic zero as well as to the modular values of the input data. In such a situation, problems may arise through the presence of "bad" primes of different types.
Usually, a first step to resolve these problems is to show that the bad primes are "rare". Then the different types of bad primes are addressed. For example, a prime for which it is a priori clear that the modular construction does not work will simply be rejected. Depending on the application, however, there may be bad primes which can only be detected a posteriori, that is, after the true characteristic zero result has been found. For such an application, we must ensure that the reconstruction algorithm used will return the correct rational number even in the presence of bad primes. In this note, we derive such an algorithm. Based on this algorithm, we describe a general scheme for computing ideals (or modules) in the algebraic and geometric applications we have in mind, addressing in particular how various types of bad primes are handled. This scheme has already been successfully used in the aforementioned papers [Böhm et al. 2013a , Böhm et al. 2013b .
To begin, in Section 2, we recall the classical approach to rational reconstruction which is based on the lifting of modular to rational results by computing Farey preimages via Euclidean division with remainder. Section 3 contains a short discussion of the different types of bad primes. In Section 4, we present the new lifting algorithm which is based on Gaussian reduction, and discuss the resulting error tolerant reconstruction algorithm. Finally, in Section 5, we present our general scheme for applications in commutative algebra and algebraic geometry. We finish by giving an explicit example which involves a bad prime that can only be detected a posteriori.
To summarize, we focus on the presentation of a general setup for modular computations based on error tolerant rational reconstruction. We do not discuss implementation details or performance questions. In fact, for the applications we have in mind, the time used for rational reconstruction can be neglected in view of the more involved parts of the respective algorithms.
Reconstruction of a single rational number
We describe the reconstruction of a single unknown number x ∈ Q. In practical applications, this number will be a coefficient of an object to be computed in characteristic 0 (for example, a vector, polynomial, or Gröbner basis). Here, we suppose that we are able to verify the correctness of the computed object (in some applications by a comparably easy calculation, in others by a bound on the size of the coefficients).
We use the following notation: Given an integer N ≥ 2 and a number x = a b ∈ Q with gcd(a, b) = 1 and gcd(b, N ) = 1, the value of x modulo N is
We also write
In what follows, we suppose that in the context of some application, we are given an algorithm which computes the value of the unknown number x ∈ Q modulo any prime p, possibly rejecting the prime. For reference purposes, we formulate this in the black box type Algorithm 1.
Algorithm 1 Black Box Algorithm x mod p Input: A prime number p. Output: false or an integer 0 ≤ s ≤ p − 1 such that x ≡ s mod p. Assumption: There are only finitely many primes p where the return value is false.
Once the values of x modulo each prime in a sufficiently large set of primes P have been computed, we may find x via a lifting procedure consisting of two steps: First, use Chinese remaindering to obtain the value of x modulo the product N := p∈P p. Second, compute the preimage of this value under the Farey rational map which is defined as follows.
For an integer B > 0, set
and for m ∈ Z/N Z, let
be the set of rational numbers whose value modulo N is m. Then Q N = N −1 m=0 Q N,m is a subring of Q with identity. If B is an integer with B ≤ (N − 1)/2, then the Farey map
is well-defined and injective (but typically not surjective). To obtain the injective map with the largest possible image for a given N , we tacitly suppose in what follows that B is chosen as large as possible for N . Algorithm 2 below will return ϕ −1 B,N (r) if r is in the image of the Farey map, and false otherwise (see, for example, [Kornerup and Gregory 1983 , Wang 1981 , Wang et al. 1982 , Collins et al. 1994 ). divide a i by a i+1 to find q i , a i+2 , b i+2 such that
Algorithm 2 Farey Preimage
Combining Algorithm 2 with Chinese remaindering as indicated above, we get the classical reconstruction Algorithm 3.
Note that Algorithm 3 works correctly since we suppose that our Black Box Algorithm 1 either returns false or a correct answer. For most applications, however, there exist primes p which are bad in the sense that the algorithm under consideration returns a wrong answer modulo p which can only be detected a posteriori. In this note, we show that if there are only finitely many such primes, they can just be ignored. More precisely, we show that in Algorithm 3, we may call the black box type Algorithm 4 below instead of Algorithm 1, provided we then call the lifting Algorithm 5 from Section 4 instead of Algorithm 2. Assumption: There are only finitely many primes p where either the return value is false or x ≡ s mod p.
Types of bad primes for modular algorithms
In this section, we suppose that we are given an algorithm implementing a construction which applies in any characteristic, together with a set of input data over the rationals.
We call a prime p good for the given algorithm and input data if the algorithm applied to the modulo p values of the input returns the reduction of the characteristic zero result. Otherwise, the prime is called bad. In what follows, to make the discussion in the subsequent sections more clear, we specify various types of bad primes and describe their influence on the design of algorithms.
A prime p is bad of type-1 if the modulo p reduction of the characteristic zero input is either not defined or for obvious reasons not a valid input for the algorithm. For example, if the input is a polynomial, type-1 primes arise from prime factors of a denominator of a coefficient. Type-1 primes are harmless with regard to rational reconstruction as they can be detected and, thus, rejected from the beginning, at no additional cost.
For a bad prime p of type-2, it turns out only in the course of the construction that the computation in characteristic p cannot be carried through. For example, an algorithm for inverting a matrix will not work for a prime dividing the determinant. Since, typically, the determinant is not known, the failure will only turn out eventually. Type-2 primes waste computation time, but with regard to rational reconstruction they are detected before the Chinese remainder step and do, thus, not influence the final lifting.
Consider an invariant whose characteristic zero value coincides with the characteristic p value for all good primes p, and suppose that this value is known a priori. Moreover assume that the algorithm computes this invariant at some point of the construction. Then a prime p is bad of type-3 if the value in characteristic p differs from the expected one. Like type-2 primes, bad primes of type-3 waste computation time for computing modular results which will then be discarded, but do not influence the final lifting. Examples of possible invariants are the dimension or the degree or of a variety. Note that the computation of an invariant for detecting a type-3 prime may be expensive. Dropping the computation of the invariant in the design of the algorithm, if possible, will turn a type-3 prime into a prime of different type. This includes primes of type-5 below. Now suppose that some invariant associated to the modular output is computed by the algorithm, and that the a priori unknown characteristic zero value of this invariant coincides with the characteristic p value for all good primes p. Then a prime is bad of type-4 if this invariant does not have the correct value. Such a prime cannot be detected a priori. However, if there are only finitely many such primes, they can be eliminated with arbitrarily high probability by a majority vote over several primes. Type-4 bad primes may occur, for example, in modular Gröbner basis computations, where we use the leading ideal as an invariant for voting. Handling type-4 primes is expensive not only since we waste computation time, but also since we have to store the modular results for the majority vote. Again, these primes are eventually detected and, hence do not enter the Chinese remainder step.
Bad primes other than those discussed so far are called bad primes of type-5. This includes primes which cannot be discovered by any known means without knowledge of the characteristic zero result. Example 5.12 below shows that type-5 bad primes indeed occur in algebraic geometry. Type-5 bad primes enter the Chinese remainder step and are, thus, present during the final lifting process. Considering Algorithm 3, calling black box Algorithm 4 instead of Algorithm 1, we will be in a situation where always either Algorithm 2 or the comparison x = y will return false. As a result, the algorithm will not terminate.
Due to their nature, bad primes create hardly ever a practical problem. Typically, there are only very few bad primes for a given instance, and these will not be encountered if the primes used are chosen at random. On the other hand, for some of the modern algorithms in commutative algebra, we have no theoretical argument eliminating type-5 bad primes. Hence, we need error tolerant reconstruction, which ensures termination provided there are only finitely many bad primes.
Reconstruction with bad primes
To design our error tolerant reconstruction algorithm, we turn rational reconstruction into a lattice problem.
To begin with, given an integer N ≥ 2, we define the subset C N ⊆ Z/N Z of elements applied to which Algorithm 5 below will return a rational number (and not false). Let C N be the set of all r ∈ Z/N Z such that there are integers u, v ∈ Z with u ≥ 0, v = 0, and gcd(u, v) = 1 which satisfy the following condition:
there is an integer q ≥ 1 with q|N and such that
(1)
In Lemma 4.2 below, we will prove that the rational number u v = uq vq ∈ Q is uniquely determined by condition (1). Hence, we have a well-defined map
Note that the image of the Farey map ϕ B,N , with
Example 4.1. For N = 2 · 13, we have B = 3, hence im(ϕ B,N ) = 0, 1, 2, 3, 8, 9, 17, 18, 23, 24, 25 , and the rational numbers which can be reconstructed by Algorithm 2 are the elements of
On the other hand,
and Algorithm 5 will reconstruct the rational numbers in
Note that the denominator of 1 2 = ψ N (7) = ψ N (20) is not coprime to N . In both cases, q = 2: We have 1 ≡ 2 · 7 mod 13 and 1 ≡ 2 · 20 mod 13. Now, fix 0 ≤ r ≤ N − 1 such that r ∈ C N , and consider the lattice Λ = Λ N,r := (N, 0), (r, 1) of discriminant N . Let u, v, q correspond to r as in Condition (1). Then (uq, vq) ∈ Λ N,r .
Lemma 4.2. With notation as above, all (x, y) ∈ Λ with x 2 + y 2 < N are collinear. That is, they define the same rational number Proof. From a ≡ bs mod N ′ , we get a − bs = k 1 N ′ for some k 1 . Moreover, s ≡ r mod N ′ gives r = s+k 2 N ′ . Now (aM, bM )−bM (r, 1) = (aM −brM, 0) and
For the second statement, write A := (aM, bM ) and X := (x, y). By Lemma 4.2, there is a λ = s t ∈ Q, with gcd(s, t) = 1, and such that λX = A. The Euclidean Algorithm gives integers e, f with et + sf = 1, hence
Since X is a shortest vector in the lattice, it follows that t = ±1, hence A = ±sX. Since gcd(a, b) = 1, we conclude that gcd(x, y)|M .
The use of Lemma 4.3 is twofold. From a theoretical point of view, it allows us to ignore type-5 bad primes in the design of modular algorithms -as long as there are only finitely many of them. This makes the design of modular algorithms much simpler. From a practical point of view, it allows us to avoid expensive computations of invariants to eliminate bad primes of any type. Moreover, factorizing the gcd of the components of a shortest lattice element can help us to identify bad primes (see Example 4.5 below). Lemma 4.3 yields the correctness of both the new lifting Algorithm 5 and the resulting reconstruction Algorithm 3, calling black box Algorithm 4 instead of Algorithm 1, and lifting Algorithm 5 instead of Algorithm 2. In applications, the termination can be based either on the knowledge of a priori bounds on the height of x y or on an a posteriori verification of the result. It should be mentioned that both methods are used: some problems allow for easy verification, while others yield good bounds.
Remark 4.4. Algorithm 5, which is just a special case of Gaussian reduction, will always find a shortest vector in the lattice generated by (N, 0) and (r, 1). Moreover, b i = 0 for all i > 0 since in every step the vector (a i , b i ) gets shorter and, hence, cannot be equal to (N, 0).
Even though Algorithm 5 looks more complicated than Algorithm 2, the bit-complexity of both algorithms is the same: O(log 2 N ). See the discussion in [Nguyen el al. 2009, Section 3.3] .
Example 4.5. We reconstruct the rational number 
9: else 10:
return false
Algorithm 2 applied to this data will correctly return That is, r is the solution to the simultaneous congruences x ≡ 4 mod 5 x ≡ 4 mod 7 x ≡ 2 mod 11 x ≡ 60 mod 101.
If we make 101 a bad prime by changing the congruence x ≡ 60 mod 101 to x ≡ 61 mod 101, we obtain χ(4, 4, 2, 61) = 16524. is not the desired lift. The reason for this is that 101 is not small enough compared to its cofactor in N . Algorithm 2, on the other hand, returns false since the reduction process will also terminate with (85, −40) and these numbers are not coprime. Note that Algorithm 6 in Section 5 below will detect an incorrect lift either by the procedure pTest (with a very high probability) or the subsequent verification step over the rationals (carried through only if pTest returns true). As a consequence, in both cases, the set of primes will be enlarged (without discarding previous results). Eventually, the good primes will outweigh the bad ones and Algorithm 5, when called from Algorithm 6, will return the correct lift.
For example, replace the congruence x ≡ 4 mod 7 by x ≡ 2 mod 7, so that χ(4, 2, 2, 60) = 464. Algorithm 2, on the other hand, will again return false since the reduction also terminates with the numbers (91, 84) which are not coprime. Since (13 2 + 12 2 ) · 7 < 5 · 11 · 101, Lemma 4.3 shows that 7 is small enough compared to its cofactor in N . Hence, the wrong result 2 modulo the bad prime 7 does not influence the result of the lift. In fact, all other possible congruences modulo 7 will lead to the same output. Note that the bad prime can be detected as gcd (91, 84 , N ) = 7. Furthermore, note that in the example the lifting process involving the bad prime requires fewer steps than the process relying on good primes only.
A setup for applications in algebra and geometry
In this section, we discuss a general computational setup for applications in commutative algebra and algebraic geometry which requires error tolerance. A setup of this type occurs, for example, when computing normalization or when computing adjoint curves. See [Böhm et al. 2013a , Böhm et al. 2013b ] and Example 5.11 below.
To begin, fix a global monomial ordering > on the monoid of monomials in the variables X = {X 1 , . . . , X n }. Consider the polynomial rings W = Q [X] and, given an integer N ≥ 2, W N = (Z/N Z) [X] . If T ⊆ W or T ⊆ W N is a set of polynomials, then denote by LM(T ) := {LM(f ) | f ∈ T } its set of leading monomials. If f ∈ W is a polynomial such that N is coprime to any denominator of a coefficient of f , then its reduction modulo N is the polynomial f N ∈ W N obtained by mapping each coefficient x of f to x N as described in Section 2. If H = {h 1 , . . . , h s } ⊂ W is a Gröbner basis such that N is coprime to any denominator in any h i , set
If J ⊆ W is any ideal, its reduction modulo N is the ideal
Notation: From now on, let I ⊂ W be a fixed ideal.
Remark 5.1. For practical purposes, I is given by a set of generators. Fix one such set f 1 , . . . , f r . Then we realize the reduction of I modulo a prime p via the following equality which holds for all but finitely many primes p:
More precisely, when running the modular Algorithm 6 described below, we incorporate the following: if one of the (f i ) p is not defined (that is, p is bad of type-1 for the given set of generators), we reject the prime 1 . If all (f i ) p are defined, we work with the ideal on the right hand side instead of I p . Note that is possible to detect primes with I p = (f 1 ) p , ..., (f r ) p (which are hence of type-3). Indeed, I p can be found using Gröbner bases (see [Adams and Loustaunau 1994, Cor. 4.4.5] and [Arnold 2003, Lem. 6 .1]). However, we suggest to skip this computation: finitely many bad primes will not influence the result if we use error tolerant rational reconstruction as in Algorithm 5.
To simplify our presentation in what follows, we will systematically ignore the primes discussed in Remark 5.1. We suppose that we are given a construction which associates to I a uniquely determined ideal U (0) ⊆ W , and to each reduction I p , with p a prime number, a uniquely determined ideal U (p) ⊆ W p , where we make the following assumption:
Assumption: We ask that U (0) p = U (p) for all but finitely many p.
We write G(0) for the uniquely determined reduced Gröbner basis of U (0), and G(p) for that of U (p). In the applications we have in mind, we wish to construct the unknown ideal U (0) from a collection of its characteristic p counterparts U (p). Technically, given a finite set of primes P, we wish to construct G(0) by computing the G(p), p ∈ P, and lifting the G(p) coefficientwise to characteristic zero. Here, to identify Gröbner basis elements corresponding to each other, we require that LM(G(p)) = LM(G(q)) for all p, q ∈ P. This leads to condition (1b) below:
Definition 5.2. With notation as above, we define:
(1) A prime number p is called lucky if the following hold:
Otherwise p is called unlucky. Then P is called sufficiently large if
for all coefficients a b of polynomials in G(0) (assume gcd(a, b) = 1). Note that a prime p violating condition (1a) is of type-5, while (1b) is a type-4 condition.
Remark 5.3. A modular algorithm for the fundamental task of computing Gröbner bases is presented in [Arnold 2003 ] and [Idrees et al. 2011] . In contrast to our situation here, where we wish to find the ideal U (0) by computing its reduced Gröbner basis G(0), Arnold's algorithm starts from an ideal which is already given. If p is a prime number, J ⊆ W is an ideal, H (0) is the reduced Gröbner basis of J, and H(p) is the reduced Gröbner basis of J p , then p is lucky for J in the sense of Arnold if LM(H(0)) = LM(H(p)). It is shown in [Arnold 2003, Thm. 5.12 and 6.2 ] that if J is homogeneous and p is lucky for J in this sense, then H(0) p is well-defined and equal to H(p). Furthermore, by [Arnold 2003, Cor. 5.4 and Thm. 5.13 ], all but finitely many primes are Arnold-lucky for a homogeneous J. Using weighted homogenization as in the proof of [Idrees et al. 2011, Thm. 2.4] , one shows that these results also hold true in the non-homogeneous setup. With respect to our notion of lucky as introduced in Definition 5.2.
(1), we first observe:
Lemma 5.5. The set of unlucky primes is finite.
Proof. By our general assumption, U (0) p = U (p) for all but finitely many primes p. Given a prime p such that U (0) p = U (p), we have LM(G(0)) = LM(G(p)) if p does not divide the denominator of any coefficient of any polynomial occurring when testing whether G(0) is a Gröbner basis using Buchberger's criterion. The result follows.
The type-5 condition (1a) cannot be checked a priori: We compute G(p) and, thus, U (p) on our way, but U (0) p is only known to us after G(0) and, thus, U (0) have been found. However, this is not a problem if we apply error tolerant rational reconstruction: the finitely many bad primes leading to an ideal U (p) different from U (0) p will not influence the final result:
Lemma 5.6. If P is a sufficiently large set of primes satisfying condition (1b), then the reduced Gröbner bases G(p), p ∈ P, lift via Algorithm 5 to the reduced Gröbner basis G(0).
Proof. If a prime p satisfies (1b), then p is Arnold-lucky for U (0). Hence, as remarked above, G(0) p = G(p). Since P is sufficiently large, by Lemma 4.3, the coefficients of the Chinese remainder lift G(N ), N = p∈P , have a lift to characteristic zero. By the uniqueness statement of Lemma 4.3, this lift coincides with G(0).
Lemma 5.5 guarantees, in particular, that a sufficiently large set P of primes satisfying condition (1b) exists. So from a theoretical point of view, the idea of finding G(0) is now as follows: Consider such a set P, compute the reduced Gröbner bases G(p), p ∈ P, and lift the results to G(0) as described above.
From a practical point of view, we face the problem that we cannot test a priori whether P is sufficiently large and satisfies condition (1b). However, to remedy the situation, we can proceed in the following randomized way:
First, fix an integer t ≥ 1 and choose a set of t primes P at random. Second, compute GP = {G(p) | p ∈ P}, and use a majority vote with respect to the type-4 condition (1b):
deleteByMajorityVote: Define an equivalence relation on P by setting p ∼ q :⇐⇒ LM(G(p)) = LM(G(q)). Then replace P by an equivalence class of largest cardinality 2 , and change GP accordingly.
Now all Gröbner bases in GP have the same leading ideal. Hence, we can lift the Gröbner bases in GP to a set of polynomials G ⊆ W . Furthermore, if P is suffciently large, all primes in P satisfy (1b). However, since we do not know whether P is sufficiently large, a final verification in characteristic zero is needed. As this may be expensive, especially if G = G(0), we first perform a test in positive characteristic:
pTest: Randomly choose a prime number p / ∈ P such that p does not divide the numerator or denominator of any coefficient occurring in a polynomial in G or {f 1 , . . . , f r }. Return true if G p = G(p), and false otherwise. If pTest returns false, then P is not sufficiently large or the extra prime chosen in pTest is bad. In this case, we enlarge the set P by t primes not used so far, and repeat the whole process. If pTest returns true, however, then most likely G = G(0). Hence, it makes sense to verify the result over the rationals. If the verification fails, we enlarge P and repeat the process.
We summarize this approach in Algorithm 6 (recall that we ignore the primes from Remark 5.1 in our presentation).
Remark 5.7. If Algorithm 6 requires more than one round of the loop, we have to use a weighted cardinality count in deleteByMajorityVote:
with the general setup, the numerator ideal U (p) is obtained by computing the Gröbner basis G(p), and LM(G(0)) = LM(G(p)) and U (0) p = U (p) are type-4 and type-5 conditions, respectively.
The normalization algorithm mentioned in the previous Example 5.11 finds A by successively enlarging A in form of an endomorphism ring of a so called test ideal J ⊆ A. For practical purposes, the radical of the Jacobian ideal is used for J. The following example shows that, for the algorithm computing the radical of the Jacobian, bad primes p exist which satisfy the type-4 condition (1b) but violate the type-5 condition (1a) in Definition 5.2. In particular, these primes cannot be eliminated by a majority vote on the leading ideal.
Example 5.12. We construct a sextic curve C = V (I) ⊂ P 2 C , given by an ideal I = f ⊂ Q[x, y, z], such that 5 is a bad prime of type-5 for computing the radical of the singular locus of C. The basic idea is to construct a curve which has two double points in characteristic 0, which coincide when reducing modulo 5, while one additional double point appears.
For L = y, x − 4z 2 ∩ y, x + 6z 2 ⊆ Q[x, y, z]
the reduced Gröbner basis with respect to the degree reverse lexicographical ordering is G = y 2 , (x − 4z)(x + 6z)y, (x − 4z) 2 (x + 6z) 2 .
Note, that both L and Now consider a generic homogeneous element of degree 6 in
For practical puposes, a random element will do, for example, f = x 6 + y 6 + 7x 5 z + x 3 y 2 z − 31x 4 z 2 − 224x 3 z 3 + 244x 2 z 4 + 1632xz 5 + 576z 6 .
For the ideal I = f the prime 5 is bad of type-5 with respect to the algorithm I → I + Jac(I), where Jac(I) denotes the Jacobian ideal of I: First note, that no coefficient of f is divisible by 5. In particular, LM(I) = x 6 = LM(I 5 ), so 5 is Arnold-lucky for I. We compute U (0) = I + Jac(I) = y, x − 4z ∩ y, x + 6z , U (5) = I 5 + Jac(I 5 ) = y, x 2 − z 2 = y, x − z ∩ y, x + z , and U (0) 5 = y, (x + z) 2 .
Hence LM(U (0)) = y, x 2 = LM(U (5)), but U (0) 5 = U (5).
