Abstract Content-based medical image retrieval (CBMIR) is a powerful resource to improve differential computer-aided diagnosis. The major problem with CBMIR applications is the semantic gap, a situation in which the system does not follow the users' sense of similarity. This gap can be bridged by the adequate modeling of similarity queries, which ultimately depends on the combination of feature extractor methods and distance functions. In this study, such combinations are referred to as perceptual parameters, as they impact on how images are compared. In a CBMIR, the perceptual parameters must be manually set by the users, which imposes a heavy burden on the specialists; otherwise, the system will follow a predefined sense of similarity. This paper presents a novel approach to endow a CBMIR with a proper sense of similarity, in which the system defines the perceptual parameter depending on the query element. The method employs ensemble strategy, where an extreme learning machine acts as a meta-learner and identifies the most suitable perceptual parameter according to a given query image. This parameter defines the search space for the similarity query that retrieves the most similar images. An instance-based learning classifier labels the query image following the query result set. As the concept implementation, we integrated the approach into a mammogram CBMIR. For each query image, the resulting tool provided a complete second opinion, including lesion class, system certainty degree, and set of most similar images. Extensive experiments on a large mammogram dataset showed that our proposal achieved a hit ratio up to 10% higher than the traditional CBMIR approach without requiring external parameters from the users. Our database-driven solution was also up to 25% faster than content retrieval traditional approaches.
Introduction
The increasing availability of radiological studies has enabled computer-aided diagnosis (CAD) to become part of the clinical routine for image diagnosis [1] [2] [3] . When a new case study is required, radiologists can opt to use CAD tools for detecting specific types of abnormalities [4] . Moreover, differential diagnosis CAD (CADx) can classify malignant and benign lesions by adding a potential Bsecond opinion^ [5] . The main problem with CADx systems is that their opinion-making process is usually unclear and enables no further discussions.
According to Doi et al. [1] , an alternative CADx process would provide a set of similar past cases and the likelihood of malignancy (%). Content-based medical image retrieval (CBMIR) is a prospective technology through which a defined approach could recover past cases based on image patterns [6, 7] . In CBMIR systems, an image can be retrieved by ranking strategies or similarity queries. The similarity queries paradigm has been widely adopted by content-based image retrieval systems [8, 9] as it supports both handling and indexing of large datasets. Moreover, it relies on relational database management systems that can be straightforwardly connected to other clinical systems (e.g., PACS) [10] . By using similarity queries, we model the content retrieval task in a metric space. A metric space is defined as ≺I; d≻, where I is the domain of represented images and d is a metric distance function that enables the comparison of a pair of elements ∈ I [11] . Feature extractor methods are usually employed to represent the original content of an image in I [10, 12] .
Thus, two of the tuning parameters of similarity queries are the feature extractor method and the distance function. In this study, they are referred to as perceptual parameters, as they impact on how the images are compared. The perceptual parameter's choice is not a simple task, as it depends on the semantics of domain and application, which generates a semantic gap. For instance, regarding the diagnostic hypothesis, what do the extracted features represent? Or, concerning the search space, which distance function allows the retrieval of the most similar images?
The number of perceptual parameters increases exponentially as new feature extractor methods and distance functions are developed. Manually setting these parameters is a heavy burden for experts and, sometimes, unfeasible. This factor contributes to the lack of CBMIR use in clinical practice [13, 14] . Therefore, to increase CBMIR accuracy and usability automatically endowing a CBMIR with proper perceptual parameters is a topic of major interest [7, 13] . This paper proposes a novel technique that combines supervised learning with similarity queries for the design of a parameter-free CBMIR. Although the method can be employed in any domain, the experiments conducted used mammogram images. CBMIR Higiia [15] was updated to fulfill all steps of the proposal. Accordingly, the main contributions of this study have been summarized as follows:
& A strategy to define statistical relationships between the perceptual parameters and the previous diagnosed images. & A method that automatically defines the feature extractor domain and the distance function for every image retrieval requisition. & Implementation of the proposed method into a mammogram CBMIR and evaluation of accuracy gains and query performance.
Once the previous cases and the corresponding diagnoses are stored in a relational database, our proposal uses a twostage classification model. The first employs a supervised strategy for automatically selecting the CBMIR perceptual parameters. The second stage employs the selected perceptual parameters as the similarity query settings and performs the image retrieval. Therefore, the most similar past cases are shown, and the query image is also classified following the instance-based learning technique (IBL) [16] .
As a concept implementation, we updated the version of the Higiia tool for a parameter-free image retrieval and classification. To evaluate the overall impact of our method, we tested it against the traditional image retrieval approach over a mammogram dataset. Our method achieved an accuracy ratio up to 10% higher than the traditional CBMIR approach and was 25% faster.
The remainder of the paper is structured as follows: BBackground and Related Works^section reviews the related work and background necessary for this study; BThe Proposed Approach^section describes the proposed method; BExperimental Results^section provides the experimental results from the comparison between the proposed method and related approaches; finally, BConclusions and Future Workŝ ection addresses future works and conclusions.
Background and Related Works
This section briefly presents the main concepts required for the understanding of our proposal and discusses some of the related works.
Components of a CBMIR System
CBMIR systems address the problem of retrieving similar medical images. Distinct approaches such as ranking strategies, classification, or similarity queries [1, 17] can be used for content retrieval. According to similarity queries in metric spaces, a CBMIR architecture can be designed as interactions between offline and online modules [12, 9] . Figure 1 illustrates these modules and their interactions. The query process is triggered when the user poses one (or multiple) image as a query element.
The offline processing is carried out by the application of feature extractor methods over a set of diagnosed images. A relational database management system (RDBMS) enables this extraction process to be triggered after each insertion. Therefore, this architecture is designed to support an ever-increasing knowledge database. Once the image has been represented, it is also indexed. We highlight that one perceptual parameter is required for the indexing of an image regarding the metric space approach. Such index techniques, known as metric access methods (MAMs) employ the distance between represented images to partition the search space and improve the performance by orders of magnitude [18] . Analogously, this architecture enables the deletion of a single image without the need of reconstructing the entire database.
On the other hand, the online processing is triggered by an expert who submits an image as a query element. The user must also define the perceptual parameter employed in the query. The query element is represented by the specified feature extractor method and pairwise compared to the database elements according to the defined distance function. The elements are then grouped following the calculated distances and a given criterion. The k-NN criterion has been widely used for most CBMIR systems. It retrieves the k elements with the lowest distances to the query element [11, 6] . However, other criteria can also be used. For instance, range retrieves the elements that are at most at a given distance ξ, while the diversity criterion fetches the k most influential elements with the lowest distances to the query element [19] . More sophisticated criteria, as diversity, attempts to avoid the need for further relevance feedback cycles. Nevertheless, after visualizing the retrieved images, the expert may decide to explore the search space more deeply and provide some feedback. The CBMIR refines the query regarding the provided perceptual parameter, search criterion, and feedback parameters.
The perceptual parameters define the search space [13, 20, 21] and may lead to the (un)suitable performance of similarity queries. As our focus is on bridging this gap by automatically setting the perceptual parameters at the CBMIR online stage, hereafter, we summarize the main concepts used to model our approach. For a medical image domain S, the active domain S; S ⊂ S; is the set of images stored in an RDBMS.
Definition 1 Feature Extractor Method (FEM):
Given an extractor domain F, a feature extractor method F EM : S→F is a computational function that represents any medical image ∈ S as its summarization in F. Definition 2 Feature Vector (FV): Given an FEM F, the feature vector f i is the concise representation of the original image s i in F, such that F(s i )= f i . Definition 3 Metric Distance Function (MDF): A distance function d : F Â F→R evaluates the distance, or dissimilarity, between any pairs of elements in F. Given an FEM F, and three medical images s i ; s j ; s l ∈ S; d is also said to be a metric distance function if satisfies the following three properties: 
Most CBMIR systems store the images in relational database management systems. It is a portable way to integrate CBMIR to other related tools, e.g., picture archiving and communication systems (PACS) [22] . However, the content retrieval operations are performed still at the application level, as similarity queries are not naturally supported by commercial RDBMS. On the other hand, recent studies have designed prototypes to extend such core routines [23, 10] , where the user can straightforwardly pose similarity queries into a RDBMS using a proper relational language. The next section reviews the CBMIR Higiia that uses an extended structured query language to perform the operations of image storage, deletion, update, and querying. Queries over stored data: + k-NN Criterion + Diversity Criterion + Range Criterion + ... Fig. 1 Generic pipeline for offline and online CBMIR stages
CBMIR Viewer
The CBMIR Higiia and the Semantic Gap Challenge
Higiia is a CBMIR software [15] that supports perceptual retrieval, i.e., it enables the setup of perceptual parameters on the-fly, adjusting the similarity evaluation to the specific image context. It is manually configured by an expert, who must know the semantics of the perceptual parameters regarding both system and image's domain. The major strengths of Higiia are the native support to several file formats, including the standard DICOM [23] , and the full integration of the retrieval engine over an RDBMS. Therefore, Higiia can handle subsets of an enterprise's medical image database in an efficient and scalable manner, building distinct medical contexts through filters over DICOM or traditional attributes. This CBMIR is basically composed of the modules of Fig. 1 . In the offline stage, the feature extractor module extracts the visual features from the images, which are then indexed and stored in RDBMS, according to every distance function available. In the online stage, the perceptual parameters are embedded in a Bquery subsystem^that performs the retrieval and feedback relevance steps. The subsystem receives the queries from the user interface, constructs the extended-SQL statements, and invokes the RDBMS to execute them. The query types include standard queries (i.e., queries that employ traditional attributes as study number or patient name), DICOM metadata-based queries, and similarity queries. Whenever possible, the system employs MAM indexes to answer the similarity queries. For traditional attributes or DICOM metadata, Higiia uses RDBMS indexes.
The Higiia also provides a relevance feedback module as the query refinement option. It collects information on the users' interactions, which is then employed in a tuned query. It is also stored as the user profile [15] . The user-friendly interface was designed to support mammogram images; therefore, the expert can visualize the associated diagnosis, the BI-RADS, and density and subtlety regarding each retrieved image. To enable a query refinement, the user may discard the images judged as non-relevant as well as highlight the retrieved instance judged as relevant. The expert may request as many relevance feedback cycles as necessary. Finally, Higiia requests a user diagnosis containing BI-RADS, density, and subtlety, which are stored in the database.
Although Higiia provided few feature extractor methods and distance functions in its first instantiation, it can support the addition of new feature extractor methods and distance functions, as it relies on an extended RDBMS solution to perform similarity queries. As new image extraction techniques are developed, they can be straightforwardly integrated to Higiia. However, it still requires that the expert select the perceptual parameter for the search retrieval, which increases the semantic gap and reduces the tool usability [13] .
According to the ontology proposed by Deserno et al. [24] , semantic gap is a situation in which the system does not follow the radiologists' sense of similarity. For CBMIR systems based on the metric space approach, the similarity queries are always performed following the perceptual parameters [10, 23] . Therefore, non-similar medical images are recovered mainly due to the incorrect setting of perceptual parameters. Thus, a previous deep knowledge of perceptual parameters and the target image domain would be required from the user.
Bridging this gap by merely leaving the task of setting computer parameters to the health specialists also increases the usability gap and contributes to the CBMIR lack of use in clinical environments [25] . The relation between a perceptual parameter and a diagnosis class and/or visual disease characteristics is not intuitive [26, 4] and requires a critical expert-charging process. Moreover, the number of possible combinations quickly scales up whenever new FEMs and MFDs are added to the system. Therefore, for a wide collection of FEMs and MDFs, manually setting the query parameters becomes unfeasible.
Combining CAD and CBMIR for Analyses of Mammograms
Some modules of CBMIR architecture are also present in most of CAD definitions [27, 17] . While the primary goal of the CBMIR tool is to retrieve medical images regarding content [24, 7] , CAD applications are commonly designed to perform image classification [4, 37, 28] . Table 1 summarizes the state-of-the-art CAD and CBMIR applied over mammograms. This set of studies was compiled according to the evaluation of the DDSM 1 database, except for the last two reviewed works.
We highlight here some common features for the reviewed literature strategies. Most of them are based on black-box classification strategies, in which no deep clues about similarity values between every pair of images. Moreover, no scalability experiments were provided for the testing of the robustness of the approaches for larger datasets. The majority of studies were also designed specifically to handle a particular pathology, e.g., mass, which implies that the solution space is bounded according to a diagnosis hypothesis. The work of Bosis [29] relies on a semi-automated segmentation process, where the resulting images are represented through texture features and then classified by an ensemble of artificial neural networks (ANNs) [30] , achieving varying results for evaluated Bfatty^and Bdense^classes. In an interesting way, the work of Bovis presented the important result that employing ensemble strategy boosts the overall image classification, a premise that is used in our hypothesis in the next section.
The work of Elter [28] combines content and clinical data to calculated weights used in a classification according to decision rules. Although the approach achieved a high ROC curve value, it employed only a few elements of DDSM. Moreover, the steps strongly depend on previously defined parameters, as similarity weights and the thresholds of decision rule. The approach of Mazurowski [31] defines a template-based strategy to recognize malignant masses. It depends on previous constructed templates, employed for the definition of likehood maps.
On the other hand, the proposal of Wei [32] proposes to capture users' similarity perception through support vector machines (SVMs) [33] . The classifier is used in a relevance feedback strategy for the analysis of the users' information necessary for the retrieval of similar past cases. Two important characteristics of this approach are calcification and mass are handled alike and the solution is based on hierarchical similarity measurement architecture. The proposal achieved a precision ratio up to 70 %. However, this technique is heavily biased through the relevance feedback interactions, which determine the similarity by updating a probability function.
The last two approaches in Table 1 aim at combining CAD and CBMIR strategies as a single tool. The study of Tao [34] proposes an architecture where masses are previously segmented and represented using shape features. To lobulated and irregular shape features, curvature scale descriptors and radial length were used, while texture features were extracted from mass margin. The similarity is obtained by the locally linear embedding. The last proposal [14] employs the principal component analysis (PCA) over 128×128 pixel patches extracted from each mammogram region of interest and then classified by two SVMs. The query image posed by the user is used in the calculation of the distances to hyper planes that divide the stored data into relevant or not relevant. This twoclass problem enables the retrieval of most relevant images.
Our approach differs from the reviewed ones as it does not depend on users' interference in the CBMIR initial query and automatically sets the query parameters in the online stage. Moreover, it can handle distinct pathologies alike in the same database and employs structures designed for the metric space approach to ensure scalability for larger datasets. Our solution also extends the CBMIR as a CADx tool by using ensemble strategy.
Extreme Learning Machines and Instance-Based Learning
To combine CBMIR and CAD strategies, we must employ a scalable labeling process for both approaches. In this paper, we resort to two classifiers, the extreme learning machines (ELMs) and IBL. Extreme learning machines have drawn considerable attention because of their simplicity and performance in comparison with other supervised classifiers. The main strengths of the ELM technique are (i) they have only one parameter to adjust, which is the hidden layer size L, and (ii) they are trained in a single step [35, 36] .
Internally, an ELM models the classification problem as a set of linear equations, regarding the instances (medical images) and objective class (pathology). The set of equations composes a matrix, where each row corresponds to a feature vector from the training set and one equivalent single-row matrix contains the mapped classes. Therefore, the goal is to calculate the weights that provide the best overall approximation for the set of equations. Calculating such weights is equivalent to training the classifier. This procedure can be quickly solved by the pseudo-inverse strategy. The ELM extension, known as on-line sequential ELM (OS-ELM) [37] , is of particular interest, as it enables the fast ELM updating regarding new incoming images.
The IBL classifier straightforwardly applies the concept of similarity search in metric spaces for classification purposes [16] . IBL is based on three main components: (i) a similarity function, which calculates the (dis)similarity between two instances for ranking them; (ii) a classification function, which receives the retrieved instances and classifies them based on a previous rule and considering the majority of similar instances; (iii) a concept description updater, which maintains the record of classification performances and decides on whether the new information should be added (i.e., the set of instances employed to drive further classifications).
Components (i) and (ii) are naturally provided by the k− NN q procedure. Therefore, IBL variations can employ the concept description for the final classification. The widely employed IBL variation is IB1, which labels the query image as the majority class regarding retrieved elements. Another IBL variation is IB2 strategy, which performs the same steps of IB1, although it has a policy for treating misclassified 
The Proposed Approach
To the best of our knowledge, the reviewed CBMIR systems run using the definition of one unique predetermined perceptual parameter for image retrieval. In other words, such systems employ a single similarity perspective to compare images of the same domain, i.e., essentially employing a fixed feature extractor and a distance function and/or evaluator. This traditional approach, however, limits the images' comparison to a single search space and disregards the notorious existence of distinct visual patterns between the classes of images of the same domain, caused by variations in the lesion types or even pathological severity levels. This one-way comparison contributes toward increasing the semantic and usability gaps in CBMIR tools. It ignores the variations of the Bperceptual similarity,^which are distinct ways to compare images of the same domain regarding defined pathological features. Our proposal is based on the hypothesis that the semantic gap can be bridged by automatically choosing such perceptual parameters. Therefore, the similarity query would depend on the similarity notion applied to each class of pathology. The offline and online stages of CBMIR architecture must be updated so that such questions can be answered. BOffline Training Step: Associating Perceptual Parameters and Pathological Classes in CBMIR^section describes an algorithm that updates the offline stage (Fig. 2b proposed training (Fig. 2b proposed CBMIR query online). The first phase automatically determines the most suitable perceptual parameter and defines the search space. The second stage performs the content retrieval over the defined search space. BUsing CBMIR as a CADx^section addresses the integration of CBMIR and CADx as the result of the application of our approach. Using the IB1 classifier, the CBMIR also classifies the query element regarding the pathological class and severity levels. Finally, BThe New Version of CBMIR Higiia^section describes the update of the CBMIR Higiia using the proposed concepts.
Offline Training
Step: Associating Perceptual Parameters and Pathological Classes in CBMIR The processing described in Algorithm 1 gathers statistics from the stored and diagnosed images. It uses the entire training set to determine the perceptual parameters that enable the highest hit ratio for every pathological class. It relies on the 
FOR EACH Perceptual Parameter
Query over stored data 
Algorithm 1 Associating a pathological class with a perceptual parameter
The PerceptualParameterMaxHit() routine executes the search in the matrix of feature extractor methods and distance functions and returns the perceptual parameter with the highest hit ratio. The underlying hypothesis is the most precise the perceptual parameter in the classification, the most suitable to the similarity search. In our implementation and experiments, we used the mammogram domain regarding image classification in terms of the BI-RADS standard 2 summarized in Table 2 . Following this BI-RADS first edition, the mass and calcification findings were classified according to four categories, namely B2^, B3^, B4^, and B5^. For simplification purposes, we derived four classes from the BI-RADS standard. Images containing mass and BI-RADS 4, 5 were labeled as Bmalignant mass^and those containing mass with BI-RADS 2, 3 were labeled as Bbenignant mass^. The calcification images with BI-RADS 4, 5 were labeled as Bmalignant calcification,^while calcification images with BI-RADS 2, 3 were defined as Bbenignant calcification^.
In our proposal, the diagnoses of the mammogram dataset follow this four classes model. In the offline step, Algorithm 1 associates the most precise perceptual parameter with each of the four classes, according to the IB1 classifier. A variation of Algorithm 1 is to obtain the precision regarding the pathological classes whenever new perceptual parameters are added to the system, i.e., when a new feature extractor method or a distance function is inserted. This variation considers only the new perceptual parameter in the inner loops of Algorithm 1. This routine is particularly useful for keeping the system up-to-date as new representative extractors and/or distances are developed for the CBMIR domain. Finally, we highlight that the innermost loop of Algorithm 1 can be performed using extended SQL. It is a desirable feature that allows the algorithm to be triggered whenever perceptual parameters are inserted and/or updated.
Online CBMIR Query: an Ensemble-Based Strategy for Similarity Queries
This section details the proposed online module that answers questions Q1 and Q2. Let an undiagnosed image be the query element; the first step is to determine the search space. We propose the use of ensemble strategy in two stages, as illustrated in Fig. 3 . In the first stage, the OS-ELM acts as a metalearner, while IB1 uses the perceptual parameter predicted by the OS-ELM to define the search space and perform the final classification based on the most similar images.
In step 1, all feature extractor methods available are used to represent the query element and their feature vectors are concatenated into a single feature vector. Additionally, a feature selector method (e.g., the SymmetricalUncertAttributeEval [38] ) reduces the dimensionality of the single image representation. The OS-ELM classifies this feature vector as one pathological class. However, the OS-ELM output is not the system's final labeling.
The previous training stage (BOffline Training Step: Associating Perceptual Parameters and Pathological Classes in CBMIR^section) provides a direct mapping between the pathological classes and the perceptual parameters. We take advantage of this association to determine the perceptual parameter to define the most suitable search space to the second step of our ensemble. Therefore, question Q1 is answered regarding the similarity notion the CBMIR has learned from the historical database following the statistical data distribution.
In step 2, the ensemble employs the mapped perceptual parameter to define the search space. Therefore, the query element is represented only through the feature extractor method defined by the perceptual parameter. Whenever possible, a metric access method is used to speed-up the k-nearest neighbor query. The results of the similarity query are the most similar elements to the undiagnosed image. Figure 3 summarizes the ensemble strategy pipeline. When the user provides a query element (i.e., an undiagnosed image) and the number k of similar objects to be retrieved, the system 2 http://www.acr.org Highly suggestive of malignancy automatically performs the two ensemble steps in sequence, with no human interference. In step 1, the most suitable perceptual parameter is determined. In step 2, the CBMIR performs the similarity search according to the search space defined by the perceptual parameter. Finally, the query element is classified based on the most similar images (step 3). The next section describes how step 3 is used to answer Q2.
Using CBMIR as a CADx
The IB1 procedure relies on similarity queries; therefore, we use the results of step 2 to label the undiagnosed image. This additional feature enables the use of CBMIR as a CADx system. Following the IB1 premise, most query element nearestneighbors are likely to pertain to the same class of the undiagnosed image. Therefore, IB1 uses their diagnosis to label the query element. For instance, the diagnosis stores information, such as lesion type and BI-RADS regarding the mammogram domain. We used the IB1 labeling as the final step of our proposal, illustrated as step 3 in Fig. 3 . By bounding the search space in the earlier stages, we expect to boost the overall IB1 classification. Therefore, the system's prediction error can be expressed as a ratio between the IB1 and OS-ELM predictions, where the IB1 classification is the most critical. The ensemble strategy limits the final classification error according to the OS-ELM hit ratio, which determines the search space.
The ensemble classifiers are independent; therefore, let e 1 be the ELM error ratio when choosing a perceptual parameter and e 2 the IB1 error ratio when classifying an image. The overall image prediction error is expressed as the OS-ELM error plus the conditioned IB1 error, as given by Eq. 1.
Step 1 in detailsAutomatically setting the perceptual parameter
Step 2 in detailsContent-Based Retrieval Step 1 -Start Querying
Step 3 -IBL classification (CADx output) Step 2 -Content-Based Retrieval (CBMIR output)
... The OS-ELM also enables incremental trainings and reduces eventual costs as new images are inserted into the RDBMS. We used this incremental property to define the ELM re-training policy. Considering the CBMIR periodically runs Algorithm 1, we propose the following rule: if Algorithm 1 determines that a new perceptual parameter becomes more representative than the previous one for any class, a new retraining is required. According to the OS-ELM incremental property, only the set of inserted images are used to update the classifier. On the other hand, if no mapping change occurs due to Algorithm 1 running, the OS-ELM does not need to be updated. We claim that such a policy avoids unnecessary and costly classifier updates.
The New Version of CBMIR Higiia
In its first version, Higiia enabled the addition of new feature extractor methods and distance functions through the extended-RDBMS architecture. Therefore, to perform the content retrieval operation, the user needed to manually set the perceptual parameters to define the search space.
The new version of CBMIR Higiia (Higiia v2) includes our proposed ensemble strategy for similarity queries. The interface has also been updated to present the new analysis to be used as a detailed second opinion to the user. Former system features, as relevant feedback cycles, image windowing, and image annotation are still available.
By answering questions Q1 and Q2, Higiia v2 provides three main outputs: (i) the set of the most similar images regarding the query element; (ii) the image classification according to the search space and the retrieved elements; (iii) the classification certainty degree, which is bounded according to the search space.
Unlike the reviewed CBMIR approaches, Higiia v2 enables queries on distinct types of lesion, i.e., calcification and mass, and uses no previously defined perceptual parameter to perform content retrieval. The tool also does not require the expert to provide any query and/or training parameter. Rather, for a given set of possible diagnoses, the system is expected to adopt a proper notion of similarity.
We have added four basic feature extractor methods, namely histogram, Haralick [39] , Haar Wavelets, and Daubechies Wavelets [40] to Higiia v2. The histogram extractor is the 256-dimension normalized histogram of image gray-tone pixels. The Haralick extractor is composed of texture relationships, such as entropy, variance, angular second moment, generating a 24-dimension representation. Daubechies and Haar wavelets are composed of features extracted from the Daucechies and Haar wavelet transforms, representing features such as energy, entropy, and creating a representation of 16 dimensions.
We have also added five distinct distance functions, namely City-Block, Euclidean, Chebyshev, Jeffrey Divergence, and Canberra. All of them can be used to measure similarity. The first three are members of the Minkowski family [11] and metric distance functions, as well as Canberra distance. Jeffrey Divergence is not a metric distance function because it does not comply with the triangular inequality. Such feature extractor methods and distance functions can be freely combined to create perceptual parameters.
Experimental Results
This section addresses the experiments performed with our technique for a differential computer-aided diagnosis. We ran two experiments over Higiia v2 to determine (i) the accuracy of our strategy in comparison to the traditional CBMIR approach and (ii) the scalability regarding the training and retrieval stages. Basic feature extractor methods and distance functions were employed to illustrate how the technique can boost the retrieval and classification process.
The experiments were conducted over DDSM, a public dataset of nearly 2500 complete studies. Each study is composed of four mammogram projections, information related to breast features and diagnosis using the BI-RADS standard. The DDSM dataset was also employed as basis of studies reviewed in BCombining CAD and CBMIR for Analyses of Mammograms^section.
A set of images containing regions of interest were cropped from the DDSM dataset by researchers of our university. Each region of interest (ROI) was constructed cropping existing lesions with size up to 5×5 cm. The images that have not fulfilled the 5 × 5 cm constraint were excluded from the dataset. An excerpt of those images is shown in Fig. 4 .
The total number of ROIs employed was 2919. We labeled the ROIs following our four-class model. Therefore, 615 images were labeled as benignant calcification, 574 as malignant calcification, 906 as benignant mass, and 824 as malignant mass. The training dataset has included only images with abnormalities. However, the same reasoning here could be applied to any other mammogram classes.
Associating a Pathological Class and Perceptual Parameters
We ran Algorithm 1 over the stored dataset to determine the associations among the four possible pathological classes and the perceptual parameters. In our experiments, we construct the perceptual parameters using extractors histogram, Haralick, Haar Wavelets, and Daubechies Wavelets and distance functions City-Block, Euclidean, Chebyshev, Canberra, and Jeffrey divergence.
We randomly inserted two thirds of the dataset and collected statistics regarding the perceptual parameters and the four possible classes. The remaining one third of dataset images were used as query elements in the accuracy experiments. This procedure was repeated ten times. Figure 5 illustrates the average IB1 hit ratio concerning the search spaces employed. The resulting associations among perceptual parameters and pathological classes were the following: 
Querying with the Automatically Selected Perceptual Parameter
In the training stage, we mapped the perceptual parameters with possible classes and trained the OS-ELM to classify mammogram images. Therefore, in the online stage, the ensemble strategy was used to provide a CBMIR and CADx output. The ensemble represented the images posed as query elements using the most prominent features according to the available feature extractor methods and labeled them using the OS-ELM. The perceptual parameter associated with the OS-ELM output was used to define the similarity query search space. Thus, in this stage, the CBMIR is endowed with a proper sense of similarity according to the selected perceptual parameter. The retrieved images are used by the IB1 classifier, which labels the query elements. The only required parameter is the number k of images to be retrieved.
This entire process can be triggered in Higiia v2 interface illustrated in Fig. 6 . Figure 6b provides the most similar k images according to the search space defined by the perceptual parameter, as shown in Fig. 6a . Figure 6c displays the classification suggested for the labeling of the query element. Figure 6d shows the system certainty degree according to Eq. 1. Other desirable CBMIR and image processing features, such as relevance feedback strategies and windowing, are also available in the same interface (Fig. 6e) .
Accuracy Experiments
We compared the prediction accuracy of our proposal to the traditional CBMIR approach that employs only one search space to perform image retrieval. Therefore, in our Fig. 7 Accuracy ratio achieved by our proposal and traditional content retrieval experiments, we used the perceptual parameter with the best average precision regarding the four mammogram classes as the traditional CBMIR setting. According to the measures of BAssociating a Pathological Class and Perceptual Parameters^section - Fig. 5 , the perceptual parameter with the best average precision was the 〈Histogram, City-Block〉. To perform the accuracy comparison, we used two thirds of the dataset were employed in the training stage and the remaining one third as query elements. The dataset was randomly shuffled ten times, and the methods' hit ratio is provided in Fig. 7 . The best and worst perceptual parameter selection are the theoretical upper and lower bounds, respectively.
As it can be seen in Fig. 7 , for the malignant mass and malignant calcification classes, our proposal achieved an average hit ratio 14% higher than the traditional approach. For benignant calcification class, the accuracy gain was 3.5 %. For the images of benignant mass class, the proposed method was 6.5 % more accurate than the competitor. On average, our method was 10.3 % more accurate than the traditional CBMIR. In comparison to the methods reviewed in BC o m b i n i n g C A D a n d C B M I R f o r A n a l y s e s o f Mammograms^section, our method achieved an equal or higher hit ratio, particularly when used to mass classification. Figures 8 and 9 show examples of query elements used in the experiment and the result sets according to the compared approaches. Figure 8a, b and Fig. 9a, b The result set according our approach for k = 5. System Certainty Degree: 67% Label Type: Malignant Calcification. Label Subtletly: 3. Label Density: 2.
The result set according traditional CBMIR approach for k = 5. System Certainty Degree: 53% Label Type: Malignant Calcification. Label Subtletly: 3. Label Density: 2.
Query Image Fig. 8 Query examples for k=5, regarding query images with calcifications Figure 10 shows the precision vs. recall graphs for the mammogram classes. According to them, our strategy improved the similarity queries precision in all cases. Regarding the recall values, our technique achieved a precision gain up to 13 % for malignant calcification class, while for malignant mass, our approach achieved a notable precision gain up to 15.2 %. We emphasize that users usually ask for small numbers of similar images; therefore, the low values of recall are the most relevant ones.
Our technique improved the CBMIR accuracy even for a basic set of feature extractor methods and distance functions. Although limited by the perceptual parameter semantics, our approach boosted our mammogram CBMIR endowing the system with a proper similarity sense. Nevertheless, we highlight more powerful feature extractor methods, and distance functions can be easily incorporated into our method without loss of generality. The method's main strength is the search space accurate definition. It bounds the precision error and enables the retrieval ofrelevant images.
Scalability Experiments
In the last experiment, we evaluated the time required to perform the similarity queries using our proposal. The values were obtained as the average of 700 queries posed over the entire dataset. The experiments were performed over an Intel Core i5 processor with 2 GB memory running at 2.67 GHz under Ubuntu 12.04. Two measurements were taken: the time spent on the OS-ELM training according to our predefined policy and the time spent on the similarity queries with automatically selected perceptual parameters. Both measurements were expected to increase in function of the size of the database. We populated the database starting with 700 images and incrementally provided chunks of 100 images until all 2919 regions of interest had been inserted.
According to our proposed policy, the OS-ELM must be updated only when one perceptual parameter associated with any defined class has changed. Table 3 shows the measurements regarding the OS-ELM training. The second column of Table 3 shows the number of re-training when the proposed policy was employed. The third column shows the number of re-trainings for updating the OS-ELM after the insertion of each data chunck. The last column shows the system's accuracy with and without the policy.
Our policy has required shorter processing time. In the aggregate time, our proposal was 40 % times faster, at the cost of being only a little (0. 97 %) less accurate. On average, our proposed policy required eight less re-trainings. Finally, we measured the average time spent on the700 similarity queries varying the dataset size. Figure 11 shows the average time required by both our proposal and the traditional approach to answer the same query. Notice whenever possible, our system resorted to an MAM to speed-up the k-nearest neighbor queries. Our approach was 25 % faster on average when compared to content retrieval that used no metric access method. 
Conclusions and Future Work
Differential diagnosis CAD tools can potentially help radiologists as they provide a Bsecond opinion.^An opened question for this technology is how to bridge the semantic gap between the application and the users. The suitable choice of perceptual parameters may help to significantly reduce this gap. Manually setting such parameters may be unfeasible due to the large amount of feature extractor methods and distance functions availablein the medical image domain. This paper has presented an approach that enables the system to query a medical image according to its own sense of similarity. The approach is based on ensemble strategy, in which a supervised OS-ELM is used as a meta-learner to define the most suitable perceptual parameter. Such a parameter is used to delimit the search space employed in the similarity query and image classification.
This strategy enables the system to provide complete results, including suggested medical image labeling, system certainty degree, and set of most similar images regarding the similarity notion adopted by the system. The strategy was fully integrated into a mammogram CBMIR named Higiia v2. We used a basic set of feature extractor methods and distance function to demonstrate how the approach can boost the image retrieval and classification in a scalable manner. Experiments over a large mammogram dataset showed that the proposal increased a traditional CBMIR accuracy and required no external parameter from the users.
Our proposal can be extended to several other medical domains, as it is based on a database-centric solution. Previously proposed feature extractor methods and distance function can be also incorporated in our approach without loss of generality. As future work, we will focus on the variations of ensemble-based strategies and how to create search spaces that include image content and annotations.
