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ABSTRACT
PITCHFORK BIFURCATIONS OF INVARIANT MANIFOLDS
by
Jyoti Champanerkar
In a parameter dependent, dynamical system, when the qualitative structure of the
solutions changes due to a small change in the parameter, the system is said to
have undergone a bifurcation. Bifurcations have been classified on the basis of the
topological properties of fixed points and invariant manifolds of dynamical systems. A
pitchfork bifurcation in R is said to have occurred when a stable fixed point becomes
unstable and two new stable fixed points, separated by the unstable fixed point come
into existence.
In this thesis, a pitchfork bifurcation of an (m-1)-dimensional invariant submani
-fold of a dynamical system in r m is defined analogous to that in R. Sufficient
conditions for such a bifurcation to occur are stated and existence of the bifurcated
manifolds is shown under the stated hypotheses. The dynamical system is assumed to
be a class C1 diffeomorphism or vector field in Rm. The existence of locally attracting
invariant manifolds M+ and M_, after the bifurcation has taken place, is proved
by constructing a diffeomorphism of the unstable manifold M. Techniques used for
proving the above mentioned result, involve differential topology and analysis and are
adapted from Hartman [18] and Hirsch [19].
The main theorem of the thesis is illustrated by means of a canonical example
and applied to a 2-dimensional discrete version of the Lotka-Volterra model, describing
dynamics of a predator-prey population. The Lotka-Volterra model is slightly modified
to depend on a continuously varying parameter. Significance of a pitchfork bifurcation
in the Lotka-Volterra model is discussed with respect to population dynamics. Lastly,
implications of the theorem are discussed from a mathematical point of view.
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CHAPTER 1
INTRODUCTION

1.1 Bifurcations
A dynamical system can be thought of as a flow of points in a space or a recursive
function from a space to itself. A dynamical system changes with time and the state
of the system at any given time depends on its previous state. Most mathematical
models describing the state of a natural system depend on several parameters. A
dynamical system depending on a parameter is said to undergo a bifurcation when
the topological nature of the solution of the system changes qualitatively due to a
change in the parameter. That is, the phase portraits of the dynamical system before
and after the bifurcation are not topologically equivalent. The value of the parameter
at which such a qualitative change occurs is known as a bifurcation value.
The idea of branching of solutions was known to Carl Jacobi (1834) but the
term bifurcation was first used by Henri Poincare (1885) in his essay "Sur l'equilibre
d'une masse fluide animée d'un mouvement de rotation" [34]. Poincaré explored
the relationship between stability and bifurcation. George D. Birkhoff extended
the results on bifurcations in 1927 [4]. He used techniques from topology to study
dynamical systems. In the 1930s, Aleksandr Andronov and his collaborators worked
on bifurcations in their program - nonlinear oscillations theory. Eberhard Hopf and
Kurt Otto Friedrichs worked in bifurcation theory in the 1940s. In the 1960s, Solomon
Lefschetz translated Andronov's work, made it available to the English-speaking world
and led research along similar lines. Rene Thom did the preliminary classification of
bifurcations into seven types, using differential topology in 1956 [41]. This came to
be known as his famous list of "elementary catastrophes". He investigated physical
systems to see if he could find applications of his theorem [3]and used his notion of
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catastrophes to study biological systems [42]. From 1959 to 1970, Stephen Smale
worked on dynamical systems and revolutionized research in this field by introducing
new topological tools and methods. He led the way and established many milestones.
Meanwhile, Edward Lorenz in the 1960s used numerical simulations of differential
equations to study atmospheric phenomena. He changed the use of computers as
giant calculators to that of an experimental tool, providing heuristic arguments
and numerical methods to study bifurcations and stability [3]. The present day
approach of writing a physical system dependent on a parameter as

=

where is the parameter (totally neglecting the system) and focussing on the abstract
mathematical properties alone may be attributed to David Ruelle and Floris Takens
[3], [37]. In 1971, they described a process in fluid dynamics, in which the key
parameter p, is the Reynolds number, whereby a Hopf bifurcation (bifurcation of
a fixed point into a periodic orbit) followed by another bifurcation as increases
might lead to a turbulent flow. They demonstrated this using topological methods,
without explicitly determining the value of the bifurcation parameter p, at which the
bifurcation occurs. Many mathematicians have made invaluable contributions to the
theory and applications of bifurcations since and many continue to do so today.
Application of bifurcation theory to a variety of problems in physics and applied
mathematics has led to a more complete understanding of how complicated non-linear
behaviors arise in these systems [14]. Such an approach has been successfully used
in physical systems, e.g., [6], and in biological systems, e.g., [35] and [11]. In [6], the
authors study the effects of electric and magnetic fields applied to a homogenously
aligned nematic liquid crystal lying between two parallel plates. They find using
bifurcation theory and numerical bifurcation theory techniques that, at a critical field
strength the nematic distorts undergoing a pitchfork bifurcation or a FYeedericksz
transition. In [11], the authors use bifurcation analysis to investigate a set of two
ordinary differential equations, which describe a prey-predator population dynamics
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and extract rich evolutionary dynamics and interesting biological observations from
corresponding bifurcation diagrams. Bifurcations are often sought to explain transition,
and they are located by tracking the stability of solution branches.
Bifurcations are sometimes classified on the basis of codimension (that is, the
minimum number of parameters required for the bifurcation to occur), as local or
global , and further subclassified as sub-critical and super-critical.
Many bifurcations have been identified; among which some of the most commonly
occurring ones are the saddle-node bifurcation, the transcritical bifurcation, the
pitchfork bifurcation and the Hopf bifurcation [15], [28]. The simplest example of a
saddle-node bifurcation in one-dimension is given by the dynamical system X = x A
[33]. For < 0, this system has no critical points. For = 0, there is only one critical
point x = 0 and the vector field fax) = —x A is structurally unstable. For > 0, the
critical point x = Vic is stable while the critical point x = —VT/ is unstable. A
transcritical bifurcation in 1-dimension occurs when the critical points of the system
undergo change of stability. A simple example of such a system is ± = — x A with
critical points x = 0 and x = A. For < 0 the point x = 0 is stable and the point

x = p is unstable. For = 0, there is only one critical point x = 0 and for p, > 0,
there are two critical points x = 0 and x = p, again, but x = 0 is unstable and x = p,
is stable. in this thesis only generalizations of pitchfork bifurcations are discussed
in detail (in Section 1.2). A two-dimensional dynamical system undergoes a Hopf
bifurcation when a critical point changes stability and a periodic orbit comes into
existence.
Most existing results on bifurcation of invariant sets for dynamical systems,
including pitchfork bifurcations, are limited to points, or, in just a few cases, invariant
curves. Our main result is to provide sufficient conditions for a pitchfork bifurcation
of invariant compact hypersurfaces of any dimension. We obtain readily verifiable
criteria for identifying such global pitchfork bifurcations, and we illustrate the use
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of these criteria in an example and an application to a discrete dynamical model
for competing species. A brief introduction to pitchfork bifurcations, which are the
focus of this thesis, is provided in the following section. Definitions and analogous
information about other bifurcations can be found in [33] arid [47].
1.2 Pitchfork Bifurcation

Pitchfork bifurcations bear the name due to the fact that the bifurcation diagram for
a one-parameter family of dynamical systems in R typically looks like a pitchfork as
shown in Figure 1.1.

In Figure 1.1, the horizontal axis denotes the parameter p, and the vertical axis denotes
the variable x. The vertical arrows indicate the flow for a fixed u.
Pitchfork bifurcations for fixed points of discrete and continuous dynamical
systems in R have been widely studied. The following theorem in R, of rather
indeterminate origin gives sufficient conditions for a pitchfork bifurcation to occur
[ 9 ].

ThYn there is an intYrval (—a, 0) having a singlY stablY fixYd point and an interval
(0, a) having three fixed points (two of which are stable and separated by thY third
which is unstable). This type of bifurcation is called a pitchfork bifurcation.
Condition (1) can be relaxed slightly. A generalization of the theorems above,
giving conditions for a pitchfork bifurcation of a fixed point to occur in Jn [33] is as
follows.
Theorem 1.2.3 (Sotomayor). Suppose that f (xo , ao) = 0, and that thY n x n matrix
A = Df(xo , A0 ) has a simple Yigenvalue p = 0 with Yigenvector v, and that A T has
an Yigenvector w corresponding to eigenvalue p = 0. FurthYrmorY supposY that A has
k eigenvaluYs with negative real part, (n — k — 1) YigYnvalues with positivY real part,
and that thY following conditions are satisfiYd

Remark 1.2.2. Note that Sotomayor's theorem does not hold in the case when RYA = 0

but imp 0, since having a one-dimensional center manifold at x 0 is a key ingredient
of the proof.
Another generalization for pitchfork bifurcations is that of a pitchfork bifurcation
of a periodic orbit. The following theorem gives conditions to determine a pitchfork
bifurcation of a periodic orbit [33].

7

has a periodic orbit rob C E and that P(s, pt) denotYs the Poincare map for rob defined
in a nYighborhood Arj(0,A 0 ). If the following conditions hold

r

then a pitchfork bifurcation occurs at the non-hyperbolic periodic orbit ob at the
bifurcation value p, = p, o .
In the above theorem, DP denotes partial derivatives of P(s, p,) with respect to the
spatial variable s.
The discrete version of Theorem 1.2.1, is as follows [47].

Theorem 1.2.5. Consider thY differencY equation

As a generalization in Rn, any invariant object bifurcating into copies of itself
and changing stability, is said to undergo a pitchfork bifurcation [13] or a pitchforktype bifurcation [24], [30]. Our definition in Section 2.3 is slightly more general.
Pitchfork bifurcations have been observed in physical systems as in [6], where the
authors investigate the effects of applying electric and magnetic fields to a homogenous
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-lye aligned nematic liquid crystal which lies between parallel plates; in [27] where the
authors consider the transverse vibrations of a spinning disc; and biological systems
as in [12] where the author examines a delay-differential equation modeling a network
of two neurons with memory.
Sotomayor's Theorem 1.2.3 generalizes the pitchfork bifurcation of a point
in R to that of a point in 141 11 . Theorem 1.2.4 gives conditions to determine a
pitchfork bifurcation of a limit cycle in

. Although any invariant object in An

changing stability and generating two bifurcated copies of itself is recognized as
a pitchfork bifurcation, no theoretical results that provide sufficient conditions for
its occurrence are found in the literature. Analytical discussions of pitchfork (or
pitchfork type) bifurcations can be found for particular classes of dynamical systems,
e.g., [13], where the author discusses a quasi-periodically forced map. Numerical
results about pitchfork bifurcations can be found in [32] and [40]. An algorithm to
compute invariant manifolds of equilibrium points and periodic orbits can be found
in [23]. Software packages such as Auto 2000 and the BOV-method to name a few
can be found on www.dynamicalsystems.org/sw/sw ( as of June 2004), which deal
with various kinds of bifurcations and invariant manifolds. It is important to study
invariant manifolds in order to know the global dynamics of a system. The classical
pitchfork bifurcation concerns a fixed point (invariant codimension-1 submanifold) on
the real line. From a mathematical viewpoint, it is therefore natural and important to
investigate higher dimensional extensions of this theorem to invariant codimension-1
submanifolds of a Euclidean m-space. Accordingly we ask under what conditions
an invariant manifold of a (discrete or continuous) dynamical system undergoes
a pitchfork bifurcation? We provide a fairly complete answer to this question in
this thesis. We give sufficient conditions for a compact, connected, boundaryless,
codimension-1, invariant submanifold of Amp to undergo a pitchfork bifurcation. The
proof of the theorem involves employing tools from differential topology and finding
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precise estimates on norms of partial derivatives of maps and vector fields. Related
results found in the literature are stated in Theorems 1.2.1, 1.2.3, 1.2.4 and 1.2.5.
As mentioned earlier, little theoretical work has been done on higher dimensional
bifurcations.
We will illustrate the pitchfork bifurcation theorem in a canonical example and
in the discrete version of the Lotka-Volterra model. In the following section, the
Lotka-Volterra model and its significance is described briefly.

1.3 About the Lotka-Volterra Model
Vito Volterra developed a series of mathematical models for the interaction of two or
more species in 1926 [45]. He was already a retired mathematician at that time and
came up with the models in order to explain the statistical study of fish populations
done by the biologist Humberto D'Ancona. Alfred Lotka independently formulated
many of the same models as Volterra in 1925 [25] to study predator-prey systems,
where the prey was a plant population and the predator was an herbivorous animal
[ 7 ].
The Lotka-Volterra model was one of the earliest mathematically based predatorprey models. Although it is deficient in describing some predator-prey systems, the
Lotka-Volterra model has become the basis of many successful models in population
dynamics. The continuous Lotka-Volterra predator-prey models and their generalizati
-ons have since been studied extensively. Some of the previous work done includes
a generalization of the original model to include subpopulations [1], three different
models, each with its species endowed with different optimal behavior for obtaining
food [8], and an analysis of a three-dimensional Lotka-Volterra system consisting of
two predators and one prey [39].
The discrete version of the Lotka-Volterra system is considered, for instance, in
[43], [22] where the authors discuss exponential convergence of solutions of the discrete
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Lotka-Volterra system, and in [5] where the authors analyze bifurcations obtainable
from a discrete Lotka-Volterra model in some ranges of parameters.
Odum [31] showed that periodic solutions can occur in certain two-population
continuous Lotka-Volterra dynamical models. We will show in Chapter 4, Section 4.2
that two-population discrete Lotka-Volterra models that have invariant closed curves
can bifurcate into a pair of stable invariant closed curves in accordance with our
bifurcation theorem.

1.4 Organization of the Thesis
This thesis is organized as follows. In Section 2.1, we state the definitions of terms
used in Chapters 3 and 4. Section 2.2 contains the statements of theorems used in the
proof in Chapter 3. This is followed by our definitions in Section 2.3. In Chapter 3, we
prove the pitchfork bifurcation theorem for invariant manifolds for discrete dynamical
systems in Section 3.2. Chapter 4 contains illustrations of the pitchfork bifurcation
theorem proved in Chapter 3. In Section 4.1, the theorem is illustrated on a canonical
example. In Section 4.2, the theorem is applied on a discrete Lotka-Volterra model.
In Chapter 5, we prove the pitchfork bifurcation theorem for continuous dynamical
systems. Finally, we discuss the results obtained and future directions in Chapter 6.

CHAPTER 2
MATHEMATICAL PRELIMINARIES

In this chapter, we state the basic definitions and theorems that we will use in
Chapters 3 and 4. Definitions and theorems along with some references are stated in
Section 2.1 and Section 2.2. The new definitions given in 2.3 are given to state our
results concisely.

2.1 Basic Definitions
Definition 2.1.1. An autonomous discrete dynamical system depending on
a parameter is a sequence xi for n = 0, 1, ... such that each element after the first
one is related to previous elements by a relation of the type x.4-1 = F(xn,ii where

Definition 2.1.2. A function 1/) : A -p B, where A and B are subsets of a Euclidean
space, is said to be a Lipschitz function if there exists a constant c > 0 satisfying
Chef

Lipschitz

constant L(0) of a Lipschitz function 7/) is defined as the minimum of all constants
that satisfy the Lipschitz condition for 7/). [20]
We denote the set of all Lipschitz functions from A to B by the symbol Lip(A, B).

Definition 2.1.3. A C 1 map F : X -+ Y of subsets of two Euclidean spaces is a
diffeomorphism if it is one to one and onto and if the inverse map F -1 : Y -4 X is
also C 1 . If such a map exists, X and Y are said to be C 1 diffeomorphic. [29]

Definition 2.1.4. A subset M of Jm' is said to be a k-dimensional manifold if M
is locally diffeomorphism to J Rk . This means that Vx E M, 3V a neighborhood of x in

M that is diffeomorphic to an open subset U of R k . [29]
11

[16] So an (m — 2)-dimensional manifold MC im is of codimension-2. A manifold of
codimension-1 in Amp is said to be a hypersurface.
When the solution or orbit structure of a dynamical system changes qualitatively
under the influence of a changing parameter, we say that a bifurcation has occurred.
That is, the orbit structure of the dynamical system before the bifurcation is not
topologically equivalent to the orbit structure after the bifurcation. The value of the
parameter at which the change occurs is said to be a bifurcation value. [33] Typically,
bifurcations are understood by drawing phase portraits and bifurcation diagrams.

Definition 2.1.9. Consider a discrete dynamical system in r given by xn+i = Fijxn ).
If Bo is a bifurcation value such that the fixed points are given by a U-shaped curve
in the p, — x plane, opening to the left or to the right, with another curve crossing
the vertex of the U, then this bifurcation is called a pitchfork bifurcation. This is
illustrated in Figure 2.1 [38].
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In Figure 2.1, for < 0, x = 0 is a stable fixed point. For ,u, > 0, x = 0 is an
unstable fixed point and +01, are stable fixed points.
2.2 Theorems
Theorem 2.2.1 (Jordan-Brouwer separation theorem). Let M be a compact,

connected hypersurface in Wm. Then R\M = D o U D 1 where each D o and D 1 is an
open connected set, D 1 is a compact manifold with boundary OA = M. [16]

This means that the complement of M divides R into an "outer" unbounded
region D o and an "inner" bounded region D 1 such that the boundary of the closure
of the inner region is the hypersurface M.
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In particular, when M is a hypersurface in RI', then the neighborhood theorem
implies that M(e) is homeomorphic to M x (-1,1) such that M is mapped onto

M x {O. Note that it is a submersion, if it is a submersion at every point x E M(f).
That is, the derivative of it at the point x, thr x : Tx (M(f)) —> T,( x )(M), from the
tangent space at x to the tangent space at ir(x) is a surjection. In the €-neighborhood
theorem, it restricted to M is an identity on M, Ri m = id.

2.3 New Definitions
Let M be a codimension-1, compact, boundaryless manifold in Rm. Then by the
Jordan-Brouwer separation theorem (Theorem 2.2.1), M divides R\M into an outer
unbounded region arid an inner bounded region.

Definition 2.3.1. With M as above and Fm , a diffeomorphism in a neighborhood
M(c) of M which leaves M invariant, we say that FL , is side preserving if for every
-

x in the inner bounded region, F, (x) also lies in the inner region, and for every x in
the outer unbounded region, F(x) also lies in the outer region.

Definition 2.3.2. With M and

as above, we say that Fp is side reversing if for
-

every x in the inner bounded region, FN,(x) lies in the outer region, and for every x
in the outer unbounded region, F, (x) lies in the inner region.
Analogous to the definition of a pitchfork bifurcation in r , we define a pitchfork
bifurcation of invariant manifolds in Am as follows.
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that M is locally attracting (repelling) for a, < 0, M is locally repelling (attracting) for
g > Po and in addition two locally attracting (repelling) Fm-invariant diffeomorphic
copies of M, viz., M_ and M+ exist for a, > pro, then we say that M has undergone
a pitchfork bifurcation at Po.
A pitchfork bifurcation of a sphere in 110 is illustrated in Figures 2.2 and 2.3.

In the definition above, it does not matter what happens in the interval (0, go).
It is typically assumed that the interval (0, pro ) is small. In IR, 0 coincides with io,
since the manifold under consideration is just a point. But for higher dimensions,
not all points on the manifold may undergo a pitchfork bifurcation at the same time.
When B > Boa, all the points on the manifold have bifurcated, and we have two new
diffeomorphic copies of the original manifold.

16

For example, if all points of a circle are fixed, this can analyzed using the
1-dimensional pitchfork bifurcation theorem, but if not, then things can be much
more complicated. S o,2bEIaifsurlcBtenRd-SFg[2.4

Figure 2.4 As ,u increases beyond 0, M starts to bifurcate. The intermediate
structures are not manifolds. Once ,u increases beyond u,o, the manifold bifurcates
into M_ and M.

A particular example illustrating Figure 2.4 above, can be constructed from the
canonical example given in Chapter 4, Section 4.1, by replacing p, with
The intermediate structures illustrated above are simple. If the mapping leaves all
points of the invariant manifold fixed, bifurcation to the above blister shapes can be
readily proved using the one-dimensional pitchfork bifurcation theorem. However, if
the dynamics on the invariant manifold are more complicated, the analysis of possible
bifurcations would require techniques that are not available in the literature or in this
thesis. Therefore we shall not dwell on this question in the sequel.

CHAPTER 3
PITCHFORK BIFURCATIONS - DISCRETE CASE

In this chapter, we specify the notation and basic assumptions in Section 3.1, then in
Section 3.2, we state and prove our pitchfork bifurcation theorem.

3.1 Notation
Throughout this chapter, we consider the discrete dynamical system given by

Let M be a compact, connected, boundaryless, codimension 1, Cl submanifold
of Rain, which is F- invariant Vic E [—a, a]. Denote a tubular neighborhood of M as
Assume that a > 0 is sufficiently small so that
the E neighborhood theorem (Theorem 2.2.2) can be applied. This means that every
element x E N(a) can be uniquely represented as x = (r, y) where y = r(x) E M
is the point on M closest to x and r E [—a, a] is the signed distance in the outward
normal direction between x and M. We also assume that F(N(a)) C N(a). This
enables us to write F1, in co]
the signed distance between
This is illustrated in Figure 3.1.
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•x

Figure 3.1 FAN, = (fµ , gm.) where gm =
it o FLU , and it is obtained from the (neighborhood theorem.

F = ( f , g) or F (r , y) = ( f (r, y) , g (r , y))
implies that

O f (r,y)

o f (r,y)

Ogi(r,y)

Obi
Magi (r,y)
Dy1

Oar

D F(r, y)

Or

=

Og i _1(r,y)
Or

O gm _ (r,y)

of (r,y)
Obi- 1
agi(r,y)
Obis - 1

Obi _1 (r,y)

Oyi-1

•

_

is the m x m Jacobian matrix of F. We sometimes use D r f(r,y) to denote a Tr' Y) .

Dye (r, y) denotes
(r,y)

of

raf,y)

ay •

a linear map from m- 1

-4 R. The symbol Dr g(r, y) denotes the column vector

Magi (r, Y)
Or

agm-i (r, Y)1 T
Or
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We denote by 1.1, the standard Euclidean norm in an appropriate Euclidean space
implied by the context in which we are working. Ix — yl is used as the distance
between x and y and subtraction is of vectors in Am. The symbol

MI denotes the sup

norm, where the supremum is taken over an appropriate set.

3.2 Pitchfork Bifurcations of Invariant Manifolds
If the rate of change (with respect to r) in the normal component ft, in the radial
direction r is strictly less than 1 in absolute value, the manifold M will be locally
attracting. This is stated mathematically in hypothesis 2 of Theorem 3.2.1. Similarly
to have M locally repelling, we require that the change be bounded below by 1
as in hypothesis 3. Hypotheses 4 and 5 describe locally attracting properties in
a neighborhood away from M, which is where our new bifurcated manifolds M_
and M+ will reside. Hypotheses 6 and 7 are obtained analytically and are needed
in order to establish the existence of manifolds M_ and M+ as graphs of a fixed
point (Lipschitz function) in a Banach space. The last hypothesis establishes a
diffeomorphism between M and M+ by guaranteeing equicontinuity and boundedness
of the derivatives of constructed functions and likewise between M and M_. These
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ideas shall become clear as the proof unfolds and after the remarks following the
proof.
Theorem 3.2.1. With F1, and M as in Section 3.1, supposY that the following

statYmYnts hold.

Figure 3.2 A is the dark shaded region and is contained
inside K(1).
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Then for each p, E (B * , a), 3 codimension-1 manifolds Wm) and M_(B) such
that both M+ 04 and M_(p) arY F -invariant, locally attracting and C l diffeomorphic
to M. M is locally rYpelling, and r > 0 for all x = (r, y) E M4., and r < 0 for all
x = (r , y) E M_.

in component form where, aFR:NfibiAs(tnchre),-gyd+ btwen
g FA(r , y) and g A : N (c) --4 M is the projection it o F (y) of FF(r, , y) on M. The map it

is as defined in the € neighborhood theorem (Theorem 2.2.2).
Claim: M is locally attracting for a, E [-a, 0).
Proof of Claim: Consider a point (r o , Yo) E N(c). We define (rn , Fyn ) to be the point

obtained by applying the n-fold composition of FN, with itself to (ro, yo). Then
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by the mean value theorem. Whence

which implies that

That is, for any initial point (r o , yo ) in the neighborhood N(cx) of M, Fpn (ro, Yo)
converges to M. It follows that M is locally attracting for all p, e [—a, 0).

Claim: M is locally repelling for id, E (p,,, a].
Proof of Claim: Following the same steps as above, we find that

whenever 17- 7,1 is sufficiently small owing to hypothesis 3. Accordingly, the iterates
{x,„} must eventually leave any sufficiently thin tubular neighborhood of M for

id, E (p,,, a], which means that M is locally repelling.

We now fix a ii E (p, * , a] and suppress p, in the notation for simplicity. To begin
with, we shall prove the existence of M+ as an F, -invariantmanifold homeomorphic to
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M. It suffices to prove the existence of M+ , as the existence of M_ can be established
in the same way. Observe that

M+ is invariant iff F(M+ ) C M+ . We shall seek M+

in the form of the graph of a continuous function over M defined as

where

M+ C Kip), 71) : M r" and 0(y) 0 Vy

E M.

Then for all y E M, we have that (0(y), y) E M+ iff F(0(y), y) =

(0(z), z) E M+ ,

which is equivalent to

F is a diffeomorphism, hence F -1 (0(z), z) = (0(y), y) which implies that

where F -1 = (f ,"j). Combining equations (3.2.1) and (3.2.2), we find that M + is
invariant iff 0 satisfies the functional equation

Let Lip(A, B) denote the set of all Lipschitz functions (as in Definition 2.1.2),
from A to B. Let

L(0) denote the Lipschitz constant of a Lipschitz function 0, and

r, = {(0(y), y) : y e M} denote the graph of 0. Now define the set
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M is compact and R± U {0} is closed. The set of all continuous functions from M to
1R+ U {0} with sup norm forms a Banach space. Moreover, if 7,b„ —4 as n ooh, it
is clear that V) is also Lipschitz, with Lipschitz constant not greater than one. To see

Since

E

> 0 is arbitrarily small, it follows that

Since K(µ) is closed, K(µ) contains all its limit points. Therefore Fo nd E K(µ) for all
n implies that

hence X is a complete normed linear space.
In view of (3.2.3), we define an operator .7 on X as follows.
.

F(0) is continuous since it is a composition of continuous functions. Now it
follows from the mean value theorem and the definition of X that

where

= sup{ : (r, y) E Kip)}. The above inequality follows because is a
flintiness xxrith T.incrhitv nnfetant < 1 Man

The two inequalities obtained above, together with hypothesis 7 imply that
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We shall now show that .T is a contraction mapping. Using hypothesis 6 and
.

the mean value theorem, we compute that

Now consider I/) E X. By definition, we have

since F is a diffeomorphism, and

N(c). The property that rob C K implies that (1b(z), z) E K for every z, an element
of M. Whence

This implies that

Claim: M± exists and is locally attracting .
Proof of Claim: We now define M+ as the graph of 0 as follows

where 0 is as above. This proves the existence of M+ . Stability of M+ follows directly
from its definition as the graph of a fixed point (function) of a contraction mapping.
Following the arguments used to prove stability of M and using hypothesis 5, we
readily verify that M+ is locally attracting .

Claim: M± is homeomorphic to M.
Proof of Claim: Let H : M —> M ± be defined as H(y) := (4)(y), y). Then H is
injective, surjective and continuous. H -1 exists and is also injective and surjective
(bijective). Since M + is compact, H -1 is also continuous [2]. Hence the manifold M+
is homeomorphic to M.

Claim: The function 0 is a class C 1 map.
Proof of Claim: Recall that 0 is the solution to the functional equation (3.2.3), so we
. We also know that 0 E Lip(M, R+ U
Op, and that E,(0) < 1. We will now construct a sequence of C 1 functions

07, which

converges to 0. Then using the Arzela-Ascoli theorem (Theorem 2.2.3), we will prove
that 0 is C 1 . The details are as follows.
We construct the sequence

{on } inductively. Let xaoi,wherlis.acont

(since we have fixed p), as defined in hypothesis 5. By construction,
.C(0 1 ) = 0. Now suppose O n is defined and that

0 1 is C 1 and

on is C l with 407,) < 1. We define
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Let lien : M Ai Rm denote the function

(o , Id), where Id denotes the identity map on
n

the second coordinate. That is, h(z) --= (a0n(z), z). Then hi., is C 1 by the induction
hypothesis and the fact that it is the composition of C l maps, and

Here we have used the fact that both f and -, are C I- since F and F -1 are class C l
diffeomorphisms.
The sequence of functions On+i(z )} converges to 0(z) pointwise since 0 satisfies
the functional equation (3.2.3). The Jacobian of 'o n , evaluated at z is the 1 x (m-1)
matrix or the gradient vector of

o,
n

given as

owing to the chain rule. Moreover,

by construction. Hence, C(On +i ) < 1. Since, n+i

is differentiable, this implies that

iiDOn-Fi(z)ii < 1 for all z E M. By induction, {a0 n (z)} is a sequence of continuous
functions, uniformly bounded by 1.
We will now prove the equicontinuity of {ID On(z)}. The techniques used below
are actually global versions of the methods employed by Hartman for local invariant
manifolds [18], and the role of the Lipschitz property follows an approach used by
Hirsch [19] to study hyperbolic invariant manifolds. For any function 13, we define
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for all n, where T depends only on (5 and is such that T(6) --- 0 as 5 —p 0. The desired
result will be proved by induction as follows.
For any 6 > 0. we define auantities n(6) and r(6) as
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Each of the four terms added above is an 1 x (m — 1) vector. We will now estimate
the quantity 11,DIP T, ± 1(z)11. Using the definitions, we find after a straightforward
calculation that

Adding and subtracting appropriate terms yields,

33

l...

RYmark 3.2.1. If the function is class C A , then hypothesis 8 is not essential. In this
case, equicontinuity of the sequence of functions D'0„ follows from the mean value
theorem. Consequently, the Arzela-Ascoli theorem implies that the solution 0 is class

C' which in turn implies that manifolds A and A+ are diffeomorphic.
RYmark 3.2.2. In R, the dynamics is completely determined by the nature of the fixed
points. Nothing can be said of the orbits between A and K(i) for E (14,4 They
may be simply converging to A+ or A_ or may have a more complex structure. In
that, sense the pitchfork bifurcation implied by Theorem 3.2.1, is a weak one.

RYmark 3.2.3. A particularly useful feature of our proof of the main results, Theorem
3.2.1 and Theorem 3.2.2, is that it is constructive. One can determine the bifurcated
manifolds to any desired accuracy by successive approximations. For example, to
approximate M+ (p) in the side-preserving case, one simply starts with 0 1 equal
to a small enough positive constant and computes successive approximations using
the functional equation (3.2.3). The iterate O n for n sufficiently large yields an
approximation An that can be chosen to be arbitrarily C1 close to Wit), and the
error can be estimated from the definition of the iterates.

RYmark 3.2.4. The result obtained in Section 3.2 can be extended to continuous
dynamical systems in the following way. Consider an autonomous dynamical system,

dependent on a parameter it. We denote the trajectory starting at an initial point x0
by 0t(xo , bt). The time t map is defined as
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By making the right assumptions on the vector field F(x, and using the group
properties of {V : t E R}, an analogous result can be proved for continuous dynamical
systems. This is done in Section 5.1.

CHAPTER 4
ILLUSTRATION AND APPLICATION OF THE PITCHFORK
BIFURCATION THEOREM

In this chapter, we illustrate Theorem 3.2.1 proved in Chapter 3. In Section 4.1, we
illustrate it with a canonical example. In Section 4.2, we illustrate the theorem with an
example from population dynamics, namely, a discrete version of the Lotka-Volterra
system of equations.

4.1 A Canonical Example
Let A E

SOn (r),

the special orthogonal group of real n x n matrices, comprised of

orthogonal matrices with determinant 1. Define a linear map LA : Rn —> An as

The map LA is an analytic (linear) diffeomorphism. Every (n —sphere S ac of radius
c > 0 is L A -invariant. That is,

as S A c R 3 . The subscript denotes the radius of the sphere and the dimension of the
sphere is one less than the ambient space.
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In the notation of Section 3.1, A = S 1 . Due to the symmetry of the sphere S1,
every point in Ai\{0} can be uniquely described as being a radial projection on S 1 ,
the neighborhood N (c) is not restricted by the €-neighborhood theorem. However,
due to the nature of um , we let c = 5 and consider the neighborhood N(5) = {x E

rib : lx1 E [t, t]}. We now check that all the hypotheses stated in Theorem 3.2.1 are
satisfied.
1. Observe that Ft, is side-preserving for ii, E [, ] since A preserves orientation
and crib, is positive valued.
For this example,

This implies that after a change of variables,
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The property that A preserves length is used in obtaining the above expression
for Fib, andag in finding fa, and gi below:

This implies that
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= 0 and inf I afr;v ) 1 > 1 for all E (0, -A-}. The infimum is

3. For this example,

attained at p, = 0 as illustrated in Figure 4.2.
1.095

A
*6-`

1.025 ,

1.02 r

1.015

0.005

Figure

0.01

0.02

0.015

0.025

0.03

0.035

0.04

for the
vs
Plot of
canonical example for r = 0 and E [0, -AD].

4.2

4. For this case, c l can be chosen to be 0.15. As illustrated in Figure 4.3,
sup

< 1, where A = {(r, y) : 0.15 < r < 0.2}

A

A

-0.15

-0.1

-0.05

0

•0.05

0.1

0.15

0.2

r

Figure 4.3 Plot of r vs afor the
canonical example for r E [-0.2, 0.2].
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where p 1 ,

, p m are positive constants representing the birth rates of the species

Om, respectively, and are real constants reflecting influences on the birth
rates of the various species when interacting with one another [17]. There is also a
discrete version of the Lotka-Volterra model having the form
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that exhibits a much richer and more complicated range of dynamics than does the
continuous system [5]. In the discrete system, xx i(n+1) denotes the population of the
species O i counted at time (n+1), and the constants p i and

aid

have the same meaning

as in the continuous system. We consider the discrete Lotka-Volterra type model given
as

where One, represents the prey population, and y en,repsthdaorpultin
at discrete times n = 0, 1, 2 . It is assumed that there is an unlimited amount
of food available for the prey so that the prey (O) grows unboundedly in absence
of the predator (y). In absence of the prey, it is assumed that the predator cannot
sustain itself and will eventually die out. For fixed parameters,
, the point (1, 1) is a fixed point of F. Thh

Now introduce a change of variables as e = O

—

1,

=y

—

1. With this

translation, the new system of equations becomes

With parameters c, 0, a and b, as defined above, (0, 0) is a fixed point of the system.
In reality, the influence of one species on the population of another species is not
a constant. Hence, the coefficients c, i3, a and b may be modeled as functions instead
of constants. A first step towards such a modeling would be to allow the coefficients
to depend on a parameter in a continuous manner. That is c = chi) and so on,
where the parameter can be varied. Define
and a, b are varied smoothly so that at r =
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is then the identity on the circle of radius 10 . That is, all points on Si10 are fixed and

S id) is invariant. For id E

0) the invariant manifold S is locally attracting. If the

coefficients are allowed to vary such that in a small region r E

Zs b the coefficients

and are extended smoothly everywhere else, then
just as in tine canonical case, a pitchfork bifurcation occurs at u = 0. S ilo is locally
repelling for p, > 0 and bifurcates into two stable F1 -invariantsimple closed curves

C_ and C+ , one inside and one outside of S . That is, a discrete Lotka-Volterra
type model can be modified in such a way that it satisfies the hypothesis of Theorem
3.2.1, thereby exhibiting a pitchfork bifurcation.

ion

CHAPTER 5
PITCHFORK BIFURCATIONS - CONTINUOUS CASE

In this chapter, we state conditions on a vector field so that an invariant manifold A
with properties the same as in the discrete case, undergoes a pitchfork bifurcation.
The idea of the proof is to view the flow of the system as a map and use the theorem
proved in Section 3.2. We state the theorem and give the proof in the following
section.

5.1 Pitchfork Bifurcations of Invariant Manifolds
Consider a continuous dynamical system given by

where r is the signed distance between O and the manifold A and y is the unique
point of A closest to O. Recall that r is positive if O lies in the outer unbounded region
45
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of Illm\A and r is negative if O lies in the inner bounded region of Rm\A. Again as
in Section 3.1, the notion of inner and outer regions is obtained as an application of
the Jordan-Brouwer separation theorem (Theorem 2.2.1). Note that r = 0 when x
lies on A.
We shall assume that the vector field FN, points into N (a) on a N (c) for every ii,
in the set [—a, a], which means that positive semi-orbits of (5.1.1) that begin in N (c)
can never exit this tubular neighborhood. Note that Bp = (fin gµ ) in r,y-component
form. Analogous to Section 3.1, it follows that 0 it, leaves N (c) invariant for all

(t, p,) E [0, oo) x [—a, a]. Now we can write
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which is a linear map from 1 .7n -1 to WI'. As usual, I.1 denotes the standard Euclidean
norm in an appropriate Euclidean space and

11.11 denotes the sup norm taken over an

appropriate set. The first hypothesis in Theorem 3.2.1 was used to establish the
locally attracting and locally repelling properties of invariant manifolds. We replace
those hypotheses by appropriate conditions for continuous dynamical systems. The
analytic estimates in Theorem 3.2.1 are replaced by estimates on vector fields so that
the flow of the system
for every fixed time

0(t, (r, y), p,) satisfies the analytic estimates of Theorem 3.2.1

t in the interval [1, 2]. We will then use group properties of flows

and establish the pitchfork bifurcation.
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where we have used the property f ((O, y), ii,) = 0 that follows from the invariance of

A. This implies that 7' < 0 by hypothesis 2, and r(t) is a decreasing function means
.

that the trajectory moves closer to A. Hence, A is locally attracting for all it in the
interval [—a, 0).

A !I
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We fix a p, in the interval (p,,, a] and drop the suffix it for the rest of the proof. By
the pitchfork bifurcation theorem for the discrete case, Theorem 3.2.1, for every fixed

t E [1,4 T t has a unique contractive manifold W+. in the region Alp) outside A
since T t satisfies all the hypotheses. We shall now prove that all itf are the same
using group properties of the flow.
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which by the additivity property of the group becomes,

CHAPTER 6
CONCLUSIONS

Invariant manifolds play an important role in organizing the dynamics of a system.
Embedding of an invariant manifold in the ambient space provides global information
about the system [23J]. Much has been done to numerically determine invariant
manifolds for general functions and for specific models. The main theorem in Chapter
3, Theorem 3.2.1 does not rely on numerical methods. It is general in nature and
holds for any rn-dimensional discrete dynamical system that satisfies the hypotheses
of the theorem and in that sense the theorem is a significant extension of existing
one-dimensional bifurcation results.
We have proved that codimension 1, compact invariant manifolds in discrete
dynamical systems, undergo pitchfork bifurcations when the system satisfies suitable
conditions. Hypotheses of the theorem are easily verifiable estimates on the norm
of partial derivatives of the function determining the discrete dynamical system,
which makes this result well suited to a variety of applications. When the bifurcation
parameter is between 0 and some portions of A may be locally repelling and
some locally attracting (in the normal direction), so the proof of our theorem would
need to be modified to handle this case, which is an interesting subject for future
investigation.
The case when the whole manifold A bifurcates into A_ and A+ as increases
through zero, corresponds to tic, = 0. The fact that can be greater than 0 allows
for A to eventually bifurcate and does not impose the restriction that A bifurcate
all at once. The theorem is slightly weaker than the theorem in one-dimension since
the theorem does not determine the dynamics of the system in the region between a
neighborhood of A and the neighborhood A of A_ and A+ .
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The pitchfork bifurcation in R is assumed to be one stable fixed point bifurcating
into two stable fixed points separated by an unstable fixed point. We generalized
this result as a compact, connected, boundaryless, codimension-1, locally attracting
invariant submanifold of W' becoming locally repelling and bifurcating into two
locally attracting diffeomorphic copies of itself separated by the locally repelling
manifold.
Another way to observe a pitchfork bifurcation in IR is as a transversal intersection
of two smooth curves in two dimensions (1 space dimension arid 1 parameter dimension)
as shown in Figure 6.1. In the ,u — x plane, a pitchfork bifurcation is the intersection
of the line x = 0 and the smooth curve i = O A at exactly one point (0, 0). The curve
lies on one side of u = 0 and is tangent to p, = 0 at (0, 0). [47]
O

This can be generalized to Irn+ 1 (m space dimensions and 1 parameter dimension),
as a transversal intersection of an rn-dimensional smooth manifold with another
rn-dimensional manifold with certain properties attributed to each manifold and
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the intersection. For instance, if x n+i = F(x, p,) is considered in R 2 , then the
phase/parameter space is three-dimensional: 2-space dimensions and 1-parameter
dimension. A pitchfork bifurcation of 5 1 can be easily seen as the intersection of
a cylinder with the surface described by an angel food cake pan. This is shown in
Figure 6.2. The intersection is exactly a circle in the plane ,u = 0. The cylinder
(constructed as the union of S 1 in every plane parallel to /1 = 0) is locally attracting
for /I < 0 and locally repelling for > 0. The other surface (constructed as a union
of all bifurcated orbits) lies entirely on one side of the plane p, = 0 and is tangent to
the plane at exactly the circle of intersection with the cylinder.

Figure 6.2 Pitchfork bifurcation in R 2
as an intersection of two smooth surfaces
with appropriate properties.

Estimates required to prove such a theorem can then be compared to our
theorem in the case when = 0. Which of the two approaches is more useful
remains to be seen.
In the future, more natural applications ought to be found. One of the likely
applications may be the three-dimensional larvae-pupa-adults (LPA) model describing
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the dynamics of a flour beetle population. The initials LPA correspond to the three
life stages of a flour beetle. This model is known to exhibit periodic solutions [10] and
may be investigated for possible bifurcations of two-dimensional invariant manifolds.
The Hopf bifurcation, which is the bifurcation of a fixed point into a periodic
orbit and change of stability of the fixed point can be generalized to a codimension
manifold A in Am, bifurcating into a diffeomorphism of A x 8'. Similar techniques
may be used to prove existence of a Hopf bifurcation with suitable assumptions. The
Hopf bifurcation is more interesting and occurs more frequently than the pitchfork
bifurcation. Several applications of such a generalization are foreseen. We would like
to extend the techniques used in this thesis to prove Hopf bifurcations of invariant
manifolds and investigate their applications.
Our investigation has also raised a number of intersecting questions that should
be studied in future research, among which are the following. Can our techniques
be used to obtain a higher dimensional generalization of a transcritical or other type
of bifurcation? It appears that our methods can be used to prove the existence of
generalized transcritical bifurcations, but when the invariant manifold has codimension
greater than one, additional hypotheses and other methods may be required to obtain
satisfactory results. is it possible to prove some useful results concerning partial
(blister) bifurcations of the type discussed in Section 1.1? As we pointed out earlier,
this may be a very difficult problem to resolve, and may require the development of
new methods of analysis. How can one efficiently apply our main theorems in physical
problem? The answer here obviously depends on the associated dynamical models.
For instance, if the system has a first integral F, the level manifolds F =constant are
all invariant, and the hypotheses of the main theorem can be easily checked. However,
if such an integral is not available, it is clear that a more detailed locally geometric
analysis would be necessary. These are all problems that we would like to study in
the future.
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