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of the resulting software yields truly fast and accurate simulations, and a better
understanding of the simulated combustion processes. The transverse jet vorticity
dynamics at high Reynolds numbers are first described, and more specifically the
unsteady interactions between the wall boundary layer and the jet. We then present
actuation strategies that manipulate the jet penetration and spread via simple nozzle-edge
perturbations. Finally, the adaptive Eulerian/Lagrangian code is used to provide a
detailed understanding of flame anchoring mechanisms in transverse reactive jets.
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Introduction
Transverse jets, i.e., jets issuing into a crossflow, present many interesting vortical
structures (Fric & Roshko, 1994; R. M. Kelso, Lim, & Perry, 1996; Youssef M. Marzouk
& Ghoniem, 2007). One of the most important ones is the Counter-Rotating Vortex Pair
(CVP), which is formed on the lee side of the jet. CVPs engulf the outside fluid into the
jet column, which makes this particular type of flows a very good mixer between two
fluids. Due to this great mixing property, many applications exist in wide variety of
fields, e.g., gas turbine combustors. Transverse jets are also utilized to introduce diluents
into combustion products; improving the mixing rate by controlling jet structures may
lead to improvement in performance, efficiency, and emission characteristics. More
recently, microjets have also been used to suppress combustion instabilities in lean
premixed combustion system. Understanding the detailed physics of the flow is important
for optimizing the effectiveness of the microjets and the design of stable clean burning
systems.
Due to their natural adaptivity, Lagrangian vortex methods (Cottet & Koumoutsakos,
2000; Majda & Bertozzi, 2002) are great tools for computing complex unsteady fluid
flows at high Reynolds numbers. While they have other advantages, such as the
relaxation of the CFL condition and the suppression of numerical diffusion, one of their
most interesting features is the fact that they are based on the discretization of vorticity.
Especially in unconfined and semi-confined flows, a typical computational domain must
extend to a size that incorporates regions where the primary variables, i.e., velocity and
pressure, may deviate very slightly from their uniform distribution. This can result in an
unmanageable computational effort in 3D or would require complex non-uniform grids
that cluster around zones of high gradients and transition to coarser meshes closer to
uniform zones. Vorticity, on the other hand, is derived from the curl of the velocity field,
and can be described by computational elements contained in a smaller fraction of the
total volume of the flow field. As the result, the computational elements are utilized more
efficiently. Lagrangian transport of vorticity guarantees that its evolution in space and
time is well resolved.
This thesis describes progress in several areas related to three dimensional vortex
methods and their application to multiphysics problems. We focus closely on the
transverse jet problem, and seek a mechanistic understanding of vorticity dynamics at
finite Reynolds number. A full no-slip boundary condition, rigorously formulated in
terms of vorticity generation along the channel wall, captures unsteady interactions
between the wall boundary layer and the jet-in particular, the separation of the wall
boundary layer and its transport into the interior. For comparison, we also implement a
reduced boundary condition that suppresses the separation of the wall boundary layer
away from the jet nozzle. By contrasting results obtained with these two boundary
conditions, we characterize near-field vortical structures formed as the wall boundary
layer separates on the backside of the jet. Using various Eulerian and Lagrangian
diagnostics, it is demonstrated that several near-wall vortical structures are formed as the
wall boundary layer separates. The counter-rotating vortex pair, manifested by the
presence of vortices aligned with the jet trajectory, is initiated closer to the jet exit.
Moreover tornado-like wall-normal vortices originate from the separation of spanwise
vorticity in the wall boundary layer at the side of the jet and from the entrainment of
streamwise wall vortices in the recirculation zone on the lee side. These tornado-like
vortices are absent in the case where separation is suppressed. Tornado-like vortices
merge with counter-rotating vorticity originating in the jet shear layer, significantly
increasing wall-normal circulation and causing deeper jet penetration into the crossflow
stream.
The impact of the boundary layer detachment on the jet evolution shows the great
sensibility of the overall jet dynamics to the near-nozzle conditions. Small perturbations
at the nozzle exit thus act as powerful tools for control of the jet trajectory, its spanwise
spreading, and its mixing properties. In the third part of this thesis, we develop actuation
strategies that manipulate the jet via simple nozzle-edge perturbations. These
perturbations include helical perturbations and the addition of delta-tabs at the nozzle
exit.
Finally, we seek to extend the Lagrangian Vortex code to a tool capable of treating
chemically reacting flows using an Eulerian/Lagrangian strategy. Accurate and
efficient computational algorithms for the simulation of high Reynolds number
turbulent reacting flows with fast chemical reactions are valuable for the study of
turbulence-combustion interactions in engineering systems utilized in automotive,
aerospace and utility industries, as well as in problems related to safety and
environmental concerns. However, examining combustion dynamics and control using
numerical simulations presents several challenges, given the multiscale (high Reynolds
numbers), and multiphysics nature of the underlying flows. Severe constraints on what
can possibly be computed arise from the multiscale nature of combustion. In most
practical combustion simulation, the range between the geometric length scale of the
domain those of radical's diffusion and the Kolmogorov scale can extend over several
orders of magnitude. More especially, when actuations are used to mitigate or suppress
the instability using microjets, one must resolve not only the primary flow but also
how these small jets that manage to modify the flow. Not only one can change the
flow by injecting high momentum jets at points of high receptivity, one can also
change the jets themselves by introducing very small-scale variations in the nozzle
structure and the nozzle flow. These small variations are magnified by the jet flow to
produce energized vortical structures, which impact the jet dynamics and how the jet
modifies the flow. In order to resolve the changes in the jet and its interactions with
the primary flow, one must apply a high resolution multi scale method capable of
capturing the evolution of small scale perturbations within the jet all the way to the
large scale energetic structure in the primary flow. The same disparity is present for
time scales. The range between times scales associated with radical's kinetics and
those of the flow dynamics can also span over eight orders of magnitude. The Vortex
Method will provide the solution of the momentum equation. The chemical species and
the energy conservation equations will be solved using an Eulerian formulation due to
the difficulty to extract flow fields spatial derivatives when using particle methods.
The Eulerian solution will use Adaptive Mesh Refinement (AMR) to account the very
strong need for spatial and temporal adaptivity in reacting simulations.
This thesis is organized as follows. The vorticity dynamics of unforced and actuated
transverse jets at high Reynolds number are described in Section I and Section II
respectively. The development of the adaptive Eulerian/Lagrangian code and its
application to providing a detailed understanding of flame anchoring mechanisms in
transverse reactive jets are shown in Section III. Conclusions are given in Sections IV.
1. Vorticity dynamics in viscous transverse jets
The mixing properties of a jet issuing normally into a uniform crossflow, or transverse
jet, are important in many engineering applications. Transverse jets are canonical
examples of a flow exhibiting a complex set of coherent vortical structures. These jets are
used as fuel sources in industrial furnaces, and as diluent jets for blade or exhaust gas
cooling in industrial or airborne gas turbines. The structure of a transverse jet flow field is
governed by three major dimensionless parameters: the Reynolds number,
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Re, =Ud /v, the jet-to-crossflow momentum ratio, r =_P.U2 ), and the relative
thickness of the wall boundary layer to the jet diameter, J/ d . Here, pj and V are the
density and mean velocity of the jet, while p, and U. are the density and velocity of the
crossflow. The jet diameter is denoted by d , v is the kinematic viscosity, and 5 is the
wall boundary layer thickness of the incoming crossflow near the jet nozzle. The
Reynolds number is based on the jet velocity, and is given by Re = Vd / v= rRe..
Experimental observations by (R. M. Kelso et al., 1996) and (Fric & Roshko, 1994)
identify the key vortical structures of the transverse jet, shown schematically in Figure
1-1, (R. M. Kelso et al., 1996). The jet shear layer is the result of the advected in-pipe
boundary layer. At sufficiently high Re, the jet shear layer, especially on its windward
side, develops a Kelvin-Helmholtz instability, and generates distinct bands of vortices
around the jet column. The roll-up phenomena leading to the formation of these
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structures show some dependency on the Reynolds number. Kelso et. al. (R. M. Kelso et
al., 1996) report that the shear layer roll-up is limited to the windward side of the jet at
small Reynolds numbers, while large-scale roll-up occurs along the entire perimeter for
Re. >1000.
At certain flow conditions, upright vortices are observed downstream of the jet nozzle.
Although these upright wake vortices show apparent similarity to the vortices shed from
a solid cylinder, the origin of the upright wake vortices is thought to be fundamentally
different. Instead of being formed from the vortex sheet on the boundary of the solid
cylinder, Fric & Roshko (Fric & Roshko, 1994) have shown that they result from
separation events in the wall boundary layer. As a result, Re, and r strongly control
their dynamics. Wake vortices are not expected when Re., <500 (R. M. Kelso et al.,
1996). The most orderly wake vortices are reported around r = 4 (Fric & Roshko, 1994;
R. M. Kelso et al., 1996).
Horseshoe vortices, which develop close to the wall upstream of the jet column, are
believed to result from the presence of an adverse pressure gradient and the associated
separation of the wall boundary layer upstream of the jet nozzle (Fric & Roshko, 1994).
These vortices are initially formed within the wall boundary layer, whose circulation per
unit length is 1/ r of that of the jet shear layer. As the result, the horseshoe vortex is a
weak structure. Kelso:96 assert that "the horseshoe vortex system seems to play only a
minor role in the overall structure."
From a practical perspective, the counter-rotating vortex pair (CVP) is the most important
vortical structure observed in a transverse jet. It is a robust feature of the flow over a wide
parameter range and has been a focus of the numerous studies (Cortelezzi & Karagozian,
2001; R. M. Kelso et al., 1996; Lim, New, & Luo, 2001). According to Broadwell:84, the
impulse of the jet normal to the crossflow results in a streamwise counter-rotating vortex
pair. This view is quite effective in explaining the far field jet trajectory, but provides
only a limited explanation of how vorticity is transformed mechanistically to create
counter-rotating vorticity in the near field. Moreover, the counter-rotating vortex pair
feature significant unsteadiness that cannot be effectively characterized by global
momentum-balance arguments.
The origin of the counter-rotating vortex pair has been one of the most subtle issues in
transverse jet flows. Differing accounts of the mechanism by which the counter-rotating
vortices form still persist. Experimental observations (R. M. Kelso et al., 1996; Lim et al.,
2001) suggest that the counter-rotating vortex pair is initiated just above the jet exit as jet
shear layer vorticity folds onto itself and Kelvin-Helmholtz instability leads to a
simultaneous roll-up. A water-tunnel dye visualization of the folding shear layer is shown
in Figure 1-2. The resulting flow pattern can be interpreted as the tilting and folding of
vortex rings as they are ejected from the nozzle, where the downstream side of each
vortex ring is approximately aligned with the jet trajectory. A slightly different
mechanism reported by (Yuan, Street, Ferziger, & Fluid, 1999) points to quasi-steady
'hanging vortices' formed in the skewed mixing layers on the lateral edges of the jet; the
authors suggest that an adverse pressure gradient causes these vortices to break down into
a weak counter-rotating vortex pair.
While these mechanisms account primarily for the influence of the jet shear layer on the
CVP formation, some researchers have also suggested that the formation of counter-
rotating vortices is not due to vorticity from the jet shear layer alone. Water tunnel dye
visualizations by (R. M. Kelso et al., 1996) suggest that the counter-rotating vortex pair
contains vorticity generated in the channel wall boundary layer. Since the circulation per
unit length of the wall boundary layer is relatively small-that is, 1 / r of that of the jet
shear layer-the evolution of vorticity from the wall boundary layer was neglected in a
recent investigation (Cortelezzi & Karagozian, 2001), while our previous work (Y. M.
Marzouk & Ghoniem, 2006) partially included this effect using a simplified model. In the
present work, we will quantify the influence of the wall boundary layer on the formation
of the counter-rotating vortex pair by constructing more complete vorticity flux boundary
conditions.
Previous work by Marzouk & Ghoniem (Y. M. Marzouk & Ghoniem, 2006) provided a
detailed, mechanistic description of inviscid vorticity dynamics in transverse jets at high
Reynolds number, while ignoring the possible separation of the wall boundary layer. In
that work, the vorticity generation mechanisms accounted for the interactions between the
channel wall vortex sheet and the jet flow immediately around the nozzle edge. It was
demonstrated that the vorticity introduced by the jet shear layer must contain not only an
azimuthal component but also a wall-normal component and an additional azimuthal
component, both resulting from the jet-crossflow interaction. It was shown that the
vorticity introduced by the jet into the flow evolves to form several coherent vortical
structures. By the axial lifting of the lee side of the shear layer, the vortical structure,
primarily dominated by its azimuthal component, forms two arms, resulting in a counter-
rotating vortex pair aligned with the jet trajectory. The shear layer also shows periodic
roll-ups, which create alternate vortex arcs on the lee and windward sides. Eventually,
these vortex arcs approach each other on the windward boundary of the jet by the action
of the already formed counter-rotating vortex pair, creating an interlocking structure that
persists for several diameters above the jet exit.
This chapter extends and generalizes the previous investigation of transverse jets by (Y.
M. Marzouk & Ghoniem, 2006). Instead of focusing on inviscid dynamics, we introduce
viscous diffusion of momentum and consider transverse jets at moderate Reynolds
number. In order to capture the fundamental processes responsible for entrainment and
mixing of fluid from the crossflow into the jet, we seek a mechanistic understanding of
vorticity structure and evolution by analyzing results of a high resolution simulation.
Lagrangian vortex methods are used to perform the numerical simulations. A viscous
vortex method enables direct simulation of the evolution of the wall boundary layer as
well as that of the jet shear layer, and facilitates simulation of the transverse jet flow field
over long times. Our simulations reveal a rich set of near-wall vortical structures resulting
from boundary layer separation, many of which interact with the jet and affect the shear
layer dynamics, the initiation of counter-rotating vorticity, and the overall jet trajectory.
The impact of vorticity from the wall boundary layer on the counter-rotating vortex pair
is clearly identified.
This chapter is structured as follows. Section 2 describes the vorticity formulation of
transverse jets. The governing equations and the boundary conditions are introduced and
subsequently discretized for numerical implementation. Two distinct vorticity-flux
boundary conditions are constructed: the full no-slip boundary condition and a reduced
vorticity influx model. These two boundary conditions are used separately in two
numerical simulations to investigate the impact of wall boundary layer separation on the
near-field structure of the jet in Section 3, where two sets of simulation results are
presented for comparison. We discuss the evolution of the counter-rotating vortex pair
under the effect of separation. Finally, a brief summary of the results is provided at
Section 4.
1.1 Vorticity formulation of transverse jets
1.1.1 Governing equations
We focus on incompressible flow, assume constant density (p = p"), and for relevance
to mixing in engineered systems, we consider r >>1. The equations of motion for





Using the Helmholtz decomposition, we write
U=u +Up,, (1-2)
where u, is recovered by the Biot-Savart law
(1-3)1 f(x - x')x O(x' t) ,
4;c a 1 X_x'1
where the following notation is used:
(F * G)(x) fF(x, y) x G(y)dy,
and
(1-4)
K(x, y) 1 XY (1-5)
4;rix-y 3
U, is a divergence-free potential velocity field (u, = -V#). It satisfies a prescribed
normal velocity on the boundary of the given domain Q:
A#=0 in , n-u, +n-u,=n-u on . (1-6)
Vorticity is generated at the boundary, and is introduced into the flow by diffusion
normal to the wall or by advection at corners. Together, these equations completely
describe the motion of an incompressible, viscous flow.
1.1.2 Three-dimensional vortex methods
A three-dimensional vortex element method (Cottet & Koumoutsakos, 2000; Leonard,
1985) is used to simulate an unsteady, incompressible transverse jet at finite Reynolds
number. We employ a viscous splitting algorithm: the evolution of the flow field is
considered in discrete fractional steps, where the vorticity field is first convected and then
diffused (Cottet & Koumoutsakos, 2000; Majda & Bertozzi, 2002). The algorithm
consists of substeps where the convective and the diffusive effects are considered
separately.
During the convection substep, we solve the equations of motion for inviscid




Numerical solution of this equation proceeds by discretization of the vorticity field
onto overlapping vector elements, each centered at 4r with volume dV and vorticity
co, :
N
o(x, t)~ L[coidV ](t)f,(x- X (t)) (1-8)
The vorticity associated with each element is localized by a radially symmetric core
1 lxifunction f, of radius a, where f. (x)= - f(-). Here we employ the
Moore kernel as the core function (Rosenhead: 31; Moore:72), which yields
u,(xt)~x[oidV]
S4;7r Oi x _ |2 +012)
Rosenhead-
(1-9)
from the Biot-Savart law (Eq. 1-3).
The vorticity field is discretized onto Lagrangian computational elements, or particles,
with weights a,(t) =(codV),(t) and trajectories X,(t).
N
co(x,t)~ai(t) f5(x - Z,()) (1-10)
f, (r) is a radially-symmetric core function of radius 8. We are solving the
equations of motion for both trajectories and weights
dx, (1-11)
d' - a -Vu(zg, t) (1-12)
dt
A second order predictor/corrector scheme with adaptive time-step control is used for
time integration of the ordinary differential equations in Eq. 1-11 and 1-12, where the
velocity and its gradients at each node u(X) and Vu(X1 ) are evaluated by an adaptive
tree-code(Lindsay & Krasny, 2001; F. Schlegel, Wee, & Ghoniem, 2008). The velocity is
used to advect the particles while the velocity gradient is computed to account for the
stretching and tilting of particles. The parallel implementation of the adaptive tree-code is
achieved by a domain decomposition using the k -means clustering technique(Y M
Marzouk & Ghoniem, 2005).
During the diffusion substep, a modified interpolation kernel is used (D. Wee &
Ghoniem, 2006). At each step, the solution of the diffusion equation is approximated by a
new set of particles, which lie on a uniform grid over a region encompassing the support
of the particle distribution from the previous step. These new set of particles is obtained
by interpolating each particle from the previous step onto its neighboring grid points, i.e.,
for each grid point, whose index is given as j,
N
[O idVj]" =Lf;j[o~jdV]", (1-13)
where f4j is the redistribution fraction from the i'* particle to the grid point. f is
obtained by using the interpolation kernel A3 (D. Wee & Ghoniem, 2006):
f = A 3 (j A3 KjA 3 zJZj (1-14)
where
1-2C2+1 I 3C2__ )_g2 +'r I fl<1
2 2
A3(;c)= (2-151) (3-1|) (1- 1 1)+c2 1I k2 (1-15)
0 2 <I g I
Here c = 4  /viAti Ax, which represents the ratio between the diffusion length scale
and the grid size Ax. Atd is the time step size for the diffusion substep, which can be
different from the time step size for the convection substep Ate. Often, to have enough
resolution in convection calculation, Atc is chosen to be a fraction of At , and in that
case, a few convection substeps are performed for each diffusion substep.
After interpolation, we eliminate particles with I o),dVW kodV I. to control the
problem size. The value of I o)dV I is chosen to be at least two orders of magnitude
smaller than the strength of elements representing the vortical structures we are interested
in. After elimination, each remaining particle on the grid is converted back into an
element, having its center X' at the grid point that it lies on. This conversion completes
the entire time step including convection and diffusion.
1.1.3 Computational domain and boundary conditions
The coordinate system used in computation is shown in Figure 1-1. The center of the
circular jet orifice is the origin. All variables are made dimensionless by d, the jet
diameter, and U., the speed of the crossflow. The jet velocity, V,, is specified by the jet-
to-crossflow velocity ratio r, i.e., r = V / U.. The crossflow is directed in the positive x
direction, and the jet centerline is aligned with the y axis. The plane of y =0 is
considered as a solid wall, except at the jet orifice. We assume symmetry across z = 0.
This assumption has been verified by full three-dimensional simulations under similar
conditions, for shorter runs.
To enforce the normal-velocity boundary condition' at y =0 during each convection
substep, an image vorticity distribution is placed in y <0 during the evaluation of
velocity:
o0 img,conv(x, y, z) = -o,(x, -y, z)ex + o, (x,-y, z)ey - oz (x, -y, z)ez. (1-16)
The jet outflow is represented by a semi-infinite cylindrical vortex sheet of radius
1/2 extending from y =0 to y = -oo, with strength y =-2reo. For numerical
implementation, this vortex cylinder is terminated at y = -5, which is long enough for
the domain we are interested in. The crossflow velocity is modeled by a potential
0.o = .
During each diffusion substep, wall-tangential vorticity flux is imposed using the
a 8 Chomogeneous Neumann boundary condition, i.e., X - =0, at y =0. On the other
hand, the wall-normal vorticity flux is determined by satisfying V-c) =0 at y =0. Just as
The boundary conditions discussed in this section only concern the evolution of the vorticity already
in the computational domain. Introduction of vorticity is separately dealt in § 1.1.4.
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in the velocity evaluation, this apparently complicated set of boundary conditions are
implemented by placing an image in y <0:
ch i (x, Y, z) = -o-ig ciiv (x, y, z). (1-17)
Finally, to control the number of vortex elements, we gradually increase our deletion
cutoff I odV I1 from x=7, and we delete all the elements with x>10 as the exit
boundary condition. We have not seen a significant impact on the near-field jet evolution
from this exit boundary treatment.
1.1.4 Boundary generation of vorticity
The scheme presented so far describes the numerical implementation of vorticity
transport in the computational domain, i.e., y >0. Here, we describe how vorticity is
introduced into the domain.
In the case of transverse jets, vorticity is introduced into the domain from two sources:
1. Vorticity generated in the jet pipe boundary layer for y < 0 enters the domain at the nozzle edge.
The introduction of vorticity is purely convective. We refer to it as y .
2. A vortex sheet is formed on the wall ( y = 0) as previously described. We refer to this vortex sheet
as y,. Vorticity formed at the wall by the action of no-slip diffuses normal to the wall y, . This
vorticity is introduced into the computational domain ( y >0) via two mechanisms. On the one
hand, it may be introduced slowly via convection and viscous diffusion as the wall boundary layer
grows. On the other hand, it may be introduced more abruptly by being lifted near the jet exit. In
this case, the solenoidal continuation of y,,, which is referred to as y, , must be be carefully
considered.
Figure 1-3 schematically shows each of these sources of vorticity. Major coordinate
variables are also shown in the figure. In the following, we describe each source in detail.
Vorticity generated in the jet boundary layer at y <0 is represented by a single sheet
of azimuthal vorticity (in this study we only consider the case of a very thin jet boundary
layer). Introducing this vorticity into the flow as a cylindrical vortex sheet, we have
Yj=-reo for y<1 (1-18)
in the jet column.
As shown in (Y. M. Marzouk & Ghoniem, 2006), the azimuthal vorticity in Eq. 1-18
does not provide a complete picture of the jet near field, however. For p >1/2, a vortex
sheet is formed on y =0:
y, = ey x u,,,, (1-19)
where u,sP is the slip velocity on the surface of the wall. The wall vortex sheet, y., is
by construction solenoidal for p > 1/ 2, since
f0+ 0+ O +e a6m
-(V-y)dy = + + . -o =0. (1-20)
We have used the following relations:
CoX = u 3(y), (1-21)
COZ = -uX'5(y), (1-22)
Cyy=O- =0, (1-23)
and
+ =. =-C (1-24)Jol ax az ax az 9 (1'2-
This solenoidality is, however, violated at p = 1 / 2, unless each vortex filament is
continued from the wall ( p >1/2 and y =0) to the jet column (p=1/2 and y >0) in
an appropriate way.
To make this appropriate connection, we separate y, into azimuthal and radial
components, and examine how each component behaves at the jet nozzle boundary. The
azimuthal component, y,, = y,-eo, is simply advected by the local velocity, which is
taken to be Vje., /2= re, /2, without experiencing any tilting or stretching. Thus, writing
yC = r,,e, + yeo , we have
7CO Ip-112,y-o = 7W, Ip=112,y'O (1-25)
In the following, we denote f(0) y,, . The radial component, y,,P = y,-e,,
on the other hand, does experience tilting towards the direction of the jet. At the nozzle
boundary, solenoidality requires that
I y, =1y I. (1-26)
This is obtained by applying the divergence theorem to the vortex filament, which
essentially states that the circulation should remain constant along each vortex filament.
Additionally considering the sense of rotation that op experiences across the jet shear
layer, we find
7Y p-12,y = - ip-12,y-O (1-27)
In the following, we denote g(6)=- .
Now, we extend 1-25 and 1-27 to y >0 by forcing y. to be solenoidal. For y <1, we
assume that the jet column is a cylinder pointing straight upward. We apply V-O =0 on
this cylindrical surface, which yields
'' +2 e0. (1-28)
Oy 80
Integrating Eq. 1-28 from y = 0, we get
C= f()eo + (g(0)-2yf'())ey. (1-29)
By summing Eq. 1-18 and 1-29, the complete jet column vortex sheet for y <1 is
now given as follows:
yj +yc = (-r + f())eo + (g(O) - 2yf'(0))ey. (1-30)
Eq. 1-19 and 1-30 completely describe the vortex sheet on the wall and that on the jet
column, respectively. The only prescription is that u = V e, /2 along the jet nozzle
boundary. Note that this condition is actually one we impose around the jet nozzle
boundary-i.e., a boundary condition, rather than an assumption.
In Figure 1-3 the geometry of each vortex sheet is illustrated. These vortex sheets
represent vorticity that is newly generated at the boundary at each time step, but their
dynamics are distinct. The vortex sheet generated along the jet column (Eq. 1-30) is
located at y >0, and experiences the influence of both convection and diffusion. On the
other hand, the vortex sheet on the wall (Eq. 1-19) leaves the wall first by diffusion, then
by the combined action of diffusion and convection. Before leaving the wall, it does not
affect the flow in y >0, since its effect is exactly cancelled by its image (Eq. 1-16). This
is a particularly important observation, since an unseparated thin wall vortex sheet, whose
boundary layer thickness is much smaller than other major jet structures, can be
effectively modeled by preventing the wall vortex sheet from diffusing into the domain of
y >0. That is, by suppressing diffusion of y,,,, we can study the impact of an unseparated
wall vortex sheet on the jet. With this statement in mind, in the rest of this section, we
describe two numerical approaches to discretize Eq. 1-19 and 1-30. The first method of
discretization allows the wall vortex sheet to diffuse outwards, while the second method
does not. Comparing the results, we can evaluate how the separation of the wall vortex
sheet affects the behavior of the jet.
In the second approach, the full no-slip boundary condition is implemented along the
solid wall, and both the wall vortex sheet and the jet vortices evolve as described by the
governing equations. To account for the wall vortex sheet, the surface of the wall is
divided into triangular and rectangular elements. Each surface element has its area, dA,
and a collocation point at its center, x.,I . The slip velocity is computed at each
collocation point. Once the slip velocity, uliP, = u(xa,,0 ), is obtained, a vortex element
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with its strength [widV,]= (e, x )dA, is generated at the collocation point2. This
vorticity generation mechanism is incorporated in the second order predictor/corrector
scheme as follows: (i) the vortex particles are advected and stretched during the predictor
step, (ii) new vortex elements are generated at each collocation point to cancel the slip
velocity. These elements are immediately diffused, so that their contribution to the
velocity field is not canceled by the use of the image method. The vortex element added
in this predictor step will be used only to compute the velocity and its gradients during
the corrector step, and then discarded. (iii) Vortex particles are advected and stretched
during the corrector step, (iv) a new set of vortex elements are generated at each
collocation point to cancel the slip velocity. These new particles are added to the current
set of particles, and (v) these particle are diffused and the time step is now complete.
In order to reduce the computational domain size, vortex particles are introduced, at
each time step, on the x = x,plane. Their corresponding velocity field satisfy the
Blasius solution.
To account for the jet column vortex sheet, we introduce new elements near the nozzle
boundary every At, time units. Each new set of vortex elements introduced near the jet
nozzle boundary is the discretized version of Eq. 1-30 for 0< y <rAt,,0 /2, which
corresponds to the vorticity introduced into the flow during the period of At,. We thus
2 When USUP is evaluated for each collocation point on the plane of y = 0, a vortex element close to
the collocation point, i.e., within a distance comparable to O-, is interpreted as having its core size
smaller than a', proportional to its distance from the plane of y = 0. The reason for this special
treatment is to avoid the cancelation of vorticity due to the existence of the image of the vortex
element, which may otherwise lead to excessive vorticity introduction to the computational domain.
introduce elements so that their centers lie at y = rAt.,, / 4. In the azimuthal direction, we
divide it among n8 vortex elements. Taking the center of each element as the collocation
point, we obtain the following expression for the total strength of the vortex elements:
r 2 r[COdV] = (--+-4f(0) eAt,zAO
4 4
k I (1-31)
+ -g(6)- 8"At0ef'() eAtA9.
To avoid numerical error, we only retain terms at the same order in At to yj. This
eliminates the contributions from the terms containing f(0) and g(9), which are at
O(At 2), once the wall boundary layer is well developed. Note that this approach
completely accounts for all the interactions between the wall vortex sheet and the jet
column.
In the first approach, which was used previously by(Y. M. Marzouk & Ghoniem,
2006), the wall vortex sheet exists because of the slip induced by the crossflow, but is
assumed to stay at the wall without being diffused into the computational domain of
y >0. Neglecting the feedback from the vorticity in the domain, we approximately
express the wall vortex sheet as y,= -e,. As mentioned earlier, since y,, never leaves
the wall due to the assumed lack of diffusion here, we do not have to explicitly generate
vortex elements for y,. The existence of this vortex sheet only affects the jet at the
nozzle boundary, where nontrivial values of y. are generated by the solenoidal
connection of vortex filaments. Since f(9)=-cos6 and g(O)=sinG in this case,





+r rA+ -sin(O) - 8 sin(6)j eyAt,,,AO.
The expression 1-32 is identical to the expression given by Marzouk and Ghoniem
(Youssef M Marzouk & Ghoniem, 2003). Note that Eq. 1-31 is more rigorously derived
here by considering the solenoidality of the vorticity field. Eq. 1-32 is a special case with
the assumption that y, = -ez.
In this article, we call the first model the reduced vorticity influx model and the second
model the full no-slip boundary condition. By comparing the results of these two vorticity
introduction mechanisms, we identify the effect of wall boundary layer separation on the
dynamics of the transverse jet. Specifically, many near-field vortical structures, observed
on the lee side of the jet (R. M. Kelso et al., 1996), are believed to result from separation
of the wall boundary layer, and hence are excluded a priori in the reduced model, where
the effect of the wall boundary layer is only implicitly included by its solenoidal
continuation, i.e., y. .
1.2 Results
In the following, we first investigate a jet at r = 5 with the reduced vorticity influx
model; we refer to this simulation as Case I. We then present a simulation with the full
no-slip boundary condition, which is referred as Case II. Case II has the identical
conditions as those of Case I. The same resolution is used in both cases, and contrasting
the two cases reveals differences in jet dynamics, particularly in the near field. We
identify and investigate near-wall vortical structures that contribute to the formation of
counter-rotating vorticity within the comparison. Important numerical and physical
parameters of each case are summarized in Table 1.
Re,,. Re, r At, Atd AX J
Case I 245 1225 5 0.02 0.02 0.1 0.035 0.0
Case II 245 1225 5 0.02 0.02 0.1 0.035 0.5
Table 1: Numerical and physical parameters of each case, normalized by U. and d. At,
is initially taken to be the same as At,,, and is adapted automatically during the
calculation. 8 is the wall boundary layer thickness at the jet nozzle exit.
1.2.1 A transverse jet with the reduced vorticity influx model
We employ the reduced vorticity influx model in simulations of a jet at r = 5 (Case I).
The Reynolds number based on the crossflow velocity, Re., is set to 245. Accordingly,
the Reynolds number based on the jet flow velocity, Re, is 1225. The core size of the
vortex elements, o, is chosen to be 0.1, which was the value used in marzouk:06. The
grid size for interpolation, Ax, is 0.035, which yields an overlap ratio o-/Ax of
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approximately 3, ensuring the smoothness of the velocity field. Simulations are
performed with At, = 0.02. At,,,,, is also set to 0.02, ensuring overlap between vortex
elements introduced around the jet nozzle boundary. At, is automatically adjusted.
1.2.1.1 Overall flow features
Instantaneous snapshots of vorticity isosurfaces in Case I are shown in Figure 1-4.
Though the simulation is performed only in half of the domain ( z >0), we also plot the
mirror image across the z = 0 plane to provide a more intuitive representation of the
flow. Two important features are readily identified: the roll-up of the jet shear layer at the
windward side of the jet, as seen in Figure 1-4(a), resulting from a Kelvin-Helmholtz-like
instability; and the formation of the counter-rotating vortex pair at the lee side. The latter
feature is particularly visible in Figure 1-4(b). While both structures have been reported
in our previous inviscid study (Y. M. Marzouk & Ghoniem, 2006), the organized
structures in Figure 1-4 persist further downstream, in part because the present results are
allowed to evolve in time further beyond the startup transients. Other differences from the
previous inviscid results are apparent. For instance, the roll-up of the shear layer is
delayed from what was reported in (Y. M. Marzouk & Ghoniem, 2006). This delay is
ascribed to the effect of viscosity, which attenuates the growth of the instabilities leading
to the observed dynamics.
The flow field of the transverse jet exhibits significant unsteady dynamics. The
periodic roll-up of the jet shear layer, i.e., the Kelvin-Helmholtz instability, is one of
several mechanisms leading to unsteadiness. The frequency of roll-up is
St = fd / U, ~2.5, where f is the frequency; the Strouhal number based on the jet
velocity, St1 St / r, is thus around 0.5
, which is lower than that observed by Marzouk (Y. M. Marzouk & Ghoniem, 2006),
which was 0.8 for a velocity ratio r =7. For a better comparison, Marzouk's simulations
have been reproduced at r =5, the Strouhal number is found to be around 0.9.
Organized counter-rotation is evident in Figure 1-5, showing the time-averaged
vorticity magnitude isosurfaces, I 01=10, for t e [10,11.5]. Mechanisms leading to the
formation of these counter-rotating vortices are discussed next.
1.2.1.2 Shear layer roll-up and counter-rotating vorticity formation
Since vorticity dynamics are more easily understood in a Lagrangian reference frame
rather than in an Eulerian perspective, we use material element tracking to provide a
mechanistic description of vorticity evolution in the transverse jet. Vortex lines do not
remain attached to the material lines in viscous flows. However, given the current values
of Re, vortex lines and material lines are reasonably matched in our simulations. The
characteristic length scale of momentum diffusion is 4vT , where T is the duration of
tracking. Since each material line is typically tracked for about unit computational time,
T - 1. The normalized kinematic viscosity is given by v = Re,-', which results in
NrvT - 0.06. This value is even smaller than the core size er, which defines the spatial
resolution of the simulation. Therefore, these material lines deviate from actual vortex
lines only at very small length scales. We thus use material lines as approximate
surrogates for vortex lines in order to trace the development of large-scale vortical
structures.
Two systems of coherent vortical structures were identified in the previous section:
shear layer roll-ups at the windward side of the jet, and the counter-rotating vortex pair.
To investigate the vorticity dynamics leading to the formation of these structures, we
introduce ten planar material rings at the nozzle exit at equals intervals during
t e [10.0,10.18] in Case I. Snapshots of the evolution of these material rings are given in
Figure 1-6.
On the lee side, we observe a complex out-of-plane distortion of the material lines,
ultimately leading to the formation of the counter-rotating vortex pair. Vorticity
introduced at the nozzle is primarily oriented in the azimuthal direction, and thus aligned
with the initial configuration of each material ring. The rings shown at t =10.2 gradually
distort out-of-plane on the lee side of the jet as they evolve into the domain. Lift-up on
the lee side forms a tongue-like structure (t =10.7) including two arms that are
essentially aligned with the jet trajectory and that carry counter-rotating vorticity. This
deformation constitutes the initiation of the CVP. In contrast with previous inviscid
results (Y. M. Marzouk & Ghoniem, 2006), however, lift-up of the material line elements
on the lee side precedes the roll-up of the shear layer. Roll-up is delayed by viscosity, but
this sequence then implies that roll-up of the shear layer-i.e., the formation of large,
coherent vortex rings-is not a necessary condition for the initiation of counter-rotating
vorticity. A detailed description of the CVP formation mechanism can be found in (Y. M.
Marzouk & Ghoniem, 2006). Results from the present viscous simulations suggest that
this mechanism persists in the presence of viscosity and, moreover, is independent of
large-scale roll-up.
In summary, vorticity dynamics in the transverse jet at finite Reynolds number-
simulated in Case I with the reduced vorticity influx model-exhibit many broad
similarities to previous inviscid results. Essential features include roll-up of the jet shear
layer, the initiation of counter-rotating vorticity via lee-side deformations of the jet's
azimuthal vorticity, and the eventual breakdown of large vortical structures into smaller
scales. The results do reveal some important differences, however. In the present viscous
simulations, roll-up of the jet shear layer on its windward side is delayed relative to the
inviscid case. Large scale vortical structures persist further downstream before breaking
up. The mechanism by which counter-rotating vorticity is initiated appears similar to that
reported previously (Cortelezzi & Karagozian, 2001; Youssef M. Marzouk & Ghoniem,
2007), and the present simulation shows that the formation of counter-rotating vorticity
does not require shear layer roll-up as a prerequisite.
1.2.2 A transverse jet with the full no-slip boundary condition
The reduced model whose results have just been analyzed is only capable of providing a
partial portrait of the flow dynamics. Unlike its idealized counterpart, a real transverse jet
may experience the influence of a separated wall boundary layer. To investigate the
evolution of vorticity generated on the wall, in this section, we present simulations from
Case II, in which we fully account for the interaction of the wall boundary layer with the
transverse jet. The conditions are identical to those of Case I, where Rej =1225 and
43
r =5. Identical spatial discretization parameters are used. Numerical parameters for time
discretization are At, = Atd = 0.02. Vorticity is generated at the wall over the domain
-3 s x <7 and -5 z <5. Near the nozzle exit, the surface of the wall is discretized with
triangular elements. The typical area of these elements is chosen to be smaller than Ax 2 .
The remaining part of the wall is discretized into square elements of side length 0.025,
which is smaller than Ax. To maintain the solenoidality of the wall vortices, we put
mirror images of vortices across the planes of z = -5 and z =5.
By the end of the simulation, i.e., t =12, the trajectory in Case II is stationary, and the
number of vortex elements has reached over 4 million.
1.2.2.1 Overall flow features
The overall flow features are comparable to those observed with the reduced model in
§ 1.2.1, but exhibit greater spatial complexity and higher vorticity magnitudes. Figure 1-7
shows time-average vorticity-magnitude isosurfaces in the transverse jet for
t e [10.0,11.5], with colors indicating wall-normal vorticity co',. Results of Case I and
Case II are presented side-by-side for comparison.
The lee-side structures of Case II show striking differences from those of Case I. The
CVP in Case II is initiated very close to the wall and has a stronger wall normal velocity.
In the near field, the counter-rotating vorticity in Case II does not correspond to a single
vortex pair. Instead, we observe two distinct strands of wall-normal vorticity on each side
of the centreplane. Both strand starts very near the wall at x 0, one of them being
similar to that observed in Case I. The new vorticity strand initiated in the recirculation
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zone behind the jet is advected within the jet column by the second strand, i.e., the CVP
already observed in Case I. These two strands remain separate and do not merge for
around three diameters above the nozzle exit.
By comparing Figure 1-4 and Figure 1-8, we note that the shear layer on the windward
boundary of the jet rolls up to form ring-like structures in both Case I and Case II. The
roll-up frequency in Case II is around $0.5$, which is similar to that in Case I. However,
there are some notable differences. The roll-up in Case II, for instance, occurs closer to
the jet nozzle than in Case I. Isosurfaces of I c2, I in Figure 1-8(a) show more explicitly
the roll-up of the jet shear layer in Case II.
Finally, we show the jet trajectory of Case II in Figure 1-9 (solid line). The trajectory
is represented by the jet centre streamline, obtained from the mean velocity field for
t e [10.0,11.5]. For comparison, we also plot the jet-centre streamline of the mean
velocity field from Case I (dashed line). The trajectory of Case II is more upright,
penetrating further into the crossflow than that of Case I. Experimental observations of
the jet trajectory are also reproduced in Figure 1-9. While there is some scatter among
these measurements, all plotted in rd-scaled coordinates, the majority fall closer to the jet





Deeper penetration in Case II seems to be the result of stronger counter-rotating
vorticity in the near field, a feature that we discuss in detail below.
1.2.2.2 Near-wall flow structures
By continually satisfying the no-slip boundary condition on the wall, the wall boundary
layer, which is initiated as a vortex sheet, grows into a layer of finite thickness.
Interactions between the wall boundary layer and the jet then yield a rich set of near-wall
flow structures in the vicinity of the jet exit. For instance, Figure 1-10(b) shows a side-
by-side comparison of the time-averaged velocity field on the y / d = 0.4 plane between
Case I and Case II. Case II contains a strong recirculation zone evident behind the jet
column. This recirculation zone is not captured in Case I or in previous inviscid
simulations (Cortelezzi & Karagozian, 2001; Youssef M. Marzouk & Ghoniem, 2007)
where the wall boundary layer was not included in the inviscid simulations. This suggests
that a recirculation zone indeed results from separation of the wall boundary layer behind
the jet, a feature we will revisit below. Also, the crossflow shows little or no penetration
across the jet shear layer, consistent with what has been observed in experiments (Fric &
Roshko, 1994).
The recirculation zone in Figure 1-10 is part of a larger, interconnected system of
near-wall flow structures. Indeed, simulation results of Case II largely confirm the
qualitative streamline patterns originally suggested by flow visualization and hot-wire
measurements in (R. M. Kelso et al., 1996). Here we note key topological features of the
flow; in the next section, we connect these features to the generation and evolution of
vorticity.
Figure 1-10 and Figure 1-11 show time-averaged streamlines on four different planes
near the nozzle: two planes parallel to the wall ( y = 0.2 and y = 0.4), the centerplane
(z = 0), and the transverse cross-section just downstream of the jet (x / d = 1.25).
The centreplane ( z = 0) contains a unstable spiral node downstream of the jet, marked
with an N in Figure 1-11(a); this node was inferred from topological arguments and
confirmed by dye visualization in (R. M. Kelso et al., 1996). Three critical points, two
distinct foci and a saddle node, marked by A and B and S respectively in Figure 1-10, are
observed on the y = 0.2 and y = 0.4 planes parallel to the wall. Special attention should
be given to the spiraling foci A and B of Figure 1-10. These foci were referred to as
'tornado-like critical points' by (R. M. Kelso et al., 1996), and were conjectured to be the
location at which wall boundary layer vorticity is lifted away from the wall and pulled
into the jet shear layer. The sense of rotation of the tornado-like structure emanating from
the focus B, and corresponding to the recirculation zone behind the jet, is the same as that
of the counter-rotating vortices. Finally, the node found in Figure 1-11(a) has also been
reported by (R. M. Kelso et al., 1996; Wu, Vakili, & Yu, 1988).
Figure 1-11(b) shows the streamwise 'wall vortices' noted by (R. M. Kelso et al.,
1996; Wu et al., 1988) on the x = 1.25 plane, just behind the jet. These wall vortices can
also be seen in Figure 1-12 and Figure 1-13 as the continuation of the new vorticity
strand behind the jet. In Figure 1-12, we show a superposition of the time-averaged
vorticity isosurface corresponding to I o 1=4.5 and selected streamlines. The plot
combines the two velocity fields seen in Figure 1-11 and clearly shows how the flow is
entrained into the jet wake, wrapping around the wall vortices and being lifted upwards in
the vorticity column associated in Figure 1-7 and Figure 1-8 with the critical point B. In
Figure 1-13 the two upright vorticity strands associated with points A and B, as well as
one wall vortex, are shown. A similar structure was reported in a previous LES
simulation (Yuan:99), suggesting that they are robust features that persist over a wide
range of flow conditions. While Yuan:99 concluded that these wall vortices originated
from the legs of the horseshoe vortex, which forms upstream of the jet column and
deflects laterally around the jet, evidence from our simulations suggest that they originate
from a different source. Our results show that the wall boundary layer vorticity, initially
in the spanwise direction before reaching the jet column, is subject to a complex motion.
Wall boundary layer vortex lines reaching the jet are lifted upward into the jet column,
around z =0 and end at infinity on both sides, in the negative and positive z -directions.
In between infinity and the part lifted upwards, these vortex lines are stretched and
deflected around the jet column. Once these vortex lines meet with their symmetrical part
on the lee side of the jet, they are now oriented in the crossflow direction, and have
opposite vorticity signs. Due to the opposite sign, the two vortical structures cannot
merge and simply roll up on themselves, creating two wall vortices. These vorticity lines
follow the same path as the recirculation vorticity column formed around critical point B,
behind the jet, explaining thus why these two vortical structures merge. Dye visualization
of the crossflow (e.g., Figure 22 in (R. M. Kelso et al., 1996)) suggests that the upstream
portion of these wall vortices, having been lifted away from the wall, merge with the
counter-rotating vortex pair. Figure 1-13 clearly shows that this lifting and merging
actually occurs.
1.2.2.3 Impact of near-wall structures on jet evolution
Previous inviscid simulations (Cortelezzi & Karagozian, 2001; Youssef M. Marzouk &
Ghoniem, 2007) attribute the formation of counter-rotating vortices to the evolution of
vorticity in the jet shear layer as it separates from the nozzle. Our simulations in Case I
confirm this mechanism, even in the presence of viscosity. Allowing detailed interactions
between the wall boundary layer and the jet shear layer, however, changes the picture
significantly.
To examine the mechanism of counter-rotating vortex formation under the impact of
the wall boundary layer, we again track material lines. Unlike Case I, however, near-wall
vortex lines do not coincide with rings introduced around the jet nozzle. Tracking planar
material rings will therefore not capture the essential vortex dynamics. Instead, we will
first identify the vortex lines near the jet exit plane; then we will track these vorticity
lines to identify possible mechanisms of vorticity evolution.
Vortex lines are found by numerical integration of the instantaneous vorticity field at
t = 10.0. The starting points for integration are chosen slightly above the wall (y = 0),
either in the centreplane (z = 0) or far from the jet nozzle (z >3). From the centerplane
starting points, integration is performed both forward and backward. Representative near-
wall vortex lines can be classified in two distinct groups. One group, represented by a
slightly deformed ring around the jet nozzle, is analogous to the vortex lines produced by
the reduced model in Case I. The ring is tilted upwards into the jet flow on its lee side,
similar to the closed vortex filaments in (Y. M. Marzouk & Ghoniem, 2006) and (Coelho
& Hunt, 1989). Because the ring is confined to the nascent jet shear layer and largely
azimuthal in orientation, its vorticity must originate primarily in the jet-pipe boundary
layer.
The other group of vortex lines has its origin in the vorticity of the wall boundary
layer. Most of the vortex lines in this group are unterminated (i.e., infinitely long). The
closed vortex loop located downstream of the jet is an exception, and it corresponds to
both the streamwise wall vortices shown in Figure 1-11(b) and the recirculation zone just
downstream of the jet column. Vorticity in this loop points in the +z direction on its lee
(large- x) side, consistent with the sense of rotation of the wall vortices.
The contribution of the two groups to the formation of counter-rotating vorticity is
assessed by tracking these initial vortex lines as material lines. As described in § 1.2.1.2,
using material lines as surrogates for the vortex lines is a fairly good approximation at the
present values of Re. The evolution of the first group of vortex lines is very similar to the
first group in Case I and is thus not replotted, see Figure 1-14. As the rings are convected
upwards by the jet, they tilts further into the jet flow on its lee side. The lee-side lift-up
generates two segments of counter-rotating vorticity, very similar to the dynamics
described in §1.2.1.2 (Cortelezzi & Karagozian, 2001; Youssef M. Marzouk & Ghoniem,
2007). However, significant lift-up only happens several diameters away from the jet
nozzle exit. Counter-rotating vorticity in the immediate vicinity of the jet nozzle-i.e., as
identified by vorticity isosurfaces for y / d <2 in Figure 1-7(b) and Figure 1-15(a) and
(b)-does not correspond to this later-stage lift-up. Near-wall counter-rotating vorticity
therefore cannot result from deformation of the jet shear layer vorticity, as captured by
this first group of vortex lines.
Figure 1-14 shows the evolution of the vortex lines in the second group, including
both the vortex loop in the wake of the jet and the vortex lines stretching to infinity on
both sides, originating in the wall boundary layer. Again, we begin with representative
vortex lines at t =10.00-distinguished by colors in Figure 1-14(a)-and trace their
evolution until t = 10.5. All four vortex lines are stretched upwards into the jet shear
layer. As they are pulled upwards, all four lines carry vorticity oriented in the positive
wall-normal direction for z >0 and vice-versa for z <0; in other words, they provide
near-wall counter-rotating vorticity. Upwards-pointing vorticity on the lee side of the jet,
in particular, corresponds to the focus A shown in Figure 1-10(a) and (b). Streamwise
vorticity just above the wall on the lee side of the jet-i.e., the wall vortices, coinciding
with the purple vortex loop in Figure 1-14(a)-is pulled upwards in the vicinity of this
focus. At the same time, the bottom of the purple vortex loop is pulled against the
crossflow, towards the lee side of the jet nozzle; this action is consistent with the
recirculation behind the jet column shown in Figure 1-10(b). Overall, these results
demonstrate that near-wall counter-rotating vorticity is primarily formed from the
vorticity entrained from the wall boundary layer.
Figure 1-14 thus indicates that the reduced vorticity influx model only partially
explains counter-rotating vortex pair formation in transverse jets. The reduced model
captures the initiation of counter-rotating vorticity several diameters above the nozzle by
lee-side deformation of the shear layer. Closer to the jet (e.g., for y / d <2.0), the
contribution of the wall boundary layer vorticity is actually more important.
A more quantitative assessment is performed to substantiate the importance of the
vorticity in the near-wall flow structures. To better identify the new vorticity strands
corresponding to the recirculation zone on the lee side of the jet, from the CVP that was
observed in Case I, Figure 1-15 show time-averaged contours from Case I and Case II.
These contours are shown side-by-side for comparison, with Case I in the z <0 half-
plane. In this manner, we can observe the distribution and magnitude of wall-normal
vorticity in the earliest stages of jet evolution, with and without the effects of wall
boundary layer separation. Contour lines from Case I and Case II exhibit radical
differences. For instance, very near the wall, e.g., at y / d = 0.4, Case I shows a single,
crescent-shaped region of wall-normal vorticity at the spanwise edge of the nozzle. This
vorticity corresponds to the wall-normal component of y, (Figure 1-3). On the other
hand, Case II shows two clusters of wall-normal vorticity on the y / d = 0.4 plane, one
curved along the nozzle edge ( x/ d e [-0.5,0.5]) and the other located downstream of the
jet. These clusters match the two separate strands of counter-rotating vorticity identified
in vorticity isosurface plots above. The lee-side cluster of vorticity in Case II corresponds
to the separation of the wall boundary layer and upward entrainment of the wall vortices;
in other words, this vorticity originates from y., not from y, or y7. While Case I and
Case II both contain crescent-shape regions of wall-normal vorticity at the spanwise
edges of the nozzle, vorticity in the latter region is much stronger. Circulation in the
-0.5 s x / d 0.5 region of Case II is approximately twice that of the corresponding
region in Case I.
Moving down to Figure 1-15(b), we find that the two clusters of wall-normal vorticity
in Case II, A and B, gain in strength yet remain somewhat separate on the y / d = 1.0
plane. In Figure 1-15(c), in Case I, the initiation of significant "coherent" counter-
rotating vorticity is finally visible on the y/d =1.6 plane, consistent with the 3-D
isosurface plot of Figure 1-5. In Case II, at the y / d = 1.6 plane, the vorticity strand B
has now been entrained inside the jet column by the outer vorticity strand A,i.e., the one
corresponding to the CVPs in case I.
We can quantify the evolution of wall-normal vorticity in the near field of the jet by
integrating it across successive half-planes of constant y. In particular, the circulation
contained in the counter-rotating vortices is 1-(y) = f coydzdx. Figure 1-16 shows the
evolution of F(y) over the range 0 < y / d <2.5 for Cases I and II. The jet is essentially
upright in 0 < y / d <2.5 for both Cases, so wall-normal and jet-streamwise vorticity are
almost equivalent in those cases. Rates of growth are qualitatively different between the
two cases. Case I shows a gradual increase in circulation for y / d >1.0, consistent with
the gradual deformation of the jet shear layer and the evolution of the vortex rings. Case
I, however, shows a sharp rise of circulation within a relatively thin region near the wall.
This circulation profile starts from a value of zero, since Case II satisfies the no-slip
boundary condition everywhere. The thin layer, wherein the sharp increase in circulation
is observed, is therefore indicative of a sudden transition, i.e., separation and re-
orientation of the wall boundary layer in the wake of the jet. In contrast, the circulation in
Case I starts at a value near 1.0 at y / d =0, since the initial wall-normal vorticity is due
entirely to y .
The existence of the strong near-field counter-rotating vortices in Case II leads to jet
evolution features which are different from what is observed in Case I. For example,
strong near-field counter-rotating vortices, in the early near-field stage of the jet, cause it
to penetrate deeper into the flow as shown in Figure 1-9. This is consistent with previous
observations that the in-pipe jet profile and the crossflow boundary layer thickness affect
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the penetration of the jet near the nozzle exit, and impact the overall trajectories (Muppidi
& Mahesh, 2005). The observation indicates that separation of the wall boundary layer is
critically important to analysis of the jet in the near-field.
1.3 Summary and conclusions
In this chapter, high resolution vortex simulations are used to gain a mechanistic
understanding of the structure and evolution of vorticity in viscous transverse jets. A
previous investigation of transverse jets by (Y. M. Marzouk & Ghoniem, 2006) has been
extended by including viscous diffusion of momentum while allowing the wall boundary
layer to grow and separate according to the dynamics imposed by the flow. We have
developed a rigorous vorticity-flux boundary condition, which includes full interaction
between the wall boundary layer and the jet, by generalizing the vorticity-flux boundary
condition proposed by (Y. M. Marzouk & Ghoniem, 2006). We have also shown that the
previous vorticity-flux boundary condition is actually a reduced model of the generalized
vorticity flux boundary condition, in which separation of the wall boundary layer is
suppressed. Two separate simulations have been performed using these two different
boundary conditions. By comparing the results, we characterize the impact of wall
boundary layer separation on the evolution of the jet.
In the absence of wall boundary layer separation, the results of our simulation show
minor mechanistic differences from those observed by (Youssef M. Marzouk &
Ghoniem, 2007). Vortex lines ejected from the jet nozzle evolve into two nearly
horizontal arcs, connected by two initially vertical segments that contain counter-rotating
vorticity. These segments tilt into the streamwise direction, and the "train" of successive
segments constitutes the counter rotating vortices. Shear layer roll up is delayed by the
action of viscosity, and is not required for the initiation of counter-rotating vorticity.
When the wall boundary layer is allowed to separate, however, the evolution of the jet
vorticity is altered significantly. Many additional near-wall vortical structures, whose
existence was qualitatively predicted on the basis of experimental measurements (R. M.
Kelso et al., 1996) emerge. These structures leave topological signatures that can be
identified in the instantaneous streamlines. Among them, tornado-like wall-normal
structures on the lee side of the jet, close to the nozzle, contribute significantly to the
counter-rotating vortex pair. Indeed, counter-rotating vorticity in the first few diameters
above the jet exit results primarily from the entrainment of wall boundary layer vorticity
via these structures. These vortices are absent in the case where separation is suppressed.
The circulation of the counter-rotating vortex pair increases significantly and deeper jet
penetration into the crossflow is observed. Any mechanistic description lacking the





Figure 1-1. Schematic showing the vortical structures of a transverse jet; based on the
diagram in (R. M. Kelso et al., 1996), with modifications to show the Kelvin-Helmholtz
rings on the windward side explicitly. Upright wake vortices are not expected at the
conditions considered here. Reprinted with the permission of Cambridge University Press




Figure 1-2. Behavior of the jet shear layer for r = 4.0 at Re,,, =1600 and 8/ d =0.61.
Reproduced from (Kelso:96). Blue dye is injected from a circumferential slot into the jet
pipe boundary layer 1.6d upstream of the exit, while red dye is released from a dye
injection port immediately upstream of the exit. Reprinted with the permission of
Cambridge University Press.
jet shear layer
Figure 1-3. Illustration of vortex sheets near the jet nozzle exit. The circle at p =1/2 and
y =0 represents the jet nozzle boundary. y,, represents the wall vortex sheet on y =0,
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Figure 1-4. Vorticity magnitude isosurfaces, I o 1=15, , colored by c, at t =12.0 from
two perspectives (Case I).
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Figure 1-6. Evolution of material
during t e [10.0,10.18] at t =10.2,
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Figure 1-7. Time-averaged vorticity magnitude isosurfaces, 1=17.5, colored by COp,
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Figure 1-8. Vorticity magnitude isosurfaces, I o|1=17.5 at t =12. colored by a), from
two perspectives (Case II).
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Figure 1-9. Computed trajectories verses experimental observations. Solid and dashed
curves represent jet centre streamlines from the time-averaged velocity fields
t e [10.0,11.5] in Case II and t e [10.0,11.5] in Case I, respectively. Upright crosses,
squares, triangles, and slanted crosses represent the experimental data with r =4, r =6,
r =8, and r = 10 obtained by (Keffer & Baines, 1962), respectively. Circles show the
data with r=7.72 obtained by(Kamotani & Greber, 1972). Dots show the data with
r =10 obtained by (Smith & Mungal, 1998). The dash-dotted line represents an
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Figure 1-10. Time-average velocity field on two planes parallel to the wall. Contours on
the z <0 side and the z> 0 side correspond respectively to the velocity field of Case I
and Case II. The half circle indicates the location of the nozzle boundary. A, B and S
denote three critical points, A and B being two 'tornado-like' critical points and S being
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(b) x/d = 1.25
Figure 1-11. Near-wall flow structures demonstrated with time-averaged streamlines on
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Figure 1-12. Selected streamlines wrapping around the wall vortices. Time-averaged
vorticity isosurface I |1= 4.5, colored by co, (Case 1I).
(a) IwI = 12
Figure 1-13. Vorticity magnitude isosurfaces showing
the jet at t = 12.0, colored by co, (Case II). A and B
points.
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(b) t = 10.5
Figure 1-14. Evolution of a vortex lines originating in the wall boundary layer at t =10.0
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(c) y/d = 13
Figure 1-15. Contours of co, on planes of constant y. Contours on the z < 0 side and the
z >0 side correspond respectively to the time-averaged vorticity field of Case I and Case
II. Dashed lines represent negative values. A and B indicate the 'tornado-like' crtitical
points.
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Figure 1-16. Evolution of the wall-normal circulation F(y) = f a ,,dzdx . The dashed
line and solid line represent the circulation from the time-averaged vorticity field of Case
I and Case II, respectively.
2. Vorticity dynamics in actuated viscous
transverse jets
2.1 Introduction
Transverse jets, i.e., jets issuing into a crossflow, present many interesting vortical
structures (Fric & Roshko, 1994; R. M. Kelso et al., 1996; Y. M. Marzouk & Ghoniem,
2006; Youssef M. Marzouk & Ghoniem, 2007; Fabrice Schlegel, Wee, Marzouk, &
Ghoniem, 2011). One of the most important structures is the counter-rotating vortex pair
(CVP), which is formed on the lee side of the jet. CVPs engulf the outside fluid into the
jet column, which makes this particular type of flows a very good mixer between two
fluids. Because of jets mixing characteristics, many applications in wide variety of fields
rely on a transverse jet, e.g., gas turbine combustors. Improving the mixing rate by
controlling jet structures may lead to improvement in performance, efficiency or emission
characteristics of such applications. More recently, microjets have been used to suppress
combustion instabilities in lean premixed combustion system (LaBry, Shanbhogue,
Speth, & Ghoniem, 2010). Understanding the physics of the flow is important for
optimizing the effectiveness of the microjets and the design of stable clean burning
systems.
Two class of jet control paper can be found in the literature, one dealing with straight jet
control using axial and helical perturbations (2.1.1), and the second one concerning
transverse jet control using axial perturbations (2.1.2). However, to our knowledge,
transverse jets controlled via helical perturbations haven't been studied yet. This is the
object of our paper.
2.1.1 Straight Jet Control
The control of a straight jet, i.e., without crossflow, has been extensively studied
analytically, experimentally and numerically. Several experiments have been performed
by Reynolds et al. (Reynolds, Parekh, Juvet, & Lee, 2003). They showed that bifurcating
and blooming jet can be obtained by the proper combination of axial and helical
perturbations. Bifurcation occurs when the ratio of the axial to the transverse frequency is
two. Figure 2-1 presents Reynolds' bifurcating water jet for Re ~ 20, 000 (Reynolds et al.,
2003). While the axial forcing produces distinct vortex rings, the helical one slightly
moves the vortex rings off their axis of symmetry. The misalignment of two consecutive
rings is amplified by mutual induction, thus bifurcating the jet. They used a Strouhal
number for the axial perturbation of St a= 0.6, as this value is found to produce the
largest spreading angles (St. = fswD/ Uj,, where fa is the axial forcing frequency, D
the nozzle exit diameter, and UJe the jet velocity).
Figure 2-1: Bifurcating water jet at Re-20,000 showing flow to x/D,80: (left)
bifucation; (right) side view of the bifurcation. From Reynolds (Reynolds et al., 2003).
When the ratio of the axial to the helical perturbation frequency is not an integer, and
between 1.6 and 3.2 (D. Parekh, Reynolds, & Mungal, 1987), blooming jets are obtained.
Figure 2-2 shows Lee and Reynolds blooming water jet with Re = 4300 and
r = f,,I f , = 2.4 (W. C. Reynolds et al., 2003). The vortex ring spreading is no
longer limited to a single plane, as it is the case for the bifurcating jet, and resembles a
flower bouquet. In most cases, square waves signal are used, as they are found to give
better results than sinusoidal waves (H. Suzuki, Kasagi, & Suzuki, 2004).
Figure 2-2: Side and axial view of a blooming water jet at
Re=4300,rf =fa /fh = 2.4. From Lee and Reynolds (W. C. Reynolds et al.,
2003).
Different strategies are used experimentally to produce these perturbations at the nozzle
exit or within the nozzle itself. While Corke and Kusek (Corke & Kusek, 2006) used
localized acoustic disturbances produced by an azimuthal array of miniature speakers
placed close to the jet lip on the exit face, Suzuki et al. (H. Suzuki et al., 2004) choose
distributed electromagnetic flap actuators within the jet pipe. Bifurcating jets have also
been obtained by passive control strategies; Longmire and Duong perturbed the flow by





Figure 2-3: Sawtooth and step nozzle extensions (top: prespective views; bottom:
unwrapped). From Longmire and Duong (Longmire & Duong, 1996).
Numerical results concerning jet control appeared very recently, due to the high
computational cost of theses simulations. Freund and Moin (Freund & Moin, 2000) force
the jet by small jet actuators placed near the nozzle lip, thus exciting a flapping mode of
the jet. Koumoutsakos and Freund (B. P. Koumoutsakos & Freund, 1998) repeat these
simulations, combining them with evolution strategies to find the optimal axial and
helical perturbations for the jet bifurcation. Similar numerical experiments have also been
performed by Hilgers (Hilgers, 2000) using stochastic search strategies with both LES
and DNS. Finally, Gohil et al. (Gohil, Saha, & Muralidhar, 2010) compare both circular
and square jets using DNS. They were able to produce both bifurcating and trifurcating
jets, and show that circular jets have a larger angle of bifurcation than square jets.
2.1.2 Transverse Jet Control
In the transverse jet control literature, Karagozian as well as Davitian et. al. (Davitian et
al., 2010; A. R. Karagozian, 2010) show that low-level axial sinusoidal excitations of the
jet velocity are sufficient to modulate the penetration and mixing properties of jets with
higher velocity ratio, i.e., r > 3.3 (Johari, 2006; Johari, Pacheco-Tougas, & Hermanson,
1999; Narayanan, Barooah, & Cohen, 2003) ; r = UJet /UcMss being the velocity ratio
between the jet and the crossflow velocity. For maximum spread and mixing, M'Closkey
et. al. (M'Closkey, King, Cortelezzi, Karagozian, & M'Closkey, 2002) use forcing
frequencies greater than or equal to the unforced jet shear layer instability frequency.
However, for r < 3.3, the jets are self-exited and globally unstable. In that case, little
response has been observed experimentally, even at duty cycle of 75%, and successful
control strategies require high-amplitude square-wave excitations, at very distinct
frequencies (Gharib, Rambod, & Shariff, 1998; Shapiro, King, M'Closkey, &
Karagozian, 2006). Megerian et al. presents the transverse jet upstream shear-layer
instabilities in (Megerian, Davitian, de B. Alves, Karagozian, & Alves, 2007). Their
results are shown in Figure 2-4 by velocity spectra (left) and contour plots (right, with
color bar in dB) for the transverse jet for r = 10 (top) and r =2 (bottom) with Re = 2000.
While results for r = 10 show the formation of sub-harmonics in the instability
frequencies, those for r = 2 show only a strong fundamental frequency and higher
harmonic, starting right above the nozzle. The lack of sub-harmonics for r = 2 proves the
globally unstable nature of the jet flow (Megerian et al., 2007). The globally unstable
state has been confirmed by Bagheri et aL (Bagheri, Schlatter, Schmid, & Henningson,
2009) though direct numerical simulation and a global stability analysis. Our study will
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Figure 2-4: Upstream shear-layer instabilities shown by velocity spectra (left) and
contour plots (right, with color bar in dB) for the transverse jet for r =10 (top) and
r =2 (bottom) with Re = 2000. From (Megerian et al., 2007).
2.1.3 Approach
We use Lagrangian vortex methods (Cottet & Koumoutsakos, 2000; Leonard, 1985) to
investigate control strategies for transverse jets. These methods are powerful tool for
computing complex unsteady fluid flows at high Reynolds numbers. While they have
other advantages, such as the relaxation of the CFL condition and the suppression of
numerical diffusion, one of their most interesting features is the fact that they are based
on the discretization of vorticity. The computational elements occupy a smaller fraction
of the total volume of the flow field and are thus utilized more efficiently. Finally,
Lagrangian transport of vorticity guarantees that its evolution in space and time is well
resolved. We apply our modified interpolation kernel algorithm for treating diffusion and
remeshing to maintain long time accuracy (D. Wee & Ghoniem, 2006). A no-slip
boundary condition, rigorously formulated in terms of vorticity generation along the wall
captures the unsteady interactions between the wall boundary layer and the jet (Fabrice
Schlegel et al., 2011). We study the impact of nozzle-edge vortical perturbations on the
structure and evolution of an incompressible transverse jet at high Reynolds number. Our
actuation methods include spanwise flapping motions and delta tabs.
This paper is organized as follows. The governing equations are given in Section II and
the numerical formulation is presented in Section III. Results and conclusions are given
in Sections IV and V respectively.
2.2 Governing Equations
Taking the curl of the non-dimensionalized Navier-Stokes equations, we obtain the well-
known vorticity transport equation:
aa) 1
-+u.Vo = c.Vu+- Ac (2-1)
at Re
V.u =0 (2-2)
where w = V x u. Using the Helmholtz decomposition, the velocity field can be separated
as follows u = u, + u,, where u, and u, are the vortical and the potential velocity fields,
respectively. The vortical velocity in R3 is determined using the Biot-Savart law.
2.3 Numerical Formulation
2.3.1 Three-Dimensional Vortex Method
In our approach, the vorticity field is discretized into Lagrangian computational elements,
or particles, with weights c, (t), and locations X, (t). The numerical solution of Eq. 2-1
and 2-2 is obtained through an operator splitting strategy, in which one splits the
computational time step into three substeps: (i) convection substep; (ii) vorticity
generation substep; and (iii) diffusion (Cottet & Koumoutsakos, 2000; Majda & Bertozzi,
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2002; D. Wee & Ghoniem, 2006). During the convection substep, the equations of
motion are solved via numerical integration for trajectories and weights. We need to
evaluate u and Vu at the location of each computational element. A naive
implementation of this process leads to an expensive operation, whose cost scales as
O(N 2 ). To reduce the computational cost of these tasks, we use our multi-purpose
adaptive tree-code (F. Schlegel et al., 2008), inspired by Keith Lindsay's algorithm
(Lindsay & Krasny, 2001). The multi-purpose treecode allows us to compute the velocity
gradients at each particle location, so that the stretching and tilting terms can directly be
evaluated at the particle location without any information from its neighbors. Diffusion
and remeshing are treated simultaneously using the algorithm developed by Wee and
Ghoniem (D. Wee & Ghoniem, 2006). The strength of each computational element is
interpolated on a Cartesian grid, and then each grid point containing nontrivial strength is
converted into a particle. Interpolation kernels are obtained by utilizing the moment
based redistribution method (Shankar & VanDommelen, 1996). The scheme is O(N),
which drastically decreased the computational cost of redistribution. Moreover, the
number of computational elements is now controlled by the grid size, enabling truly
large-scale simulations.
2.3.2 Computational Domain and Boundary Conditions
The crossflow is directed in the positive x-direction and the jet centerline is aligned
with the y axis. Symmetry is imposed across the z = 0 plane. The jet outflow is
represented by a semi-infinite cylindrical vortex sheet extending from -oo to y =0
with the strength of 2ri0 . The image method (Youssef M. Marzouk & Ghoniem, 2007)
is used during the evaluation of velocity to enforce the no-flux boundary condition at
y = 0, to satisfy V.m = oat y = 0. During the diffusion substep, the tangential vorticity
at the wall is treated according to the homogeneous Neumann boundary condition, i.e.,
BcD ac
- O 0, at y=0.
2.3.3 Boundary Generation of vorticity
In the case of transverse jets, vorticity is introduced into the domain from two sources:
1. Vorticity generated in the jet pipe boundary layer for y <0 enters the domain at
the nozzle edge. The introduction of vorticity is purely convective. We refer to it as
Yj-
2. A vortex sheet is formed on the wall at y =0. We refer to this vortex sheet as y,.
Vorticity formed at the wall by the action of no-slip diffuses normal to the wall y,.
This vorticity is introduced into the computational domain ( y >0) via two
mechanisms. On the one hand, it may be introduced slowly via convection and
viscous diffusion as the wall boundary layer grows. On the other hand, it may be
introduced more abruptly by being lifted near the jet exit. In this case, the
solenoidal continuation of y,,, which is referred to as y. , must be be carefully
considered.
Figure 2-5 schematically shows each of these sources of vorticity. Major coordinate
variables are also shown in the figure. In the following, we describe each source in detail.
Vorticity generated in the jet boundary layer at y <0 is represented by a single sheet of
azimuthal vorticity. Introducing this vorticity into the flow as a cylindrical vortex sheet,
we have
Yj =-reo for y <1 (2-3)
in the jet column.
As shown in (Y. M. Marzouk & Ghoniem, 2006; Fabrice Schlegel et al., 2011), the
azimuthal vorticity in Eq. 1-18 does not provide a complete picture of the jet near field,
however. For p > 1/ 2, a vortex sheet is formed on y =0:
Y, = e, x us,, (2-4)
where us, is the slip velocity on the surface of the wall. The wall vortex sheet, y, is
obtained by solenoidal construction for p >1/2:
JV )dy = + y+ . -CO =0. (2-5)
We have used the following relations:
co = uZ5(y), (2-6)
OZ = -u(y), (2-7)
c,y- =0, (2-8)
and
o*& Oc co D &u _0+(00X+ - = -. x =-o(2-9)
- x z 10 ax az _= (Oyy=+
This solenoidality is, however, violated at p =1/2, unless each vortex filament is
continued from the wall (p >1/2 and y =0) to the jet column (p=1/ 2 and y >0) in
an appropriate way.
To make this appropriate connection, we separate y, into azimuthal and radial
components, and examine how each component behaves at the jet nozzle boundary. The
azimuthal component, rw =y,-eo, is simply advected by the local velocity, which is
taken to be Vje, /2= re, / 2, without experiencing any tilting or stretching. Thus, writing
yC = re,,e, +yeeo, we have
7Ce Ipl 12 y4 3 = YW, Ip=112,y=O (2-10)
In the following, we denote f(0) -7,_12,. The radial component, y,, = y,-e,, on
the other hand, does experience tilting towards the direction of the jet. At the nozzle
boundary, solenoidality requires that
I y,. = yC I. (2-11)
This is obtained by applying the divergence theorem to the vortex filament, which
essentially states that the circulation should remain constant along each vortex filament.
Additionally considering the sense of rotation that co, experiences across the jet shear
layer, we find
7
"Y Ip=112,,- = P Ip=112,y=O (2-12)
In the following, we denote g(O)=--y
Now, we extend 1-25 and 1-27 to y >0 by forcing y. to be solenoidal. For y <1, we
assume that the jet column is a cylinder pointing straight upward. We apply V- =0 on
this cylindrical surface, which yields
y2 +2 =0. (2-13)
ay 8
Integrating Eq. 1-28 from y =0, we get
,= f(O)eo + (g(0)-2yf'())ey. (2-14)
By summing Eq. 1-18 and 1-29, the complete jet column vortex sheet for y <1 is now
given as follows:
77 +y = (-r + f())eo + (g(0) - 2yf'(6))ey. (2-15)
Eq. 1-19 and 1-30 completely describe the vortex sheet on the wall and that on the jet
column, respectively. The only prescription is that u = V,e, /2 along the jet nozzle
boundary. Note that this condition is actually one we impose around the jet nozzle
boundary-i.e., a boundary condition, rather than an assumption.
In Figure 2-5 the geometry of each vortex sheet is illustrated. These vortex sheets
represent vorticity that is newly generated at the boundary at each time step, but their
dynamics are distinct. The vortex sheet generated along the jet column (Eq. 1-30) is
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located at y >0, and experiences the influence of both convection and diffusion. On the
other hand, the vortex sheet on the wall (Eq. 1-19) leaves the wall first by diffusion, then
by the combined action of diffusion and convection.
This full no-slip boundary condition is implemented along the solid wall, and both the
wall vortex sheet and the jet vortices evolve as described by the governing equations. To
account for the wall vortex sheet, the surface of the wall is divided into triangular and
rectangular elements. Each surface element has its area, dA., and a collocation point at its
center, xe0 1 . The slip velocity is computed at each collocation point. Once the slip
velocity, u,11,,1 = u(xCO1 ), is obtained, a vortex element with its strength
[CodV]= (e, x u, 1 )dA, is generated at the collocation point. This vorticity generation
mechanism is incorporated in the second order predictor/corrector scheme as follows: (i)
the vortex particles are advected and stretched during the predictor step, (ii) new vortex
elements are generated at each collocation point to cancel the slip velocity. These
elements are immediately diffused, so that their contribution to the velocity field is not
canceled by the use of the image method. The vortex element added in this predictor step
will be used only to compute the velocity and its gradients during the corrector step, and
then discarded. (iii) Vortex particles are advected and stretched during the corrector step,
(iv) a new set of vortex elements are generated at each collocation point to cancel the slip
velocity. These new particles are added to the current set of particles and (v) these
particles are diffused and the time step is now complete.
In order to reduce the computational domain size, vortex particles are introduced, at
each time step, on the x = x,,plane. Their corresponding velocity field satisfies the
Blasius solution.
To account for the jet column vortex sheet, we introduce new elements near the nozzle
boundary every At., time units. Each new set of vortex elements introduced near the jet
nozzle boundary is the discretized version of Eq. 1-30 for 0 < y < rAt., /2, which
corresponds to the vorticity introduced into the flow during the period of At., . We thus
introduce elements so that their centers lie at y = rAt,,0 /4. In the azimuthal direction, we
divide it among no vortex elements. Taking the center of each element as the collocation
point, we obtain the following expression for the total strength of the vortex elements:
[CodV = -- +-f() eeAt.,A6
r2
+ -8" f()eAtA6.
To avoid numerical error, we only retain terms at the same order in At to y7. This
eliminates the contributions from the terms containing f(0) and g(0), which are at
O(At2), once the wall boundary layer is well developed. This approach completely
accounts for all the interactions between the wall vortex sheet and the jet column.
jet shear layer
77 P = d / 2
Figure 2-5: Schematic illustration of vortex sheets near the nozzle exit.
To provide a better mechanistic understanding of the vorticity dynamics during the
results analysis, we also implement a reduced boundary condition that suppresses the
separation of the wall boundary layer away from the jet nozzle. In fact, by suppressing
diffusion of y,, we can study the impact of an unseparated wall vortex sheet on the jet.
The full model (Eq. 2-16) allows the wall vortex sheet to diffuse outwards, while the
reduced one (Eq. 2-17) does not. Comparing the results, we can evaluate how the
separation of the wall vortex sheet affects the behavior of the jet.
This reduced model has been developed earlier by Marzouk and Ghoniem (Youssef
M. Marzouk & Ghoniem, 2007). The wall vortex sheet exists because of the slip induced
by the crossflow, but is assumed to stay at the wall without being diffused into the
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computational domain of y >0. Neglecting the feedback from the vorticity in the
domain, we approximately express the wall vortex sheet as y,= -e.. As mentioned
earlier, since yw never leaves the wall due to the assumed lack of diffusion here, we do
not have to explicitly generate vortex elements for y,. The existence of this vortex sheet
only affects the jet at the nozzle boundary, where nontrivial values of y, are generated
by the solenoidal connection of vortex filaments. Since f(9) = - cos 0 and g(9) = sin 0
in this case, substitution into Eq. 1-31 gives new vortex elements near the jet nozzle
boundary every At,,, time units:
r 2 r[wOidV] = - 4-cos(9) eoAtn,,A0
r r2 At
+ -4sin(6) - "" sin(6)) eAt.A6.
(2-17)
Eq. 1-32 is a special case of Eq. 2-16 with the assumption that y, = -e,.
2.3.4 Vortical nozzle edge perturbations for the jet penetration,
spread, and vortical structures control
Our previous results on the impact of the boundary layer on the jet evolution show the
great sensitivity of the overall jet dynamics to the near-nozzle conditions (Fabrice
Schlegel et al., 2011). Therefore, there is a great chance to affect the flow by imposing
relatively small changes around the jet nozzle (Y. M. Marzouk & Ghoniem, 2006).
Different actuation strategies are possible: jet pulsing, swirl, helical perturbations to jet
inflow, spanwise flapping, and alternative nozzle shapes (ellipsoidal, squared, etc.). In
this study, we focus on helical perturbations or spanwise flapping, and the addition of
delta-tabs at the nozzle exit.
2.3.4.1 Delta Tabs
Figure 2-6 shows the nozzle geometry and more especially the location of the triangular
tabs used to perturb the transverse jet. Two setups are presented, a first one with a
windward delta tab (left figure), and a second case where triangular tabs are placed in the
spanwise or z-direction (right figure). We refer to the latter perturbation as the lateral
delta tabs perturbation. These tabs are all angled 45 degrees upwards with respect to the
wall, creating a localized counter-rotating vortex pair in the mixing layer. Numerically,
the vorticity perturbation corresponding to the addition of a windward tab is implemented
by perturbing the axial vorticity in Eq. 2-16:
(- 2 g_-2
gP,bed =gufo,,,,d + A(e - e ) (2-18)
The counter rotating vorticity perturbation is locally Gaussian in 0 with = 7 / 6r,
p- =5/ 6r, o = fr / 6 and A =1.0. Similarly, we obtain the following expression for the
lateral delta tabs:
gPerturbed - SUnfored + A(e 2 -e , 2 )+ A(e a 2 -e 72 ) (2-19)
withp =7/6;r+,z/2, pK =5/6+z7 12, 42 =7 /67r-z 2, p2 =5 /6r-r / 2,
o-=;r/6 and A=1.0.
To observe the counter-rotating vortex pair created by the windward tab, we derive the
geometry of the vortex ring at the nozzle exit. Dividing Eq. 2-16 by the circulation
2
F= -At, we obtain the vector field (Y. M. Marzouk & Ghoniem, 2006):
2
1 (f(9) 1) ~ g(6) f'(6)_
1(6, y) = -(0 - 1)e, + (g - y f'O)e, (2-20)
2 r 2r r




dq 1I~pd- ( - qf'(p))
ds r 2
The counter-rotating vortex pairs created by the tabs are observable in Figure 2-7,
showing the vortex lines immediately above the jet orifice for the unforced jet (top) the




Figure 2-6: Windward (left) and lateral (right) triangular tabs location around the jet
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Figure 2-7: Shape of the vortex lines immediately above the jet orifice for the unforced
jet (top), the windward tab (middle) and the lateral tabs (bottom).
2.3.4.2 Spanwise and Streamwise Flapping Modes
The spanwise and streamwise flapping motions are modeled by displacing the vortex ring
placed at the nozzle exit at each time step to account for the shear layer deformation (7j
in Figure 2-5). This ring is translated off the axisymmetry axis in the z-direction for the
spanwise flapping case or the x-direction for the streamwise flapping case. We present
cases with three perturbation amplitudes: (i) A first amplitude, referred to as Al,
corresponding to a translation of ±0.025D (D being the diameter of the jet) in the x or z-
direction, (ii) a second amplitude, referred to as A2 corresponding to a displacement of
±0.05D, and (iii) A3, with a displacement of ±.1D. The flapping forcing signal is a
square wave signal at a Strouhal number, St. =0.5. The Strouhal number has been
chosen to match the unforced jet Kelvin-Helniholtz instability frequency.
2.3.5 Parallel Implementation
Simulations are performed on a massively parallel distributed memory computer using
message passing via the standard MPI libraries. An efficient strategy for the
parallelization of this multi-purpose adaptive tree-code has been developed utilizing a
similar strategy as the one used in (Youssef M. Marzouk & Ghoniem, 2007). We also
employ a clustering algorithm for parallel domain decomposition, as well as new
heuristics for load balancing (Y M Marzouk & Ghoniem, 2005).
2.4 Results
The simulations are performed at a velocity ratio r = UJ, / UcrOSf =7 and at a Reynolds
number Rec = 245 based on the crossflow velocity, corresponding to ReJet = 1715 based
on the jet velocity. The number of elements is controlled by the grid size used for
diffusion and remeshing, Ax = D / 20. The core size of the vortex elements is chosen to
be c = 0.012D, which yields an overlap ratio o / Ax of 2.4, ensuring the smoothness of
the velocity field. The time step for advection and diffusion, normalized with respect to
1 D
the crossflow velocity, is set to At= I - =0.02. The following results are
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obtained using the full boundary layer model. However, to evaluate how the separation of
the wall vortex sheet affects the behavior of the jet, we often refer to the reduced model,
presented in the Appendix, and corresponding to an unseparated wall vortex sheet.
2.4.1 Unforced Case
Two important features can be identified in the unforced case in Figure 2-9 (left column),
the roll-up of the shear layer on the windward side for y/ D >3, resulting from a
mechanism similar to the Kelvin Helmholtz instability, and the counter rotating vortex
pairs on the lee side. A complete description of the shear layer roll-up and the counter
rotating vorticity formation can be found in (Y. M. Marzouk & Ghoniem, 2006; Fabrice
Schlegel et al., 2011; D Wee, Marzouk, & Ghoniem, 2005). It is interesting to notice the
sudden breakdown into small scales for y / D >5. The mechanisms leading to this
breakdown into small scales, developed in the lee side by the interaction between the
vortices rolled up at the windward side and the counter rotating vortex pair, are described
in detail in (Youssef M. Marzouk & Ghoniem, 2007). Because the wall boundary layer is
allowed to separate, there are two separate Counter-rotating Vortex Pairs (CVPs) in the
near-nozzle region, i.e., four strands of vorticity. These two CVPs are easier to observe at
lower velocity ratios. Figure 2-11 shows the time-averaged vorticity magnitude
isosurfaces, I w 1=17.5, contoured by wall-normal vorticity for a transverse jet with a
velocity ratio r=5 and a Reynolds number of 1225, presented in (Fabrice Schlegel et al.,
2011). Due to the time-averaging, the Kelvin-Helmholtz rings are no longer present and
only the two CVPs remain. The first vortical pair is initiated immediately at the nozzle
and contains vorticity from the nozzle shear layer as well as the contribution of the wall
boundary layer; we refer to this vortical structure as CVP in the rest of this document.
The second pair corresponds to the recirculation zone behind the jet and contains only
vorticity that separated from the wall boundary layer. We refer to this vortical structure as
recirculation vortices (RVs). A complete study of the impact of the boundary layer
detachment on the jet vortical structure can be found in (Fabrice Schlegel et al., 2011).
The jet time-averaged streamlines in the centerplane, plotted in Figure 2-10, match very
closely the correlation given by Margason (Margason, 1968) for the jet trajectory:
Y =4 1/3 (Y)13 (2-22)
rd rd
These streamlines and velocity contours are averaged in time for t e [11.2,12.0]. The
centerplane also contains an unstable spiral node downstream of the jet, matching the dye
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visualizations in Kelso et al. (R. M. Kelso et al., 1996). Between the jet column and the
node, velocities are negative and correspond to the recirculation zone created by the RVs.
2.4.2 Delta Tabs
Zaman et al. (K. B. M. Q. Zaman, Reeder, & Samimy, 1994) first used passive tab vortex
generators for straight jet control, i.e., without crossflow. Tabs were later applied to
transverse jets by Liscinsky et al. (Liscinsky, True, & Holdeman, 1995). A triangular-
shaped tab, referred to as a delta tab, is found to be the most effective. Two lateral delta
tabs increase the jet penetration and limit the jet spanwise spreading. On the other hand,
two delta tabs placed on the windward and the lee sides of the nozzle significantly
decrease the jet penetration and increase the jet spanwise spreading. These tabs
significantly increase the flow entrainment (Liscinsky et al., 1995), compared to the
unforced case. The tab on the lee side, however, is shown to have little impact on the jet
dynamics (K B M Q Zaman & Foss, 1997), therefore only the windward tab is modeled
in our numerical experiments.
The windward delta tab produces a pair of counter-rotating streamwise vortices, as seen
in Figure 2-7. The resulting jet, shown in Figure 2-9 (b), is wider than the unforced jet
both in the spanwise and the streamwise directions. This lateral spreading reduces its
penetration into the crossflow. On the other hand, the lateral tabs produce a narrower jet
core, again, both in the spanwise and the streamwise directions, as well as an improved
penetration. The Kelvin Helmholtz rings now form for y / D >2 for both cases with delta
tabs, instead of y/ D >3 for the unforced case. Also, the Kelvin Helmholtz instability
Strouhal number is slightly lower for the lateral tabs case than for the unforced jet and
windward tab case.
These simulations corresponding time-averaged velocity contours and streamlines are
plotted in the centerplane in Figure 2-10, confirming the reduced penetration of the
windward tab case. We also note that the lateral tabs only slightly increase the
penetration of the jet. In fact, Figure 2-10 show that the lateral tabs case is straighter than
the unforced case for y / d >7. While the node has the same location for the unforced
and the delta tabs cases, the recirculation zone in Figure 2-10 (b) for the windward tab is
larger than for the unforced case. Also, high velocity values are observed in Figure 2-10
(c) for the lateral tabs case for 1< y /d <7, against 1< y/ d <5 for the unforced case.
These jets vertical entrainment rate, as well as their wall-normal circulation, i.e., the
amount of crossflow fluid that is engulfed by the CVP and RVs within the jet column, is
discussed in more details in 2.4.4. Finally, the small scale vortical structures are stronger
and persist further into the crossflow when using lateral delta tabs.
The choice of windward or spanwise tabs allows for controlling the spread and
penetration of the jet. These results are consistent with the observations of Liscinsky et
aL. (Liscinsky et al., 1995) as well as those of Zaman and Foss (K B M Q Zaman & Foss,
1997). For more dramatic changes in the transverse jet properties, we now examine cases
with flapping motion forcings.
2.4.3 Spanwise and Streamwise Flapping Modes
2.4.3.1 Vorticity dynamics
The following numerical experiments include flapping motion perturbations at the nozzle
exit. Figure 2-12 presents the vorticity isosurfaces of the resulting jets with spanwise
flapping. The spanwise forcing slightly moves the vortex rings off their axis of
symmetry, and the misalignment of two consecutive rings, is amplified by mutual
induction, thus stretching the core of the jet in the spanwise direction. We observe that
the flapping perturbation significantly increases the jet spreading in the spanwise
direction. Also, since more momentum is now going towards the spanwise direction, the
jet shows less penetration, especially for the A2 forcing (Figure 2-13, center column). As
we can see in the streamlines plots in Figure 2-13, the penetration of the jet is not a linear
function of the forcing amplitude, as it is the case for the corresponding reduced model.
Indeed, the streamlines plotted in Figure 2-13 shows that, for higher amplitude forcing
(A3), the jet penetration increases again, due to its very strong RVs and CVP. The
strength of the RVs and the CVP for A3 can also be seen in the higher velocity contours
on the lee side of the jet, in the recirculation zone. The change in amplitude of the
perturbation allow for an easy control of the jet spanwise spreading angle, which
increases with the perturbation amplitude. As the amplitude of the perturbation increases,
we also note an earlier breakdown into small scales. These small scales are responsible
for the local mixing of the jet and the crossflow fluid.
When using the streamwise flapping motion, the jet core is now stretched in the
streamwise direction. We expect the jet to bifurcate in the xy-plane and remain very
narrow in the spanwise direction, as seen in the Appendix for the reduced model.
However, the vorticity isosurfaces in Figure 2-14 show that the jet does not bifurcate in
the xy-plane, but it widens in this plane. Moreover, it does not narrow in the spanwise
direction, but, instead, spreads as the forcing amplitude increases. The jet CVP becomes
stronger with the forcing amplitude, as seen in Figure 2-16, forming a continuous strong
skeleton for the jet (Figure 2-14). Therefore, the Kelvin-Helmholtz rings are stretched by
these strong CVPs and remain very organized for all perturbation amplitudes. Moreover,
the turbulent breakdown of the vortical structures into small scale is considerably delayed
compared to the unforced case and those cases with spanwise flapping forcing. In fact the
breakdown is now initiated at y / d =7 for A3, in instead of y / d =3 for the spanwise
flapping case A3.
These numerical experiment were motivated by the experiment of Reynolds in 1984,
published in (W. C. Reynolds et al., 2003) presenting a straight bifurcating jet, i.e.,
without crossflow. His experiments show that, while the jet bifurcates in one plane, the
jet remains very confined in the plane perpendicular to the bifurcation plane. The jet
seems even more confined than an unforced straight jet. Thus, we exploited the fact that
the jet remains so confined in the streamwise direction by perturbing the jet with
streamwise flapping motion, in order to increase the penetration of the jet, while still
improving its entrainment properties. Results with spanwise flapping using the reduced
boundary layer model confirm our expectations, as seen in Appendix. In fact, as the
amplitude of the forcing increases, the jet becomes narrower in the spanwise direction
and its penetration and vertical entrainment increases (Figure A-1 and Figure A-2). The
narrower jet core in the streamwise direction as well as the increase penetration is,
however, not observed for the full model simulations. Explanations on the unexpected
behavior of the full model jets are given in 2.4.4.2.
2.4.3.2 CVP formation mechanisms and shear layer instabilities
In the unforced case, the KH rings gradually distort out-of-plane on the lee side of the jet
as they evolve into the domain. The lift-up of these vortices on the lee side forms a
tongue-like structure including two arms that are essentially aligned with the jet trajectory
and that carry counter-rotating vorticity (Youssef M. Marzouk & Ghoniem, 2007). This
deformation constitutes the initiation of the CVP.
When a streamwise flapping motion is exerted, the physics of the flow is significantly
altered. The CVP is initiated almost immediately at the nozzle exit and its formation
mechanism is different from the previous case. To provide a better description of this
new CVP formation mechanism for the forced jet with a streamwise flapping
perturbation, we present the same simulation using the reduced model (Figure 2-20). As
in the case with spanwise flapping, two successive vortex rings move each other further
away from the trajectory of the unforced jet, by mutual induction, as shown in the
schematic in Figure 2-19. As a consequence, every second vortex ring, on the windward
side of the jet, is now being advected upwind, against the crossflow, and has part of its
vorticity aligned in the direction of the CVP vorticity (blue ring in Figure 2-19). Thus the
CVP start immediately at the nozzle exit. This phenomenon can clearly be seen in the
reduced model results in Figure 2-20 (left) and Figure A-i (g, h, i). In summary, while
the KH rings gradually distort out-of-plane on the lee side of the jet as they evolve into
the domain in the unforced case, they are now distorted immediately at the nozzle exit, by
the action of the previous ring and the jet, causing a very early CVP formation. Because
only one vortex ring out of two is advected upwind and contributes to the windward
rings, the shear layer instability is half of the forcing frequency, and therefore also half of
the unforced jet shear layer instability frequency.
As for the streamwise flapping case shear layer instability, it is initiated right after the
nozzle exit, instead of y / d = 3 for the unforced case. Unlike the latter, this instability
does not correspond to a mechanism similar to the Kelvin-Helmholtz instability, but to
the streamwise forcing.
2.4.4 Transverse jet entrainment properties
Entrainment in transverse jets is significantly larger than in free jets (Muppidi & Mahesh,
2006; Yuan & Street, 1998). Muppidi and Mahesh (Muppidi & Mahesh, 2006) show that
most of the entrainment is the contribution to the downstream side of the jet, rather than
the upstream side. These observations are confirmed by the velocity streamlines seen in
Figure 2-10, Figure 2-13 and Figure 2-15 showing a node on the lee side. This node
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marks the border of the recirculation zone. The crossflow fluid within this recirculation
zone is driven towards the jet column by the action of the CVP and RVs. Bifurcating jets,
i.e., jets with flapping forcing, also possess better entrainment properties than straight jets
(W. C. Reynolds et al., 2003). In the next section, we show that flapping modes can
further improve the transverse jet properties, by measuring the vertical entrainment rate
of the perturbed jets versus the unforced transverse jet.
2.4.4.1 Vertical entrainment rate
This vertical entrainment rate is computed by integrating the volume flux across a plane
parallel to the wall, for 0 s y / d 5: fJu, (x, y, z, t)dxdz . Figure A-2 confirms that
X'Z
perturbed jets, for the reduced cases, all have higher entrainment rate than the unforced
case. The full model numerical experiments, however, show significantly different results
in Figure 2-17. The unforced jet results with the full model show higher entrainment rate
than the reduced case, due to the boundary layer detachment. Moreover, higher forcing
amplitudes increase the entrainment rate for the spanwise flapping motions, as in the
reduced case, but stronger streamwise flapping forcings reduce the entrainment rate. This
entrainment rate reduction for the streamwise flapping cases is the subject of the next
section. Finally, the entrainment rate for the lateral tab case is similar to the one of the
unforced case. The windward case entrainment is slightly higher than the unforced and
lateral tabs cases due to its important spreading in the spanwise direction.
2.4.4.2 Impact of the near-wall vortical structures on the jet properties
As seen in Figure 2-17, the jets with streamwise flapping have lower entrainment rate
than the unforced jet and the cases with streamwise flapping. This effect is due to the
main CVP as well as the RVs behind the jet (Figure 2-11).
In fact, the vortical structures in the boundary layer recirculation zone on the lee side of
jet (represented in Figure 2-8 by the two counter-rotating blue and red cylinder and their
corresponding velocity field), as well as the crossflow velocity field, counter the jet
spreading in the streamwise direction and stretch the jet core in the plane normal to the
crossflow, as shown in Figure 2-8. To further investigate the impact of the recirculation
vortices on the jet entrainment properties, we compare the jet vorticity isosurfaces for the
full and the reduced model in Figure 2-20. In the reduced model, the boundary layer
separation is suppressed and the RVs are no longer presents, as observed in (Youssef M.
Marzouk & Ghoniem, 2007; Fabrice Schlegel et al., 2011). The jet with streamwise
flapping spreads in the streamwise direction, by the mutual induction of misaligned
vortex rings, very similarly to the case with spanwise flapping. When the boundary layer
is allowed to separate however, the jet spreading in the x-direction is significantly
reduced due to the action of the RVs. Because the jet is not allowed to spread in the
streamwise direction, its entrainment rate is significantly reduced compared to the case
with unseparated boundary layer.
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Figure 2-8: Schematic of the crossflow velocity field as well as the velocity induced by
the counter-rotating recirculation vortices (RVs).
While the RVs reduce the streamwise spreading of the jet with streamwise flapping
motions, they increase the spanwise spreading of the case with spanwise flapping forcing,
as both the flapping motions and the RVs stretch the jet core in the spanwise direction.
To summarize, the spanwise spreading of the jet with spanwise flapping is increased by
the action of the RVs, and the jet is thus in contact with more surrounding fluid,
explaining its higher entrainment rate. However, in the case of the streamwise forcing,
the jet streamwise spreading is competing against the action of the RVs on its lee side,
and the crossflow on the windward side. The effect of the wall boundary layer
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detachment thus considerably reduces the spreading and the surface area of the jet
(Figure 2-20, full model), and reduces its entrainment.
2.4.4.3 Wall-normal circulation
The vertical entrainment rate, however, is not a sufficient quantity to define the jet
characteristics as we are also interrested in the amount of crossflow fluid that is
engulfed by the CVP and RVs within the jet column. We present in Figure 2-16 the
contours of the wall normal vorticity, wo, on the y / d = 2-plane, to quantify the
strength of the CVP and the RVs. In each of these slice, we observe two cluster of
vorticity coresponding to the two 'tornado-like' crititical points (R M Kelso, 1998),
from which the boundary layer vorticity is lifted upwards. These slices show very
organized vortical structures, the outer clusters corresponding to the CVP (noted A on
Figure 2-16) and the inner ones corresponding to the RVs (noted B on Figure 2-16).
It is interresting to note that, for the spanwise flapping cases, the strength of the CVP
increases with the amplitude while the strength of the RVs remains constant around
col= 20. For the streamwise flapping case, the strength of the RVs also remains
contanst around col =10, however, the strength of the CVP increases between Al and
A2, before decreasing for A3. The windward delta tab case shows the highest vorticity
values for the CVP. The strongest RVs (lco| =25 ) are observed in the unforced jet slice
and lateral delta tabs one.
Full pictures of the jet CVPs and RVs are given in Figure 2-9, Figure 2-12 and Figure
2-14, showing the time-averaged vorticity magnitude isosurfaces. Because the stationary
vortical structures of the unforced jet and the cases perturbed with tabs are stronger than
those with flapping motions, the former are plotted for I co1=25 while the latter are plotted
for I co I=20. While the RVs are stronger than the CVP for the unforced case, the opposite
is true windward tab case. The CVP and the RVs have equal strength for the lateral tab
case. We note that, in Figure 2-9 in 3D and in Figure 2-16 in the 2D slice, the distance
between the RVs is significantly reduced for the lateral tabs case versus the unforced jet.
This difference may be explained by the action of the CVP which is stronger for the
lateral tabs case compared to the unforced case. The advection of the RVs within the jet
column by the CVP, coupled with the strength of these RVs is one of the reasons for the
increased penetration of the jet perturbed with lateral tabs. The same way, the windward
tab case present weaker RVs and its penetration is thus reduced. The fact that cases with
strong RVs penetrate further into the crossflow is consistent with results from (Fabrice
Schlegel et al., 2011), in which jet simulated with the full model have better penetration
than those with the reduced model, due to the presence of RVs only for the full model.
The wall normal vorticity is integrated on slices parallel to the wall
JJ co, (x, y, z, t)dxdz in Figure 2-18. All the circulation curves show a sharp increase
x'Z>O
for 0 5 y /d 0.5. This corresponds to the boundary layer thickness; the wall-normal
vorticity is null on the wall and very quickly increases within the boundary layer due
to the detachment of the boundary layer and its advection upwards, within the jet
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column, thus forming the CVP and RVs (Fabrice Schlegel et al., 2011). The jets with
spanwise flapping motions show much show much higher circulation values than the
unforced case and those with streamwise flapping motions. Morever, their circulation
values increase with the forcing amplitudes. These higher circulation value result from
much stronger RVs, as seen in the wall-normal vorticity slices in Figure 2-16, and in
the time-averaged vorticity plot in Figure 2-12. . Concerning the simulations with




(a) unforced (b) windward tab (c) lateral tabs
Figure 2-9: Vorticity magnitude isosurfaces, I =20, contoured by spanwise vorticity and wall
normal vorticity (last row) at t = 12.0 from the windward (top) and lateral side (middle). Time-
averaged vorticity magnitude isosurfaces (bottom), I c J= 25 and t e [11.2,12.0], contoured by wall-
normal vorticity (red and blue correspond to positive and negative wall-normal vorticity






Figure 2-10: Time-averaged streamlines and velocity norm contours of the transverse jet,
t E [11.2,12.0], for different perturbations; 2D cut in the xy-plane at z = 0. Dashed line:
Margason's correlation (Margason, 1968).
(a) windward side
(b) lee side
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Figure 2-11: Time-averaged vorticity magnitude isosurfaces, I w 1=17.5, contoured by wall-normal









Figure 2-12: Vorticity magnitude isosurfaces, Io=20, contoured by spanwise vorticity and wall
normal vorticity (last row) at t = 12.0 from the windward (top) and lateral side (middle). Time-
averaged vorticity magnitude isosurfaces (bottom), I co = 20 and t e [11.2,12.0], contoured by wall-
normal vorticity (red and blue correspond to positive and negative wall-normal vorticity
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Figure 2-13: Time-averaged streamlines and velocity norm contours of the transverse jet,
t e [11.2,12.0], with spanwise flapping forcings; 2D cut in the xy-plane at z = 0. From left to right:
A1, A2 and A3. Dashed line: Margason's correlation (Margason, 1968). Full model.
x/d xld
Figure 2-14: Vorticity magnitude isosurfaces, I w=20, contoured by spanwise vorticity and wall
normal vorticity (last row) at t = 12.0 from the windward (top) and lateral side (middle). Time-
averaged vorticity magnitude isosurfaces (bottom), Ico l= 20 and t e [11.2,12.0], contoured by wall-
normal vorticity (red and blue correspond to positive and negative wall-normal vorticity
respectively). Streamwise flapping forcing. From left to right: Al, A2 and A3. Full model.
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Figure 2-15: Time-averaged streamlines and velocity norm contours of the transverse jet,
t e [11.2,12.0], with streamwise flapping forcing; 2D cut in the xy-plane at z = 0. From left to
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Figure 2-16: Time-averaged contours, t e [11.2,12.0], of o, on the y / d =2.0 -plane. Dashed lines represent negative values. The
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Figure 2-17: Normalized and time-averaged entrainment
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Schematic of the transverse jet vortex rings with streamwise flapping
Figure 2-20: Comparison between the reduced model (left) and the full model (right) with
spanwise flapping forcing, A3. Vorticity magnitude isosurfaces, I a|=20, contoured by
spanwise vorticity) at t = 12.0, lateral view.
crossflo
2.5 Conclusion
We have explored the impact of nozzle-edge vortical perturbations on the structure and
evolution of an incompressible transverse jet at high Reynolds number. We show that
flapping motions at the nozzle exit as well as delta tabs exerts qualitative and quantitative
impact on the overall jet dynamics, and allow for an easy control of the jet penetration
and spread. Both spanwise flapping motions and the addition of a delta tab on the lee side
of the jet allow for more spanwise spreading and less penetration. Moreover, spanwise
flapping forcings provide an earlier breakdown into small scales. On the other side,
streamwise flapping motions delay the breakdown into small scales. As for laterals delta
tabs, they produce a very narrow jet core that penetrates further into the crossflow with
less spanwise spreading. Additionally, streamwise flapping motions considerably
increase the entrainment rate and the wall-normal circulation of the forced jets.
The comparison between the full and reduced model gave us a chance to investigate the
impact of wall boundary layer separation on the jet entrainment properties, and more
especially, the reasons why the jet with spanwise flapping perturbations entrain more
surrounding fluid than jets with streamwise flapping perturbation.
Ongoing work is aimed at a better understanding of the formation and evolution of
vortical structures in actuated reactive transverse jets, in which the impact of jet control
on the flow field, the jet mixing properties and its heat release will be analyzed.
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3. Hybrid Eulerian/Lagrangian 3D methods for
high Reynolds number reactive transverse jets
Accurate and efficient computational algorithms for the simulation of high
Reynolds number turbulent reacting flows with fast chemical reactions are valuable for
the study of turbulence-combustion interactions in engineering systems utilized in
automotive, aerospace and utility industries, as well as in problems related to safety and
environmental concerns. More recently, microjets have also been used to suppress combustion
instabilities in lean premixed combustion system. Understanding the detailed physics of the flow
is important for optimizing the effectiveness of the microjets and the design of stable clean
burning systems (LaBry et al., 2010). However, examining combustion dynamics and
control using numerical simulations presents several challenges given the multiscale
(high Reynolds numbers) and multiphysics nature of the underlying flows. Severe
constraints on what can possibly be computed arise from the multiscale nature of
combustion. In most practical combustion simulation, the range between the geometric
length scale of the domain, those of radical's diffusion and the Kolmogorov scale can
extend over several orders of magnitude. More especially, when actuations are used to
mitigate or suppress the instability using microjets, one must resolve not only the primary
flow but also how these small jets that manage to modify the flow. Not only one can
change the flow by injecting high momentum jets at points of high receptivity, one can
also change the jets themselves by introducing very small-scale variations in the nozzle
structure and the nozzle flow. These small variations are magnified by the jet flow to
produce energized vortical structures, which impact the jet dynamics and how the jet
modifies the flow. In order to resolve the changes in the jet and its interactions with the
primary flow, one must apply a high resolution multi scale method capable of capturing
the evolution of small scale perturbations within the jet all the way to the large scale
energetic structure in the primary flow. The same disparity is present for time scales. The
range between times scales associated with radical's kinetics and those of the flow
dynamics can also span over eight orders of magnitude.
Due to their natural adaptivity, Lagrangian vortex methods are a powerful tool for
computing such complex unsteady turbulent flows at high Reynolds numbers (Cottet,
Koumoutsakos, & Ould-Salihi, 2000; Majda & Bertozzi, 2002). While they have other
advantages, such as the relaxation of the CFL condition and the suppression of numerical
diffusion, one of their most interesting features is the fact that they are based on the
discretization of vorticity. The computational elements only occupy a smaller fraction of
the total volume of the flow field and are thus utilized more efficiently. Lagrangian
transport of vorticity guarantees that its evolution in space and time is well resolved. The
Vortex Method will provide the solution of the momentum equation. The chemical
species and the energy conservation equations will be solved using an Eulerian
formulation due to the difficulty to extract flow fields spatial derivatives when using
particle methods. The Eulerian solution will use Adaptive Mesh Refinement (AMR) to
account the very strong need for spatial and temporal adaptivity in reacting simulations.
The first Lagrangian combustion simulations were performed by Ghoniem and Knio
(Knio, 1992) using a two-dimensional vortex-particle core-spreading Transport Element
Method (TEM) with single-step Arrhenius kinetics, and Chang et al (Chang, Dahm, &
Tryggvason, 1991), using locally ID self-similar shape functions. Soteriou and Ghoniem
(Soteriou & Ghoniem, 1996) use the TEM to simulate combustion for finite and infinite-
rate kinetics. Lakkis and Ghoniem present an axisymmetric Lagrangian vortex
combustion method in (Lakkis & Ghoniem, 2003). Najm et. al. (Najm, Milne, Devine, &
Kempka, 1999) later combine Eulerian and Lagrangian methods for reacting flow
simulations.
As far as reactive jet simulations are concerned, Thirifay and Winckelmans (Thirifay &
Winckelmans, 2002) use Lagrangian particles to simulate a planar methane jet with co-
flowing air in an open domain using the low Mach number approximation for both
infinite and finite rate chemistry. However, the fact that their finite rates are not
temperature dependent leads to unphysical results. More recently, Grout. et. al. (Grout,
Gruber, Yoo, & Chen, 2011) study the flame stabilization downstream of a H 2 diluted
squared transverse jet for a velocity ratio of r = U / =4.5 and a Reynolds
number Re = 4000. While providing great results, the high spatial and temporal accuracy
required for this simulation lead to an excessive simulation time due to the lack of spatial
and temporal adaptivity. These high accuracy constraints are here relaxed by the
adaptivity of the Eulerian/Lagrangian scheme.
This paper is organized as follows. The governing equations are given in Section II and
the numerical formulation is presented in Section III. While section IV describes the
model validation, section V presents the reactive transverse jet results and analysis.
Conclusions are given in Section VI.
3.1 Governing Equations
For simplification, we will use the following approximations:
" low Mach number approximation,
* constant stagnation pressure, since this is an open domain problem,
* ideal gas law,
* no radiation, and no Soret/Dufour effect.
Taking the curl of the non-dimensionalized Navier-Stokes equations, we obtain the well-
known vorticity transport equation, written for variable density and viscosity:
De Du 1 Vp
-+u.V = W.Vu+( - g)x
at Dt Fr p(31
1 1 4
+--(PAc -Vp x (V x W)+-(Vp x Vs))
Rep 3
where u is the velocity, c = V x u is the vorticity, g is the gravitational acceleration, and
c is the divergence of the velocity field. Fr and Re are the Froude and the Reynolds
Da Da
number. The conservative derivative is defined as - = -+ V.(au). The species
Dt at
conservation equation is written as
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p( +u.VYk)= V.( pDVY,)+ Da6k (3
at ReSc
where 1Y is the mass fraction of species i , DkMj is the binary mass diffusion coefficient of
the specie k into the mixture, 6k is the chemical rate of production of specie i, and Sc is
the Schmidt number.
Only N - 1 species equations are solved because the sum of the N species equations
yields the continuity equation. The mass fraction of the last species is determined from
N
the constraint Y = 1. Finally, the energy equation is written in the form
0T 1 1 N N
PC,(- + u.VT)= V.(AVT) - p(ckDkVY ).VT -Da~ hW (3-3)
at RePr ReSc k=1 k=1
where T is the temperature, c, is the mixture specific heat, h the enthalpy, A is the mixture
thermal conductivity, Wi is the molecular weight and Da is the Damkdhler number.
The transport properties of the gas mixture, 2, p and DM, the thermodynamic
properties p, W, c,, h, as well as the reaction rates d, are all computed using the
Cantera library (http://www.cantera.org/).
Our study will be focused on the flow characteristic and flame structure of the 3D
reactive transverse jet, thus we will limit ourselves to the single step, irreversible
combustion of methane (CH4). The stoichiometric chemical reaction corresponding to
the complete combustion of hydrogen H2 and carbon C, is
CH4 +2(02+ 3.76N 2) -+ CO2 +2H 2 0 + 7.52N 2 . (3-4)
Using the Helmholtz decomposition, the velocity field can be separated as
follows u = u, +u, +u,, where u , , U, and u, are the vortical, the expansion and the
potential velocity fields, respectively. The vortical velocity is recovered from the
vorticity field using the Biot-Savart law, and the expansion velocity is calculated from the
expansion field E:
1Dp 1 DT N 1D YS= V.U= - - +W ' (3-5)
p Dt T Dt =1 W, Dt
3.2 Numerical Formulation
The momentum equations, i.e., the Navier-Stokes equations in their vorticity-velocity
formulation, are solved using our Lagrangian algorithm, whereas the reactive transport
equations are solved in an Eulerian way. Due to the high CPU cost of reactive flow
simulations, AMR schemes will be used for a better spatial adaptivity.
3.2.1 Three-Dimensional Vortex Method
In our approach, the vorticity field is discretized into Lagrangian computational elements,
or particles, with vorticity weights w,(t), expansion weights e,(t), and locations i(t).
The numerical solution of Eq. 3-1 is obtained through an operator splitting strategy, by
which one split the computational time step into three substeps: (i) convection substep;
(ii) vorticity generation substep; and (iii) diffusion (Cottet et al., 2000; Majda & Bertozzi,
2002; D. Wee & Ghoniem, 2006). During the convection substep, equations of motion
are solved via numerical integration for trajectories and weights. We need to evaluate u
and Vu at the location of each computational element. A naive implementation of this
process leads to an expensive operation, whose cost scales as O(N 2 ). To reduce the
computational cost of these tasks, we use our multi-purpose adaptive tree-code (F.
Schlegel et al., 2008), inspired by Keith Lindsay's algorithm (Lindsay & Krasny, 2001).
The multi-purpose treecode allows us to compute the velocity gradients at each particle
location, so that the stretching and tilting term can directly be evaluated at the particle
location without any information on its neighbors. For these simulations, our multi-
purpose adaptive tree-code (F. Schlegel et al., 2008) has been updated to incorporate the
high-order Winckelmans-Leonard kernel (D. Wee, Marzouk, Schlegel, & Ghoniem,
2009). We find that the Winckelmans-Leonard kernel is able to perform the same task
with a much smaller number of vortex elements than the Rosenhead-Moore kernel,
greatly reducing the overall computational cost. Remeshing is treated using the M4
kernel (Monaghan, 1985). The temporary Eulerian grid used for the remeshing step is
completely independent of the adaptive grid used for the reactive transport equations.
Due to the temperature dependent viscosity, as well as the non-zero velocity divergence,
the diffusion term in the momentum equations (Eq. 3-1) can't be simplified and make
itself difficult and expensive to compute in a Lagrangian way. The viscous diffusion term
and the baroclinic generation term are thus evaluated on the Cartesian mesh, before being
converted into particle information.
3.2.1.1 Computational Domain and Boundary Conditions
The crossflow is directed in the positive x-direction and the jet centerline is aligned
with the y axis. Symmetry is imposed across the z =0 plane. The jet outflow is
represented by a semi-infinite cylindrical vortex sheet extending from -oo to y = 0
with the strength of 2ro,.The image method (Youssef M. Marzouk & Ghoniem, 2007)
is used during the evaluation of velocity to enforce the no-flux boundary condition at
y =0, to satisfy V.o = Oat y = 0. During the diffusion substep, the tangential vorticity
at the wall is treated according to the homogeneous Neumann boundary condition, i.e.,
B2) BOa ----- 0, at y=O.
3.2 . B
3.2.1.2 Boundary Generation of Vorticity
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The transverse jet vorticity is introduced into the domain from two sources: (i) the jet
shear layer developed from the jet nozzle pipe, y = -reo, and (ii) the vortex sheet
formed on the wall, y, = x u51 1,,, where uslip is the slip velocity. Major coordinate
variables are shown in Figure 2-5. The implementation of the full no-slip boundary
condition, rigorously formulated in terms of vorticity generation along the channel wall,
captures the unsteady interactions between the wall boundary layer and the jet-in
particular, the separation of the wall boundary layer and its transport into the interior
(Fabrice Schlegel et al., 2011).
jet shear layer
P d /l 2
Figure 3 -1: Schematic illustration of vortex sheets near the nozzle exit.
3.2.2 Eulerian Method
We define one global time step for the resolution of the momentum equation and solve
the reactive transport equations recursively on the adaptive grid (Berger & Oliger, 1984),
using smaller sub-steps, during which the velocities computed from the momentum
equations are held constant. The different time steps used to advance the solution on the
grid are a monotonic function of the grid refinement level, allowing for an accurate
resolution within the reaction zone, and a very fast resolution elsewhere. Therefore, the
adaptive mesh does not only provide adaptivity in space, but also in time, leading to a
stable scheme. The non-linear convective term for the reactive transport equations is
discretized on the grid using an explicit second order upwind Godunov scheme (Bell,
Colella, & A, 1989). The Cantera library (http://www.cantera.org/) was linked to our
code to evaluate reaction rates, thermodynamic and mixture-averaged transport
properties, allowing for any arbitrary chemistry.
3.2.3 Coupling of the Lagrangian and Eulerian Methods
The flow field and the scalar field are coupled by various interaction mechanisms, i.e.,
baroclinicity and thermal expansion. Thus the Eulerian and Lagrangian procedures are
coupled through a second order predictor/corrector scheme, and through the following
mechanism:
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1) Lagrangian particles are used to compute the velocities required on the Eulerian grid
for the transport of the reactive species. The vortical and the expansion velocities are
computed using our recently developed Multi-purpose Adaptive Treecode (F.
Schlegel et al., 2008).
2) The baroclinic generation of vorticity, the vorticity diffusion and the thermal
expansion terms are computed on the Eulerian grid. This information is then
converted back to a particle representation through the creation of vortex particles
(corresponding to the baroclinic generation of vorticity and viscous diffusion) and
expansion particles (corresponding to the thermal expansion).
The full mechanism takes place in this order:
Predictor Step
i. Given an initial distribution of scalar fields (sn) on the Eulerian mesh and
an initial distribution of vorticity and expansion particles (&", n ),
velocities and their gradients are computed at the Lagrangian particle
locations and the Eulerian grid cell faces.
ii. Particles are advected, stretched and tilted in a predictor step for a time At,
this yields
x =f(u",x") and *= f(V'""' .,o").
iii. The reactive equations, species mass fractions and the temperature field are
advected using the same At for the coarsest mesh, and fractions of this
time step on the finer meshes, in function of the CFL and the reactive
source term stiffness, this yields s* = f(u'' ,s").
iv. The baroclinic generation of vorticity, the vorticity diffusion and thermal
expansion are computed on the grid and converted into particle
information. The particles generated in this step are only used for the
corrector step and are discarded at the end of the time step.
v. Optional: The particles are remeshed.
Corrector Step
vi. Velocities and their gradients are computed at the Lagrangian particle
locations and the Eulerian grid cell faces.
vii. Particles are advected using an average of the predictor and the corrector
velocity, starting with the initial distribution of vorticity co', this yields
x"*' =f( ,x") and ,"*' =f(Vu"',Vuc-,). n2
viii. Species mass fractions and the temperature field are advected using a linear
interpolation between the predictor velocity and the corrector velocity,
starting with the initial scalar fields s:
s = f 1- iun'+ u C s, s* with 1 i !N.
N N
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ix. The baroclinic generation of vorticity, the vorticity diffusion and thermal
expansion are computed on the grid and converted into particle
information. The particles generated in this step are added to the permanent
set of particles.
x. Optional: The particles are remeshed.
End of the time step.
3.2.4 Parallelization
Simulations are performed on a massively parallel distributed memory computer using
message passing via the standard MPI libraries. An efficient strategy for the
parallelization of this multi-purpose adaptive tree-code has been developed utilizing a
similar strategy as the one used in (Y M Marzouk & Ghoniem, 2005). We also employ a
clustering algorithm for parallel domain decomposition, as well as new heuristics for load
balancing (Y M Marzouk & Ghoniem, 2005). The parallelization of the Eulerian
operations on the adaptive grid will be performed by the PARAMESH Library (Olson &
MacNeice, 2005). PARAMESH manages the distribution of grid blocks amongst the
processors in an effort to achieve a good load balancing. The ordering of the grid blocks
amongst the processors, in order to improve the locality and thus lower communication
costs, is done using a Peano-Hilbert space filling curve algorithm.
3.3 Validation
3.3.1 Buoyancy-Driven Flows
In the following, we examine the accuracy and convergence of our algorithm. We first
demonstrate the capability of our combined strategy, i.e., the Eulerian/Lagrangian
scheme, by computing buoyancy-driven flows. We present the evolution of a single
thermal sphere. A sphere of hot air is placed in relatively cold ambient atmosphere, such
that its center is initially at the origin. The radius of the sphere is used as the reference
length scale for normalization, i.e., R=1. The reference flow speed is given by U = g ,
where g, = g -g, and g, is the gravitational acceleration. Dynamically, the difference
in temperature between the hot and cold air drives the sphere against gravity through
buoyancy. This phenomenon can be kinematically described by the baroclinic generation
of vorticity around the surface of the sphere.
The numerical parameters are chosen as follows: the time step for the highest resolution
1R 
simulation is At = 1 R = 0.125 and the grid size for the diffusion substep is
8U
Ax = R = 0.05. Because of diffusion, the vorticity support expands and the number of
20
particles grows in time. To control the number of particles, particles with its strength
below a cutoff value are deleted after each diffusion substep. The cutoff value for
deletion is chosen to be |kdVl, = 10".
129
The initial temperature profile is defined by the error function, i.e.,
1 IxI-R~(x)=-erfc , where S, is the thickness of the temperature transition layer.
2 K r T
Gravity is pointed in the negative y-direction. The parameters are chosen as follows:
Pr= v/a =1, (3-6)
U*R R1gR
Re=-= = 1000, (3-7)
V V
Gr = p~,R 3Ap g,R3/pAT = 5 x10 3, (3-8)
U2 V2p v
1
Gr/Re2 = -. (3-9)
2
The thickness of the temperature transition region is given by T = R / 30, i.e., the
temperature difference is allowed to spread over 1/30 of the initial radius of the sphere
before we start the simulations. Figure 3-2 shows the evolution of both the temperature
and the vorticity fields. As expected, the sphere is driven against gravity through
buoyancy. The vorticity generated on both sides of the sphere rolls up forming a ring
structure.
Figure 3-2: Evolution of the buoyant sphere, 2D-cut (3D simulation); temperature
contours on the top and vorticity contours on the bottom, for the times T =0.125, 2.4,
4.8 and 7.2. The two first contour values are 0.1 and 0.33, then their values vary
linearly with an increment of 0.33.
These results match a similar experiment using the Lagrangian Vortex Method and the
Transport Element method, available in (F. Schlegel et al., 2008). A convergence study is
performed by repeating the same simulations for different grid sizes, Ax = 0.075 and 0.1.
The temperature centroid is defined as
SydV
y =OdV (3-10)
The position of the buoyant sphere temperature centroid is plotted in Figure 3-3 for
different resolutions. The error is defined as
Error|| = 4-21 (YT (t, Ax)-YT (t, Ax =0.025))2 , (3-11)
where N is the number of time steps. The highest resolution simulation, Ax = 0.05, was
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Figure 3-3: Position of the temperature center of the buoyant sphere for different
resolutions.
3.3.2 Reactive Equations Validation
In the following, we examine the accuracy of the Eulerian part of the algorithm by
evaluating a 1D flame speed in a premix mixture. The flow field is initiated with a
premix mixture, $ = 0.75, at a temperature of 300K on the left side of the flame front,
and the corresponding combustion products on the right. The products mass fractions
used to initiate the simulation are computed by equilibrium using the Cantera library, and
the initial profiles are then smoothed out using error functions. For the sake of this
validation, we use the reduced methane reaction kinetics mechanism presented in (Altay,
Kedia, Speth, & Ghoniem, 2010), involving 20 species and 79 reactions. As the high
temperature on the product side diffuse into the premix solution, the flame propagate
towards the left and reached a steady velocity and steady profile for the chemical species,
mass fractions and the temperature field, as seen in Figure 3-4. Our 3D algorithm with
AMR has been modified to a 1 D flow by reducing the advection/diffusion routines to the
direction normal to the flame front. Since it is a 1D simulation, the vorticity is null, and
only the expansion velocity is computed. For this simulation, the grid size and time step
are kept constant: Ax = 2.5 10-5 and At = 1.0 10-".
The consumption speed, Sc, is used to quantify the burning velocity and calculated by





where q' is the volumetric heat release rate, c, is the specific heat of the mixture, x is
the coordinate normal to the flame, p, is the unburned mixture density, T, and T are













Figure 3-4: Top: CH4 , 02, C0 2 , H20, N2 mass fractions (left y-axis) as well as the
temperature (K) and heat release (W / m3 ) values (right y-axis), across the flame front.
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Figure 3-5: Comparison between our ID flame heat-release rate profile (red crosses) and
the one corresponding to the planar unstrained flame (black continuous line) from Altay
et. al. (Altay et al., 2010).
Figure 3-4 (top) shows the major species mass fractions as well as the temperature (K)
and heat release rate (W / m3 ) values across the flame front. Selected radicals are plotted
on a different scale. The products mass fraction and temperature match closely the one
obtained at equilibrium. Moreover the heat release rate profile presented in Figure 3-5
corresponds to the one computed by Altay et. al. (Altay et al., 2010). As a consequence,
the laminar burning velocity, computed using Eq. 3-12, and found to be around 21 cm/s
also matches Altay's results (Altay et al., 2010). The one-dimensional code used by Altay
et. al. is presented in details in (Y M Marzouk & Ghoniem, 2003; Raymond L Speth,
Marzouk, & Ghoniem, 2005).
3.4 Reactive Jet Results
3.4.1 Parameters
Calculations were done in terms of the three non-dimensional quantities: Re, Fr and Da,
the Reynolds number, the Froude number and the Damk6hler number, respectively. The
latter represents the ratio of the flow time to the reaction time, or the strength of the flame
against the flow fluctuation (Yamashita, Shimada, & Takeno, 1996). The reference length
is D, the reference velocity is U,,,,,,, and the reference time is D / Uosflw.. We choose
Fr = oo. The jet fuel adopted is pure methane. The crossflow of air is composed of 21%
02 and 79% N 2 , by volume. The single-step mechanism, proposed in (Westbrook &
Dryer, 1981), is used with a rate k = Ae -ERT , an activation energy E = 48400 (cal/mol)
and a prefactor A = 2.118726E+1 1 (kmol-m-sec-K).
This flame anchoring simulation was obtained with Re and Da numbers such that
D / U,,o,,flo, = 0.01 and DU,,.,,,flw =0.007 , corresponding to a Re number of 1000 in the
cold zone, a Re number of 80 in the high temperature region, and a Damk6hler number of
42000. This Da number has been chosen for the stability of the simulated flame and for
limiting the computational time. In fact, cases with lower Da show a flame blow, while
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cases with higher Da are more expensive in terms of CPU time. We choose a Froude
number Fr = oo, therefore, the baroclinic generation of vorticity is not related to gravity,
but to the misalignment of the density and pressure gradients only. This simulation is
performed at a velocity ratio r = UI /U.,,, =5.
The number of Lagrangian computational elements is controlled by the grid size used for
remeshing, Ax = D / 20, and the particle strength cutoff value. The cutoff value for
deletion is chosen to be |adVId, = 10-". The core size of these vortex elements is chosen
to be o-= 0.012D, which yields an overlap ratio a/ Ax of 2.4, ensuring the smoothness
of the velocity field. The time step for the particles advection and diffusion, normalized
1 D
with respect to the crossflow velocity, is set to At = 1 = 0.01. On the Eulerian
100 Ucrvsspl.
side, the grid has five levels of refinement and adapt itself from Axce = D /2, the
coarsest mesh, to Ax,,, = Acoare /2 4 = D/ 32 , the finest mesh.
The simulation is started by solving for the cold flow only (Eq. 3-1), until t = 2.0, before
resolving all the equations with the fuel and air at 473K, i.e., before ignition, for
2.0 ! t <3.0. At t = 3.0, the flow is ignited by artificially raising the temperature to
2000K until t = 3.5 on the lee side of the jet, in a sphere of diameter D/2, D being the jet
diameter, and centered at (x/D = 1.0, yID = 2.0, z/D = 0.0). The next section present
results for t = 8.0, when the trajectory is established and the steady vortical structures
(the CVP and the wall vortices) do not evolve anymore.
3.4.2 Overall Flow Features
Figure 3-6 shows the CH4 , 02 and CO2 mass fraction fields, the temperature field, as
well as the mixture fraction iso-lines. After a transient period, the flame anchor itself
around 2.5 diameters above the nozzle, on the lee side of the jet.
The heat release rate, plotted in Figure 3-7 and Figure 3-8, shows a triple flame structure,
also referred to as tribrachial-flames, characteristic of lifted jet flames. These type of
flames results from the premixing of the jet fuel and the crossflow of air. Indeed cold
flow mixing occurs prior to ignition and combustion is started in a partially premixed
mode. The triple flame schematic is presented in Figure 3-9. The two shortest left and
right branches represent the fuel rich and fuel lean side of the premixed front, while the
longest flame front correspond to the diffusion flame, on the line where the mixture
fraction is equal to its stoichiometric value Z = Z, = 0.5 (white dashed line in Figure
13-7). The mixture fraction is defined as Z - [1+2XCH4 -02, where X is the mole
fraction.
Ray et. Al. (Ray, Najm, Mildne, Devine, & Kempka, 2000) were the first to observed
triple flames in numerical experiments of lifted jet flames without imposing mixture
fraction gradients at the inlet, as it requires adequate spatial and temporal resolution.
They examine the cyclic interaction of jet vortices with the triple-flame structure for a
methane jet, without crossflow, for a Reynolds number around 500 and show the stability
of the triple flame. In fact, while their vortical perturbations stretch the rich branch, the
triple flame later returns to its initial state. Boulanger et. Al. (Boulanger, 2003) later
provide a detailed analysis of the locations of the lifted triple flames for round lifted jets,
as well as the effect of its heat release.
Figure 3-7 shows the heat release rate (W/m3 ) on the centerplane, plotted on a
logarithmic scale to better identify the three flame branches. The triple flame sits along
the stoichiometric line (white dashed line), in low velocity region (continuous lines
represent velocity contours), where the flow velocity is close to the stoichiometric and
premixed laminar burning speed. The dimensional premixed laminar burning speed can
be found in (Westbrook & Dryer, 1981). Figure 3-8 presents Takeno's flame index
contours (Yamashita et al., 1996), defined as
FITa, = cVYH V2 (3-13)
"" IVYcMI1 Y2I
This index varies between -1 and 1. Positive values are for region where the fuel and
oxidizer are aligned; corresponding to premixed combustion regimes, while negatives
values correspond to regions where their gradients are opposed, as in diffusion flames.
By superposing the heat release rate to the flame index in Figure 3-8, we show that two of
the three flame branches correspond, indeed, to a premix combustion mode, while the
third one is the trailing diffusion flame. Looking more closely at the combustion mode in
in Figure 3-8, we observe that the triple flame has its lean branch and the diffusion flame
branch (following the stoichiometric line) collapsed together over the length of a
diameter, before separating, at the point where the stoichiometric line is not parallel to the
velocity contours anymore. As for the rich branch, it is stretched by the local cluster of
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vorticity, as seen in Figure 3-10, showing the vorticity field and the heat release rate iso-
lines. Figure 3-11 is a zoom of the black rectangular region seen in Figure 3-10. The rich
branch of the triple flame is stretched by a vortical structure with positive co, which
increases the local heat release rate. While this vortical structure also brings crossflow air
to the jet column, Figure 3-8 shows that this vortex /flame interaction still takes place in a
rich premixed environment.
Figure 3-12 present the normalized Scalar Dissipation Rate (SDR), as well as the heat
release location. The SDR is defined as x = 2DIIVZ1I2 and represent the mixing rate, or a
characteristic diffusion time scale. When the SDR exceeds a critical value, the diffusion
time become smaller than the chemistry time; in other words, the heat lost by diffusion is
not balanced by the heat generated in the flame zone, and combustion cannot take place
or cannot be sustained. The rich branch is thus unable to propagate further upstream due
to the region of high SDR.
The velocity field plotted in Figure 3-7 and Figure 3-8 show a sharp increase right after
the flow enter the burning zone, due the thermal expansion of the combustion products,
varying from a value of 2 up to approximately 4. Unlike the divergence-free vortical
velocity, the velocity resulting from the expansion of the reactants to products is a source
term for the velocity field, as seen in Eq. 3-5. The corresponding velocity divergence
field is plotted in Figure 3-13. Given that the reaction rate is much higher in the premixed
reaction zones than in the diffusion flame zone (Figure 3-8, Figure 3-14 and Figure 3-21),
most of the velocity divergence is found along the rich and lean premixed branches, as
seen in Figure 3-13 for both triple flames observable on the centerplane.
To observe the three-dimensional structure of these flames, we also plot 2D cuts
corresponding to the x/d=1.0, x/d=2.0 and x/d=3.0-planes in Figure 3-14. The left column
show the heat release rate contours (W/m 3 ), plotted on a logarithmic scale, the
stoichiometric line and the velocity norm contours, while the right column present the
flame index contours, the stoichiometric line and the heat release rate. Similarly to what
was observed in the centerplane, the maximum heat release is located in the triple flame
region, having its diffusion branch along the stoichiometric line and its rich and lean
branches following the velocity contours. The x/d=3.0 slice contains an additional triple
flame located at z/d=1.5 and y/d=5.5.
3.4.3 Impact of the CVPs on the flame front
The complete three-dimensional picture of the triple flame is given in Figure 3-15. The
triple flame, which coincides with the location of maximum heat release rate, presents a
three-dimensional ring like structure, which cuts the centerplane at two distinct locations
as seen in Figure 3-8. To better visualize the flame, we plot and introduce a new flame
index FI*, corresponding to the product of Takeno's flame index and the normalized heat
release rate. This new flame index allow us to visualize Takeno's flame index in the
region of high heat release rate only, i.e., in the flame region. It is defined as
FI*= VYC 4  o q (3-14)|VYcH o VY 0Iq.ax
The blue and orange isosurfaces correspond to the values FI*=-0.125 and FI*=0.125,
respectively. As for Takeno's flame index, negative values indicate diffusion flames,
while positive ones indicate a premix combustion mode.
Figure 3-16 shows the vorticity and heat release rate isosurfaces of the reactive jet in two
different perspectives. Due to the CVPs action, the triple flame at the anchoring point is
stretched and advected within the jet column. Before further analysis, we define more
carefully the different kind of CVPs seen in transverse jet simulations. Figure 3-17 shows
the time-averaged vorticity magnitude isosurfaces,I co I=17.5, contoured by wall-normal
vorticity for a non-reactive transverse jet with a velocity ratio r=5 and a Reynolds number
of 1225, presented in (Fabrice Schlegel et al., 2011). Due to the wall boundary layer
separation, there are two vortical pairs in the near-nozzle region, i.e., four strands of
vorticity. Because of the time-averaging, the Kelvin-Helmholtz rings are no longer
present and only the two CVPs remain. The first vortical pair is initiated immediately at
the nozzle and contains vorticity from the nozzle shear layer as well as the contribution of
the wall boundary layer; we refer to this vortical structure as CVP in the rest of this
document. The second pair corresponds to the recirculation zone behind the jet and
contains only vorticity that separated from the wall boundary layer. We refer to this
vortical structure as recirculation vortices (RVs). A complete study of the impact of the
boundary layer detachment on the jet vortical structure can be found in (Fabrice Schlegel
et al., 2011). As we will see in the second part of this paper, the non-reactive and reactive
jet show very similar vortical structure for y /d <3.0. The CVP and RVs for the reactive
case can clearly be seen in Figure 3-18, showing the heat release rate contours and the
wall-normal vorticity, co,. The three planes, y/d=2.5, y/d=2.75 and y/d=3.0 include two
clusters of positive wall-normal vorticity for z> 0. In the y/d=2.5-plane, the RV is
centered at (z/d, x/d)=(0.4, 1.0) and the CVP at (z/d, x/d)=(1.0, 1.4). The flame front,
marked here by the high heat release rate is stretched by the inner vortical pair, i.e., the
one corresponding to the RVs. On the higher planes, y/d=2.75 and y/d=3.0 the heat
release is still important where the flame wraps up around the RV, however, there is a
local extinction on the windward side of the flame between y/d=2.75 and y/d=3.0. This
local extinction can be better understood by looking at Figure 3-20. While the flame
wraps up around the RVs and is being stretched between y/d=2.5 and y/d=3.0, the
windward side of the flame meets a region of high SDR. The mixture fraction and its
corresponding Scalar Dissipation Rate are plotted in Figure 3-19 and Figure 3-20,
respectively. The heat lost by diffusion becomes higher than the heat generated by
combustion and the flame is locally extinguished. This stretched flame is primarily
burning in a premixed combustion mode, as seen in Figure 3-21. We also note the
presence of the triple flame on the lee side, located at (z/d, x/d)=(0.2, 1.6) on the
y/d=2.5-plane.
The flame local extinction due to the region of high SDR can be better understood by
looking at Figure 3-22, showing the heat conduction and diffusive flux of thermal
enthalpy (D), R r V.(VT)- R p(cP,kDkVY).VT , versus heat of chemical
RePr ReSc k=1
N
reaction (R), -DakickWk, for the y/d=2.75 plane and the y/d=3.0 plane. On the
k=1
y/d=2.75 plane, R is higher than D (in absolute value) on the lee side of the jet, x/d=0.85,
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however, R is slightly inferior than D on the windward side, x/d=0.55. On the y/d=3.0-
plane, D is much higher than R for x/d=0.75. This corresponds to the local extinction
observed on the windward side on Figure 3-18. On the lee side, y/d=3.0 and x/d=0.55, R
is still higher than D. This corresponds to the flame front observed on the lee side on
Figure 3-18.
These results present some similarities with those obtained by Grout et. al. (Grout et al.,
2011) for the numerical simulation of a reactive transverse jet using three-dimensional
DNS while investigating flame stabilization mechanisms. Unlike our simulation, their
study examines a nitrogen-diluted hydrogen transverse jet exiting a square nozzle
perpendicularly into a cross-flow of heated air with a higher Reynolds number Re = 4000.
However, as in our simulation, their flame anchors itself on the centerplane in the
partially premixed and low velocity region between the CVPs, where the mixture is near
stoichiometric. Moreover, their maximum heat release location is also found between the
CVPs.
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Figure 3-6: CH4, 02 and C02 mass fractions and temperature fields (from left to right,
and top to bottom), as well as the mixture fraction iso-lines (levels span from 0.5 to 1.4
with increments of 0. 1).
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Figure 3-7: Heat release rate (W/m3 ) on the centerplane, plotted on a logarithmic scale.
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Figure 3-8: Flame index contours. Top: white dashed line corresponds to Z =Z
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Figure 3-11: Heat release rate (W/m3) on the centerplane, plotted on a logarithmic scale,
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Figure 3-13: Velocity divergence contours
from 0.5 to 1.4 with increments of 0.1).












1111111 I 1 ii I ii
1.5 2 2.5 3
zld














20 0.5 1 1.5 2 2.5 3 20 0.5 1 1.5 2 2.5 3
z/d z/d
x/d=3.0
1 2 3 4 56 78 9 -1 -0.5 0 0.5 1
Figure 3-14: Left column: Heat release rate contours (W/m3 ), plotted on a logarithmic
scale; white dashed line corresponds to Z = Z, ; continuous lines correspond to the
velocity norm contours. Right column: Flame index contours; white dashed line






Figure 3-15: Vorticity isosurfaces, he|| = 15, using translucency in cyan and the newly
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Figure 3-16: Vorticity isosurfaces, I1w1= 15, in cyan and heat release rate isosurfaces
q"' = 3.5 108 W/m 3in red under two different perspectives.
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Figure 3-17: Time-averaged vorticity magnitude isosurfaces, , contoured by wall-normal
vorticity from two perspectives (Fabrice Schlegel et al., 2011).






Figure 3-18: Heat release rate contours (W/m3); lines correspond to the wall-normal
vorticity, ,co,, contours, continuous and dashed lines are for positive and negative values
respectively. Levels have increments of 3.
y/d=3.0
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Figure 3-20: Normalized scalar dissipation rate contours. Continuous lines correspond to
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Figure 3-21: Flame index contours; white dashed line corresponds to Z = Z, . Continuous
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3.4.4 Comparison between the reactive and the cold flow cases
In this section, we present a side-by-side view of the reactive and cold flow simulation in
order to isolate the impact of the temperature dependent viscosity, thermal expansion and
baroclinic generation of vorticity on the jet dynamics. The cold flow simulation is
performed using the same parameters as the reactive case, but without ignition. Though
the simulations are performed only in half of domain (z < 0), we also plot the mirror
image across the z =0 plane to provide a more intuitive representation of the flow. Two
important features can be identified in Figure 3-23 for the cold flow results, the roll-up of
the shear layer at the windward side, resulting from a mechanism similar to the Kelvin
Helmholtz instability, and the CVP on the lee side. The shear layer folding yields
opposite-sign vortex arc; red and yellow arcs have their vorticity oriented in the z-
direction, while the blue arcs have theirs in the opposite direction. A complete description
of the shear layer roll-up and the counter rotating vorticity formation can be found in
(Youssef M Marzouk & Ghoniem, 2005; Youssef M. Marzouk & Ghoniem, 2007;
Daehyun Wee, Marzouk, & Ghoniem, 2005).Unlike cold flow simulations, we notice a
very fast decay of the KH rings and the absence of the breakdown of vortical structures
into small scales for the reactive case, due to the important change of the flow viscosity
in the high temperature region. Indeed, while the cold flow region is characterized by a
Re of 1000, the high temperature region Re is around 80. The contours on the left wall, in
Figure 3-23, show the projection of the centerplane vorticity.
As seen the previous section, the transverse vortical structures include two counter
rotating vortex pairs, the CVP and the RVs. The RVs, corresponding to the recirculation
zone behind the jet, can clearly be seen on the lee side view in Figure 3-24. This side by
side comparison show very similar structure for the reactive and the cold flow cases. As
the boundary layer detachment is not affected by the combustion process, the temperature
and viscosity are identical on the lee side for the first two diameters after the nozzle exit
and the jets exhibit similar dynamics. For y > 2D, the reactive jet widens more in the
spanwise direction than the cold flow case, partly because of the thermal expansion. The
streamlines in Figure 3-23 illustrate the presence of wall vortices, the recirculation zone
behind the jet (Fabrice Schlegel et al., 2011), and the expansion velocity for the reactive
case, as the streamlines diverge on the lee side.
A better manifestation of the expansion velocity can be seen in Figure 3-25, showing the
streamlines and vorticity contours in the centerplane. Indeed, while the streamlines on the
lee side tend to converge to the jet column for the cold flow due to the action of the
CVPs, the streamlines are divergent for the reactive case. These streamlines make the
recirculation zone behind the jet evident, and how air is entrained by the action of the
CVP and RVs, into the jet column and the reaction zone. The total velocity, shown in
Figure 3-26, is the sum of the vortical and the expansion vorticity. Much higher velocities
are thus observed in the reactive case in the region located 4 diameters above the nozzle
and 2 diameters behind the jet.
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The location of the node on the lee side is similar for both cases. This node in the velocity
streamlines has also been observed by Hasselbrink and Mungal (Hasselbrink & Mungal,
2001) for reactive elevated transverse methane jets for Reynolds numbers Re = 6000 and
12600, corresponding to velocity ratios r = Ui / U.Z= 10 and 21, respectively.
Moreover, their experiments also show divergent streamlines on the lee side for the
reactive case while the same streamlines tend to converge to the jet column for the cold
flow case, which is consistent with our results.
Finally, Figure 3-27 presents the streamlines and vorticity contours on the y=3-plane for
the cold flow on the left and the reactive case on the right. This velocity field is the
results of the CVPs and the expansion. Due to the expansion, the streamlines are
organized as an unstable spiral, having its center located on the rear vorticity strand
(RVs), and part of the velocity vectors are oriented against the crossflow. Reverse
velocity vectors do not appear in the cold flow case, except in the direct neighborhood of





Figure 3-23: Vorticity isosurfaces, |cJ1=15, colored by spanwise vorticity, selected
streamlines and vorticity contours on the centerplane, projected on the left wall, for the
cold flow (top) and the reactive case (bottom).
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Figure 3-24: Vorticity isosurfaces, w a 1=10, colored by wall-normal vorticity for the cold
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Figure 3-25: Streamlines and vorticity contours in the centerplane for the cold flow (top)




























Figure 3-26: Streamlines and velocity
(top) and the reactive case (bottom).











Figure 3-27: Streamlines and vorticity contours on the y=3-plane for the cold flow (left)
and the reactive case (right).
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3.5 Conclusion
An adaptive Eulerian/Lagrangian formulation of the Navier-Stokes and the reactive
equations has been implemented to account for the multiscale nature of combustion
processes. The resulting algorithm has been validated before being applied to the
transverse jet case, and more especially, a flame anchoring simulation. The anchoring
point presents, for Re =1000, a triple flame structure having its rich and lean partially
premixed branches in low velocity regions, where the flow velocity is close to the
stoichiometric and premixed laminar burning speed, and its trailing diffusion flame along
the stoichiometric line. The CVP and RVs inject the crossflow air into the fuel jet colun
on the lee side, while simultaneously stretching the flame front at its anchoring point.
The reactive case is compared to the cold flow case in order to measure the impact of the
expansion velocity, the viscosity changes with temperature, as well as the baroclinic
generation of vorticity. The reactive jet flow show higher fluid velocities, due to thermal
expansion, and a larger span than the non-reactive case. The Kelvin-Helmholtz instability
is damped out by the strong viscosity of the high temperature zone, where the local
viscosity is one order of magnitude higher than in the cold region. The combustion
processes, however, are found to have no impact on the near wall vortical structures, as
the flame is located around 2.5 diameters past the nozzle exit.
This fast and accurate method is currently being used to examine the impact of jet control
and nozzle edge perturbations on the jet combustion dynamics.
Conclusion
Several contributions to transverse jet modeling were made both in terms of modeling
and software development, as well as in the accurate description of the cold and reactive
transverse jet physics.
Formulation and software development
A Vortex Element code has been developed and applied to multiphysics problems. This
software allowed for the study of transverse jet and its control by accurate modeling of
the boundary conditions and nozzle perturbations. Finally, a hybrid Eulerian/Lagrangian
has been developed for the simulation of chemically reactive flows, accounting the very
strong need for spatial and temporal adaptivity in reacting simulations. This highly
adaptive hybrid scheme yields truly fast and accurate results due to the combination of
the Lagrangian Vortex Method, providing the solution of the momentum equation, and
adaptive mesh refinement (AMR) on a Cartesian grid, resolving the chemical species and
the energy conservation equations.
Flows physics
The presented hybrid software enable us to provide an understanding of the transverse jet
flow structures. The Transport Element Method has been used to investigate the
buoyancy effects on the transverse jet problem. The non-buoyant and buoyant cases were
compared by giving a complete description of the flow fields. The combination of vortex
methods, the TEM and our multipurpose adaptive treecode allows for accurate and time
efficient simulations of the jet.
We have developed a rigorous vorticity-flux boundary condition, which includes full
interaction between the wall boundary layer and the jet. Several near-wall vortical
structures, whose existence was qualitatively predicted on the basis of experimental
measurements (R. M. Kelso et al., 1996), emerge from the separation of the wall
boundary layer. Among them, tornado-like wall-normal structures on the lee side of the
jet, close to the nozzle, contribute significantly to the counter-rotating vortex pair. Indeed,
counter-rotating vorticity in the first few diameters above the jet exit results primarily
from the entrainment of wall boundary layer vorticity via these structures.
We have explored the impact of nozzle-edge vortical perturbations on the structure and
evolution of an incompressible transverse jet at high Reynolds number. We show that
flapping motions at the nozzle exit as well as delta tabs exerts qualitative and quantitative
impact on the overall jet dynamics, and allow for an easy control of the jet penetration
and spread. Both spanwise flapping motions and the addition of a delta tab on the lee side
of the jet allow for more spanwise spreading and less penetration. Moreover, spanwise
flapping forcing provides an earlier breakdown into small scales. On the other side,
streamwise flapping motions delay the breakdown into small scales. As for laterals delta
tabs, they produce a very narrow jet core that penetrates further into the crossflow with
less spanwise spreading. Additionally, streamwise flapping motions considerably
increase the entrainment rate and the wall-normal circulation of the forced jets.
Finally, we provided a complete description of the flame anchoring mechanism. The
anchoring point presents, for Re = 1000, a triple flame structure having its rich and lean
partially premixed branches in low velocity regions, where the flow velocity is close to
the stoichiometric and premixed laminar burning speed, and its trailing diffusion flame
along the stoichiometric line. The CVP and RVs inject the crossflow air into the fuel jet
column on the lee side, while simultaneously stretching the flame front at its anchoring
point. The reactive case is then compared to the cold flow case in order to measure the
impact of the expansion velocity, the viscosity changes with temperature, as well as the
baroclinic generation of vorticity.
Future work
The current 3D combustion code can still be improved further. The addition of an
implicit solver for the chemical source term would considerably reduce the computational
time and allow for more complex reaction mechanisms. These complex reaction
mechanisms could be used to study and reduce emissions in actuated transverse reactive
jets.
Due to the relatively fast calculation time for reactive simulations, parametric studies are
now possible. Ongoing work is aimed at a better understanding of the formation and
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evolution of vortical structures in actuated reactive transverse jets, in which the impact
of jet control on the flow field, the jet mixing properties and its heat release will be
analyzed.
An effort has been made to develop a very flexible code, thus allowing for the resolutions
of different setups in simple geometries (straight jet, co-flow jet). The implementation of
more sophisticated boundaries, using panel or penalization methods for instance, would
allow for industrial applications, such as the combustion processes within gas turbines,
without being limited to a single jet. The same way, higher pattern factors could be reach
though the study of the turbine combustion products cooling..
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Appendix
A. Vorticity dynamics in actuated transverse
jets: reduced boundary layer model
This section is an extension of Chapter 3. By suppressing the separation of the wall
boundary layer away from the jet nozzle and comparing the results to the full model, we
can better evaluate how the separation of the wall vortex sheet affects the behavior of the
jet. The following simulations are performed using the same parameter as previously
defined, i.e., a velocity ratio r = U,,, / Uc,,fl = 7 and a Reynolds number
Re,,t =1715based on the jet velocity, but now use the reduced boundary layer model
(Eq. 2-17).
A.1. Delta tabs
Figure A-1 present the unforced jet side-by-side with two simulations using delta tabs: a
windward delta tab (Figure A-1, b), and lateral delta tabs (Figure A-1, c). The windward
tab creates a localized counter-rotating vortex pair in the mixing layer. As a result, the jet
CVP is initiated earlier than its unforced counterpart, and the jet is wider in the spanwise
direction. While it is initially upright, it then bends very quickly into the crossflow. The
jet with lateral tabs, on the other hand, has a narrower core, less spanwise spreading, and
a better penetration than both the unforced jet and the windward tab case. The choice of
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windward or spanwise tabs allows for a very effective control of the spread and
penetration of the jet.
We notice that the changes in penetration and spread of the perturbed jet are more
important with the reduced model than with the full model. Because the jet trajectory of
the unforced jet is straighter with the full model than with the reduced model, lateral tabs
perturbations provide better improvement of the jet penetration with the reduced model.
The same way, due to the boundary layer separation, the spanwise flapping case with the
full model does not show the sudden bending into the crossflow, as it is the case with the
reduced model, and show better penetration.
These viscous simulation results for the unforced jet and the windward tab show very
good agreement with the inviscid ones reported by Marzouk and Ghoniem (Y. M.
Marzouk & Ghoniem, 2006). However, the ring folding phenomenon is delayed due to
viscous diffusion and never happens before 3 or 4 diameters away from the nozzle exit,
instead of 1 or 2 for the inviscid case. Moreover, peak vorticity values decrease with
viscosity, which considerably delay the breakdown into small scales.
A.2. Spanwise and streamwise flapping modes
Figure A-1 (d, e and f) presents the vorticity isosurfaces of the jets with spanwise
flapping. As described in 2.4.3 with the full model, the helical forcing slightly move the
vortex rings off their axisymmetry axis, and then the misalignment of two consecutive
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rings is amplified by mutual induction, thus stretching the core of the jet in the spanwise
direction. We observe that the flapping forcing significantly increases the jet spreading in
the spanwise direction. As the amplitude of the perturbation increases, the jet shows less
penetration and an earlier breakdown into small scales.
The simulations are repeated with a streamwise flapping motion this time and the
resulting vorticity isosurfaces are presented in Figure A-1 (g, h and i). The jet now
spreads in the z=0 plane, remaining very narrow in the spanwise direction. Moreover, the
spreading angle and the penetration of the jet increase with the forcing amplitude. These
numerical simulations are consistent with the experiment of Reynolds in 1984, published
in (W. C. Reynolds et al., 2003) presenting a straight bifurcating jet, i.e., without
crossflow. His experiments show that, while the jet bifurcates in one plane, the jet
remains very confined in the plane perpendicular to the bifurcation plane. The jet seems
even more confined in the latter plane than an unforced straight jet. Translating these
results to our transverse jet setting, the jet is expected to be wider in the spanwise
direction when applying a spanwise flapping motion and to be narrower with streamwise
forcings.
A.3. Forced jets entrainment properties
The jets vertical entrainment rates, computed by integrating the volume flux across a
plane parallel to the wall, are plotted in Figure A-2. This figure shows that these
perturbed jet entrainment rate can be up to 50% higher than the unforced case one. Until
around two diameters above the nozzle, the jet is nearly vertical and all the perturbed
cases show similar trends. However, for y / d > 1.5, some of the rates progressively
decrease as the jets bend into the crossflow. The highest rates are observed for the
streamwise flapping forcing A3, the spanwise flapping A2 and the lateral tabs. In fact, as
seen in (W. C. Reynolds et al., 2003), bifurcating jets, i.e., jets with flapping forcing,
possess better entrainment properties than straight. The same way, Figure A-2 shows that
transverse jets with flapping motions entrain more surrounding fluid than the unforced
transverse jet due to their increased spreading, either in the spanwise or the streamwise
direction.
(b) windward tab
(d) spanwise flapping, Al
P
,Z/
(g) streamwise flapping, Al
(e) spanwise flapping, A2
(h) streamwise flapping, A2
(f) spanwise flapping, A3
( s
(i) streamwise flapping, A3
Figure A-1: Vorticity magnitude isosurfaces, I co =20, contoured by spanwise vorticity at t = 12.0
from two perspectives for the unforced jet, delta-tabs perturbations and flapping motion forcing.
(c) lateral tabs(a) unforced
