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Abstract
After going undetected for roughly a decade, the emerald ash borer (EAB; Agrilus
planipennis)—an invasive beetle native to Asia—was first detected in North America near
Detroit, MI, in the summer of 2002 where it has continued to decimate native ash trees (Fraxinus
species) and increase its footprint ever since. The beetle’s ability to disperse via humanfacilitated mechanisms as well as biological means has resulted in an alarming pace of
infestation, with the first positive EAB identification in the state of New York taking place in
2009. Using geographic information systems technology, logistic regression, and maximum
entropy modeling (Maxent), this project identifies the environmental predictors that are most
associated with the presence of the EAB in the 16-county, western New York quarantine zone.
From here, risk maps predicting which areas in this study zone are most susceptible to a future
invasion of the EAB were created and compared to a second dataset of known locations of the
EAB for accuracy assessment. These results were then considered for their ability to inform EAB
management and prevention efforts at the present time and in the near future when the effects of
climate change are taken into account.
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Chapter 1: Project Overview

I. Introduction
After going undetected for roughly a decade (Poland & McCullough, 2006), the emerald
ash borer (Agrilus planipennis; EAB)—a beetle native to Asia—was first detected in North
America near Detroit, Michigan, in the summer of 2002. In the 11 years since its discovery, the
beetle has decimated native ash trees (Fraxinus species) and widened its footprint across both the
US and Canada (Anulewicz, McCullough, Cappaert, & Poland, 2008; BenDor, Metcalf,
Fontenot, Sangunett, & Hannon, 2006). The beetle’s ability to disperse via both humanfacilitated mechanisms and biological means (Prasad et al., 2010) has resulted in an alarming
pace of EAB infestation across the American Midwest and Northeast. By 2007 at least six states
had already been affected by the EAB (Anulewicz et al., 2008) with 25 and 30 states expected to
face infestation by 2019 and 2020, respectively (Kovacs et al., 2010; Kovacs et al., 2011).
Despite the fact that an adult EAB measures a mere half-inch in length (Wilson & Rebek,
2005) the impact of the beetle has been widespread and swift (Kovacs et al., 2011). As put by T.
BenDor et al. (2006), “on average, it has been observed that the EAB can fatally injure an ash
tree within 3–4 years of initial infestation” (p. 222). With this in mind, it comes as no surprise
that by 2004 the beetle had been deemed responsible for the death or impending death of roughly
15 million ash trees in Michigan alone (Poland & McCullough, 2006). Its destructiveness results
in part from the nature of the relationship between the invasive beetle and its host species
(Fraxinus species); in order to survive the beetle feeds on its host’s nutrient supply, or phloem
(Keever et al., 2012). The resulting injury—commonly referred to as “girdling”—is usually fatal
(BenDor et al., 2006, p. 222).
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Such destruction is troubling, considering that the ash trees of North America are
estimated to number roughly 8 billion, account for roughly 7.5% of hardwood sawtimber in the
U.S. and 14% of the country’s urban leaf coverage, and represent $300 billion (Prasad et al.,
2010). Couple these statistics with the fact that ash trees tend to be components of a number of
interrelated forest ecosystems, riparian areas, and urban areas alike (MacFarlane & Meyer 2005;
Pontius, Martin, Plourde, & Hallet, 2008; Lindell, McCullough, Cappaert, Apostolou, & Roth,
2008), and there is only one reasonable conclusion: the EAB poses a clear and immediate threat
to North America’s timber resource.

II. Research Objectives
When this study was first conceived in the fall of 2011, the state of New York was just
two years out from its first reported case of the EAB within its borders (New York State
Department of Environmental Conservation [NYSDEC], 2012). While the state is no longer on
the northeastern front of EAB spread, as the beetle has since spread to both Massachusetts and
Connecticut (United States Department of Agriculture Animal and Plant Health Inspection
Service [USDA/APHIS], n.d.), 49 of New York’s 62 counties remain EAB-free (NYSDEC,
2012). Even so, 20 counties have been placed into a “quarantine zone” where firewood
movement is restricted and regulated by either the federal government, the State of New York, or
both. This State-imposed quarantine zone, as of 2010, is split into two parts: an eastern zone
composed of four counties and a larger western zone (New York State Department of
Environmental Conservation [NYSDEC], 2013).
This project will focus exclusively on the western New York quarantine zone imposed by
the New York Department of Environmental Conservation (NYSDEC, or DEC), where the so-
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called “Emerald Plague” of 2010 was acutely experienced (King, 2011, p. 25). This western
quarantine zone is comprised of the following 16 counties: Allegany, Cattaraugus, Chautauqua,
Chemung, Erie, Genesee, Livingston, Monroe, Niagara, Ontario, Orleans, Schuyler, Steuben,
Wayne, Wyoming, and Yates (NYSDEC, 2010). While the details of the State quarantine will be
discussed in chapter two, the study area delineated here limits the focus of this project to those
areas in which the movement of firewood is already restricted and where there is a combination
of infested and non-infested counties (NYSDEC, 2010).
Understanding why certain areas of the state have become infested while others have not
is the main focus of this study. While a number of researchers from a variety of fields have
conducted EAB-centered studies, there remains a need for a comprehensive examination of the
spread of the EAB that pays equal attention to abiotic, biotic, and anthropogenic factors that
might influence the beetle’s spread. This is not to say that past studies have been devoid of a dual
focus on so-called “natural” and anthropogenic factors that may impact the spread of the EAB
(Prasad et al.2010; BenDor et al., 2006), but the number of variables considered in existing
literature tend to be somewhat limited. Thus, herein lies an opportunity for an EAB-focused
study in an under-studied region (NY) that considers a wider range of potential predictors than
can be found in past studies. With that said, the research questions for this project are as follows:

1. Which features of the New York landscape—abiotic, biotic, or anthropogenic—are most
strongly associated with the presence of the EAB in the 16-county study area?
2. In which parts of the study area do ash trees currently face the greatest risk of infestation
from the EAB?
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3. How might this geography of EAB risk change as a result of anthropogenic climate
change?

To answer these questions, logistic regression and maximum entropy modeling (Maxent)
will be used to analyze the relationship between the EAB and 17 independent variables that
include anthropogenic factors such as human population, and so-called natural factors of the
landscape including slope (abiotic) and the relative greenness, or health, of the vegetation across
the study area (biotic). Climatic conditions will also be considered for their influence on beetle
distribution, as existing literature has thus far have excluded potential changes in climatic
conditions in EAB spread modeling. After establishing which of these factors might influence
the EAB’s spread patterns, risk maps will be created that identify where ash trees are most likely
to be affected by the beetle across the study area.

III. Layout of the thesis
The four remaining chapters describe this project in full, beginning with chapter two,
which serves as an introduction to the topic of invasive species, the EAB, and the methods that
have been employed to predict and limit its spread. Chapter three discusses the data and methods
of analysis utilized in this project and includes a detailed account of both the dependent and
independent variables used in the modeling process. Chapter four contains the results of these
analyses and a discussion of findings. Finally, chapter five concludes the paper with a brief
summary of the main points arrived at throughout the research process and offers some
recommendations for future policy on invasive species’ spread.
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Chapter 2: Background & Literature Review

I. Introduction
As discussed briefly in the first chapter, the emerald ash borer (Agrilus planipennis;
EAB) has caused a tremendous amount of damage, both financially and physically, since its
arrival in North America (Kovacs, et al., 2011). The primary goal of this research project is to
learn whether there is a pattern that underlies the process of EAB spread in western New York. If
so, the landscape features that contribute to this pattern of movement will be identified and then
used to inform recommendations for improved preventative efforts in the state. Before moving
on to this analysis and final output(s), however, an understanding of the EAB itself is required,
including background about its biology and history within both North America and its native
Asia (Keever et al., 2012). Additionally, and especially considering the vast body of research
that exists regarding invasive species, how past studies have addressed the distribution of the
EAB as well as that of other invasive species must also be discussed.
For ease of understanding, this chapter is broken down into four sections. The first
focuses on the broad topic of invasive species and includes an explanation of the term “invasive”
that appears so often in this paper. The second section of this chapter focuses on the EAB itself.
Subsections within this chapter highlight the beetle’s biology, its host species, and its life cycle,
which collectively work to answer the question that may still linger—namely, why is the EAB of
such grave concern to North America’s forest resources? The third subsection of this chapter will
shift its focus towards the methods used by researchers to model the spread of the EAB and other
invasive species. Given the relative lack of material focused on predicting future spread while
making considerations for anthropogenic climate change, the primary focus here will be on
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modeling spread patterns under current climatic conditions. Finally, the fourth subsection will
concentrate briefly on the past and present policy efforts that have been enacted to prevent the
spread of the EAB, both in New York and elsewhere in the United States.

II. Invasive species
Invasive pests such as the EAB are a threat to forest stock not only for the obvious and
tangible ramifications—millions of dead trees, for example—but also for the domino-effect of
environmental damage that massive tree deaths can trigger from the loss of biodiversity and
ecosystem services to the financial costs associated with managed forest systems (Mercader,
Siegert, & McCullough, 2012). Yet, while this paper focuses on the EAB, much attention as of
late has been paid to invasive species across the US and the damage they are capable of
producing. From Asian carp threatening the $7 billion fishing industry in the Great Lakes
(National Park Service [NPS], 2013) to the mountain pine beetle placing millions of trees in the
American West at risk (Leatherman, Aguayo & Mehall, 2011), the EAB is not alone in
threatening ecosystems and economies in its relative new geography.
According to a study published in 2005, as many as 50,000 non-native species have
found their way to the US over the country’s history. Furthermore, American forests are thought
to contain an estimated 360 different species of alien, or non-native, insects such as the EAB.
Just over 100 of such species are considered invasive (Pimentel, Zuniga, & Morrison, 2005). It
should be noted that these numbers are true estimates, and an under-estimate at that, as detecting
invasive species is often quite difficult and many go undetected for years (Corn, Buck, Rawson,
Segarra, & Fischer, 2002). While somewhat alarming, these statistics lack much meaning
without useful definitions of the key terms: invasive and non-native. As discussed in detail by
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co-authors R.I. Coluatti & H.J. MacIsaac (2004), there is a clear lack of consensus where key
terms such as “invasive” are concerned. This lack of agreement persists in both invasion ecology
research and in the general public. Yet, while a long discussion of terminology is not only
possible but rather engaging, the etymology of the term is beyond the scope of this project.
Instead, for the sake of clarity and continuity the definition of invasive used in this study comes
from one of the government agencies charged with preserving the many species of flora and
fauna across the country—the United States Fish and Wildlife Service (USFWS).
According to the USFWS:
An invasive species is one that is not native to an ecosystem and which causes, or is
likely to cause, economic or environmental harm or harm to human health. It is important
to note that when we talk about a species being invasive, we are talking about
environmental boundaries, not political ones. (U.S. Fish & Wildlife Service [USFWS],
2012, ¶ 1)
Considering the well-documented harm the beetle has already caused and its origins
outside the US, the invasiveness of the beetle is not up for debate, which, to be clear, is a status
existing literature has made no effort to repeal. Furthermore, the USFWS’s definition is
clarifying for yet another reason: the distinction it makes between nativity and invasiveness.
According to the USFWS, then, a species can be simultaneously non-native and non-invasive.
This is an important distinction, since confusion tends to persist surrounding the relationship
between species nativity and invasiveness—two terms that are occasionally used synonymously
despite the fact that the terms have slightly different meanings (Coluatti & MacIsaac, 2004).
Whether the USFWS’s definition of the term “invasive” is the best of all possible definitions of
the term remains up for debate, though any such debate is not within the scope of this paper.
Even so, this definition is instructive and allows for the introduction of two equally fundamental
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questions: what is the EAB, and why is there so much concern surrounding North America’s ash
resource?

III. The emerald ash borer & host species
i. Fraxinus species and forest resources in New York
As discussed briefly in the first chapter, though the EAB is slight in size it is
extraordinarily effective at retaining nutrients from its host species—ash trees. In fact, it has been
described as “the most important pest of ash trees (Fraxinus spp.) in North America” by a
number of foresters and researchers in the field (Cook, McCullough & Hoover, 2009, p. 1).
Considering their role as “early-successional species,” ash trees in general are common
components of post-disturbance sites (Knight, Brown, & Long, 2013, p. 373). In addition to postdisturbance sites, a number of ash species may also be found lining city streets or within a
variety of forest ecosystems (MacFarlane & Meyer, 2005; Anulewicz, McCullough, & Cappaert,
2007). Unfortunately for the 16 species of ash that grow in the United States (Knight, Brown, &
Long 2012), the beetle has been known to destroy its host trees in over 99% of instances of
known infestations (Royo & Knight, 2012).
The 99% fatality rate of infested trees is certainly alarming, but put into the context of
western New York specifically, it becomes even more frightening. According to a 2009 study
using data from the early-1990s, 11.7% of westernmost portion of New York—an area that
composes roughly half of the study area in this project—is comprised of members of genus
Fraxinus. The fact that this figure rose 5.7% from pre-settlement estimates (Wang, Kronenfeld, &
Larsen, 2009) only makes matters worse, as increasing amounts of ash trees logically points
towards increasing amounts of EAB risk for the region as a whole. With recent statistics placing

9
the total number of trees in the state at 900 million (Cornell University, 2009; Kovacs et al.,
2010), roughly 63 million of which, or seven percent, are from species of the genus Fraxinus
(Cornell University, 2009), concern for EAB and the potential toll the invasive species could
take on the state’s forest resource is warranted.
Perhaps the most troubling aspect of the EAB is not only its aforementioned kill rate of
its host species, but the susceptibility of ash trees in North America to the EAB. While some
researchers have suggested that all species of ash in North America are vulnerable to the EAB
(Kovacs et al., 2010), others limit this known risk to the eight species of ash on which
documented cases of EAB infestation have been reported (Keever et al., 2012). Yet, while there
remains some uncertainty regarding which of North America’s Fraxinus species might be
resilient to the EAB, the simple fact is that no eastern North American ash species, including
those in New York, are fully resistant to the invasive beetle (MacFarlane & Meyer 2005).
Thus, where there are ash trees, especially in the eastern US, there exists the potential for
damage. It follows that if ash trees were rare in the state, then the EAB would barely register as a
threat. Unfortunately, as the statistics above indicate, this is not the case. Accounting for nearly
300,000 hectares of canopy cover, ash species are no minor component of the state’s forest
resource. Sheer numbers, however, are not enough to explain why New Yorkers are concerned
with the EAB, and why this concern is reasonable.
Rather, these “alarm bells” are prompted in part by the ability of Fraxinus species to
thrive in a variety of environments and are commonplace in areas with dominant cover types
from built-up, primarily impervious lands, to forests. In this latter, more obvious habitat, ash
trees tend to be minority species, not dominating features, of larger stands (MacFarlane &
Meyer, 2005). Considering that roughly 7% of all trees in the state are of the genus Fraxinus, the
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fact that ash trees are minority species in larger forested areas logically translates into a
scattering of ash trees across the state. That is, without ash-dominant forests accounting for much
of this 7% figure, the alternative—that patches of ash trees must exist throughout the state—is
increasingly likely.
This logical conclusion is confirmed by hard data, as each of the 50 counties in upstate
New York contain members of the genus Fraxinus, with northwestern and north-central counties
containing relatively higher densities than their counterparts when the genus is mapped as a
percentage of total basal area (Wilson & Lister, n.d.). Furthermore, considering that ash trees are
capable of thriving in in post-disturbance forests (Knight et al., 2013), the geography of ash tree
distribution is becomes increasingly complex in forested land. However, as discussed previously,
ash trees are not confined to the countryside.
As put by D. MacFarlane and S. Meyer (2005): “Ash trees are also one of the more
widely planted trees in urban areas of the U.S.” (p. 16). A major reason for the ubiquity of ash
trees in urban areas is the relative hardiness of ash trees, which enables the trees to withstand the
harsh conditions for which urban areas are known. These conditions range from air pollution and
soil compaction (Poland & McCullough, 2006) to drought and salt (MacFarlane & Meyer, 2005).
The generally low genetic diversity of the urban ash resource, which in many cases means
predominantly white (F. americana) and green ash (F. pennsylvanica) (Kovacs et al., 2010), is
cause for concern, as it is reminiscent of a similar problem with Dutch elm disease that plagued
urban areas in years past.
Ironically, ash trees were planted in a number of urban and suburban areas as
replacements for the many American elm trees that had been destroyed by Dutch elm disease, the
spread of which was aided by the close proximity of infested and non-infested specimens
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(MacFarlane & Meyer, 2005). Combined with the biological dispersal mechanisms to be
discussed shortly, the monoculture of Fraxinus species makes for a hot zone of risk where ashdominant clusters are common (Poland & McCullough, 2006; MacFarlane & Meyer, 2005).
The work of MacFarlane and Meyer (2005) deserves a bit more discussion in this
literature review in that it addresses two points of this research process: the urban ash resource
and whether all species of ash are worth consideration in further analysis. After identifying white
(F. americana) and green (F. pennsylvanica) ash as particularly important in North America—
which are also especially commonplace in urban areas (Kovacs et al., 2010)—MacFarlane and
Meyer (2005) work to understand which species might be more susceptible to such an invasion
than others, as previous research has indicated such varied susceptibility is a distinct possibility.
While the authors reach several conclusions, those of interest here are that some white ash
specimens may have slight, though not complete, resistance to the EAB. More importantly,
however, is the authors’ confirmation of what previous research has already discussed: that urban
ash trees are at high risk of infestation due largely to low genetic diversity within city ash
populations.
While their results are of interest and provide useful background information for this
thesis project, a diversion from their focus area highlights yet another characteristic of ash trees
that adds complexity of the research process at the species level. Namely, while one might
expect different species of ash to be easily identified, MacFarlane and Meyer (2005) point out
the common behavior of ash trees to reproduce with other ash species. This results in the
formation of a number of hybrid ash trees with characteristics of each of its parents, which
suggests that accurate data for Fraxinus distribution is difficult to acquire. This point regarding
the varied vulnerability of the many ash species lends itself to a further discussion of just how
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the EAB manages to be so destructive and why the species may not matter to the parasitic insect.
This in turn requires a more detailed explanation of the life cycle of the beetle and the manner in
which it emaciates its host.

ii. The Biology of the EAB
The EAB is not indigenous to North America and instead made its way over to the States
through wood pallets and other wood-based packing materials (Muirhead et al., 2006; Anulewicz
et al., 2007). The invasive beetle, native to Korea, China, and other parts of northeastern Asia, is
not only foreign to the selected study area of western New York, but it is only considered a
secondary pest in its home territory given its co-evolutionary history with its host species. The
EAB has no natural predators in the US, which is simply not the case in its native range
(Anulewicz et al., 2007; Keever et al., 2012).
The fact that in its home territory the beetle evolved with its host species is important, as
in its new geography the EAB must find hosts in order to survive. Generally speaking, when
these hosts are unfamiliar with the new species, they have no natural resistance to it. It follows
that there are no predators to assist in limiting its population, resulting in an explosion of the
population of the nonindigenous species in question. Considerable environmental and economic
harm follows (Poland & McCullough, 2006). In other words, the species meets the USFWS’s
standards for the “invasive” label with its non-nativity and propensity to cause harm. While treelevel data and fine-scale distribution of the species in cities or otherwise are not the focus of this
study, it is important to understand the beetles’ behavior at finer scales so to inform the selection
of coarser, more regionalized data for dispersal analysis.
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One such fine-scale variable that can be considered more broadly is stress and how the
EAB responds to it, as the EAB tends to exhibit a preference for stressed trees—and the volatile
compounds emitted by these trees—over healthy specimens (Mercader et al., 2012; Royo &
Knight, 2012). In fact, developing EAB larvae are more effective at taking nutrients from
stressed trees, as research has shown that EAB larvae that developed in healthy trees took twice
as long—one year versus two—to develop than those that were found in trees that were already
stressed prior to the initial EAB infestation (Mercader et al., 2012). It follows that trees with
unhealthy canopies face higher mortality rates than those that were healthy at the time of
infestation (Royo & Knight, 2012). Thus, trees that were already weakened, either by the EAB or
some other cause, tend to be more susceptible to further infestation and faster mortality. While
stressed trees may be preferable to the beetle, it should also be noted that there is a point of
diminishing returns when it comes to nutrient acquisition and the health of the tree, as severely
declining trees tend to be avoided by beetles considering the lack of available nutrients in those
near death (McCullough, Poland, Anulewicz, & Cappaert, 2009). However, much of what makes
the EAB a significant threat to ash resources in North America is its ability to destroy unhealthy,
stressed trees as well as vigorous ash specimens (Keever et al., 2012).
The beetle is so effective in attaining nutrients from its host species that its own ability to
sustain life comes at a high price for the ash tree it feeds upon. The previously cited mortality
rate of infested ash trees makes this very clear, as does the fact that by 2007 the EAB was
considered responsible for the loss of roughly 20 million ash trees in Michigan alone (Keever et
al., 2012), and as many as 53 million trees in the Michigan-Indiana-Ohio tri-state area (Kovacs et
al., 2010). Unfortunately for the success of preventative measures to limit its spread, the beetle is
widely considered to have been within US borders since roughly a decade before its first
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recorded sighting (Keever et al., 2012; Poland & McCullough, 2006), making it difficult to
pinpoint precisely how damaging its presence has been and will likely continue to be. However,
those ten years proved plenty to spur an epidemic for the native ash species.
To discuss the life cycle of the EAB, it is helpful to begin at the end. In late spring and
early summer, usually May-July, adult beetles emerge from the bark of their host specimens
(Dean, Vandenberg, Griggs, Bauer, & Fierke, 2012). After boring through the bark, the adult
beetles leave behind a “D”-shaped hole, which is often used to help identify beetle infestation
sites and is a mere 3-4 mm wide (Pontius et al., 2008; Poland & McCullough, 2006). Once
outside the tree, the beetle continues to feed on its host, which at this point consists of eating
away at the tree’s foliage in relatively small portions that become noticeable only after severe
damage and defoliation have occurred (Poland & McCullough, 2006). Only three to six weeks of
this life cycle is spent as adults, during which time the beetle not only feeds on foliage, but lays
eggs containing the next generation of destructive beetles (Anulewicz et al., 2008).
During these three to six weeks of adult life, mating takes place. By the late summer,
adult female ash borers are ready to lay eggs, which they do individually just underneath the bark
of ash trees, on its surface, or within its outer cracks and crevices. Each female ash borer lays
anywhere from 30 to 90 eggs in her lifetime (Anulewicz et al., 2008; Poland & McCullough,
2006), and tends to select any ash host with greater than a two-inch diameter (BenDor et al.,
2006). Within roughly two weeks, the eggs hatch and larvae emerge (Poland & McCullough,
2006), though hatching can take place after one week (BenDor et al., 2006). While the adult
beetles feed on foliage, it is the larvae that cause the most significant damage to the host. They
do so by feeding on the phloem and cambium of the host specimen for several months and spend
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the winter inside the tree before developing into adults that emerge from the aforementioned
“D”-shaped holes.
This feeding reduces important nutrient flow through the tree and ultimately results in
girdling the tree, an injury that leads to death in almost all cases (BenDor et al., 2006). Larval
feeding also leaves behind what are referred to as serpentine galleries, or S-shaped impressions
just under the bark. These galleries that are often used as an identifier of EAB presence, but,
more importantly, collectively contribute to the canopy dieback and tree mortality previously
discussed (McCullough et al., 2009). After exiting the tree, these adult beetles continue through
the cycle just discussed. However, where female beetles choose to place their eggs is central to
the concept of EAB dispersal, which is the focus of the next section of this chapter.
While it is possible that an adult EAB may choose to mate and lay eggs in the very same
tree in which it developed to adulthood, the widespread footprint of EAB damage is evidence
that the EAB moves from place to place, and does so via one of two general paths of dispersal:
flight or human-facilitated movement (Prasad et al., 2010). Estimates of the rate of beetle spread
via flight range from 0.8 km per 24-hour period for females (Muirhead et al., 2006) to an
estimated upper limit of 2426 meters per lifetime (BenDor et al., 2006). Flight, however, is only
part of the dispersal story, as much of the existing body of research focused on the EAB centers
on the multiple dispersal mechanisms of the beetle. A brief summary of similarly-focused
research follows.

iii. EAB spread modeling
Of the many studies conducted about the EAB, the work of Prasad and co-authors (2010)
stands out as the most relevant to this research project. In this study, the authors attempted to
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understand the complex nature of EAB habitat selection, which is a major focus area of this
thesis project. Arguing that modeling methods previously utilized in similar studies lacked a
much-needed consideration for spatial difference across a landscape, the authors instead employ
a “…spatially explicit cellular spread model called SHIFT” and apply its mathematical-spatial
hybrid approach to the spread of the EAB in Ohio (Prasad et al., 2010, p. 355). In their spread
model, Prasad and co-authors studied and modeled three primary methods of EAB transport:
flight (insect fly model (IFM)), “riding” with humans (insect ride model (IRM)), and a hybrid of
the two model.
The strength of the SHIFT model, as applied, was its ability to calculate the probability of
a cell becoming infested with the EAB based on the distance to and level of infestation of nearby
cells. Using geographic information systems (GIS) and a program called “RandomForest” (p.
359), the authors assigned weights to the variables that they believed could promote the transfer
of the EAB. There were four such anthropogenic variables: traffic on roads (road networks),
population density, campgrounds, and wood product industries, though quarantine zones and ash
density were also considered. The final output risk map allowed the authors and readers to
visualize high-risk areas in the state, with risk levels thought to be current for up to four years
after the study was produced, as mobile populations make long-term prediction difficult at best.
In order to gain the necessary information to complete the study, the authors utilized
remotely-sensed imagery, forest inventory analysis (FIA) data, and information collected by the
Ohio Department of Agriculture. The amount of fieldwork and primary data collection involved
in the Prasad et al. (2010) study is limited, which highlights a potential weakness in the
literature, as relatively few EAB-focused studies incorporate fieldwork into their research. Of
course, the need for field data differs on a case-by-case basis, and can be difficult to collect with
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accuracy. After testing the accuracy of their SHIFT model through a comparison of their risk
map with actual known locations of the EAB in the years that followed its initial development,
the authors concluded that their model adequately captured the spread of the EAB.
Importantly, however, the authors did not test which variables of spread might be
statistically significant before assigning weights and mapping risk, but instead based their
selection of variables on existing literature and prior knowledge of EAB spread. While the
weights were based on the correlation of the variables to EAB locations outside their defined
core area of infestation and the associated importance of the predictors, all four were included in
the final risk map. That is, none were tested for a lack of significance and eliminated from
further analysis. While not inherently problematic, Prasad et al. (2010)’s methodology is
considerably different from that of this thesis research, as one of the goals of this research was to
determine which variables influenced spread of the beetle and which only appeared to do so
before mapping their influence on spread.
Another difference between Prasad et al. (2010)’s study and this research is the absence
of physical features of the landscape. Given the human-focused nature of their study this is not
surprising, but what the Prasad et al. (2010) study lacks sheds light on room for growth in the
field of EAB spread modeling. As previously discussed, EAB spread is influenced by abiotic and
biotic factors as well as the anthropogenic variables utilized in the study (Poland & McCullough,
2006). Even so, the authors’ focus on human-assisted EAB movement is informative in not only
its successful use of GIS to map EAB spread, and thus its movement away from purely statistical
methods of mapping risk, but also the introduction of important anthropogenic spread factors—
such as campgrounds and wood product industries—which informed this New York-based thesis
research.
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Though differing from this New York-based research project in some important ways, the
work of Prasad and co-authors (2010) proved invaluable in both the basic logic behind the
methods they employed as well as their use of GIS to map and validate their results. In fact, their
use of comparing known locations of the beetle in the years following their 2005-based study
matches very closely to what will be discussed in subsequent chapters in the context of this
research project. It follows that the value of these authors’ work is not in the details of the SHIFT
method or the specifics of their weights in Ohio. Rather, the greatest value in Prasad and coauthors’ (2010) work were twofold.
First, their probability- and GIS-based methods proved effective in that they accurately
classified 95% of known positives from subsequent years as facing moderate to extreme risk of
infestation. This suggests that a similar method to spread prediction, albeit in a different
geography, may also be appropriate. Secondly, many of the variables selected by the authors are,
in some form, easily transferrable from Ohio to New York. Thus, this article serves as a starting
point for informing the selection of potential environmental predictors for this study. Among
these are a variable that is easily represented using GIS technology: distance from known
locations of the EAB. The authors state its importance best by writing simply “…that distance
from current EAB centers is very important—that regardless of how the insects move, there is
much higher risk near where EAB is currently present” (Prasad et al., 2010, p. 365). Thus, while
not every variable used by Prasad and co-authors (2010) was used in this research project, their
research proved more instructive than any other single article reviewed in the research process.
A second technique for EAB spread modeling can be found in the work of T.K. BenDor
et al.’s (2006) Illinois-based study. Its inclusion in this literature review is primarily for its
differences from that of Prasad et al., (2010) and this thesis project. Firstly, while Prasad and co-
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authors (2010) studied the risk posed by the beetle in all of Ohio—a relatively large study area—
BenDor and co-authors (2006) focus on one county in Illinois and considered only three factors
that might influence spread. These factors—tree distribution, the implementation of various
eradication strategies, and anthropogenic spread—were then combined and mapped in five
different spread scenarios, each of which considered various patterns of tree distribution,
eradication efforts, and degrees of human influence on dispersal. While the results of this “spatial
dynamic modeling” (p. 233) are difficult to assess because the method lacked a clear validation
process, how they compare to those of Prasad et al., (2010) is worth further consideration.
Though BenDor and co-authors (2006) considered the human factors associated with
EAB spread and existing management efforts, they did so in a much different way than Prasad
and co-authors (2010). The specifics of their methods, however, are less important than the
variables each set of researchers selected. First, regardless of the research method selected or
scale of study, anthropogenic influence warranted inclusion in each EAB spread model. For
Prasad et al., (2010), modeling the human influence on spread was achieved through the use of a
variety of variables, while BenDor and co-authors (2006) incorporated anthropogenic influence
by adding human-attributed infestation sites and eradication efforts to various models. Thus,
while certainly different in practice, the theoretical importance of human agents of spread is clear
in both cases.
Second, quarantine zones, or areas in which a regulatory agency restricts and regulates
the movement of firewood (Poland & McCullough, 2006), are considered important in both the
work of Prasad et al., (2010) and BenDor and co-authors (2006). Though essentially political
(county) boundaries, EAB quarantine zones are selected based on the spread of the beetle and are
thus given special consideration by both sets of authors. Precisely how quarantine zones are
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distinguished from other areas in New York will be discussed at the end of this chapter. That
quarantine zones are worthy of special classification by previous researchers, however, is
important in its own right since this distinction provides the foundation for the study area
selected in this thesis research.

iv. Remote sensing and EAB detection
Filling what would otherwise be a large gap in the EAB literature, J. Pontius and coauthors (2008) take an imagery-based approach to identifying EAB infestations that, although
not spread-specific, is helpful for its identification of potential variables related to EAB presence.
Utilizing hyperspectral data collected over a 12,000-ha region in Michigan and Ohio with 1-m
spatial resolution, the co-authors attempted to differentiate between healthy and thinning
canopies using a variety of indices, including those focused on chlorophyll and moisture content.
In addition to employing remotely-sensed data, the study also involved extensive fieldwork.
With the assistance of a Trimble GPS device, by mapping and measuring specific trees in a
designated area the authors were able to verify the accuracy of their remotely-sensed data
through on-the-ground measurements.
With its foundation in remotely-sensed data and field measurements, Pontius et al. (2008)
did not incorporate the important anthropogenic factors of spread that Prasad et al., (2010)
highlighted. Instead, Pontius et al. (2008) focused on biological aspects of the Fraxinus in order
to detect where the EAB has been active, which has long been an issue for those working with
this particular invasive beetle given its ability to go unnoticed for years (Poland & McCullough
2006). Thus, the model of ash decline that Pontius et al., (2008) arrived at through the use of a
stepwise linear regression (confidence level = 0.01) contained only six variables that included a
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greenness index (GI), a water band ratio (WBI) and four chlorophyll-related indices. After
testing their predictive model of forest decline, the authors found that their model was very
accurate (97%) in separating five classes of forest decline, which has special purpose to those
charged with identifying early sites of infestation.
While Pontius and co-authors (2008) achieved a positive result, hyperspectral data with a
fine spatial resolution is expensive and arduous to process. It follows that this sort of
hyperspectral data analysis is not likely a practical option for widespread application in the
context of EAB detection and prevention, a drawback the authors freely admit. In fact, these very
limitations contributed to the use of multispectral data instead of hyperspectral data in this thesis
project. Despite its limited applicability, the work of Pontius and co-authors (2008) point
towards an important area of research surrounding the EAB that tends to be lacking in other
studies: its early detection and the use of infestation predictors that are invisible to the naked eye.

IV. Relevant non-EAB research
While the previous selection of literature is by no means exhaustive of all EAB research,
what studies remain tend to be focused on smaller, more localized scales with attention paid to
individual trees rather than regional trends (Mercader, Siegert, Liebhold, & McCullough, 2011),
or less on the processes of spread and more so on the effects of EAB dispersal (Kovacs et al.,
2010; Kovacs et al., 2011). Researchers with other species of interest have compiled an
impressive body of research surrounding invasive species in general. From these many articles,
two in particular that informed this research were selected for further discussion.
The first is an article by Y. Kouba and co-authors (2011), and it offers insight into the
spatial methods of monitoring and predicting the spread of terrestrial invasive species. In their
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analysis of the spatial distribution of Quercus faginea in the Spanish Pyrenees, Kouba, Alados,
and Bueno (2011) take a compelling approach to understanding the existing geographic patterns
and potential spread of the invasive plant in the future. However, a fundamental difference
between Kouba and co-authors’ (2011) study and those previously discussed is that the subject of
the former is a plant, not an insect. Since plants cannot mimic the flying abilities of the EAB, the
variables selected by the authors do not translate to the EAB, though the basic logic of their
process does.
The approach taken by Kouba and co-authors (2011) offers a new perspective to the
invasive species literature already reviewed. By using correlation statistics to narrow down
potential predictors, the authors focus primarily on which variables of the landscape—abiotic,
biotic, or anthropogenic—might influence the spatial footprint of the plant in question. It follows
that a handful of potential predictors were eliminated from further consideration as a result of the
collinearity tests. Similarly, their use of GIS- and imagery-derived variables and an extension to
ArcGIS 9.2 known as Hawth’s Analysis Tools 3.27 to consolidate raster datasets into one layer
file are both valuable methodological aspects that informed this thesis research.
Finally, the work of N.D. Crossman and co-authors (2011) touches on the last point of
this research process: climate change. Though focused on invasive plants in Australia rather than
an invasive beetle in North America, Crossman and co-authors’ (2011) work is somewhat unique
within the academic literature on the topic, as relatively few studies have considered potential
shifts in habitat suitability for their species of interest in the wake of anthropogenic climate
change. Though Crossman and co-authors (2011) are not the only researchers who have
considered climate change in the context of spread modeling and invasive species (Hellman,
Biers, Bierwagen, & Dukes, 2008; Dukes et al., 2009) their selection of variables proved useful.
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Using multiple climate forecasts that project climatic conditions in 2030 and 2070, the authors
incorporated projected changes in mean annual precipitation and annual mean temperature into
their analysis and output maps of species distribution.
The conclusions reached by Crossman, Bryan, and Cooke (2011), while not directly
related to the EAB, are important. While their results suggest that a handful of species are
expected to pose a greater threat to the region’s biodiversity when climate change is considered,
the fact that this question was even asked is perhaps what matters most. Thus, while the methods
of the study did not include GIS technology or remote sensing, the article creates a precedent for
future research in the area of predictive modeling of invasive species that is inclusive of climate
change. In this respect, the article is invaluable in its link to the proposed study of the EAB, as it
exposes a gap in the literature as it relates to the EAB in North America and specifically within
the state of New York.
While the methods selected for this project bear similarities to those described above, the
modeling approach taken in this study made use of two related, but distinct, techniques. The first
is known as logistic regression, which is a flexible and widely used approach to modeling
probabilities of a phenomenon being observed given a set of independent variables (Guido,
Winters & Rains, 2006). Applications of logistic regression can be found in a wide variety of
research areas from medicine (Jupiter, 2013) to mapping landslide susceptibility (Ayalew &
Yamagishi, 2005) to species’ modeling.
For instance, M. Rodríguez-Rey and co-authors (2013), include logistic regression in its
review of a variety of species modeling methods. D.J. Rogers and L. Sedda (2012) acknowledge
this same trend—that species modeling often includes logistic regression, though a multitude of
other options remain available to researchers. Furthermore, D. Ngopraser and co-authors (2012)
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use the regression method to better understand the behaviors of a number of threatened species in
Thailand. These examples, in addition to those focused on public health alluded to previously
(Jupiter, 2013; Guido et al., 2006), suggest that logistic regression is a flexible method that can
be used in aim of a number of purposes. It is up to the user to make the tool an effective one.
The second method of analysis was conducted through the use of a Java-enabled software
program called Maxent (Dudík, Phillips, & Schapire, 2011). Since its introduction into the
academic community in 2004, Maxent has become a popular approach to modeling the
distribution of a given species. It follows that it has been employed by a number of researchers
interested in species’ distribution prediction, with successful results (Elith et al., 2011). As
discussed by S.J. Phillips and co-authors (2006) Maxent is designed to model species’
distributions based on presence-only data. This makes the modeling method an attractive option
for researchers working with data that lacks absence information for a given species, which is the
case for this EAB-focused research. More details on each of these methods and the specifics of
how both logistic regression and Maxent were used in this project can be found in chapter three.

V. Relevant policy & management efforts
Existing literature paints a decidedly negative picture of eradication efforts, with Prasad
et al. (2010) stating explicitly that “so far, all attempts to stop the spread of the [EAB] have
failed” (p. 354). Unfortunately, more recent publications have not provided a more optimistic
view of the future of ash trees in North America. While truly effective measures of EAB spread
are non-existent, as the beetle has continued to spread for the last 11 years, a common and
somewhat effective measure has been firewood quarantines. As discussed by BenDor et al.
(2006), “the first step in limiting the damage inflicted by the EAB is the implementation and
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strict enforcement of comprehensive firewood quarantine programs” (p. 234). Though BenDor
and co-authors worked in Illinois, the idea of the firewood quarantine is not foreign to New
York, where one has been in place in some form since 2009 (DEC). By limiting firewood
movement, quarantines help prevent one of the dominant forms of EAB travel—the humanassisted movement of the beetle via wood products (Sobek, Rajamohan, Dillon, Cumming, &
Sinclair, 2011).
In New York, the language of the firewood regulation limiting the movement of firewood
illuminates just how the New York Department of Environmental Conservation (NYSDEC) has
gone about limiting the human role in EAB spread. In the context of intrastate firewood
movement, the regulation reads as follows: “No person shall buy, sell, or possess untreated
firewood produced from trees that are grown in New York State, more than 50 miles from the
source of the firewood” (State of New York, 2013, §192.5, b-3). The term “untreated” here refers
to wood that has not been heated to “… a minimum core temperature of 71°C for a minimum of
75 minutes” (§192.5, a-13) in an effort to eradicate the EAB from firewood before moving it
from place to place.
Furthermore, movement of untreated wood into the state from elsewhere is strictly
prohibited and the sale or movement of treated firewood is acceptable only with documentation
that the wood has been treated. Consequences for the movement of untreated firewood or treated,
but undocumented firewood beyond the 50-mile radius from its source, include the confiscation
and destruction of violating firewood. In cases of confiscation and destruction, the violator is
held responsible for any costs associated with the confiscation and destruction of the firewood in
question rather than the state.
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Where quarantine zones are concerned, the above cited firewood regulation states that
where a quarantine has been ordered, the stricter set of rules—either that contained in the
firewood regulation or that within the quarantine order—are the set to which to adhere. In the
state of New York, a quarantine zone has been in effect since 2009 and has grown to include 16
counties in western New York at present. Essentially adding on to the firewood regulation
previously discussed, firewood cannot be moved between quarantined and non-quarantined
counties. As of 1 May 2013, considerably more of the state will be under these stricter firewood
regulations when 22 counties are added to the statewide quarantine that will connect the western
zone to the eastern zone just south of the New York State Thruway, making for a total of 42
counties either wholly or partially under increased restrictions on the movement of firewood
(NYSDEC, 2013).
Of course, compliance with quarantine regulations can be difficult to monitor and as with
any regulation—EAB-focused or otherwise—the success of the measure depends largely on how
well the rules are enforced. It follows that restrictions on the movement of firewood are limiting
in that they do not address the biological aspects of EAB spread. Yet, while human laws cannot
change the biological characteristics of the beetle and its ability to fly, past attempts at
controlling the pest have tried to limit ash tree landing sites of the beetle by removing potential
ash tree hosts within a distance of infested trees. This was notably attempted in Ohio, where all
ash trees within an 800-meter radius of trees where initial detections of the EAB were recorded,
were cut down and eventually incinerated. Unfortunately, this strategy was unsuccessful and
expensive and was stopped after funding for the program dried up and more infestations were
found beyond the 800-meter ring of chopped trees (Prasad et al., 2010).
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In addition to firewood quarantines and mass tree-cuts, a recent study suggests that the
release of parasitoids and the application of fungal entomopathogens to the surface of ash trees
have promise to eradicate the beetle, as both have the potential to fatally injure the EAB (Dean et
al, 2012). Though certainly promising, such an approach to halting the destructive movements of
the EAB has yet to be applied widely. Additionally, while the introduction of biological controls
may have the potential to slow or stop the EAB’s spread, existing literature also cites the
importance of high-quality monitoring of and better predictive models for EAB distribution. This
notion that better models can lead to better policies designed to slow or halt the EAB’s
movements (Prasad et al., 2010) is a driving force behind this study, as this project aims to
produce an accurate picture of EAB spread that can lead to better EAB prevention strategies.

VI. Summary
While existing literature has touched on a number of aspects of the EAB—where it came
from, how it travels, and what methods have been employed to predict its spread—there remain
some gaps in the literature that this thesis research aims to fill. First, New York is a virtually
untouched area when it comes to EAB-related research. While a great deal of EAB-focused
literature exists, characteristics of spread and thus overall results do not always translate easily
from one locale to another.
Reasons for this primarily involve changing resources in changing locations, as, in the
words of J. Elith & J.R. Leathwick (2009), “mobile species tend to intermittently use resources
that are patchily distributed across a landscape” (p. 680), meaning that what is available to the
EAB in parts of New York, for instance, may not be available elsewhere in the state or in others.
Researchers studying the EAB in a specific location have gone so far as to state this in more
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clear terms, with Prasad and co-authors (2010), stating that “…the parameters and weights
presented [in this article] are specific to Ohio, and, though the same approach should be
appropriate for other regions, a re-evaluation of the model parameters and weights would likely
be necessary” (p. 358). Since previous research has all but ignored the state of New York, a new
study, such as that discussed here, must be conducted to understand the specific conditions of
EAB spread in the state.
Secondly, with sizable populations of both infected and uninfected ash trees within the
New York, this project has the potential to inform future policy as it relates to the beetle. This is
especially important when one considers the role of anthropogenic climate change on future
EAB distribution across the state. Whether climate change is likely to affect invasive species
dispersal is an area of inquiry left largely untouched by existing literature, especially where the
EAB is concerned. Thus, while it is not the primary goal of this study, whether and how climatic
conditions might influence EAB spread is unique to this project.
Finally, past research has tended to focus on one of the two major dispersal mechanisms.
That is, flight or human-assisted movement. While results of tightly focused studies on one of
these two broad dispersal categories certainly have informed this project, without taking a more
holistic look at EAB spread it is impossible to know if a relationship exists between
anthropogenic, abioitic, and abiotic variables when considered simultaneously. With this in
mind, this study aims to marry the two broad groups of dispersal by taking into account the
factors of the landscape that correspond to both human populations as well as abiotic and biotic
features. While some of these factors have already been identified, such as distance to known
locations of the EAB, chlorophyll-related indicators of vegetative health, campgrounds, wood
product industries, temperature, and precipitation, more details on each of the 17 total variables
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selected for analysis follows in the next chapter, which focuses on the data and methods used in
this study.
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Chapter 3: Data & Methods

I. Introduction
This chapter is broken into three sections, each of which focus on a different aspect of the
data and methods of analysis used in this project. The first outlines this project’s research design,
including a discussion of why each method was selected as well as the study area chosen for this
project. Part two focuses on the data used in this project and will elaborate on the emerald ash
borer (Agrilus planipennis; EAB) data made available by the New York Department of
Environmental Conservation (NYSDEC, or simply DEC), as well as the explanatory variables
considered in this analysis. The third and final section focuses entirely on the methods selected
for this analysis, which includes a discussion of how each variable was processed for use in
logistic regression and maximum entropy modeling (Maxent).

II. Research Design
i. Research questions
As outlined in the first chapter, the primary goal of this project is to identify the
landscape features that might influence the spread of the EAB so to accurately predict its future
spread, enable better mapping of infestation risk, and inform policy directed and slowing the
species’ spread. The three research questions posed in order to achieve this goal are listed below.

1. Which features of the New York landscape—abiotic, biotic, or anthropogenic—are most
strongly associated with the presence of the EAB in the 16-county study area?
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2. In which parts of the study area do ash trees currently face the greatest risk of infestation
from the EAB?
3. How might this geography of EAB risk change as a result of anthropogenic climate
change?

The first two questions are intimately linked, as the variables that logistic regression
identifies as important indicators of EAB presence will be used to map risk. It is this third
research question focused on anthropogenic climate change that is perhaps in need of further
explanation. As previously covered in the second chapter, there is very little research in the area
of climate change and invasive species, much less changing climatic conditions and the EAB in
North America. This project seeks to advance the EAB research agenda by considering whether
the EAB is sensitive to changes in temperature and precipitation in the western New York study
area, both of which are subject to change with global changes in climate (Hayhoe et al.., 2008).
Only precipitation and temperature will be tested for their influence on the EAB at this
time, though the effects of climatic changes may well lead to changes in a variety of other
variables including vegetative health and land cover characteristics. Of course the limited
number of climatic indicators also limits the ability of this study to fully consider how EAB risk
might change in the wake of climate shifts. While this is unfortunate, learning whether or not
temperature and precipitation influence the preferences of the invasive beetle whatsoever is a
question worth asking. It follows that if the answer to this question is no—that temperature and
precipitation have no bearing on the habitat preferences of the EAB—then the answer to the third
research question is a short one. If the answer is yes, then the door will be opened to further
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research on the topic, as the EAB may not be alone in its temperature- and precipitation-related
preferences.

ii. Justification of methods
Two methods of analysis were employed for this project: logistic regression and
maximum entropy (Maxent) modeling. The former was conducted using Statistical Analysis
System, or SAS/STAT® software, version 9.3 (SAS Institute, Inc., Cary, NC, USA, 2011), with
the regression-based risk map created using ArcMap 10.1 (ESRI, Redlands, CA, USA, 2011).
The latter made us of a java-enabled, freely downloadable Maximum Entropy Species
Distribution Modeling program version 3.3.3k, or simply Maxent (Dudík et al., 2011). ArcMap
10.1 was also used extensively for data preparation and the creation of a number of explanatory
variables.
These methods were selected based on the fact that there are confirmed locations of the
EAB in the selected study area. Without these known locations of the EAB, this approach to
identifying the factors associated with EAB presence would be simply impossible. It follows that
understanding the preferred habitat for a species allows researchers to more accurately model
what S.J. Phillips and co-authors (2004) refer to as the “potential distribution” of a species by
identifying its ecological niche, or those characteristics of a landscape that make for suitable
habitat (p. 655). This very same line of thought—that to understand a species’ preferences is a
pre-requisite to predicting its future spread—creates the core of this project’s research design.
The methods selected in this project focus on the conditions surrounding known locations of the
EAB for the prediction modeling process, and, as discussed in chapter two, neither are
uncommon in species’ modeling research. More on why each method was selected follows.
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In brief, logistic regression is a type of generalized linear model that quantifies the
relationship between a number of independent (i.e., predictor or explanatory) variables against a
binary dependent (i.e., response) variable which is coded into zeroes and ones. The logistic
regression model uses maximum likelihood estimation (SAS Institute, Inc., 2011; Jupiter, 2013),
and just like other regression models, logistic regression attempts to predict the values of a
dependent variable based on the value(s) of one or more independent variables. However, the
major difference between logistic regression and linear regression is in the interpretation of
results and type of data modeled, as the former is most appropriate for modeling binary
outcomes—such as the presence or absence of a given phenomenon—rather than continuous
ones (Guido et al., 2006). In cases in which more than one predictor variable is considered
against a single dependent variable, the resulting regression analysis is considered multiple
logistic regression (Olmacher & Davis, 2003).
This difference in outcomes, however, does not change the basic logic behind logistic
regression, in that it remains a type of regression and thus is used for prediction. In the case of
logistic regression, these predicted values can be better thought of as predicted probabilities of
the dependent variable’s occurrence based on the values held within the independent variables
(Guido et al., 2006). These independent variables, or effects, can be continuous or categorical
(SAS Institute, Inc., 2011). Put simply, this means that logistic regression predicts how likely it
is that an event (dependent variable)—such as cancer in a patient—will take place based on the
selected independent variables (Guido et al., 2006).
This synopsis of logistic regression highlights three important themes. First, as one might
recall, the Prasad, et al., (2010) article used a similar approach to logistic regression, at least
conceptually. Since Prasad and co-authors (2010) sought to predict the probability of EAB
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infestation based on the behavior of a number of environmental variables, and did so rather
successfully, a similar approach to modeling the EAB in New York seems reasonable. Second,
since a dichotomous coding scheme for the dependent variable is appropriate for logistic
regression modeling, the binary nature of species data in terms of presence and absence fit the
modeling method nicely. Additionally, both continuous and categorical (nominal) data is
acceptable for use as independent variables in the modeling environment, the GIS data used in
this research process is easily transferrable from one data type to another (SAS Institute, Inc.,
2013a).
Known locations of the EAB through 2011 were made available courtesy of the New
York Department of Environmental Conservation (NYSDEC, or simply DEC), thus coding
locations that had a 100% likelihood of an EAB occurrence was simple; where an EAB was
detected, a value of one was assigned. Defining non-EAB locations, which the logistic regression
model would consider as having a 0% chance of an infestation, was less straightforward. Since
the EAB data utilized recorded no true absence locations, “pseudo-absences” were required.
As the name suggests, these pseudo-absence locations do not reflect true absence
locations of a phenomenon in a given dataset, but refer to locations in which the status of the
given phenomenon is unknown. J. VanDerWal and co-authors (2009) explain this concept best,
writing that “…pseudo-absences are meant to provide a comparative data set to enable the
conditions under which a species occurs to be contrasted against those where it is absent” (p.
590). When only presence data for the species in question is available to the researchers, pseudoabsences are treated as true absences in the modeling process, though this assumption may prove
false. Yet, while some researchers acknowledge that true absences might improve their results,
still others argue that working with true absence data can also be problematic.
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As discussed by Elith & Leathwick (2009), “absence data are also sometimes viewed as
misleading because the species or environment is not at equilibrium (e.g., invasions, climate
change) or the species not easily detected” (p. 689). Thus, while true absence locations might
have proved useful in this analysis, there is no guarantee that their use would have resulted in a
more accurate output map of EAB risk. This is especially possible when one considers that the
EAB is notoriously difficult to detect at low densities (Pontius et al.., 2008; Poland &
McCullough, 2006), though the only way to know for sure how true absence locations would
have influenced the outcome of this research requires the use of data that is simply unavailable.
Even so, when presence-only data is all that is available, logistic regression and similar absencerequiring methods are not the only options. With this in mind, a second method was used in this
analysis that is designed to work with presence-only data: Maximum entropy modeling
(Maxent).
As discussed in chapter two, Maxent is designed to work with presence-only data.
Phillips and co-authors (2006) elaborate on the process of the program, writing that Maxent “…
[estimates] a target probability distribution by finding the probability distribution of maximum
entropy (i.e., that is most spread out, or closest to uniform), subject to a set of constraints that
represent our incomplete information about the target distribution” (p. 234). In other words,
Maxent can be used to identify the ecological niche of the species in question based on the
environmental variables added to the modeling environment.
The outputs from his modeling method allow users to identify the magnitude with which
the input factors affect the distribution of the species in question as well as how each of these
variables correspond to increased or decreased likelihood of the species’ presence (Dudík et al.,
2011). It follows that this method of species’ modeling is not only useful for its ability to
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highlight variable contributions and their relationships to one another, but also for its flexibility.
Just like logistic regression, Maxent allows the use of categorical and continuous data (Phillips,
Anderson, & Schapire, 2006). Since two of the variables used in this project are categorical, this
ability to read multiple types of data, combined with the utility of the output and its presenceonly design, made Maxent an obvious choice for a secondary method of EAB modeling.

iii. Study area
The study area of this project comprises the 16 counties in the western quarantine zone as
established by the State of New York. Figure 3.1 delineates this study area, which contains the
following counties: Allegany, Cattaraugus, Chautauqua, Chemung, Erie, Genesee, Livingston,
Monroe, Niagara, Ontario, Orleans, Schuyler, Steuben, Wayne, Wyoming, and Yates (NYSDEC,
2010). As discussed in the previous chapter, quarantine zones are common and mildly successful
methods utilized by government agencies to limit the spread of the EAB.
The notion of the quarantine is primarily a political one. Though the counties selected for
quarantine are chosen for their proximity to known locations of EAB infestation, the borders
used to delineate the quarantine zone correspond to county boundaries. While imperfect
ecologically speaking, however, the use of a quarantine zone for a study area offers a clean
geography in which this research project can target its analysis.
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Figure 3.1. Map of 16-county study area*

*Note: County boundaries data courtesy of the US Census Bureau (2002)
III. Data
i. EAB data
The most important data set used in this study is that of the known locations of the EAB.
These locations are used as the dependent variable upon which the logistic regression used to
identify the landscape factors that may influence EAB habitat preferences has been based. This
EAB data came in the form of a GIS point file courtesy of the NYSDEC. It contained 406
confirmed locations of the EAB, 303 of which are situated within the 16-county study area
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(Figure 3.2). Unfortunately, the data set used here is far from perfect, as it lacks absence
locations and appears to be rather clustered. Beginning with the former, both of these data
limitations will be discussed in detail.

Figure 3.2. Known locations of the EAB in study area: 2009-2011*

*Note: County boundaries data courtesy of the US Census Bureau (2002)

The EAB data used for this project was presence-only, meaning that it lacked absence
information and that the status of the EAB in places where it was not recorded in this dataset
must be considered “unknown.” However, the process of collecting EAB absence data is
difficult, as one hallmark of the EAB—serpentine galleries—are only clearly visible after the
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bark of a tree has been peeled back. This is especially true in cases of low rates of EAB
infestation. In fact multiple studies argue that girdling is an effective means of detecting EAB
infestations and that sampling non-girdled trees tends to be ineffective at identifying low density
EAB populations (Dean et al.., 2012; Mercader et al., 2012). It follows that acquiring highquality presence-absence information requires that the sampled trees undergo a stressful process
that can sometimes lead to their death, as improper girdling, or removing of a tree’s bark around
its circumference, can lead to tree death in a few short months (McCullough & Siegert, 2007).
Furthermore, when one considers that the EAB has been shown to gravitate towards stressed
trees, the net positive of stressing trees for better EAB records is called into question.
Despite these questions of the accuracy in the presence-only data, the best available data
at the time of this study was not the result of a comprehensive, girdling-based survey employed
by the DEC across the state. Instead, the data are a compilation of reported sightings by a variety
of state employees who detected the beetle either through trapping efforts or simple detection.
While the EAB sightings were reported by a number of individuals, all of the sightings were
confirmed by a DEC official, and can thus this presence data be trusted as accurate.
Even so, while the DEC-provided dataset is accurate with regards to the locations
identification of the EAB, this method of data collection is problematic for yet another reason:
clustering. In the case of the EAB in western New York, when one considers the variety of
sources and locations of reported sightings, it is unlikely that these EAB sightings are not
clustered by some human factor. Such factors can include anything from a higher likelihood of
detection in population centers or simply a heightened interest in the EAB as a result of reported
detection in the area, resulting in individual searches for the beetle.
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Regardless of the cause of clustering in the sample, the overall result can be referred to as
a preferential sample of EAB presence. In such a sample, data points tend to be centered on areas
of high EAB concentration rather than dispersed throughout the study area with a distribution
that might be considered complete spatial randomness, or CSR, as discussed by A.E. Gelfand
and co-authors (2012). Gelfand, Sahu, & Holland (2012) also point out that while imperfect, this
sort of preferential sampling is often practiced, while CSR is rarely undertaken. It follows that
this lack of randomness can become problematic.
T. Václavík and co-authors (2012) discuss what such clustering might mean for the
results of any analysis that uses preferentially sampled data as the foundation of the study. By
suggesting that the range of a given species around an area of introduction can lead to accurate
spread models, as “environmental predictors may exhibit explanatory power in statistical models
simply because they are more similar at neighbouring sites” (p.43), Václavík and co-authors
highlight a concern that must be considered in this study. In the same vein, Gelfand et al. (2012)
acknowledge that predictive models based on preferential samples can be considerably worse
than random samples. This data-induced chance for an inaccurate predictive model,
unfortunately, must be acknowledged in this project as well, as the nature of the available EAB
data allows for no other recourse than to use preferentially sampled—and therefore clustered—
data as the independent variable in statistical analysis.
In this project, the EAB clustering focused on three distinct locations in the western New
York study area: Buffalo, Randolph, and Rochester, NY. While the naked eye could observe
three distinct clusters of the ash borer in the 16-county study area, statistics were calculated to
confirm this apparent clustering using the average nearest neighbor tool in ArcGIS 10.1. Using
point data as the input file, this tool calculates the nearest neighbor between each of the input
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points as well as an expected distance between any given input point and its hypothetical nearest
neighbor if the data were normally distributed. The average of these values are then calculated. If
the resulting average nearest neighbor distance for the input data is higher than that calculated
from the hypothetical random distribution, then the data can be considered dispersed, while the
opposite—clustering—is true if the calculated distances are smaller than that returned for the
hypothetical random distribution (Mitchell, 2005).
At the alpha level of 0.05, or 95% confidence, the EAB points are indeed clustered with a
p-value of <0.000001 and a z-score of -27.4 (critical value = -2.58 for clustered data).
Furthermore, the observed mean distance from one EAB point to another was a mere 581.6
compared to the hypothetical, expected mean distance of 3290.7 meters for a random
distribution. In short, these results indicate that there is a less than one percent chance that the
distribution of EAB points as used in this study is the result of random chance. This outcome was
expected considering both the appearance of the data and the aforementioned tendency of
invasive species data to be collected in clusters. Even so, this clustered pattern needed to be
addressed so as to provide results that answered the question of whether the EAB preferred some
landscape features over others rather than simply pointing out differences between the landscape
features in one pixel that contained several EAB infestations, for instance, and other places in the
study area. To do so, logistic regression in Statistical Analysis System (SAS) system 9.3 was
utilized as the main method of analysis.

ii. Explanatory Variables
The focus of this project is not on identification of risk areas at the tree level, or even that
of a grove of ash trees. To do so accurately would likely require a smaller study area and would
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certainly involve more fine-resolution data than that which was made available for this project.
It follows that with a study area of 16 counties and a regional focus, this project did not require
fine resolution data.
To that end, most of the data sets used in this project were based on 30 x 30 meter grids,
which generally falls into the category of moderate resolution data (Birk et al.., 2003), though
the resolution of each dataset is indicated below in the description of each explanatory variable.
While some raster data sets came in a 30-meter resolution, other variables were created from
vector-based files that were converted to raster data sets with a 30-meter resolution for the sake
of resolution agreement. Others were not available in 30-meter resolutions, and were instead
coarser—sometimes considerably. As a result, steps were taken to ensure that the scale of
analysis was not finer than the spatial resolution of the data utilized in this analysis. Before
discussing how the data were processed for use in logistic regression, each of the 17 explanatory
variables considered in this project are outlined below. Images for selected explanatory variables
can be found in Appendix A (A1-A4).

a. Slope, Elevation & Aspect
Three of the abiotic variables selected for analysis in this study were slope, elevation, and
aspect. Firstly, slope has been included in this research somewhat as a proxy for two
characteristics of ash tree hosts: species type and stress level. In regards to the latter, existing
literature has suggested that areas with steep slopes and a history of “defoliation” may be more
likely to contain stressed ash trees, which are preferable to the EAB (Royo & Knight, 2012, pg.
13). While historical defoliation rates are difficult to quantify and map, the same cannot be said
for slope, hence its inclusion in this project.
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The elevation information used in this study was a global digital elevation model
downloaded from the USGS-run data repository EarthExplorer. These data were current as of
2011 and was courtesy of joint US-Japan satellite imagery known as ASTER, or Advanced
Spaceborne Thermal Emission and Reflection Radiometer. The data came with a spatial
resolution of 1 arc second, or roughly 30 meters by 30 meters. Simple calculations embedded in
ArcGIS 10.1 allowed for the creation of both slope (degree) and aspect to be created as new
raster layers, also with 30-meter spatial resolutions.
While the derived slope layer was immediately usable, the aspect layer required
additional processing. The main reason for this was that the numeric values found in this aspect
layer represented categorical information, not a continuous surface. In order to properly utilize
this data into further analysis, it required conversion from its seemingly continuous data format
(-1-360) to a format that reflected its categorical nature. To do so, ESRI guidelines regarding
pixel values and corresponding directions (ESRI, 2012) were used to classify the pixels with
output values between 112.5 and 247.5 into the categorical variable south. This variable
incorporated pixels with a southeast, south, and southwest aspect. In a similar manner, the pixels
with a range from both 292.5-360 and 0-22.5 were classified as north. These two directions were
selected over the others primarily because south-facing slopes, as discussed by M. Chatt and E.
Walberg (2005), “… [tend] to be warmer and drier than north facing slopes” (p. 26). In an effort
to understand whether the EAB prefers these warmer, drier habitats or cooler, wetter habitats,
both north and south were added as dummy variables to both the logistic regression model and
the Maxent modeling program, where it was treated as a categorical variable in each case.
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b. Normalized Difference Vegetation Index (NDVI):
While this study does not focus on variables derived from remotely-sensed imagery,
which Pontius and co-authors (2008) suggest can be useful tools in early detection of the EAB,
incorporating a record of vegetative health was an important component of this project. With its
focus of anthropogenic as well as environmental factors, both abiotic and biotic, excluding the
vegetative health of the landscape would thereby miss an important factor that existing research
has suggested may influence the movement of adult EABs. Calculated by comparing the red and
near infrared bands of satellite data, which correspond to the chlorophyll-absorbing and
chlorophyll-reflecting portions of the electromagnetic spectrum, respectively, an NDVI allows a
glimpse into the health of green vegetation. In fact, NDVIs are often considered indices of
“greenness” with a range of possible values from -1 to +1. The closer the NDVI value is to +1,
the greener, and thus healthier, the vegetation (Domenikiotis, Loukas & Dalezios, 2003).
To create this NDVI, five Landsat 5 Thematic Mapper (TM) scenes were downloaded
from the USGS-run EarthExplorer website. Two of the images were collected in mid-May, one
in mid-June, and two more in mid-July. Though it would have been preferable to use five images
recorded on the same day or even month, regions of dense cloud cover in one of the five scenes
for any one day or month forced a widening of the time scale used in this study to the growing
season of 2009 rather than one particular month. According to Royo & Knight (2012) this
growing season is between May and August of any given year, during which time the trees have
their leaves and thus provide a thorough record of vegetative greenness. Note that the year 2009
represents the beginning of known EAB infestation in New York. This makes the resulting
NDVI layer an indicator of vegetative health early on in the spread process throughout the
western New York study area.
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The images were first atmospherically corrected using the COST model of atmospheric
correction (Chavez, 1996). Through the Utah State University Remote Sensing and GIS
Laboratory website (http://earth.gis.usu.edu/imagestd/), a model was created using calculated
measurements of radiometric gain and bias, and collected values for dark object numbers from
each of the six bands used in each scene (three visible, near infrared, and two mid-infrared).
These dark object numbers were taken by manually surveying each band for the darkest pixel
with the lowest brightness value. While not an error-free method, the dark object recorded for
each band was compared to the band histograms to ensure that lower values were not clearly
available. After creating the model, it was imported into Erdas IMAGINE 2011 (Intergraph, Inc.,
Norcross, GA, USA, 2011) and run using the six-band stacked image of the associated scene as
the input raster.
These five corrected scenes were then mosaicked and clipped to the extent of the study
area, and then an NDVI was run on the final composite image. The final NDVI layer was created
by using Erdas IMAGINE’s built-in NDVI function. In this calculation, the equation (NIR-Red) /
(NIR + Red), or (Band 4-Band3) / (Band 4 + Band 3) is run, followed by an algorithm that
converts any zeroes in the denominator to zeroes so to avoid any erroneous NDVI values. This
output NDVI layer had a 30-meter spatial resolution.
It should be noted that the post-corrected images showed some signs of the May-July
time difference, as the NDVI values for the images flown in July appeared to be higher, on
average, than those flown in May. This apparent difference could simply be a product of
healthier vegetation in the western edge of New York, where the July images were situated.
Though possible, this scenario is unlikely, as the vegetation imaged in July have had two
additional months to grow. Thus, it is reasonable to conclude that the NDVI values between the
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images are different largely because of the time difference, not because there is a clear-cut divide
between western and central New York in the health of its vegetation. As a result, the NDVI
values used in this study must be considered as only somewhat accurate, as the comparison
between the images flown in May and July is not a perfectly fair comparison.

c. Developed & Forested land
In this analysis, both urban areas and natural forests are considered for their potential
impact on the spread of the EAB. As discussed in the previous chapter, canopy in both urban and
rural areas are at risk for an invasion of the EAB. Developed land is by no means safe from the
EAB, as discussed by Kovacs et al., (2010): “much of the damage caused by EAB occurs on
developed land since ash trees have been a popular street tree for decades” (p. 569). This point
about urban risk of EAB invasion has been made by several authors. Thus, since both developed
and forested land cover classifications are at risk of an EAB infestation, both groups were
included in this project.
To make these variables, the 2006 national land cover database (NLCD) with 30-meter
spatial resolution was downloaded from the Multi-Resolution Land Characteristics Consortium
(MRLC) website (Fry et al., 2011). For developed land, all areas classified as either Developed—
Open Space, Developed—Low Intensity, Developed—Medium Intensity, or Developed—High
Intensity were isolated and reclassified so that all developed land had a value of one while all
other land had a value of zero in the associated attribute table. The same methods were applied to
forests, with all land areas classified as either Deciduous Forest, Evergreen Forest or Mixed
Forest included in an effort to consider all possible forested areas where Fraxinus species might
exist.
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d.Wood Industry Points & Campgrounds
Existing literature has consistently pointed towards the influence of humans in the
transport of the EAB from one location to another. Multiple studies have laid some of the blame
for the introduction and spread of the EAB on the wood industry (Muirhead et al.., 2006; Prasad
et al.., 2010). Prasad and co-authors (2010) included both wood-related businesses and
campgrounds in their 2010 study of the EAB’s movements in Ohio. A similar approach was
utilized here, with data collected for both wood-product industries and campgrounds in the
western New York study area.
To collect wood industry points, a search on an online business database—Reference
USA—by the standard industrial classification (SIC) code 24 was conducted. This code
corresponds to businesses that work with wood products, including logging operations, mills,
and businesses focused on wood pallets. In an effort to be as inclusive as possible, all businesses
coded with numbers that began with 24 were included here. These points were then mapped
based on the latitude and longitude information provided by the database, which was accessible
through the Syracuse University library. For the campgrounds layer, a list of public and private
campgrounds in the state was compiled using a number of tourism websites, including the Statesponsored “I Love New York” web page. In total, there were 364 wood industry points and 135
campgrounds within the study area. Latitude and longitude information was used to map public
campgrounds, while private campgrounds were mapped through geocoding.
The Euclidean distances from each wood product industry and campground were
collected using the Euclidean distance tool in ArcGIS 10.1 with a spatial resolution of 30 meters
in the output raster grids. The resulting datasets were intended to model flight from potential
places of origin or new spaces of introduction, with low distance values near wood product
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industries and campgrounds, respectively, for each dataset. The distance layers are also used to
model potential influences of human activity for beetle spread, as it is possible for the EAB to
hitch a ride with unsuspecting human carriers from either type of location.

e. Human Population
To include the influence that human population centers might have on the EAB and its
potential movements across the state, a polygon TIGER file containing block-level population
information from the 2010 US Census was downloaded from the US Census Bureau’s online
data repository. The data were converted into a raster grid to enable further processing, with the
total population for 2010 selected as the output pixel value. The spatial resolution of these data
was 30 meters in keeping with the rest of the data and in order to maintain the integrity of the
blocks. As with the wood industry points and campgrounds, the precedent for this layer’s
inclusion in EAB spread mapping was set by Prasad et al., 2010.

f. Water
To test whether nearness to water might influence the spread of the beetle, or even inhibit
its movement, the Euclidean distance from water was calculated in ArcGIS 10.1 This distance
layer was based on a polygon file courtesy of the State of New York’s GIS Clearinghouse
(http://gis.ny.gov/) that was created as part of the Accident Location Information System (ALIS)
in 2004. The shapefile included state hydrography including lakes, ponds, reservoirs, major
rivers, streams, and canals in the state as well as both Lake Erie and Lake Ontario. The output
layer, like the others created for this project, had a 30-meter spatial resolution.
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g. Precipitation, Temperature & Wind
Precipitation, temperature, and wind were all considered abiotic variables that consider
climatic conditions at the present time. Two of these variables—temperature and precipitation—
were also considered indicators of climate change, since data containing predictions of future
conditions were also available. Wind was considered as potentially influential in aiding EAB
dispersal, as where wind power is strong it could presumably help carry the beetle further than its
natural flying abilities might allow. Additionally, existing literature suggested the inclusion of
wind-related variables for their influence on the spread of the EAB (BenDor et al., 2006). The
raster grid utilized for this purpose is referred to as the “wind resource assessment” and was
published in 2003. The variable of interest—wind power classification—was broken down into
seven classes from one to seven, with seven being strong and one being weak.
For reference, a wind score of three is considered powerful enough to provide adequate
power supply to large-scale wind farms, while locations with scores of two or even one can have
strong enough winds to power smaller turbines (National Renewable Energy Laboratory
[NREL], 2011). The data was accessed via the National Renewable Energy Laboratory’s
(NREL) website in a vector format (http://www.nrel.gov/gis/data_wind.html) and was validated
by NREL and meteorological consultants with expertise in wind energy. Since the data was
collected using a 200-meter spatial resolution, when it was converted to a raster grid in ArcGIS,
this spatial scale was retained.
The temperature and precipitation data used for this project was downloaded via the
WorldClim—World Climate Data download page in ESRI grids with 30-arc-second (1 km2)
spatial resolutions (Hijmans, Cameron, Parra, Jones, & Jarvis, 2005). These data were created by
the interpolation of climate data contained in a number of weather stations between 1960 and
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1990. While a number of climate variables were made available by this research group, their data
was only offered by the month rather than the year. Though this fine temporal resolution could
be seen as limiting, the work of K. Hayhoe and co-authors (2008) suggest otherwise and helped
guide the selection process for which months to select. First, Hayhoe et al. (2008) suggested that
summer temperatures are expected to rise more significantly than winter temperatures. Second,
according to this research team, precipitation is expected to rise by as much as 30% in the winter
months compared to slight decreases during the summer. As a result, the months of January and
July were selected for inclusion in the modeling process for their ability to represent the peaks of
winter and summer, respectively.

h. Distance to known locations of the EAB
To mimic the biological dispersal of the EAB, primarily through flight, a raster surface
was created that contained the Euclidean distance to the nearest known location of the EAB in
the study area for each of the 30-meter pixels in the grid. That is, the value within each pixel
represents the distance from the pixel’s centroid to the nearest EAB point. Without the assistance
of fine-resolution ash distribution and density data to enable more plausible vectors of EAB
flight, as used by BenDor and co-authors (2006), this layer of EAB proximity treats each
possible direction of spread as equally likely. Though this may not be the case, since the
objective of this study was to identify where a high level of risk is posed to ash trees on a
regional scale this variable was seen as a reliable proxy for the biological dispersal of the EAB,
which previous research has indicated is important to include in species’ modeling (Prasad et al.,
2010). Note that percentage forest cover was also used to address the spatial patterns of tree
distribution in the study area.
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i. Validation data
After the risk mapping was completed, the accuracy of the predicted susceptibility was
tested using additional EAB points collected from the iMap Invasives website for New York
(iMap Invasives, 2013). This website is owned by the Nature Conservancy and can be updated
by users who have attended a training session and received log-in information. For registered
users, latitude and longitude coordinates are provided for each point of invasive species plant,
animal, or insect, and customizable summary reports of invasive species in the state are
available. Besides location, each point has associated attribute information, including the name
of the observer and date of observation, date of upload, and occasionally photos. Each point is
also classified as either “confirmed” or “unconfirmed.” While unconfirmed data points may
indeed be a positive identifications of the species in question—in this case the EAB—only
confirmed locations were used so to limit uncertainty in model testing.
As of March 2013, there were 345 total EAB points in the western quarantine zone. As
discussed earlier in this chapter, the original EAB points made available by the DEC contained
303 points in the 16-county study area. Since many of these data points were contributed by staff
members of the DEC, there was a great deal of duplication between the original data used for
modeling and the iMap Invasives data. After eliminating duplicate and unconfirmed EAB points,
a total of 35 points remained and were used as validation data to test the accuracy of the output
risk maps. Validation data points that fell within the top 20% of the output risk estimates, and
were therefore located in zones that this project considers “very high risk,” were considered
accurate.
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IV. Methods
i. Final pre-processing & sample selection
In an attempt to limit the effects of the clustering, a layer of equal-area polygons of 1000
meters by 1000 meters (1 km2/0.62 mi2) was created in ArcGIS 10.1 using the “Create Fishnet”
tool. For the purposes of clarity, these aggregated polygons will be referred to as quadrats. The
choice of 1000 meters was somewhat arbitrary. While still allowing for the detail within the 30meter data, it also allowed a wider look at the data and an average of the values within the pixels
to be taken for further analysis rather than simply the value within each 30-meter pixel
considered alone. Furthermore, the 1000 x 1000 quadrats allow for 33.3 of the 30-meter pixels
per edge to be considered for analysis for a total of roughly 1,111 30-meter pixels per 1000meter2 quadrat.
Additionally, the spatial resolution of the temperature and precipitation data for presentday conditions was 1000 meters. Since the spatial resolution of this data matched that of the
quadrat size used, theoretically, the value collected in each quadrat matches that of the pixel
associated with it. However, the two layers, though with the same spatial extent and projected in
the same coordinate system, did not align perfectly. Thus, the values in the analysis table
associated with each climate variable are averages of the pixels that fall within each quadrat, as
was the case with the previous, finer-resolution data. Furthermore, after projecting the data it
appeared that the data actually had a spatial resolution of roughly 500 meters. In either case, the
1-km quadrats were able to capture some of the variability inherent to the temperature and
precipitation data in that each quadrat considered of up to four pixels in its mean calculation.
After creating the quadrats, zonal statistics and table joins were used to collect the mean
value of each of the 17 explanatory variables and incorporate the data into one large polygon file.
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In the cases of developed land and forested land, the mean value for each quadrat corresponded
to the percentage of each land cover type, as the mean was the average of zeroes and ones. For
the variables of north- and south-facing slopes, the dominant direction for each quadrat (mode)
was selected. If this dominant direction was north, the quadrat was coded with a one for the
variable “north-facing slopes” and likewise for south-facing slopes. All other quadrats were
coded with zeroes for this variable.
For use in logistic regression, quadrats that contained at least one of the 303 EAB points
were coded with a value of one. The rest of the quadrats were coded with zeroes and were treated
as pseudo-absences. Thus, rather than 303 individual points of ash borer presence, the resulting
quadrat layer used for analysis had only 33 EAB-containing features. To avoid issues with null
data, quadrats that did not fit entirely within the spatial extent of the explanatory variables or fell
at least 50% within a body of water were excluded from further analysis, leaving a total of
29,477 quadrats to be considered in the regression model.
Finally, random samples of the 29,444 EAB-free quadrats were taken in ArcGIS 10.1.
Given the large number of EAB-free quadrats and the comparatively small number of EABcontaining quadrats, five different random samples of different sizes were taken. This helped to
ensure that the variability inherent to each of the explanatory variables was captured in the
regression analysis and also allowed for the comparison of different models run using the same
specifications in the SAS model. The sample sizes were as follows: 300, 600, 1,000, 5,000, and
10,000. The smallest sample size is equivalent to roughly 1% of the data, and the largest (10,000)
accounts for approximately 33.9% of the data, or just over one-third. Note that samples were not
taken for Maxent modeling and the above sampling descriptions apply only to the logistic
regression models.
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ii. Logistic Regression
A total of 30 logistic regression models were run in this project, with six sets of models
created for each of the five samples. In brief, the first five models—one for each sample—were
preliminary, run with no selection specifications, and included all of the 17 potential explanatory
variables. The second set of five models included the same variables, but invoked the use of a
bias-reducing penalty to address issues in the data that will be discussed in context. The third
incorporated a test for multi-collinearity into the modeling process. The fourth group of models
also used only the continuous explanatory variables that did not exhibit collinearity, but made
use of the stepwise selection method. The fifth and sixth sets of models included only the
continuous explanatory variables that did not exhibit collinearity and those that exhibited
different behavior, in terms of means or distribution functions, between the quadrats with and
without known locations of the EAB.
T-tests were run to compare the means of the data. This test assumes a normal data
distribution to assess differences between the means of the two samples being tested (Park,
2008). Since these data did not have a normal distribution, a second round statistical tests was
conducted on each sample that compared the distribution functions of the EAB-containing and
EAB-free quadrats: the Kolmogorov-Smirnov test (UCLA: Statistical Consulting Group, n.d.d).
Both of these tests were conducted to narrow down the list of potential explanatory variables to
only those features that both statistical testing and existing literature suggest might influence the
EAB’s spread patterns in terms of differences in data behavior. Unless otherwise noted, all
analyses were conducted using the alpha level of 0.05.
While each of these six models differed slightly, two components of the model remained
the same for all 30 model runs. First, Fisher’s scoring optimization technique was used in each
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case. Second, the LACKFIT option within SAS software, version 9.3, was used to call the
Hosmer and Lemeshow Goodness-of-fit test. While this particular test is by no means the only
available option for checking the validity of the output model, assessing the model’s fit is a
crucial step in the modeling process. As put by D.W. Hosmer and co-authors (1991), “…if a
logistic model does not fit, then it does not reflect the data and thus should not be published” (p.
1634). As a result, logistic model was tested for its validity within SAS and invalid models were
eliminated from further consideration.
Interpreting the LACKFIT output proved relatively simple. As specified in the
LOGISTIC procedure documentation, “a small p-value suggests that the fitted model is not an
adequate model” (SAS Institute, Inc., 2011, p. 4083). It follows that low p-values lead to a
rejection of the null hypothesis that there is not a significant difference between the model’s
predictions and the actual behavior of the modeled data (Bewick, Cheek, & Ball, 2005). The
same interpretation of such results is suggested by Guido et al. (2006). Additionally, the “Testing
Global Null Hypothesis: BETA=0” table that is reported with the LOGISTIC function should not
be used as an indicator of model fit and for further model comparisons, thus making the
LACKFIT option even more useful (SAS Institute, Inc., 2011, p. 4082).
The specifics of the risk mapping will be discussed in chapter four, as context makes for
a clearer picture of just how the risk maps were created. However, and in brief, the independent
variables that returned a significant p-value as recorded in the Analysis of Maximum Likelihood
Estimates table for each valid model were included in the model’s risk map. Since each of the
five samples were taken in an attempt to capture the range of variability in each of the 17
explanatory variables across the same study area, only one risk map was created for each of the
six types of logistic regression models calculated in this project. That is, output risk models were

56
not created for each sample size, since the sample size itself was of less interest than the
explanatory variables that were identified as important by the modeling process.
This decision to create only one risk map per modeling method was not taken lightly.
While doing so allowed each logistic regression model its own risk map, it also allowed the
possibility that the output risk map would contain a potentially wide range of significant
explanatory variables that changed from sample size to sample size. As the results will show, this
concern proved unfounded for two reasons. The first relates to the consistency of the results,
which will be described at a later time, and the second harkens back to the goodness-of-fit test
conducted on each of the logistic regression models produced. In short, no invalid models were
considered for further analysis, so while the potential for a wide range of independent variables
in the output risk map remained, none of these variables would be included without first being
shown to contribute to valid models of EAB presence.
Hosmer and Lemeshow goodness-of-fit test was not the only validation technique
employed in the logistic regression phase of this research project. Rather, and as discussed earlier
in this chapter, 35 confirmed points of EAB presence that were collected independently from
those used to create the model of EAB distribution were used to validate the model. These
points, made available courtesy of iMap Invasives (2013), were overlaid on each of the output
risk maps created from the results of the logistic regression process. The risk level associated
with each of the validation points was then recorded and the results of this accuracy assessment
were compared between each of the output risk maps that resulted from the logistic regression
process.

57
iii. Maxent
As discussed in chapter two, maximum entropy modeling, or Maxent, was also conducted
as a means of assessing risk of infestation in the 16-county study area. This second method was
selected primarily for its specifications for presence-only data, as while logistic regression
helped reduce the effects of clustering in the known locations of the EAB, which was utilized as
the dependent variable, it also required the use of absence locations. Since true absence locations
were not available, as the EAB data was not the result of a carefully planned sampling design,
the somewhat controversial -pseudo-absence- locations were used instead.
The same 17 datasets considered as explanatory variables in logistic regression modeling
were utilized in this Maxent analysis and were converted to the required ASCII files format for
use in Maxent (Young, Carter, & Evangelista, 2011). Just as in logistic regression, the data used
in this analysis all have a spatial resolution of 1000 meters. Since Maxent requires point data
with coordinates for the input samples, all 303 EAB points in the western quarantine zone and
associated Universal Transverse Mercator (UTM) coordinates (Zone 18 N) were copied into a
*.csv file. An optional setting within the model environments was selected that allows the
software to remove duplicate records for each grid cell (Phillips, n.d.). As a result, instead of the
303 points, the same number of presence samples used in logistic regression—33—was also used
in Maxent.
Other specifications in the model settings followed the lead of the N. Young and coauthors (2011), whose Maxent tutorial proved invaluable in the modeling process. The subset
method of replication was used for this analysis, in which a random test percentage—which was
specified to be 25%—is taken from the sample and is not replaced for further evaluation (Dudík
et al., 2011). Results of the analysis confirmed that only 33 points were utilized, as each training
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sample used 25 points while the test sample comprised of only eight points, or roughly 25% of
the 33 points. As per the default (Elith et al., 2011), 10000 randomly selected cells were used as
background points for comparison against the 33 presence locations and the logistic output
option was selected.
Response curves for each variable were created, and jackknife was used to measure
variable importance. Maximum iterations was set to 5000 with a 0.00001 convergence threshold
for as suggested in Young, Carter, & Evangelista (2011). The receiver operating characteristic
(ROC) area under the curve (AUC) was used to assess the accuracy of the average model was
produced over the 15 replicates. As discussed by S.J. Phillips and co-authors (2006), a value of
0.5 for the AUC is associated with a random prediction, so higher values are expected for
accurate models. The Maxent-produced analysis of table variable contributions, which identifies
the percent contributions of each variable to the overall prediction map. For each of these, the
response curves were analyzed for their relationship to EAB risk.
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Chapter 4: Results & Discussion

I. Exploratory data analysis
Descriptive statistics (mean, median, standard deviation (STD), minimum, & maximum)
were calculated using SAS software, version 9.3, for each of the five non-EAB samples and the
total population of EAB-containing quadrats for each of the 15 continuous explanatory variables.
Tables 4.1-4.6 contain the results of these calculations, with the sample size (n) included in the
table description. Normality tests were also conducted on the five samples with all quadrats
(EAB and non-EAB), the results of which can be found in Appendix B (Tables B1-B6). Note
that neither descriptive statistics nor normality tests were conducted on north-facing slopes and
south-facing slopes since they were treated as categorical, binary variables. A discussion of both
sets of tests follows.
Table 4.1. Descriptive statistics for population of EAB-containing quadrats (N = 33)
Variable
Distance to campgrounds (m)
Distance to wood product
industries (m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB
locations (m)
NDVI
Elevation (m)
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)
July Mean Temperature (°C)

Mean
10588.8
2196.2

Median
12864.4
1820.9

STD
8325.6
1741.3

Minimum
430.3
314.5

Maximum
29269.0
8360.6

1033.9
1.5
98.5
20%
37%
454.3

817.1
1.2
63.7
13%
18%
481.2

686.6
0.5
127.1
21%
37%
136.2

123.4
1.0
20.2
0%
0.27%
196.6

2715.6
3.0
724.3
79%
100%
700.0

0.76
296.0
6.4
66.5
84.9
-5.03
20.66

0.80
215.6
6.3
73.0
77.0
-4.80
21.10

0.12
128.4
1.4
13.0
14.9
0.48
0.84

0.48
141.3
9.7
44.0
67.0
-6.03
19.25

0.93
526.0
4.3
77.0
106.0
-4.50
21.65
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Table 4.2. Descriptive statistics for sample of 300 non-EAB quadrats (n = 300)
Variable
Distance to campgrounds (m)
Distance to wood product
industries (m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB
locations (m)
NDVI
Elevation (m)
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)
July Mean Temperature (°C)

Mean
9455.7
5397.1

Median
8428.5
5098.3

STD
5530.6
3220.4

Minimum Maximum
1036.8
28671.4
382.6
16973.7

1948.6
1.5
68.3
42%
11%
30896.7

1576.5
1.3
32.5
39%
3%
30377.6

1534.7
0.5
176.5
29%
22%
16131.6

9.7
1.0
0.0
0%
0%
958.5

9655.1
3.6
2762.4
100%
100%
70074.7

0.80
373.5
8.0
56.9
84.1
-5.56
20.10

0.82
395.0
7.4
51.6
84.3
-5.50
20.00

0.12
156.1
2.7
12.4
11.1
0.74
1.03

0.4
80.5
2.1
40.5
63.0
-7.35
17.88

0.98
701.5
18.7
83.0
109.5
-4.20
21.80

Table 4.3. Descriptive statistics for sample of 600 non-EAB quadrats (n = 600)
Variable
Mean
Median
STD
Minimum Maximum
Distance to campgrounds (m)
8935.6
7914.4
5501.2
466.4
31054.9
Distance to wood product
5953.7
5564.6
3128.9
384.8
17609.7
industries (m)
Distance to water (m)
1916.3
1577.2
1437.7
9.8
8540.4
Wind Power
1.5
1.3
0.5
1.0
3.2
2010 Population
49.7
31.6
58.7
0.0
539.2
Percent Forested
44%
41%
30%
0%
100%
Percent Developed
8%
3%
16%
0%
100%
Distance to known EAB
31066.1
29770.3 16185.3
723.4
71902.7
locations (m)
NDVI
0.81
0.82
0.11
0.38
0.98
Elevation (m)
381.8
413.5
165.3
70.5
751.2
Slope (Degree)
8.2
7.6
2.8
2.4
18.6
Precipitation (January) (mm)
57.3
53.5
12.0
40.0
83.3
Precipitation (July) (mm)
84.9
85.0
11.7
63.0
109.5
January Mean Temperature (°C)
-5.63
-5.56
0.79
-7.55
-4.05
July Mean Temperature (°C)
20.06
19.95
1.09
17.80
22.00
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Table 4.4. Descriptive statistics for sample of 1000 non-EAB quadrats (n = 1000)
Variable
Distance to campgrounds (m)
Distance to wood product
industries (m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB
locations (m)
NDVI
Elevation (m)
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)
July Mean Temperature (°C)

Mean
8819.1
5584.6

Median
7912.4
5320.6

STD
5222.1
2984.7

Minimum
387.0
395.2

Maximum
31058.5
16186.8

1907.2
1.5
53.5
44%
9%
32088.0

1502.9
1.3
30.6
41%
3%
31837.4

1547.8
0.5
72.9
29%
17%
15735.4

0.1
1.0
0.0
0%
0%
1222.7

9525.5
3.6
616.5
100%
100%
72711.6

0.81
377.6
8.3
57.0
84.7
-5.61
20.08

0.83
411.1
7.7
53.0
85.0
-5.55
19.99

0.11
167.0
2.8
11.8
12.0
0.79
1.10

0.32
76.8
0.7
40.0
62.0
-7.50
17.90

0.98
694.5
19.5
84.0
110.0
-4.10
21.95

Table 4.5. Descriptive statistics for sample of 5000 non-EAB quadrats (n = 5000)
Variable
Distance to campgrounds (m)
Distance to wood product
industries (m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB
locations (m)
NDVI
Elevation (m)
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)
July Mean Temperature (°C)

Mean
9019.9
5578.3

Median
7852.6
5172.9

1847.4
1.5
55.9
43%
9%
31831.9

1442.9 1447.4
1.3
0.5
33.0
83.3
40%
29%
4%
18%
31190.8 16230.9

0.81
369.5
8.2
57.0
84.0
-5.57
20.13

0.82
397.0
7.6
52.8
84.3
-5.45
20.05

STD
5543.9
3072.2

0.12
166.7
2.7
11.9
11.7
0.79
1.09

Minimum
379.4
356.8

Maximum
32882.3
18022.7

0.3
1.0
0.0
0%
0%
600.1

10276.8
3.8
2762.4
100%
100%
74595.4

0.26
68.9
0.5
40.0
62.0
-7.50
17.90

0.98
740.4
20.9
84.0
110.3
-4.00
22.00
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Table 4.6. Descriptive statistics for sample of 10000 non-EAB quadrats (n = 10000)
Variable
Mean
Median
STD
Minimum Maximum
Distance to campgrounds (m)
8798.2
7676.9 5401.9
398.6
32758.4
Distance to wood product
5581.1
5143.4 3083.6
332.9
18188.1
industries (m)
Distance to water (m)
1871.5
1489.2 1446.9
0.1
10276.8
Wind Power
1.5
1.3
0.5
1.0
3.6
2010 Population
54.9
32.6
78.1
0.0
2934.6
Percent Forested
44%
40%
30%
0%
100%
Percent Developed
9%
4%
17%
0%
100%
Distance to known EAB
32163.1 31464.3 16225.5
643.9
74200.8
locations (m)
NDVI
0.81
0.82
0.12
0.28
0.98
Elevation (m)
370.5
396.7
166.6
68.5
736.3
Slope (Degree)
8.2
7.6
2.7
0.3
21.6
Precipitation (January) (mm)
57.0
53.0
12.0
40.0
84.0
Precipitation (July) (mm)
84.2
84.5
11.8
62.0
111.0
January Mean Temperature (°C)
-5.58
-5.50
0.79
-7.50
-4.00
July Mean Temperature (°C)
20.12
20.05
1.09
17.80
22.00

A brief examination of tables 1-6 reveals at least one important trend in the data. That is,
the average distance from a given location within a quadrat to a known location of the EAB is
noticeably smaller for the 33 EAB-containing quadrats than for the non-EAB quadrats, which are
considered here as pseudo absences. Intuitively, this makes sense. Since at least one EAB is
known to be located within each of the 33 presence quadrats, it follows that the distance from the
EAB(s) from any one point within the quadrat cannot exceed the diagonal length of the quadrat,
which is 1420 meters. The average of all of the distances to the EAB point(s) in the quadrat
would therefore be much smaller, since the 30-meter spatial resolution of the distance data
means that at least a few pixels will have a 30-meter distance value, while others may be in the
1000s depending on the number of EAB points in the quadrat and their relative locations.
This point is validated by the minimum and maximum average distances calculated for
the 33 EAB-containing quadrats of 196.6 and 700.0 meters, respectively. The relatively small
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range for the average distance from known locations to the EAB is in stark contrast to that of the
non-EAB samples, in which the smallest of these minimum mean distances is 600.06 meters (n =
5000) and the largest is 1222.71 meters (n = 1000). Furthermore, for three of the samples (n =
300, 600, and 1000), there is no overlap whatsoever between the 33 EAB-containing quadrats
and the non-EAB samples. That is, the maximum distance of 699.99 meters found in the EABcontaining quadrats is smaller than the minimum for the non-EAB samples. Since only eight of
the non-EAB containing quadrats have an average distance to known locations of the EAB lower
than that recorded for an EAB-containing quadrat, this outcome was not unexpected.
However, before moving on to the results of logistic regression and Maxent modeling,
the normality of the data was considered. While logistic regression does not require a normal
data distribution (Bewick, Cheek, & Ball, 2005), understanding the distribution of the data
remains an important step in data analysis. Thus, each of the 15 continuous explanatory variables
on all the data considered in each of the five levels of analysis, that is, each sample plus the 33
EAB-containing quadrats, was tested for univariate normality using the PROC UNIVARIATE
function in SAS 9.3.
Two statistics of normality—the Shapiro-Wilk W and the Kolmogorov-Smirnov D were
considered for the five samples. Though both statistics are reliably used for normality tests, the
two are slightly different in their application. First, as implied by the oft-cited SAS
documentation for the UNIVARIATE procedure and its available normality tests (SAS Institute,
Inc., 2013b) and as discussed explicitly by S.S. Shapiro and M.B. Wilk (1965), the Shapiro-Wilk
W statistic is best applied to smaller sample sizes and can be quite effective on assessing the
normality of even small sample sizes where n < 20. While the need for a statistic specific to
small samples does not apply here, the W statistic was not calculated on the larger sample sizes
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(n > 2000) by SAS. Rather, the Kolmogorov-Smirnov empirical distribution function (EDF)
goodness-of-fit test was considered for the normality test of the 5033- and three 10033observation samples.
Tables B1-B6 in Appendix B display the p-values and associated Shapiro-Wilk test
statistics for normality for each of the samples with less than 2000 observations (SAS Institute,
Inc., 2013b), and the p-value and associated Kolmogorov-Smirnov test statistic for the remaining
three samples. In short, for each of the samples it appears that all 15 explanatory variables are
not normally distributed. As computed with either the Shapiro-Wilk or Kolmogorov-Smirnov
goodness-of-fit tests, every variable for every sample returned a p-value below the 0.05
confidence threshold. Thus, the null hypothesis that the data followed a normal distribution was
rejected in each case, and the alternative hypothesis—that the data distribution was nonnormal—was accepted instead (SAS Institute, Inc., 2013b).

II. Results of variable selection in logistic regression
i. Introduction
As discussed in chapter three, six different modeling methods were conducted using
logistic regression. Each of the six methods offered something different and resulted in slightly
different outcomes. Before reporting and discussing these results, a brief review of what each
method offered is in order. The first set of models provided a glimpse into the behavior of the
data and revealed whether any bias-reducing algorithms were required for the production of valid
results. The second set of models produced usable results and invoked a bias-reducing algorithm
that the results of the first set of tests suggested was in order. However, this second set of
result—while instructive—included variables that had not been tested for multi-collinearity. This
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bias-reducing algorithm was also applied to the third set of results, which utilized only the
continuous explanatory variables that did not exhibit collinearity. As a result, this third set of
models was the result of more rigorous statistical analysis.
The fourth set of models used the same variables as used in the third set, but used a
different selection method (stepwise) in an attempt to gain a more comprehensive understanding
of how the independent variables respond in a similar, but not identical, logistic regression
process. Finally, the fifth and sixth sets of models considered only those variables that did not
exhibit collinearity and those which means tests identified as behaving differently within EABcontaining quadrats when compared to those without the EAB. This had the effect of limiting
explanatory variables to only those that simple statistics and existing literature suggested might
influence the pattern of EAB dispersal. The results of all six modeling methods follow.

ii. Preliminary modeling (models 1-5)
The first step in the logistic regression process (proc LOGISTIC) was the execution of a
simple, preliminary test of the data without the inclusion of any optional parameters or tests
(UCLA: Statistical Consulting Group, n.d.c; SAS Institute, Inc., 2011). This simple model was
run on each of the five samples. In each case there was an issue with the models’ results, in that
complete separation of data points was detected (SAS Institute, Inc., 2011). Data separation
results “…when the binary outcome variable can be perfectly separated by a single covariate or
by a non-trivial linear combination of the covariates” (Shen & Gao, 2008, p. 516), meaning that a
single explanatory variable can split the dichotomous outcome being modeled into two mutually
exclusive groups. As a result, the maximum likelihood estimate is infinite, and thus problematic
for further analysis. This issue often arises with small datasets, and since the data set being
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modeled—EAB presence—was relatively small, this error was not unexpected (SAS Institute,
Inc., 2011; Shen & Gao, 2008). As a result, these five models were not used in further analysis,
though these preliminary models proved instructive in the modeling process.
To address this issue of separation, and following the guidelines suggested in the chapter
on the LOGISTIC function in the SAS/STAT 9.3 User Guide (SAS Institute, Inc., 2011), the
Firth method of bias-reducing penalized maximum likelihood estimation was applied. Though
there were other options for reducing this bias in the data in addition to the Firth method, such as
performing an exact logistic regression, this bias-reduction method was selected for its ability to
limit bias without also necessitating the computation of an exact logistic regression model (SAS
Institute, Inc., 2011). The results from the Firth-adjusted logistic regression analysis were
slightly different from the non-adjusted results given the bias-adjustment algorithm. However,
since the non-adjusted results exhibited separation, the results of these first five preliminary
models were not included in further analysis given their questionable validity. Rather, this first
set of tests was conducted to assess how well the data fit the regression model and identify any
potential problems in the data, such as that found in separation.

iii. Bias-reduced models (models 6-10)
Table 4.7 displays the p-value and test statistics for the Hosmer and Lemeshow
Goodness-of-fit test for all five samples run with the Firth option. Notice that for two samples
(333 and 1033 quadrats), the low p-values indicate an invalid and therefore unreliable logit
model, as it suggests that the model is not a good fit for the data. For the sample of 333, the lack
of validity was likely due to the small sample size and the associated weakened power of the
Hosmer and Lemeshow test to assess differences between the predicted and actual data sets
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(Bewick, Cheek, & Ball 2005). According to Bewick, Cheek, and Ball (2005), Hosmer and
Lemeshow suggest the use of at least 400 points for successful modeling—a threshold the 333observation sample just misses. It follows that even though the issue of data separation was
resolved by the Firth bias-reduction penalty for both the 333- and 1033-quadrat samples, the
resulting logistic regression models remain suspect due to their failure to pass the Hosmer and
Lemeshow goodness-of-fit test, so to speak, and are therefore not considered in further analysis.

Table 4.7. Results of Hosmer-Lemeshow goodness-of-fit tests for bias-reduced models
Sample Size

Chi-Square

Degrees of Freedom

Pr > ChiSq

Valid?

333
633
1033
5033
10033

36.3801
6.3576
20.3327
6.5825
2.7988

8
8
8
6
1

<.0001
0.6072
0.0091
0.3612
0.0943

No
Yes
No
Yes
Yes

Table 4.8 summarizes the results of this round of models that included all 17 explanatory
variables and the Firth method of bias reduction for the three valid models (n= 633, 5033, and
10033). For reference, p-values below the 0.05 threshold call for the rejection of the null
hypothesis that the variable has no predictive power (UCLA: Statistical Consulting Group,
n.d.b). In brief, the variable distance to known locations of the EAB proved to be the most
consistent in terms of its influence on the beetle’s location with its returned p-value of <.0001 for
each of the three valid models (633, 5033, and 10033 samples). While the associated coefficient
for distance to known locations of the EAB differed by sample size, it was negative and quite
small in each model.
Generally speaking, then, this coefficient indicates that for every one unit (meter)
increase in distance from the EAB there is a reduction in the log odds of EAB presence by the
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value of the coefficient (UCLA: Statistical Consulting Group, n.d.c). For the 633-observation
model, these results correspond to reduction in log odds by 0.00013 for every meter increase in
distance from the EAB. Applying this interpretation to the rest of the data, it appears that the
closer a location is to the EAB, and, to a lesser degree, water and wood product industries, the
greater the risk of EAB infestation.

Table 4.8. Summary of significant variables for valid, bias-reduced models
Sample Size
Variable
Coefficient
Standard
Error
Distance to known
633
locations of the
-0.00013
0.000027
EAB
Distance to known
5033
locations of the
-0.00030
0.000044
EAB
Distance to water
-0.00048
0.000235
Distance to wood
-0.00025
0.000111
product industries
Distance to known
0.000089
10333
locations of the
-0.00062
EAB
Distance to water
-0.00056
0.000271

Pr > ChiSq

<.0001

<.0001
0.0391
0.0237
<.0001
0.0399

iv. Results of multi-collinearity-addressed modeling (models 11-15)
Up to this point, multi-collinearity was not addressed in the logistic regression models.
Multi-collinearity, or simply collinearity, refers to the idea that multiple variables contain the
same information or depend on one other for their values, resulting in high standard errors and
otherwise unreliable results when collinearity exists in a model (UCLA: Statistical Consulting
Group, n.d.a). As discussed by Shen and Gao (2008), when a large number of explanatory
variables are considered in logistic regression analysis, multi-collinearity is not unusual. Existing
literature suggests that explanatory variables that exhibit this characteristic should not be
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included simultaneously in the model, as their inclusion can negatively affect the model’s fit
(Escabias, Aguilera, & Valderrama, 2005). Though it may be possible to acquire valid results
without testing for multi-collinearity (O’Brien, 2007), the potential issues with model fit
associated with multi-collinearity made testing for correlation amongst the explanatory variables
a logical next step. To address these potential issues with multi-collinearity in the data, all 15
continuous variables were tested for collinearity using the proc REG function in the SAS
software (version 9.3) and the output variable inflation factors (VIFs).
In all five samples, four variables returned VIF scores above the threshold of 10, which
existing literature suggests is often considered to be the point beyond which the variables in
question could be considered correlated (O’Brien, 2007; Stine, 1995). While somewhat arbitrary,
R. Stine (1995) notes that “there is no well-defined critical value for what is needed to have a
‘large’ VIF” (p. 54), making the use of 10 as the cut-off mark reasonable in this highly
exploratory analysis of the factors that may influence the presence of the EAB. The four
variables that exhibited collinearity were as follows: elevation, mean July precipitation, July
mean temperature, and January mean temperature.
Of these, July mean temperature returned the highest VIF score of over 30 for each of the
five samples. As a result, July mean temperature was removed from the list of explanatory
variables, and multi-collinearity was tested for a second time. In each sample, the VIF scores for
the remaining three collinear variables dropped, but not below the threshold of 10. To address
this continued multi-collinearity, the variable with the highest VIF scores of the three collinear
variables that remained—elevation—was removed and third test of multi-collinearity was
conducted. The results of this third test yielded no VIF scores above 10, and a logistic regression
model was run on the 13 continuous, non-correlated explanatory variables that remained. Note
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that these results regarding VIF scores appeared in each of the five sample sizes, as July mean
temperature and elevation returned the highest inflation factors in all five samples. The results of
the Hosmer-Lemeshow goodness-of-fit tests for each of the five models can be seen in table 4.9,
and the results of the valid models using only the non-correlated data were are shown in table
4.10.

Table 4.9. Results of Hosmer-Lemeshow goodness-of-fit tests for collinearity-assessed models.
Degrees of
Sample Size
Chi-Square
Pr > ChiSq
Valid?
Freedom
333
17.8619
8
0.0223
No
633
18.0013
8
0.0212
No
1033
7.0901
8
0.5269
Yes
5033
1.8331
1
0.1758
Yes
10033
2.4285
1
0.1191
Yes

Table 4.10. Summary of significant results for three valid tests controlling for multi-collinearity
Sample Size
Variable
Coefficient
Standard
Pr > ChiSq
Error
Distance to known
-0.00017
0.000031
<.0001
locations of the EAB
1033
Distance to wood
-0.00023
0.000107
0.0327
product industries
Distance to known
5033
-0.00067
0.000101
<.0001
locations of the EAB
Distance to known
10333
-0.00068
0.000099
<.0001
locations of the EAB

According to the results of the logistic regression models that excluded correlated
variables, only distance to known locations of the EAB and distance to wood product industries
have predictive power when it comes to the EAB. Of the two, distance to known locations of the
EAB is more significant and its influence is more certain. Since both variables returned negative
coefficients, the relationship between the two and the presence of the EAB is inverse, meaning
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that for every meter increase in the distance from known locations of the beetle and from wood
product industries, the log odds of its presence decrease.
While the identification of distance from known locations of the EAB as a primary
predictor of the EAB’s presence did not change between the models that controlled for multicollinearity and those that did not, the rest of the results did. That is, distance to water dropped
from significance when inflated variables were removed, and distance to wood product
industries proved significant at the 1033-sample level, not the 5033-sample level as was the case
in the models in which multi-collinearity was not addressed. It is also worth noting that for each
of the two methods (i.e., those that assessed multi-collinearity and those that did not) only three
valid models were produced. Even so, the p-values produced via the Hosmer-Lemeshow
goodness-of-fit test for the two invalid models for each of the two methods were closer to
significance when multi-collinearity was addressed than when it was not.

v. Logistic regression with stepwise selection (models 16-20)
A stepwise regression model was run on each of the five samples in order to assess the
relationship between the independent variables when they were alternatively added and removed
from the output logistic regression model based on the significance of the variable in question
(SAS Institute, Inc., 2011). A total of 13 continuous explanatory variables were included in this
analysis, as the two highly correlated variables (July mean temperature and elevation) were
excluded from the modeling process. In this set of models, a threshold of 0.10 was selected for
entry into the regression model, and 0.05 required for the variable to remain in the output
regression model. Neither the Firth bias-reduction nor exact regression options were available for
this the stepwise selection method. As a result, complete separation or quasi-complete separation
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of data points was detected at each sample size, making all five of the resulting models invalid. It
follows that since the models’ results were not reliable, these five models were excluded from
further consideration. This result of invalid models was very similar to that returned for the first
set of preliminary models and was also likely due to the small dataset (N=33 for EAB quadrats)
used for analysis.

vi. Logistic regression guided by t-tests (models 21-25)
The fourth set of models was guided by the use of two-sample t-tests that compared the
means of each of the 13 non-correlated continuous explanatory variables in quadrats with and
without the EAB. Since none of the 13 variables were normally distributed, the results of the ttest may not be wholly accurate in terms of identifying the differences between the two groups of
quadrats. Even so, since this project is more exploratory than confirmatory, that is, the point of
this analysis to identify variables that may influence EAB spread rather than confirm that a
selected set of variables perform as expected in regards to the EAB, the t-tests were still used to
narrow down the variables from those that are not separable from one another based on the
presence of the EAB. The variables that were then considered similar were excluded from further
analysis. Table 4.11 shows the results of these t-tests for all five samples, with bolded p-values
representing significant differences between quadrats with and without known locations of the
EAB.
The variables that returned significant p-values were then incorporated into a logistic
regression model, with the Firth bias-reduction method. For the samples of 333, 1033, 5033, and
10033, this model included 9 variables. For the sample of 633 quadrats, this model had 10
variables, since it was the only sample in which 2010 population tested at significant levels.
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Table 4.12 shows the results of the Hosmer and Lemeshow goodness-of-fit tests for each of the
five samples. For the two largest samples of 5033 and 10033 quadrats, the p-value for the test
was not calculated due the fact that there were zero degrees of freedom and therefore very
limited power in the test to assess goodness of fit (Archer, Lemeshow, & Hosmer, 2007). As a
result, only the two valid tests based on samples of 633 and 1033 were considered in further
analysis.
Table 4.11. T-test results for 15 continuous explanatory variables
Sample Size
333

633

1033

5033

10033

Pr > |t|

Pr > |t|

Pr > |t|

Pr > |t|

Pr > |t|

0.4502

0.2676

0.2337

0.2878

0.2259

<.0001

<.0001

<.0001

<.0001

<.0001

<.0001
0.8853
0.2212
<.0001
0.0003

<.0001
0.8044
0.0356
<.0001
<.0001

<.0001
0.9845
0.0513
<.0001
0.0001

<.0001
0.8381
0.0639
<.0001
0.0001

<.0001
0.8680
0.0579
<.0001
0.0001

<.0001

<.0001

<.0001

<.0001

<.0001

0.0390
<.0001
<.0001
0.7409
<.0001

0.0065
<.0001
<.0001
0.9768
<.0001

0.0078
<.0001
<.0001
0.9042
<.0001

0.0165
<.0001
<.0001
0.7216
<.0001

0.0128
<.0001
<.0001
0.7666
<.0001

Variable

Distance to campgrounds (m)
Distance to wood product
industries (m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB
locations (m)
NDVI
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)

Table 4.12. Results of Hosmer-Lemeshow goodness-of-fit tests for guided models (t-tests)
Sample Size

Chi-Square

Degrees of Freedom

Pr > ChiSq

Valid?

333
633
1033
5033
10033

18.0710
8.9596
1.5725
0.6866
0.6376

8
8
5
0
0

0.0207
0.3457
0.9046
Not calculated
Not calculated

No
Yes
Yes
No
No
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Table 4.13 summarizes the results of the two valid logistic regression models. Again,
distance to known locations of the EAB proved to be the most consistent and most significant
variable associated with the EAB presence data. Two additional distance-based variables—
distance to water and distance to wood product industries—also proved significant, but to a
lesser degree. For each significant variable a negative coefficient was produced, meaning that for
every unit increase in distance from either the EAB, water, or wood product industries, there is a
decrease in the log odds of EAB presence by the coefficient. In each case this coefficient is very
low (<0.0004), which indicates that while the odds of infestation increase slightly per meter
moved towards known locations of the EAB, water, and wood product industries, the log odds
can increase relatively quickly.

Table 4.13. Summary of significant results for valid guided models (t-tests)
Sample Size
Variable
Coefficient
Standard Error
633

1033

Distance to
known locations
of the EAB
Distance to
known locations
of the EAB
Distance to wood
product
industries

Pr > ChiSq

-0.00023

0.000044

<0.0001

-0.00035

0.000059

<.0001

-0.00028

0.000132

0.0308

vii. Logistic regression guided by nonparametric tests (models 26-30)
As discussed in the previous sub-section, t-tests assume a normal distribution for the data
being tested. Since the data used in this analysis is not distributed normally, this assumption of
normality was violated and nonparametric tests were also used to differentiate between the
explanatory variables inside and outside of the EAB-containing quadrats. The Kolmogorov-
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Smirnov KSa statistic was the nonparametric test used to compare the distribution functions
between the EAB-containing and EAB-free datasets (UCLA: Statistical Consulting Group,
n.d.d). While not focusing on means, as was the case with the t-tests, it still allowed the
subsequent regression analyses to narrow its focus to those variables that had different
distributions between the two samples (i.e., those containing the EAB and those that do not). The
results of this analysis can be seen in Table 4.14. The 11 variables that returned significant pvalues and were used in the subsequent logistic regression model are bolded and sorted by
sample size. Note that the variables that exhibited multi-collinearity were excluded from this set
of tests.
Table 4.14. Results for Kolmogorov-Smirnov tests 15 continuous explanatory variables
Sample Size
Variable

Distance to campgrounds (m)
Distance to wood product
industries (m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB
locations (m)
NDVI
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)

333

633

1033

5033

10033

Pr > KSa

Pr > KSa

Pr > KSa

Pr > KSa

Pr > KSa

0.0082

<.0001

0.0017

0.0031

0.0017

<.0001

<.0001

<.0001

<.0001

<.0001

0.0009
0.9192
0.0095
0.0001
<.0001

0.0011
0.6515
0.0049
<.0001
<.0001

0.0034
0.9749
0.0016
<.0001
<.0001

0.0035
0.8187
0.0055
<.0001
<.0001

0.0020
0.8656
0.0047
<.0001
<.0001

<.0001

<.0001

<.0001

<.0001

<.0001

0.1116
0.0033
<.0001
0.0166
0.0005

0.0513
0.0004
<.0001
0.0228
0.0001

0.0773
0.0001
<.0001
0.0251
0.0001

0.0681
0.0003
<.0001
0.0145
0.0005

0.0702
0.0002
<.0001
0.0162
0.0003
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As with the previous four modeling environments, model fit was assessed using the
Hosmer and Lemeshow Goodness-of-fit test (Table 4.15). In short, the models based on the three
smallest samples (333, 633, and 1033) were shown to be invalid with p-values below 0.05. The
remaining two models were considered valid and analyzed further for their relationship to the
known locations of the EAB, the results of which can be seen in table 4.16. The logistic
regression models indicate that only one variable is related to known locations of the EAB with
statistical significance: distance to known locations of the EAB, which returned p-values of
<.0001 for each of the three sample sizes. Its low but negative coefficient indicates that for each
meter moved away from known locations EAB, the log odds of infestation decrease.
Table 4.15. Results of Hosmer-Lemeshow goodness-of-fit tests for guided models (K-S test)
Sample Size

Chi-Square

Degrees of Freedom

Pr > ChiSq

Valid?

333
633
1033
5033
10033

20.6119
16.5536
15.6558
1.6360
2.2198

8
8
8
1
1

0.0083
0.0351
0.0476
0.2009
0.1362

No
No
No
Yes
Yes

Table 4.16. Summary of significant results for valid guided models (Kolmogorov-Smirnov tests)
Sample Size
Variable
Coefficient
Standard Error
Pr > ChiSq
5033

10033

Distance to
known locations
of the EAB
Distance to
known locations
of the EAB

-0.00070

0.000107

<.0001

-0.00072

0.000104

<.0001

III. Results of logistic regression risk mapping & validation
The variables that returned significant results for each of the valid models were then
combined to create four separate risk maps. One risk map was created for each of the following:
the bias-reduced regression model, the bias-reduced regression model controlled for multi-
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collinearity, the bias-reduced regression model guided by t-tests, and the bias-reduced
regression model guided by Kolmogorov-Smirnov tests. Rather than creating one map that
combined the results of the four modeling approaches, multiple risk maps were created in order
to illustrate potential risk areas as comprehensively as possible. Any differences between the risk
maps, and potential reasons for them, will be discussed in addition to general interpretations of
each map.
Between the four models, only three explanatory variables proved significant: distance to
known locations of the EAB, distance to water, and distance to wood product industries. To
ensure a fair comparison of each of these significant variables, as the range of values differed
between the three, each raster grid was rescaled from 0-20. In each case, zero was assigned to the
part of the variable most associated with low risk, while 20 was assigned to the highest risk
factor. In the context of the variable distance from known locations of the EAB, for instance, this
translates into high risk values (e.g., 18-20) for the shortest distance values from the EAB sample
points.
These reclassified three grid layers were then added together using the “Raster
calculator” tool within the Model Builder environment in ArcMap 10.1. As discussed previously,
the alpha level of 0.05 was the threshold for a variable’s inclusion in the output risk map, as pvalues below this number were considered statistically significant. The p-values of the
significant variable were then used as weights for the creation of the output risk map.
To do so, the p-values were treated as factors, beginning with the p-value closest to the
0.05 cut-off point added to the output risk map only once. This highest p-value was then divided
by remaining, more significant p-values. The quotient for each was then used as the factor by
which the variable in question was multiplied in the raster calculator. In cases where a variable
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was significant in multiple samples and returned different p-values in each sample, the average
of the p-values was used in the factor calculation. To calculate the factor for distance to known
locations of the EAB, which returned a p-value of <.0001 in each valid model, 0.0001 was used.
The resulting factors are directly related to how significant the variable tested in the
logistic regression model. That is, the lower the p-value the more certain its influence on EAB
spread, and the higher its contribution to the resulting risk map. Table 4.17 outlines the weights
assigned to the variables in each of the four output risk maps.
Table 4.17. Risk mapping factors and results for logistic regression modeling methods
Modeling
method

Bias-reduced,
not guided

Bias-reduced,
controlled for
multicollinearity

Bias-reduced,
guided by
t-tests

Variable
Distance to
known locations
of the EAB
Distance to
water*
Distance to
wood product
industries
Distance to
known locations
of the EAB
Distance to
wood product
industries
Distance to
known locations
of the EAB
Distance to
wood product
industries

P-value

Risk Map
Factor

Percent model contribution

<.0001

395

99.25%

0.0395

1

0.25%

0.0237

2

0.50%

<.0001

327

99.39%

0.0327

1

0.61%

<.0001

308

99.67%

0.0308

1

0.33%

Bias-reduced,
Distance to
guided by
known locations
<.0001
1
Kolmogorovof the EAB
Smirnov tests
*Average p-value calculated from two significant results

100%
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Using the validation data discussed in chapter three, the 35 independent EAB points
made available by iMap Invasives (2013) were overlaid onto each of the output risk maps, which
can be seen in Figures 4.1-4.4. For reference, the legend for each is broken into quintiles,
meaning that each category contains 20% of the data. For each, only one of the 35 points fell
outside the very high risk category which is comprised of the top 20% of risk values. This 97%
accuracy rate for predicting very high risk for known locations of the EAB suggests that the
variables selected for inclusion in the risk map were appropriate. The maps below also indicate
that the four modeling processes were in general agreement about which areas of the study area
face the greatest risk of infestation from the EAB. Please note that the county boundary polygon
data were provided courtesy of the US Census Bureau (2002).

Figure 4.1. Risk map of bias-reduced regression model
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Figure 4.2. Risk map of bias-reduced regression model controlling for multi-collinearity

Figure 4.3. Risk map of bias-reduced regression model guided by t-tests
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Figure 4.4. Risk map of bias-reduced regression model guided by Kolmogorov-Smirnov tests

Thus, the logistic regression modeling process can be thought of as successful, with 97%
of the validation points returning a risk value in the “very high” range. The lone validation point
that did not fall within the “very high risk” range was located in the far northwestern portion of
the study area, suggesting the weights used to favor nearness to the EAB given its consistently
high significant results may have missed some of the complexity of the data. When one considers
the data issues that limited possible analysis methods and left only 33 positive locations for the
SAS program to model, this result is beyond satisfactory. However, given the data issues just
mentioned—and discussed at length in chapter three—a second analysis method was employed
for further consideration of potential risk factors for EAB infestation.
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IV. Maximum entropy (Maxent) modeling results
The results of the Maxent modeling were promising, as the average receiving operator
characteristic (ROC) area under the curve (AUC)—a statistic used to assess the performance of
the resulting model—was 0.998 with a standard deviation of 0.000. Since the maximum AUC
result for presence-only analysis is less than one (Phillips et al., 2006), the resulting Maxent
outputs were seen as reliable. Further results indicate that the most influential variable for the
distribution of the EAB in the study area was distance to known locations of the EAB. As shown
in Table 16, 99.5% of the information contained in the Maxent model of EAB distribution came
from this variable. The remaining three factors that contributed to this model were south-facing
slopes, population 2010, and percent forested, though none of these variables contributed more
than 0.2% of the information in the Maxent model.
As seen in table 16, when permuted data is utilized instead, the only important variable is
distance to known locations of the EAB, as the three variables considered important initially drop
from their previous—though small—contributions down to zero. The jackknife results also
indicate that the distance to known locations of the EAB contains the most information with
reference to predicting the species’ distribution that cannot be found in other variables. This
jackknife result is true of both test and training data sets used by Maxent.
Table 4.18. Analysis of variable contributions (Maxent) averaged over 15 replicate runs
Variable
Percent Contribution
Permutation Importance
Distance to known
99.5
99.9
locations of the EAB
0.2
0
South-facing slopes
Population 2010
Percent Forested

0.1

0

0.1

0
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Figure 4.5 includes the mean point-wise output of risk of EAB infestation. Considering
the locations of the known EAB as seen previously in Figure 3.2, Maxent’s output prediction
map—which is heavily influenced by the distance from known locations from the EAB—clearly
identifies pockets of risk across the study area. The response curves for the four variables that
were shown to influence the non-permuted model indicate that risk decreases as distance from
known locations of the EAB and percent forested increases and when south-facing slopes are
isolated. Risk increases with an increase in population 2010. These response curves can be seen
in Appendix C (C1-C4).

Figure 4.5. Point-wise mean output of Maxent model of EAB distribution

V. Discussion
Both logistic regression and Maxent modeling identified the distance to known locations
of the EAB as considerably more important than any other variable in influencing the spread of
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the EAB. For logistic regression, distance to known locations of the EAB was by far the most
significant variable at each sampling level, though it was not alone in its influence on EAB
spread in three of the four output models of risk. In Maxent, distance to known locations of the
EAB also contributed most heavily to the output prediction map (i.e., 99.5% contribution vs.
0.1% contribution). When permuted data was considered in Maxent, it was the only variable that
was shown to affect spread. Thus, while there is more to the story of EAB spread than mere
proximity to infested sites, the biological dispersal of the beetle plays a pivotal role in its
distribution.
While it is difficult to compare the two models and declare a winner in terms of accuracy,
it is clear that clustering played a role in the results. The prediction map produced by Maxent is a
good example of this, as the predicted “at-risk” areas are adjacent to known locations of the EAB
and nowhere else. With this in mind, and the results of logistic regression, it might be tempting
to toss out this EAB-proximity layer entirely, as it depends solely on the highly clustered EAB
data. However, since the EAB is capable of dispersing via biological mechanisms, excluding an
indicator such as Euclidean distance from these known locations is essentially ignoring the only
variable we can be fairly certain influences the EAB’s movements: how near a beetle is to
potential host species. Thus, ignoring the issue of proximity is akin to pretending that the beetles
do not fly from tree to tree and that they are only interested in other features of the landscape.
Whether the EAB gravitates towards these other features was precisely what this analysis sought
to learn.
Interestingly, this analysis failed to reject the hypothesis that there are other features on the
landscape besides the distance from known locations of the EAB that influence its spread.
However, the relative influence of these additional variables was minimal and the variables
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themselves were inconsistent between the two methods utilized in this analysis. For instance,
Maxent made the importance distance from known locations of the EAB abundantly clear, as
99.5% of the information held in the resulting prediction map was contributed by this variable.
The logistic regression procedure also suggested that this distance factor was considerably more
important than the others, as it was the only variable to test at the significant levels in every
single valid model. Furthermore, the p-value associated with distance from known locations of
the EAB of <.0001 was not only the lowest possible result offered by the SAS software, but it
was returned for every valid test for every sample size.
In recognition of its importance, the distance to known locations of the EAB was
weighted more heavily than the other variables that were added to each of the four GIS-based
risk maps. Due to this weighting scheme, the percentage contribution of this distance to known
locations of the EAB in each of the resulting risk maps was upwards of 99% and matched closely
with the Maxent result. As discussed previously, the accuracy of each map was considered high,
as 34 of the 35 reference EAB points fell within the top 20% of “very high risk” pixels and the
area under the curve for Maxent was 0.998. While this success rate of predicting “very high risk”
values for the validation EAB data is promising, more validation points would have allowed for a
better estimation of the accuracy of the resulting risk maps. It follows that more, less clustered
EAB data points that contained both presence/absence information would have been welcome in
the model-fitting process. Without the benefit of this data, however, its influence on the output
risk maps and associated accuracy is unknown.
While noteworthy for their identification of possible explanatory variables in addition to
the distance from known locations of the EAB, these results are equally interesting for what they
lack. Namely, and in reference to the third research question of this project that addresses
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potential impacts of climate change, neither mean temperature nor mean monthly precipitation
appear to influence the spread of the beetle. That is, both Maxent and logistic regression suggest
that changing climatic conditions will not directly affect further spread of the EAB in western
New York. However, whether these changes in climate will affect other features of the landscape
that are associated with the spread of the EAB is yet to be seen.
In reference to the first research question, then, the features of the landscape that are most
strongly associated with known locations of the EAB are distance to known locations of the EAB,
south-facing slopes, distance to wood product industries, distance to water, population 2010, and
percent forested. These five variables include a mixture of abiotic, biotic, and anthropogenic
variables, suggesting that this approach to EAB modeling was appropriate. What this result
means on-the-ground, so to speak, is worth further consideration.
The variable distance to known locations of the EAB has been discussed at length and is
rather intuitive, as the variable mimics the biological dispersal of the EAB. For the reasons
discussed previously, the significant result returned for this variable was not unexpected.
However, before moving on to a discussion of the rest of the significant variables, one additional
biotic variable is worth considering: the NDVI for 2009. Though this factor did not test at
significant levels, the reason for its insignificant result may have been due to the specifics of the
dataset used in this analysis rather than the landscape feature represented by the data.
As discussed in chapter three, the satellite imagery upon which the NDVI was based
came from two different times during the growing season. As the image of the NDVI data in
Appendix A (Figure A1) makes clear, there is a difference between the NDVI values in places
where the imagery was collected in May and where it was collected in July. While the data was
retained for further analysis, it is likely that the NDVI values did not accurately reflect the
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conditions on the ground and therefore contributed to the insignificant result associated with the
variable for each modeling method. Whether a more accurate NDVI layer would have produced
different results is unknown, and future research in this area would be wise to re-test the
significance of the NDVI using data with more uniform seasonal conditions. With this in mind,
the rest of the significant results and potential reasons for their inclusion require a more thorough
discussion, beginning with south-facing slopes.
The inclusion of south-facing slopes in the Maxent model suggest that there may be a
slight preference on the part of the EAB for cooler and wetter north-facing slopes, as opposed to
the warmer, drier conditions on south-facing slopes. Since this influence is very subtle and only
appears in Maxent, this apparent preference is not a major factor in the habitat preferences for
the EAB. Even so, this result suggests that abiotic features of the landscape may be more than
passive observers in the dispersal of invasive species such as the EAB.
The four remaining variables all center on human influence, as the predictive powers of
distance to water, distance to wood product industries, population 2010, and percent forested
suggest that populated areas tend to face higher risks of infestation than less populated regions.
For distance to wood product industries, the high risk factor associated with locations nearer to
these points, which are potential places of EAB introduction, implies that the wood industry may
still be influencing the beetles’ movements. In the same vein, while the interpretation of the
significant result for distance to water is less clear-cut than the others, it is possible that the
variable picks up on a human-based factor, such as lake homes or water-based recreation
activities, that neither campgrounds nor human population acknowledged. If so, this variable also
suggests that humans are involved in movement of the EAB. Similarly, response curves
produced by Maxent for population 2010 and percent forested suggest that higher populations
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and lower proportions of forested land are associated with higher likelihoods of infestation.
Combined, this result suggests that cities face the greatest risk of EAB infestation, especially
those located near water and known locations of the EAB.
As for the second research question focusing on the geography of risk, it appears that
there are a variety of risk levels in the western quarantine zone. Notably, places near locations at
which the EAB has already been sighted are at accelerated risk. Among these high-risk areas is a
corridor that connects Rochester to Buffalo, which, perhaps not coincidentally, are two of the
“hot spots” of EAB infestation, so to speak, and are also located right along the Thruway
corridor where intersecting counties will be added to the western quarantine zone on 1 May 2013
(NYSDEC, 2013). It also appears that areas to the north of the study area face greater risk of
infestation than those that are located further south, perhaps due to the increased influence of
water and wood product industries in these northern counties.
While the risk maps for each of the four modeling methods that produced valid results are
very similar, there are slight differences between them. Most notably, the risk map for the biasreduced logistic model guided by Kolmogorov-Smirnov tests (Figure 4.4) was limited to only
one variable: distance to known locations of the EAB. As a result, the output risk map appears as
a set of concentric circles surrounding known locations of the beetle that are not altered by the
influence of another explanatory variable, which was the case in the other three risk maps. While
this variable—distance to known locations of the EAB—was expected to return a significant
result given its ability to mimic, in some form, the biological mechanisms of EAB dispersal,
using this variable alone returned a slightly less accurate risk map than those that included
multiple explanatory variables.
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As evident in the risk maps (Figures 4.1-4.4), while each were generally successful in
applying the “very high risk” label to the known locations of the EAB contained in the validation
dataset, the lone point that was misclassified for the bias-reduced logistic model guided by
Kolmogorov-Smirnov tests fell into the “low risk” category, while for the other three maps this
point was classified as “moderate risk.” Though only a small difference, the improved
performance of the more complex models confirms what existing literature suggests: that there is
more to the spread of the EAB than biological dispersal.
The combined results of logistic regression and Maxent point towards four other
variables as predictors of this EAB spread process—south-facing slopes, distance to water,
distance to wood product industries, population 2010, and percent forested. Future research
should start with these variables when considering the spread patterns of the EAB, as while the
influence of each explanatory variable was rather small, its impact on the output risk map was
noticeable. Furthermore, while further study of this topic should incorporate multiple
explanatory variables, these projects should also seek out less clustered EAB data. While the
significant influence of distance to known locations of the EAB was expected considering the
information the variable represented, its extremely low p-value (<.0001 in all cases) may have
been inflated by the clustering in the data. It follows that a more comprehensive sampling
method may result in different and perhaps more reliable results.
It is also worth noting that the different sample sizes did not have vastly different results
for each model. While different sample sizes occasionally resulted in the selection of different
explanatory variables for inclusion in the GIS-based risk map, between the four modeling
approaches in logistic regression that produced well-fitted models, only four variables returned
significant p-values. It follows that the multiple samples added certainty to the results, as the
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differences between their results were small. It can also be concluded that the sample of 333quadrats was simply too small to glean any usable results, while the larger sample sizes, notably
that of 10033 and 5033 quadrats, most consistently provided valid results. This suggests that
while samples of even two percent of the data (n=633) can produce reliable results, more
consistent testing requires a larger sample size.
Finally, and in response to the third research question focused on the potential changes in
risk as climatic conditions shift, there appears to be no significant relationship between climate
indicators such as precipitation and temperature and the distribution of the EAB. However, only
the direct effects of a changing climate were tested here, meaning that indirect consequence of
changing climatic conditions may influence the EAB’s spread patterns. Since these variables
were beyond the scope of this project, this remains an open topic for discussion and future
research in both EAB-focused research and more general studies on species’ distribution
modeling.
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Chapter 5: Concluding Remarks & Recommendations

I. Summary
The emerald ash borer (EAB) has destroyed innumerable numbers of ash trees since its
introduction to the US in the early 2000s. Since then, a number of researchers have attempted to
understand the factors that influence the species’ spread in an attempt to limit its movements
across the Midwest and Northeast, specifically, where its activities have been a topic of concern
for the last decade. This project sought to answer the same questions that previous research have
addressed with three caveats.
First, the selected study area of western New York is under-studied and contains a
number of counties where the EAB has been sighted and many more that remain free of the
EAB. Second, the variables used in this project were wide-ranging and included not only
anthropogenic factors of spread, but abiotic and biotic features of the landscape. Third, since
climatic conditions were included in this analysis, the hypothesis that temperature and
precipitation do not influence EAB spread was tested. The results of this project led to a failure
to reject this hypothesis, but since only direct climate variables were tested this result is by no
means the final word on climate change and EAB distribution.
The results of this study lead to two main conclusions. First, the strongest environmental
predictor for EAB spread is the distance from known locations of the EAB. In other words,
regions nearer to known locations of the EAB are at higher risk of infestation than those further
from known sites of infestation. While other variables are also shown to influence the beetles’
movements, none come close to the predictive power of this proximity-focused variable. Even
so, the significant results of other environmental predictors—south-facing slopes, distance to
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water, distance to wood product industries, population 2010, and percent forested—suggest that
there are other factors that influence EAB spread besides simply biological dispersal, though
their collective predictive power is comparatively weak.
Furthermore, since the accuracy of both logistic regression and Maxent were measured,
and shown to be relatively high, these results can be reasonably considered for how they might
influence future policy. Even so, the clustered nature of the known locations of the EAB clearly
contributed to this project’s results. Thus, the second main conclusion of this research is that
EAB data based on a more comprehensive sampling design are required for future work in this
area. Both of these points provide the foundation for the recommendations that follow.

II. Recommendations
Though EAB detection efforts were put into place by the New York Department of
Environmental Conservation (NYSDEC) in coordination with the United States Department of
Agriculture’s (USDA) Animal and Plant Health Inspection Service (APHIS) over the summer of
2012, the data used in this project was limited in number, presence-only, and highly clustered.
Potential reasons for this are wide in range, but are likely connected to the fact that a planned
sampling design was in place during the years the data was collected (2009-2011). No matter the
reason, the small amount of data and its clustered distribution point to a larger concern regarding
invasive species and associated data. It follows that one of the major recommendations that
results from this project is the need for better and more comprehensive datasets of invasive
species.
While it is impossible to know how absence data would have influenced the results of
these analyses, it is clear that the small sample size was limiting in some model runs. It follows
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that more data might have led to different, and perhaps more accurate, maps of EAB risk. To
attain more data, anticipatory sampling might be reasonable for invasive species that are active in
adjacent states where attempts to slow their spread have failed. This sampling need not be
expansive, but without a comprehensive sampling strategy designed to detect any new and
potentially destructive species, modeling efforts are handicapped by limited data and any efforts
to slow its movements might prove too little too late.
The EAB is a prime example of the negative effects of small and imperfect samples, as
the biological spread of the beetle has been shown to be its most effective means of
transportation. While quarantines and tree cuts have been shown to be only mildly successful,
simply knowing that a species is on its way and precisely where it has been found—and where it
has not—allows researchers and management official alike more time and information with
which to address any problems the species brings with it. Even so, the results of this project also
suggest that very little can be done to prevent the spread of the EAB.
Since the proximity of host species to infested host specimens is the greatest factor in
assessing risk of infestation, very little can be done to impede this flight-based spread that has
not already been attempted. While this factor is not alone in influencing EAB movement, it is by
far the strongest environmental predictor of EAB spread. While increased regulation of firewood
movement, especially at businesses that work with wood, might limit the introduction of the
beetle into new geographies, the existing geography of EAB presence matches very closely with
the predicted EAB distribution. As a result, little can be done to prevent its movements across the
state.
Its spread can be slowed, however, and doing so requires widespread citizen compliance
to quarantine orders and firewood regulations. It follows that if these regulations are observed
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and EAB spread is limited to only how far it can fly, developing, and promising, eradication
efforts may be able to stop the beetles’ movements across New York. One can only hope for
such an optimistic outcome, as without new prevention efforts, the loss of New York’s ash
resource is only a matter of time.
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Appendix A: Selected explanatory variables*
Figure A1. Normalized Difference Vegetation Index (NDVI) derived from Landsat 5 TM, 2009

Figure A2. Campgrounds and Wood Product Industries
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Figure A3. Euclidean distance from known locations of the EAB (2009-2011)

Figure A4. Developed & forested land

*Note: County boundaries data courtesy of the US Census Bureau (2002)
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Appendix B: Normality test results
Table B1. Normality results for 333 samples (non-EAB = 300)
Variable
Distance to campgrounds (m)
Distance to wood product industries
(m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB locations
(m)
NDVI
Elevation (m)
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)
July Mean Temperature (°C)

Shapiro-Wilk test
statistic (W)
0.944034
0.947316

p-value

Normal?

<0.0001
<0.0001

No
No

0.838148
0.822181
0.276984
0.935834
0.528826
0.969881

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

No
No
No
No
No
No

0.939723
0.961838
0.931682
0.864535
0.968995
0.955011
0.953476

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

No
No
No
No
No
No
No

Table B2. Normality results for 633 samples (non-EAB = 600)
Variable
Distance to campgrounds (m)
Distance to wood product industries
(m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB locations
(m)
NDVI
Elevation (m)
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)
July Mean Temperature (°C)

Shapiro-Wilk test
statistic (W)
0.917703
0.969657

p-value

Normal?

<0.0001
<0.0001

No
No

0.870272
0.844469
0.625919
0.938319
0.464185
0.9783

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

No
No
No
No
No
No

0.943825
0.952381
0.924775
0.880601
0.96844
0.951297
0.944477

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

No
No
No
No
No
No
No
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Table B3. Normality results for 1033 samples (non-EAB = 1000)
Variable
Distance to campgrounds (m)
Distance to wood product industries
(m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB locations
(m)
NDVI
Elevation (m)
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)
July Mean Temperature (°C)

Shapiro-Wilk test
statistic (W)
0.929257
0.97269

Pr > W

Normal?

<0.0001
<0.0001

No
No

0.854863
0.823673
0.589159
0.940667
0.508391
0.986902

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

No
No
No
No
No
No

0.942599
0.948927
0.94621
0.891488
0.966002
0.953569
0.946077

<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001
<0.0001

No
No
No
No
No
No
No

Table B4. Normality results for 5033 samples (non-EAB = 5000)
Variable
Distance to campgrounds (m)
Distance to wood product industries
(m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB locations
(m)
NDVI
Elevation (m)
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)
July Mean Temperature (°C)

Kolmogorov-Smirnov test
statistic (D)
0.099362
0.059885

p-value

Normal?

<0.0100
<0.0100

No
No

0.121419
0.175139
0.250892
0.082152
0.307175
0.028761

<0.0100
<0.0100
<0.0100
<0.0100
<0.0100
<0.0100

No
No
No
No
No
No

0.068919
0.094115
0.083453
0.148937
0.059467
0.103093
0.100683

<0.0100
<0.0100
<0.0100
<0.0100
<0.0100
<0.0100
<0.0100

No
No
No
No
No
No
No
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Table B5. Normality results for 10033 samples (non-EAB = 10000)
Variable
Distance to campgrounds (m)
Distance to wood product industries
(m)
Distance to water (m)
Wind Power
2010 Population
Percent Forested
Percent Developed
Distance to known EAB locations
(m)
NDVI
Elevation (m)
Slope (Degree)
Precipitation (January) (mm)
Precipitation (July) (mm)
January Mean Temperature (°C)
July Mean Temperature (°C)

Kolmogorov-Smirnov test
statistic (D)
0.097435
0.060053

Pr > D

Normal?

<0.0100
<0.0100

No
No

0.113018
0.176117
0.24097
0.078311
0.305649
0.033459

<0.0100
<0.0100
<0.0100
<0.0100
<0.0100
<0.0100

No
No
No
No
No
No

0.071144
0.090657
0.085149
0.146945
0.056382
0.103533
0.096755

<0.0100
<0.0100
<0.0100
<0.0100
<0.0100
<0.0100
<0.0100

No
No
No
No
No
No
No
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Appendix C: Maxent response curves
Figure C1. Response curve for population 2010

Figure C2. Response curve for percent forested
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Figure C3. Response curve for distance from known locations of the EAB

Figure C4. Response curve for south-facing slopes
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