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Let X=uZ be a scale mixture of a random variable with the scale factor CT. In 
this paper we consider the expansions G,,,(x) = z;:/d (j!)-’ as,,(x) E(o’ - 1)j as 
approximations for the distribution function F(x) of X, where S = 1 or - 1, k is a 
positive integer, and a,,,(x)‘s are defined in terms of the distribution function G(x) 
of 2. When 2 is symmetric, we replace E(a6- l)j by E(u”- 1)‘. The aim 
of the present paper is to give a unified approach for the error bounds of the 
two (b = 1, - 1) types of expansion, by expanding the conditional distribution 
function of X given CT, and to extend the results to a scale mixture of a multivariate 
distribution. We examine in detail the cases when Z is distributed as the gamma 
distribution and the standard normal distribution. 0 1989 Academic PW, I~C. 
1. INTRODUCTION 
Let 2 and c be independent random variables and suppose that e > 0 
with probability 1. Then X= aZ is said to be a scale mixture of Z with 
scale factor (r and plays an important role in many areas of applied 
probability and statistics. The problem of estimating error bounds for the 
approximation of the distribution function F(x) of X by the one G(x) of Z 
has been considered in the case of the mixtures of the standard normal 
N(0, 1) and the exponential distributions (see, e.g., Heyde [6], Heyde and 
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Leslie [7], Hall [S]). Recently, two types of expansion and their error 
bounds have been obtained by Fujikoshi [2, 43, and Shimizu [8, 93. The 
expansions are expressed as 
k-1 
ta) @&k(x) = ,;. j  a&j(x) E(a26 - 1 1’ 
. 
(1.1) 
(1.2) 
for the case (a) Z is distributed as N(0, 1) and the case (b) Z is distributed 
as the gamma distribution, respectively, where 6 = 1 or - 1. The two types 
of expansion are defined by putting 6 = 1 or - 1. It may be noted that the 
two types of asymptotic expansions have their own merits. The asymptotic 
expansions with 6 = 1 and their error bounds were given by Method I: 
expanding the conditional characteristic function of X given C. The 
asymptotic expansions with 6 = - 1 and their error bounds were given by 
Method II: expanding the conditional distribution function of X given 0. 
The aim of the present paper is to give a unified approach for the error 
bounds of the two types of asymptotic expansions, using Method II and to 
extend the results to a scale mixture of a p-dimensional random vector 
X=aZ. (1.3) 
The distribution of X involves the multivariate t and F distributions defined 
by 
(i) Z N NJO, Z,), 0-l = m and 
(ii) Z = (x~,/ql, . . . . x&hJ, 0-l = ~24 
respectively, where x’,, , . . . . xiP, 1: are independent X2-variates. In Section 2 
we treat the case in which Z is a general distribution and is useful for the 
multivariate F distribution. In Section 3 we treat the case in which Z is a 
symmetric distribution and is useful for the multivariate t distribution. In 
the special cases (a) and (b) of p = 1 we shall see that the error bounds for 
the asymptotic expansions with 6= 1 are improvements on the ones 
obtained by Method I. 
2. SCALE MIXTURES OF A GENERAL DISTRIBUTION 
Let F(x) and G(x) be the distribution functions of the random vectors X 
and Z in (1.3), respectively. Then we can write F(x) as 
F(x)=E,(G(o-lx)). (2.1) 
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We assume that the support of the distribution of Z is either Sz = Rp, or 
RP,, and that G(x) is k-times continuously differentiable on Q. Then, we 
obtain the following two Taylor’s expansions with 6 = - 1 and 6 = 1: 
where 
k-l 1 
W-l~)=,~oJ~ bp,a,j(xNQ6- I)‘+ dp,d,k(X, o) 
= Gp,,,&, 0) + dp,,,,(xv 01, (2.2) 
bp,,Jx) = (@/asi) GW6x) Is= 1, 
L$~,~(x, u) =; (d - l)k (ak/8sk) G(x-~x) ( 
s=l+Ba(o~-1) 
and Oc8,<1. For 6= -1, we have 
6, - ,,j(X) = 1 j! { fi (~?/~~!I} iifi, (a.i/dx?)} G(X), (2.3) 
14 =i i=l 
where a = (a,, . . . . a,)’ is a multi-index with integer ai>0 and 
lal=u,+ . . . + up. We make the following assumptions for some positive 
integer k: 
ASSUMPTION l(6). G(x) is k times continuously differentiable on IR, and 
k!  Cp,G,k = 6,&k = sup, Ibp,dX)i < CO. 
ASSUMPTION 2(a). E(dk)c 00. 
ASSUMPTION 2. Assumption 2( - 1) and Assumption 2( 1). 
THEOREM 2.1. If X = OZ is a scale mixture of Z satisfying Assumptions 
I(6) and 2, then 
SUP IF(x) - G,,,,(X)( g cp,,,,E(u V 0-l - l)k 
x 
where 
~cp,,,,~(l~-llk+I~-‘-l~k}, (2.4) 
G,,,,(X) = &&vch 0)) 
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THEOREM 2.2. Zf X = aZ is a scale mixture of Z satisfying Assumptions 
l(6) and 2(6), then 
SUP IF(x) - Gp,cyc(x)I 5 B,,s,~ lo6 - Ilk, 
x 
(2.5) 
where 
Bp,d,k=Efi {cp,&kuk+(&)" ep,&k(u~}~ 
ep,6,k(U) = SUP SUP IGW’x) - Gp,ct,k(X, S)i. 
x Sd<C’ 
When 6 = - 1, the case p = 1 was proved by Fujikoshi [4]. The proofs 
for general p are straightforward extensions of that for p = 1. The case 6 = 1 
is new but its proof differs only slightly from the case 6 = - 1. The basic 
properties used for the proofs of Theorems 2.1 and 2.2 are: 
ci) Idp,d,k(X9 O)i &p,B,kh v a-'-l)k. 
(ii) For any constant U> 1, 
ldp,,,,(x, a)1 sCp,&kUk lob- Ilk if ~?>a-~. 
(iii) For any constant u > 1, 
We observe that the result (i) in the case 6 = 1 is obtained by noting that 
SUP ISk(8k/itSk) G(s-‘x)1 =&I,&, 
x 
since sk(LYk/8sk) G(s-‘x) is a function of s-lx. 
Next, consider the approximation 
P(X~A)2j.-.j~dGp,d,k(X)=j...j~ gp,&k(x)dx, (2.6) 
where gP&x)=(aP/dxl . ..ax.) Gp,B,k(~) and dx=dx, . ..dx.. We are 
interested in obtaining an upper bound for 
1 , (2.7) 
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where 
tp,d,kh 0) =; da-‘4 -gp,B.k(x, a) = (@/axI a.. ax,) Ap,&k(X, a). (2.8) 
When p = 1 and 6 = 1, Shimizu [8, 93 obtained bounds for the last expres- 
sion of (2.7) in cases (a) and (b) (see below (1.2)). It is easy to apply this 
proof to the case 6 = - 1, but is difficult to extend to the multivariate case. 
Here we give the result in the case p = 1. When p = 1, we shall write 
Gwcb) = G,,,(x), bl,b,k(X) = b&k(X), . ..* 
Theorem 2.3 below is a consequence of (2.7) and the following lemma (see 
Shimizu [S]). 
LEMMA 2.1. Zf A(x) is a continuous function defined on the interval (a, b) 
such that IA(x)1 2 m, lim,,. A(x) = lim,_, A(x) = 0 and that the derivative 
c(x) = A’(x) changes its sign at most I times, then 
s 
b 
[((x)1 dxs2lm. 
P 
Applying Lemma 2.1 to (2.7) we have the following theorem. 
THEOREM 2.3. Let X= 02 be a scale mixture of Z satisfying Assump- 
tions l(6) and 2 with p= 1. Suppose that limx,,d,,,(x, cr)= 
lim, _ oo Ag,k(x, a) = 0 and &Jx, a) changes its signs at most I times, where 
o = - co or 0 according as 52 = R or R, . Then for any Bore1 set A c Sz, 
(2.9) 
Now we consider an alternative approximation, assuming that Z,, . . . . Z, 
are independent. For simplicity, we treat the case when p = 2 and 2;s 
have the same distribution function G(x). Noting that G(a-lx)= 
G(a-‘xi) G(a-lx,), we consider 
HZ&k(X) = Km2,6,k(X> 011 (2.10) 
as an approximation for F(x), where H2,&x, a) = G&xi, a) G&x2, a). 
For this approximation, we obtain the following error bounds. 
THE~RBM 2.4. Let X = aZ be a scale mixture of a random vector 
Z = (Z,, Z,)‘. Suppose that Z1 and 2, are independent and have the same 
distribution function G(x) satisfying Assumption l(6) with p = 2. Further, 
suppose E(a *2k) < a~. Then 
(i) SUP IF(X)-H, 6 k(X)1 <2Ca &(a V 0-l - l)k + Cz ,E(~J V 0-l - 1)2k, , . - , 
x 
(2.11) 
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(ii) If the assumptions of Theorem 2.3 are satisfied, for any Bore1 ser 
A t Q, 
54lc,,,E(a v c-l - l)k+412~;,kE(~ v o-r- 1)2k. (2.12) 
Prooj Letting 
we have 
J2,&k(x, 0) = W-‘x1- H2,,,k(x, 0)~ (2.13) 
I~2,6.,@, u)l 5 IGW’x,) - G&x,, c) IG(o-‘x2) 
+ IWO-‘x2)- G&X2, @I IGs,&G, 011. 
Noting (G6,k(x, a)\ 5 IG(x, a)[ + IG(x, a) - GB,k(x, a)l, we obtain 
IJ,,,,,(x, a)\ 52c,,,(o v 0-l - l)k + {c&& v c-‘- l)k)2. (2.14) 
Taking the expectation of the both sides of (2.13) with respect to Q and 
using (2.14), we get (2.11). Next we show (2.12). Let 
a2 
j2,S,k(X, a) = m  J2,&k(x, IT) 
1 2 
=$ g(u-‘x,)~ &-‘x2)-&S,k(Xl> a) g&,(x,, a)* 
Then we have 
J’(X E A) - j-j- 
A 
j+JQ ij2,&k(x> a)l dxl dx2]. (2.15) 
Similarly, it is easy to see that 
I&5,k(xl, a)l + it6.k(X2, 8)i i g(a-lxl) (2.16) 
where t&x, 8) is defined by the (2.8) with p= 1. Substituting (2.16) into 
(2.15), we get (2.12). 
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EXAMPLE. As an important special case of p = 1, let us consider the 
mixture of a gamma distribution having pdf g(x: 2) = x1- ‘e-“/r(n) and 
the cdf G(x: 2) = ji g(t: 1) dt. We denote b,,j(x) and c~,~ by bd, j(x; A) and 
c,~(A), respectively. Then it is easy to see that 
b-,,j(x; 1) = (-l)‘-’ L$L;“(x) xg(x; 1) 
=(-l)‘-‘Lj(x;l)g(x;I), (2.17) 
where L!)(x) is the Laguerre polynomial defined by LA’)(x) = 1, 
dP 
Lcy)(x) = (- l)p xPyeX dxp (xp+yeC-x), 
P 
j-l 
Lj(x;A)=x’+ c (1-A)...(i-1) xj--i . 
i= 1 
On the other hand, we have (for example, see Erdelyi et al. [l, p. 1903) 
bl,j(x; A) = -L?‘,(x) xg(x; A). (2.18) 
The numerical values of c&A) are given for k = 1 (1) 6 and I = 0.5 (0.5) 10 
in Table I. For the numerical values of c-,,,(l), see Fujikoshi [4]. The 
bound (Shimizu [9]) for the case 6 = 1 based on Method I is given by 
replacing c&l) by 
t,,,(/l) = {(A + k - l)@’ Z-(/c/2) T(A/2)}/{fi z/z! T(k/2 + A/2)}. 
From the numerical computation we can see that in the range of k = 1 (1) 6 
and 1= 0.5 (0.5) 10, 0.36 5 c1 k(A)/El,k(J) 5 0.71 and hence the present error 
bound is better than the previous one. We note that the results in the case 
of the gamma distribution are immediately applicable to the case when 2 
is distributed as a x2 distribution with q degrees of freedom, since the pdf 
and cdf are expressed, in terms of the gamma distribution with 1= q/2 as 
$g(x/2; 2) and G(x/2; 12), respectively. 
As a simple multivariate example, we consider the case where p = 2 and 
Z1 and 2, are independent. We denote the quantity bS,Jx) for the distribu- 
tion function of Zi by b&(x). Then we have 
and 
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TABLE I 
The Values of c~,~(A) 
i, c,,,(l) Cl&) cd) Cl,,(~) c1.5@) Cl.&) 
0.5 0.24197 0.13765 0.09613 0.07384 0.05994 0.05045 
1.0 0.36788 0.23058 0.16818 0.13242 0.10921 0.09294 
1.5 0.46254 0.31348 0.23797 0.19197 0.16480 0.15759 
2.0 0.54134 0.39181 0.30856 0.25488 0.25664 0.25062 
2.5 0.61021 0.46746 0.38083 0.35579 0.36768 0.36629 
3.0 0.67213 0.54134 0.45511 0.47073 0.49848 0.50612 
3.5 0.72884 0.61394 0.53150 0.59948 0.64961 0.67166 
4.0 0.78147 0.68557 0.61000 0.74188 0.82163 0.86443 
4.5 0.83078 0.75643 0.71061 0.89780 1.0151 1.0860 
5.0 0.87734 0.82665 0.82395 1.0671 1.2305 1.3378 
5.5 0.92155 0.89634 0.94263 1.2497 1.4685 1.6213 
6.0 0.9637 0.96559 1.0664 1.4456 1.7295 1.9381 
6.5 1.0422 1.0344 1.1951 1.6546 2.0140 2.2896 
7.0 1.0430 1.1029 1.3286 1.8767 2.3225 2.6774 
7.5 1.0805 1.1712 1.4666 2.1119 2.6555 3.1027 
8.0 1.1167 1.2391 1.6090 2.3600 3.0135 3.5761 
8.5 1.1518 1.3068 1.7557 2.6211 3.3968 4.1649 
9.0 1.1858 1.3743 1.9066 2.8950 3.8060 4.8132 
9.5 1.2189 1.4415 2.0616 3.1818 4.2415 5.5236 
10.0 1.2511 1.5086 2.2205 3.4815 4.7037 6.2990 
Letting Zi= xii/qi and 0-l = xgn, we can obtain the two forms of 
asymptotic expansion for the distribution function of the multivariate F 
distribution with p = 2 and their error bounds. 
3. SCALE MIXTURES OF A SYMMETRIC DISTRIBUTION 
First we treat the case of p = 1. Let Z be symmetric about 0, i.e., the 
pdf g(x) of Z satisfies g(x) = g( -x). Under the appropriate conditions as 
in the previous section, we have the asymptotic expansions of the distribu- 
tion function of X by using Theorems 2.1-2.3 in the case of p = 1. The 
expansions are expressed in terms of the first k - 1 moments of (a - 1) or 
(u-’ - 1). However, the results are not very useful for the distribution of 
the t statistic. Here we consider the expansions as in (1.1) which are 
expressed in terms of the first k - 1 moments of (a* - 1) or (o-* - l), but 
not of (0 - 1) or (a-’ - 1 ), by using the symmetry of Z. The results are 
applicable to the distribution of t statistic. Using the symmetry of X about 
0, we have 
F(x)=~+~sgn(x)P(a*Z*~x*)=$+$sgn(x)E,(G(o-*x2)}, (3.1) 
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where is is the distribution function of Z2, and sgn(x) = 1 if x > 0, =0 if 
x = 0 and = - 1 if x < 0. From this relation we can expect that the results 
similar to Theorems 2.1-2.3 are obtained by applying the same method as 
in Section 1 to G. We use the same notations as used for G. So, the expres- 
sions &s,j, Iask, and C”a,k are defined in the same way as those for G. We 
list the following assumptions corresponding to Assumptions l(6), 2(6), 
and 2: 
ASSUMPTION 3(a). c(x) h as a continuous k th derivative on (0, co), and 
k!  Y&k = &5,k = t suP b&kb)t < co* 
ASSUMPTION 4(S). E(azbk)c co. 
ASSUMPTION 4. Assumption 4( - 1) and Assumption 4( 1 ), 
Applying Taylor’s theorem to G, we have 
F(x)=E i+isgn(x)Qx2)+ 
+ f sgn(x) dg,k(x2, d2) . 1 (3.2) 
Noting $ + $ sgn(x) c(x2) = G(x), we define 
@&k(x, a) =~~~jfi a6, j(X)(a26 - 1 1’9 (3.3) . 
where 
aa, j(X) = G(x), 
j=O 
4 w(x) &,j(x2), j = 1, . . . . k. 
(3.4) 
We can write (3.2) as 
Ftx)- @>,,ktx)= f sgn(x) Ec~2b,k(x2~ a2)17 (3.5) 
where 
k-l 1 
@6,ktx) = Ecrc@,k(x, aI1 =,Foj! ab,j(x) Jwza - 1)j. (3.6) 
We note that d,, has the same properties as da,,. Therefore, we can 
obtain Theorems 3.1-3.3 by using the same method as in Section 2. 
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THEOREM 3.1. If X = aZ is a scale mixture of a symmetric random 
variable Z satisfying Assumptions 3(6) and 4, then 
sup [I;(x) - @&x)J 5 y&qa* V a-* - l)k 
x 
~yS,kE{ICr*-llk+/(T-*-lJk). (3.7) 
THEOREM 3.2. If X = aZ is a scale mixture of a symmetric random 
variable Z satisfying Assumptions 3(6) and 4(a), then 
SUP IF(x)-@&)I 9t&bz6- II!=, (3.8) 
where 
THEOREM 3.3. Let X = aZ be a scale mixture of a symmetric random 
variable Zsatisfying Assumptions 3(S) and4. Suppose that lim,,, a6,Jx2, a*) 
= lim,,, &,k(x2, 0’) = 0, and &,k(% 0) = (l/a) &/a)- ‘P&k@, a) chaws 
its signs at most 1 times, where qa,k(x, a) = (d/dx) @a&(x, a). Then for any 
Bore1 set A, 
lp(&A)-jA d@&,,(X)/ ~2/y,,,E(a* V ap2- l)k. 
For the case 6 = 1, Shimizu [8] proved Theorems 3.1-3.3 with (2kn)-’ 
instead of Yi,k for a scale mixture of N(0, 1) by using Method I. Fujikoshi 
[4] proved Theorems 3.1 and 3.2 in the case of 6 = - 1. 
Now we consider the case when Z is distributed as N(0, 1). Since the 
distribution function Z2 is G(ixx; f), we can write a&x) as 
a-,,j(x)=~sgn(x)(-l)j-l Lj(ix2;f) g(ix2;i) 
=(-l)j-l~~x~-~+J~11.3...(~i-~)(jll)x2~-2~-1} (3.9) 
i= 1 
and 
al,j(X) = - 1 sgn(x) L~‘/:‘(+x’) $x2g($x2; {) = 2-jH,_ 1(x) p(x), (3.10) 
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where Hi(x) is the Hermite polynomial defined by 
-$ q(x) = (- 1)’ Hi(X) p(x). 
The quantity ya K is given in terms of the corresponding quantity for the 
gamma distribution with 1= 4 as 
Y&k = bC,,kCi,* 
Since Y~,~$ (2krt)-’ (see Fujikoshi [3]), the present result is an improve- 
ment of the previous result in the case S = 1. 
Next we treat a symmetric multivariate case. Suppose that Z,, . . . . Z, are 
independent and each of Z,‘s is symmetric about 0. Then we can write 
F(x) = fi P(a,Z, 5 Xi) 
i=l 
+ C sgn(x,) sgn(xj) C,(c-‘xf) GJ(O-‘xf) 
i#j 
+ 
.  .  .  + fi sgn(x,) Cj(O-‘xt) II , (3.11) i=l 
where Gi is the distribution function of ZT, Applying Taylor’s theorem to 
Giy GiGj:i, v**) n Gi, ‘t I is possible to obtain the asymptotic expansions and 
their error bounds which are analogous to Theorems 3.1 and 3.2. For 
simplicity, we consider the case of p = 2 and G,(x) = G2(x) = G(x). Noting 
that 
SC 1 + wb, 1 W) + w(x,) Rx:) 
+ wh) sgn(x,) &x:) &&I = Gh) G(x2), 
we have 
2 
4 
1 + 1 sgn(x,) C(cr-Zx?) 
i=l 2 2 1 
k-l 1 
=G(x,) G(x~) +,Fl jy U2,a,j(X)(U26- I)'+ D2,6,k(X, 0) (3.12) . 
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where 
a2.,,j(X)=k {a&,j(xl)+a~,j(x2)} + i ($ at5,i(xl) a8,j-i(x*), t3’13) 
i=O 
+ d sgn(x,) w(x2) J2,,,d$, x&a’). (3.14) 
We can prove that the remainder term satisfies 
PZ,S,kb> 011 5 Y2,a*k(a2 ” c2 - Ilk7 
where 
(3.15) 
(3.16) 
From these results and (3.12) we obtain under the Assumptions 3(6) and 
4 that 
where 
IF(x) - @2,&k(X)I 5 Y2,&&(a2 ” c-2 - l)k, (3.17) 
k-l 1 
@2,6,k(x) = G(xl) G(x2) + Jl j~ b2,a,j(x) E(cJ’~~ - 1)’ (3.18) . 
and b2,,j(x)‘s are given by (3.13). 
The inequality corresponding to Theorems 3.2 is also valid. As the 
method of proofs is quite similar, we omit the details. 
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