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Abstract
The aim of this paper is to investigate the existence, uniqueness, and asymptotic behavior of solutions
for a coupled system of quasilinear parabolic equations under nonlinear boundary conditions, including a
system of quasilinear parabolic and ordinary differential equations. Also investigated is the existence of
positive maximal and minimal solutions of the corresponding quasilinear elliptic system as well as the
uniqueness of a positive steady-state solution. The elliptic operators in both systems are allowed to be
degenerate in the sense that the density-dependent diffusion coefficients Di(ui) may have the property
Di(0) = 0 for some or all i. Our approach to the problem is by the method of upper and lower solutions and
its associated monotone iterations. It is shown that the time-dependent solution converges to the maximal
solution for one class of initial functions and it converges to the minimal solution for another class of initial
functions; and if the maximal and minimal solutions coincide then the steady-state solution is unique and
the time-dependent solution converges to the unique solution. Applications of these results are given to
three model problems, including a porous medium type of problem, a heat-transfer problem, and a two-
component competition model in ecology. These applications illustrate some very interesting distinctive
behavior of the time-dependent solutions between density-independent and density-dependent diffusions.
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System of parabolic equations has been given considerable attention in the literature both
in theory and in applications. The theoretical analysis of the system includes the existence–
uniqueness of a solution, stability or instability of a steady-state solution, and dynamic behavior
of the system such as global attraction of a set or a steady-state and the blow-up property of the
solution in finite time. However, most of the treatments are either for coupled system of semilin-
ear parabolic equations or for scalar quasilinear parabolic equations (cf. [8,12,15,18,28]). In this
paper, we investigate some of the above analysis to a coupled system of quasilinear parabolic
equations in a bounded domain under coupled nonlinear boundary conditions. The system of
equations under consideration is given by
∂ui/∂t − ∇ ·
(
aiDi(ui)∇ui
)+ bi · (Di(ui)∇ui)= fi(t, x,u) (t > 0, x ∈ Ω),
Di(ui)∂ui/∂ν = gi(t, x,u) (t > 0, x ∈ ∂Ω),
ui(0, x) = ψi(x) (x ∈ Ω), i = 1, . . . ,N, (1.1)
where u = (u1, . . . , uN), Ω is a bounded domain in Rn with boundary ∂Ω , ∂/∂ν denotes the
outward normal derivative on ∂Ω , and for each i = 1, . . . ,N , ai ≡ ai(t, x), bi ≡ bi (t, x) ≡
(b
(1)
i , . . . , b
(n)
i ), Di(ui), fi(t, x,u) and gi(t, x,u) are prescribed functions satisfying the con-
ditions in Hypotheses (H2) (see Section 3). In the above system we allow ai = b(l)i = 0
(l = 1, . . . , n) for some i and without the corresponding boundary condition. In this situation,
problem (1.1) is reduced to a coupled system of quasilinear parabolic and ordinary differential
equations in the form
∂ui/∂t − ∇ ·
(
aiDi(ui)∇ui
)+ bi · (Di(ui)∇ui)= fi(t, x,u) (i = 1, . . . , n0),
∂ui/∂t = fi(t, x,u) (i = n0 + 1, . . . ,N),
Di(ui)∂ui/∂ν = gi(t, x,u) (i = 1, . . . , n0),
ui(0, x) = ψi(x), i = 1, . . . ,N. (1.2)
To investigate the asymptotic behavior of the solution of (1.1) we also study the corresponding
quasilinear elliptic (or steady-state) system
−∇ · (aiDi(ui)∇ui)+ bi · (Di(ui)∇ui)= fi(x,u) (x ∈ Ω),
D(ui)∂ui/∂ν = gi(x,u) (x ∈ ∂Ω), i = 1, . . . ,N, (1.3)
where ai = ai(x) and bi = bi (x) are independent of t . For the parabolic-ordinary system (1.2)
the corresponding steady-state system is reduced to (1.3) for i = 1, . . . , n0, and fi(x,u) = 0
for i = n0 + 1, . . . ,N . Since this system can be reduced to that in (1.3) for (u1, . . . , un0) when
the equation fi(x,u1, . . . , uN) = 0 is solved for un0+1, . . . , uN in terms of u1, . . . , un0 we only
consider the system (1.3).
Quasilinear parabolic equations have been treated extensively in the literature, and most of
the treatments are for scalar equations with linear boundary conditions (cf. [8,12,15] and refer-
ences therein). The papers in [3,6,26] are concerned with the existence of a weak solution, and
those in [4,10,13,27] are for the asymptotic behavior and approximations of solutions. There are
also extensive literature in relation to applications of quasilinear parabolic equations to various
physical and engineering problems, including numerical methods for this type of equations (cf.
[1–3,7,11,14,17,19,20,22,28–30]). The recent work [22] deals with the asymptotic behavior of
the solution for a special type of parabolic operator which is motivated by some heat-transfer
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ear or nonlinear boundary conditions although the paper [14,30] is for a coupled system of two
equations with linear boundary condition. On the other hand, literature dealing with quasilin-
ear elliptic equations is also extensive, and various aspects of the equations have been discussed
(cf. [2,5,14,22]). Many of these discussions involve the existence, uniqueness and multiplicity of
positive solutions of the equation, including equations with cross-diffusion (cf. [21,23,24]).
The purpose of this paper is to investigate the existence, uniqueness and asymptotic behavior
of positive time-dependent solutions of (1.1) in relation to positive steady-state solutions of (1.3)
for a class of quasimonotone nondecreasing reaction functions fi(·,u) and gi(·,u), including the
parabolic-ordinary system (1.2). We also show the existence of positive maximal and minimal
solutions to (1.3) as well as conditions for the uniqueness of a positive solution. Our approach
to the problem is by the method of upper and lower solutions and its associated monotone it-
erations. This approach leads not only to the existence of a positive solution to (1.1)–(1.3) but
also a constructive procedure for the solution which is potentially useful for the computation of
numerical solutions.
The global existence and asymptotic behavior of a solution for the general system (1.1) are ap-
plied to some model problems which have been widely discussed in the literature for semilinear
parabolic boundary problems. Of special concern in these model problems is a comparison be-
tween the cases with constant diffusion Di(ui) = di and the density-dependent diffusion Di(ui)
with Di(0) = 0. This degenerate diffusion coefficient can lead to surprisingly distinct behavior
of the time-dependent solution when compared with constant diffusion. Consider, for example,
the porous medium type problem
ut − D0∇2um = u
(
a + buμ) in Ω, ∂u/∂ν + βu = 0 on ∂Ω (1.4)
where D0, a, b, m, μ and β are positive constants with m 1. It is well known that if m = 1 and
a > λ1 then no positive steady-state solution to (1.4) exists and for any nontrivial initial function
u(0, x) 0 the corresponding solution u(t, x) blows up in finite time (cf. [18, p. 234]). However,
if m > 1 + μ then for any a > 0 and b > 0, a unique positive steady-state solution us(x) to (1.4)
exists, and for any nontrivial u(0, x) 0 not only a unique global solution u(t, x) exists, but also
converges to us(x) as t → ∞ (see Section 6).
The plan of the paper is as follows: In Section 2, we consider the scalar problem (1.1) for
N = 1 and show the existence of a unique solution by the method of upper and lower solutions.
This approach is extended to the general system (1.1) in Section 3 for a class of quasimonotone
nondecreasing reaction functions. Section 4 is concerned with the existence of a maximal and a
minimal solution of the coupled elliptic system (1.3). In Section 5 we investigate the asymptotic
behavior of the time-dependent solution of (1.1) in relation to the steady-state solution of (1.3),
and present some sufficient conditions for the global attraction property of a positive steady-state
solution as well as some one-sided stability of the maximal and minimal solutions. Applications
are given in Section 6 to three model problems including a porous medium problem, a heat-
transfer problem, and a two-component competition model in ecology.
2. The scalar parabolic problem
Let QT = (0, T ] × Ω , ST = (0, T ] × ∂Ω and QT = [0, T ] × Ω , and let Cm(Q), Cα(Q) be
the respective spaces of m-times differentiable and Hölder continuous functions in Q, where
T > 0 is an arbitrary constant and Q represents a domain or a sector between two functions. For
vector functions with N -components we denote the above function spaces by Cm(Q) and Cα(Q),
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basic approach to the coupled system (1.1) we first consider the following scalar quasilinear
parabolic boundary problem
ut − ∇ ·
(
aD(u)∇u)+ b · (D(u)∇u)= f (t, x,u) in QT ,
D(u)∂u/∂ν = g(t, x,u) on ST ,
u(0, x) = ψ(x) in Ω, (2.1)
where a ≡ a(t, x), b ≡ b(t, x), D(u), f (t, x,u) and g(t, x,u) are prescribed functions satisfying
Hypothesis (H1) below. This approach is based on the method of upper and lower solutions which
are defined as follows:
Definition 2.1. A pair of functions u˜, uˆ ∈ C(QT )∩C1,2(QT ) are called ordered upper and lower
solutions of (2.1) if u˜ uˆ and if u˜ satisfies
u˜t − ∇ ·
(
aD(u˜)∇u˜)+ b · (D(u˜)∇u˜) f (t, x, u˜) in QT ,
D(u˜)∂u˜/∂ν  g(t, x, u˜) on ST ,
u˜(0, x)ψ(x) in Ω,
and uˆ satisfies the above inequalities in reversed order.
Define
w = I (u) =
u∫
0
D(s)ds for u 0.
Since I ′(u) = dI/du = D(u) > 0, the inverse u = q(w) exists and is an increasing function of
w > 0. In view of
wt = D(u)ut , ∇w = D(u)∇u, ∂w
∂ν
= D(u)∂u
∂ν
we may write (2.1) in the equivalent form
(
D(u)
)−1
wt − ∇ · (a∇w) + b · ∇w = f (t, x,u) in QT ,
∂w/∂ν = g(t, x,u) on ST ,
w(0, x) = η(x) in Ω,
u = q(w) in Ω, (2.2)
where η = I (ψ). Moreover, the pair (u˜, w˜) and (uˆ, wˆ), where w˜ = I (u˜) and wˆ = I (uˆ), satisfy
the inequalities
(
D(u˜)
)−1
w˜t − ∇ · (a∇w˜) + b · (∇w˜) f (t, x, u˜) in QT ,
∂w˜/∂ν  g(t, x, u˜) on ST ,
w˜(0, x) η(x) in Ω, (2.3)
and the reversed inequalities, respectively, and are referred to as ordered upper and lower solu-
tions of (2.2). For a given pair of ordered upper and lower solutions u˜, uˆ we set
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{
u ∈ C(QT ): uˆ u u˜
}
,
S0 × S¯0 =
{
(u,w) ∈ C(QT ) × C(QT ): (uˆ, wˆ) (u,w) (u˜, w˜)
}
.
To ensure the existence of a positive solution to (2.1) (or (2.2)) we make the following smooth-
ness hypothesis:
(H1) (i) a(t, x) and b(l)(t, x) (l = 1, . . . , n) are in Cα/2,α(QT ), a(t, x)  a0 > 0 in QT , and
ψ(x) ∈ C2+α(Ω);
(ii) D(u) ∈ C(1+α)/2,1+α(S0) and D(u) > 0 for u > 0;
(iii) f (t, x, ·) ∈ Cα/2,α(QT ), g(t, x, ·) ∈ C(1+α)/2,1+α(ST ), and f (·, u), g(·, u) ∈ C1(S0).
In Hypothesis (H1)-(ii) we allow D(0) = 0 which leads to a degenerate diffusion coefficient.
It is obvious that if either D(0) > 0 and uˆ 0 or D(0) = 0 and uˆ δ > 0, then there exist smooth
nonnegative functions c(l) ≡ c(l)(t, x), l = 1,2, such that
c(1)D(u) + ∂f
∂u
(·, u) 0, c(2)D(u) + ∂g
∂u
(·, u) 0 for (t, x) ∈ QT , u ∈ S0. (2.4)
In fact, it suffices to choose any c(1), c(2) satisfying
c(1)(t, x)max
{−fu(t, x,u)/D(u): u ∈ S0},
c(2)(t, x)max
{−gu(t, x,u)/D(u): u ∈ S0}.
Define
F(t, x,u) = c(1)(t, x)I (u) + f (t, x,u),
G(t, x,u) = c(2)(t, x)I (u) + g(t, x,u),
Lw = ∇ · (a∇w) − b · ∇w + c(1)w,
Bw = ∂w/∂ν + c(2)w. (2.5)
Then (2.2) is equivalent to the system
(
D(u)
)−1
wt − Lw = F(t, x,u) in QT ,
Bw = G(t, x,u) on ST ,
w(0, x) = η(x) in Ω,
u = q(w) in Ω.
It is clear from (2.4), (2.5) and I ′(u) = D(u) that the functions F(·, u) and G(·, u) are non-
decreasing in u for u ∈ S0. This property is quite useful for the construction of monotone
convergent sequences. Before doing this we prepare the following positivity lemma for any func-
tion z ≡ z(t, x) satisfying the inequalities
σ(t, x)zt − ∇ · (a∇z) + b · ∇z + c(1)z 0 in QT ,
∂z/∂ν + c(2)z 0 on ST ,
z(0, x) 0 in Ω, (2.6)
where σ(t, x) > 0 in QT .
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or (ii) (−c(1)/σ ) be bounded on QT . If z ∈ C2,1(QT ) ∩ C(QT ) and satisfies (2.6), then z  0
on QT .
Proof. Assume, by contradiction, that z(t0, x0) is a negative minimum. Then by (2.6), t0 > 0,
x0 ∈ Ω and therefore zt  0, ∇z = 0 and ∇2z  0 at (t0, x0). This implies that
c(1)(t0, x0)z(t0, x0)  0, which is not possible if (i) holds. In case (ii) holds, we let v = e−βt z
for some β > M , where M is an upper bound of (−c(1)/σ ) on QT . Since v satisfies all the
inequalities in (2.6) except with c(1) replaced by c¯(1) ≡ c(1) + βσ , we conclude from the choice
of β that c¯(1)(t, x) > 0 in QT . This leads to v  0 on QT and so is z 0 on QT . 
In the above lemma the function σ(t, x) is allowed to be unbounded or zero at points of ST .
To ensure the existence of the sequence to be constructed in the iteration process (2.8) below we
assume that either D(0) > 0 or uˆ δ > 0. Define a modified function D(u) by
D(u) =
⎧⎨
⎩
D(u) + (u − u˜) if u > u˜,
D(u) if uˆ u u˜,
D(u) + (uˆ − u) if u < uˆ.
(2.7)
Then by the above assumption, there exists d0 > 0 such that D(u) d0 for all u ∈ R. By using
either u(0) = uˆ or u(0) = u˜ as the initial iteration we can construct a sequence {u(m),w(m)} from
the nonlinear iteration process
(
D
(
u(m)
))−1
w
(m)
t − Lw(m) = F
(
t, x, u(m−1)
)
in QT ,
Bw(m) = G(t, x, u(m−1)) on ST ,
m = 1,2, . . .
w(m)(0, x) = η(x) in Ω,
u(m) = q(w(m)) in Ω. (2.8)
Since system (2.8) is equivalent to the single equation
u
(m)
t − ∇ ·
(
aD
(
u(m)
)∇u(m))+ b · D(u(m))∇u(m) + c(1)I(u(m))= F (t, x, u(m−1)),
under the same boundary and initial conditions, the existence of the sequence {u(m)} is en-
sured by [12, Chapter V, Section 7]. We denote the sequence by {u¯(m), w¯(m)} if u(0) = u˜, and
by {u(m),w(m)} if u(0) = uˆ, where w¯(0) = I (u˜), w(0) = I (uˆ). The following lemma gives the
monotone property of these sequences.
Lemma 2.2. The sequences {u¯(m), w¯(m)}, {u(m),w(m)} governed by (2.8) possess the monotone
property
(uˆ, wˆ)
(
u(m),w(m)
)

(
u(m+1),w(m+1)
)

(
u¯(m+1), w¯(m+1)
)

(
u¯(m), w¯(m)
)
 (u˜, w˜) (2.9)
where w(m) = I (u(m)) and w¯(m) = I (u¯(m)).
Proof. Let z(1) = w(1) − w(0) = w(1) − wˆ. Then by (2.8) and the reversed inequalities in (2.3)
for (u(0),w(0)) = (uˆ, wˆ), z(1) satisfies
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D
(
u(1)
))−1
z
(1)
t − Lz(1) = F
(·, u(0))− [(D(u(1)))−1w(0)t − Lw(0)]
= F (·, u(0))− [(D(u(0)))−1w(0)t − Lw(0)]
− ((D(u(1)))−1 − (D(u(0)))−1)w(0)t
−((D(u(1)))−1 − (D(u(0)))−1)w(0)t
and the boundary and initial inequalities
Bz(1) = G(·, u(0))− Bwˆ  0,
z(1)(0, x) = η(x) − wˆ(0, x) 0.
Since by the mean value theorem,
(
D
(
u(1)
))−1 − (D(u(0)))−1 = − D′(ξ (0))
(D(ξ (0)))2
(
u(1) − u(0))= − D′(ξ (0))
(D(ξ (0)))3
(
w(1) − w(0)),
for some intermediate value ξ (0) ≡ ξ (0)(t, x) between u(0) and u(1), we have
(
D
(
u(1)
))−1
z
(1)
t − Lz(1) + γ (0)z(1)  0, (2.10)
where
γ (0) = −[D′(ξ (0))/(D(ξ (0)))3]w(0)t . (2.11)
In view of D(u) > 0 for u ∈ R, the function −γ (0)D(u(1)) is bounded on QT . By Lemma 2.1,
z(1)  0, which gives w(1)  w(0) and thus u(1)  u(0). A similar argument yields w¯(1)  w¯(0)
and u¯(1)  u¯(0). Moreover, z(1) = w¯(1) − w(1) satisfies (2.10) except possibly with a different
intermediate value ξ (1) ≡ ξ (1)(t, x) between u(1) and u¯(1). Since
Bz(1) = G(·, u¯(0))− G(·, u(0)) 0
and z(1)(0, x) = 0, it follows again from Lemma 2.1 that w¯(1)  w(1) and thus u¯(1)  u(1). The
above conclusions show that(
u(0),w(0)
)

(
u(1),w(1)
)

(
u¯(1), w¯(1)
)

(
u¯(0), w¯(0)
)
.
Assume by induction that(
u(m−1),w(m−1)
)

(
u(m),w(m)
)

(
u¯(m), w¯(m)
)

(
u¯(m−1), w¯(m−1)
)
holds for some m > 1. Then z(m+1) ≡ w(m+1) − w(m) satisfies
(
D
(
u(m+1)
))−1
z
(m+1)
t +
((
D
(
u(m+1)
))−1 − (D(u(m)))−1)w(m)t − Lz(m+1)
= F (·, u(m))− F (·, u(m−1)),
Bz(m+1) = G(·, u(m))− G(·, u(m−1)) 0,
z(m+1)(0, x) = 0.
Since F(·, u) is nondecreasing in u and by the mean value theorem,
(
D
(
u(m+1)
))−1 − (D(u(m)))−1 = − D′(ξ (m))
(m) 3
(
w(m+1) − w(m))(D(ξ ))
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D
(
u(m+1)
))−1
z
(m+1)
t − Lz(m+1) + γ (m)z(m+1)  0
where
γ (m) = −[D′(ξ (m))/D3(ξ (m))]w(m)t .
By Lemma 2.1, we have z(m+1)  0 which leads to w(m+1)  w(m) and thus u(m+1)  u(m).
A similar argument gives w¯(m)  w¯(m+1) w(m+1) and u¯(m)  u¯(m+1)  u(m+1). The conclusion
of the lemma follows from the induction principle. 
In view of Lemma 2.2, the pointwise limits
lim
m→∞
(
u¯(m), w¯(m)
)= (u¯, w¯), lim
m→∞
(
u(m),w(m)
)= (u,w)
exist and satisfy
(uˆ, wˆ)
(
u(m),w(m)
)

(
u(m+1),w(m+1)
)
 (u,w)
 (u¯, w¯)
(
u¯(m+1), w¯(m+1)
)

(
u¯(m), w¯(m)
)
 (u˜, w˜).
We show that (u¯, w¯) = (u,w) (≡ (u∗,w∗)) and (u∗,w∗) is the unique solution of (2.2).
Theorem 2.1. Let u˜, uˆ be ordered upper and lower solutions of (2.1) and let Hypothesis (H1)
hold. Assume that either D(0) > 0 or uˆ δ > 0. Then the sequences {u¯(m), w¯(m)}, {u(m),w(m)}
governed by (2.8) converge monotonically to a unique solution (u∗,w∗) of (2.2). Moreover, u∗ is
the unique solution of (2.1) and satisfies the relation
uˆ u(m)  u(m+1)  u∗  u¯(m+1)  u¯(m)  u˜ in QT .
Proof. Let (u(m),w(m)) denote either (u¯(m), w¯(m)) or (u(m),w(m)). Since by (2.7) and (2.9),
D(u(m)) = D(u(m)) for every m, each u(m) is a solution of the quasilinear system
ut − ∇ ·
(
aD(u)∇u)+ b · (D(u)∇u)+ c(1)I (u) = F (t, x, u(m−1)) in QT ,
D(u)∂u/∂ν + c(2)I (u) = G(t, x, um−1) on ST ,
u(0, x) = ψ(x) in Ω. (2.12)
By Hypothesis (H1) and Theorem 7.4 of [12, Chapter V], there is a constant α > 0 such that
u(m) ∈ C1+α/2,2+α(QT ) for all m = 1,2, . . . . Furthermore, since the sequence {u(m)} is uni-
formly bounded in C(QT ), it follows from Theorem 7.2 of [12, Chapter V] that there exist
positive constants M and δ, independent of m, such that∣∣u(m)∣∣
C(1+δ)/2,1+δ(QT ) M,
∣∣u(m)xi
∣∣
C(QT )
M, i = 1, . . . , n. (2.13)
We first show that the limit u∗ of u(m) satisfies the first equation of (2.1) in QT . For each u(m),
we let the operator L(m) and the function F (m) be defined by
L(m)u = ut − ∇ ·
(
aD
(
u(m)
)∇u)+ b · (D(u(m))∇u)
≡ ut − aD
(
u(m)
)∇2u
+ [D(u(m))∇a + aD′(u(m))∇u(m) + D(u(m))b] · ∇u,
F (m)(t, x) = F (t, x, u(m−1)(t, x))− c(1)(t, x)I(u(m)(t, x)). (2.14)
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subdomain of QT whose distance from ST has a positive lower bound. Then by (2.13), all the
conditions in Theorem 15 of [9, p. 80] are satisfied in Q′. Hence there is a subsequence {u(m′)}
such that u(m
′)
xi , u
(m′)
xixj , and u
(m′)
t are all uniformly convergent in Q′, and the coefficients of L(m)
converge to the corresponding limits. This proves that the limit u∗ is in C1,2(Q′) and satisfies
the equation
ut − ∇ ·
(
aD(u)∇u)+ b · (D(u)∇u)= −c(1)I (u) + F(t, x,u)
= f (t, x,u) in Q′.
Since Q′ is arbitrary, u∗ satisfies the above equation in the whole domain QT .
It is obvious from (2.8) that u(m)(0, x) = ψ(x) and therefore u∗(0, x) = ψ(x). To show that
u∗ satisfies the boundary condition in (1.1) we let (t0, x0) be any point on ST and ν be the
outward unit normal vector at the point. Consider the sequence of functions {ξm(r)} defined by
ξm(r) = u(m)(t0, x0 + rν), m = 1,2, . . . .
These functions are differentiable in a closed interval containing 0. It is clear that ξ ′m(0) =
∂u(m)
∂ν
|(t0,x0). Recall that if a sequence of functions {fn(τ)} converges at one point τ0 ∈ [a, b]
as n → ∞, and if the sequence of the derivatives {f ′n(τ )} converges uniformly in [a, b], then{fn(τ)} converges uniformly to a differentiable function f , and f ′n(τ ) → f ′(τ ) in [a, b] (cf. [25,
Theorem 7.17]). In view of the first inequality of (2.13), there is a subsequence {u(m′′)} such that
u
(m′′)
xi converges to u∗xi uniformly in QT as m
′′ → ∞ for each i. Hence dξ(m′′)/dr converges
uniformly. Also, since ξm(0) = u(m)(t0, x0) converges to u∗(t0, x0), it follows that {ξm′′(r)} con-
verges to ξ∗(r) ≡ u∗(t0, x0 + rν) as m′′ → ∞, and
∂u∗
∂ν
∣∣∣∣
(t0,x0)
= dξ
∗(0)
dr
= lim
m′′→∞
dξm′′(0)
dr
= lim
m′′→∞
∂u(m
′′)
∂ν
∣∣∣∣
(t0,x0)
.
Since by (2.12)
lim
m′′→∞
∂u(m
′′)
∂ν
= lim
m′′→∞
1
D(u(m
′′))
(
G
(·, u(m′′−1))− c(2)I(u(m′′)))
= 1
D(u∗)
(
G
(·, u∗)− c(2)I(u∗))= g(·, u∗)
D(u∗)
,
we see that u∗ satisfies the boundary condition in (1.1) at (t0, x0). This proves that the limit
u∗ of {u(m)} is a solution of (2.1), and by the equivalence between (2.1) and (2.2), (u∗,w∗) ≡
(u∗, I (u∗)) is a solution of (2.2).
It remains to show that (u¯, w¯) = (u,w). Let L0 be the operator given by (2.5) with c(1) = 0.
Then (
D(u¯)
)−1
w¯t − L0w¯ = f (·, u¯), ∂w¯/∂ν = g(·, u¯), w¯(0, x) = η(x),(
D(u)
)−1
wt − L0w = f (·, u), ∂w/∂ν = g(·, u), w(0, x) = η(x).
Let z = w¯ − w and define the composite function (h ◦ q)(w) = h(q(w)) for h(·, u) = f (·, u) or
g(·, u). Then a subtraction of the above equations gives((
D(u¯)
)−1
w¯t −
(
D(u)
)−1
wt
)− L0z = f (·, u¯) − f (·, u) = (f ◦ q)(w¯) − (f ◦ q)(w),
∂z/∂ν = (g ◦ q)(w¯) − (g ◦ q)(w)
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zt − D(u¯)L0z − D(u¯)
(
D′(ξ)
D3(ξ)
wt + ∂(f ◦ g)
∂w
(η)
)
z = 0,
∂z
∂ν
−
(
∂(g ◦ q)
∂w
(η′)
)
z = 0,
z(0, x) = 0
where ξ , η and η′ are some intermediate values in S0. Since the coefficients of z in the above
equations are bounded functions, we conclude from the uniqueness theorem for linear parabolic
boundary problems that z = 0. This gives w¯ = w and thus q(w¯) = q(w) which proves (u¯, w¯) =
(u,w). 
3. Coupled system of parabolic equations
In this section we extend the existence–uniqueness results for the scalar boundary prob-
lem (2.1) to the coupled system (1.1) for a certain class of reaction functions fi(t, x,u) and
gi(t, x,u). For this purpose, we make the following hypothesis.
(H2) For each i = 1, . . . ,N , the following conditions hold:
(i) ai(t, x), b(l)i (t, x) (l = 1, . . . , n) and fi(t, x, ·) are Cα/2,α(QT ) with ai  a∗i > 0,
g(t, x, ·) ∈ C1+α/2,2+α(ST ) and ψi(x) ∈ C2+α(Ω).
(ii) Di(ui) ∈ C1+α(Si), Di(ui) > 0 for ui > 0 and Di(0) 0.
(iii) fi(·,u) and gi(·,u) are in C1(S), and
∂fi
∂uj
(·,u) 0, ∂gi
∂uj
(·,u) 0 for j = i, u ∈ S. (3.1)
In the above hypothesis, Si and S are the sectors between a pair of upper and lower solutions
given by (3.4) below. It is allowed that Di(0) = 0 for some i and Di(0) > 0 for a different i.
In particular, if Di(u) is a positive constant for all i then system (1.1) becomes the standard
coupled system of semilinear parabolic equations. Our approach to the existence problem is by
the method of upper and lower solutions which are defined as follows:
Definition 3.1. A pair of functions u˜ =(u˜1, . . . , u˜N ), uˆ =(uˆ1, . . . , uˆN ) in C(QT ) ∩ C2(QT ) are
called ordered upper and lower solutions of (1.1) if u˜ uˆ and if
∂u˜i/∂t − ∇ ·
(
aiDi(u˜i)∇u˜i
)+ bi · (Di(u˜i)∇u˜i) fi(t, x, u˜) in QT ,
Di(u˜i)∂u˜i/∂ν  gi(t, x, u˜) on ST ,
u˜i(0, x)ψi(x) in Ω, i = 1, . . . ,N,
and uˆ satisfies the above inequalities in reversed order.
In the above definition, inequalities between vectors are always in the componentwise sense.
Let
wi = Ii(ui) ≡
ui∫
Di(s) ds for ui  0, i = 1, . . . ,N, (3.2)0
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in (1.1) can be written in the equivalent form(
Di(ui)
)−1
∂wi/∂t − ∇ · (ai∇wi) + bi · ∇wi = fi(t, x,u) in QT ,
∂wi/∂ν = gi(t, x,u) on ST ,
wi(0, x) = ηi(x) in Ω,
ui = qi(wi) in QT , i = 1, . . . ,N, (3.3)
where ηi = Ii(ψi). Let w˜i = Ii(u˜i), wˆi = Ii(uˆi), w˜ =(w˜1, . . . , w˜N ), and wˆ =(wˆ1, . . . , wˆN ). It is
easy to see that the pair (u˜, w˜) and (uˆ, wˆ) are ordered upper and lower solutions of (3.3), that is,
they satisfy (3.3) with the equality sign “=” replaced respectively by the inequality sign “” and
“”. For a given pair of ordered upper and lower solutions u˜, uˆ, we set
Si ≡
{
ui ∈ C(QT ): uˆi  ui  u˜i
}
(i = 1, . . . ,N),
S = {u ∈ C(Ω): uˆ u u˜},
S × S¯ ≡ {(u,w) ∈ C(Ω) × C(Ω): (uˆ, wˆ) (u,w) (u˜, w˜)}. (3.4)
For each i = 1, . . . ,N , define Di(ui) in the form of (2.7) with respect to u˜i and uˆi . Then
Di(0) > 0 if either Di(0) > 0 and uˆi  0 or Di(0) = 0 and uˆi  δi > 0. In each case there exist
nonnegative functions c(1)i , c
(2)
i ∈ Cα(QT ) such that
c
(1)
i Di(ui) +
∂fi
∂ui
(·,u) 0, c(2)i Di(ui) +
∂gi
∂ui
(·,u) 0 for u ∈ S. (3.5)
Define for each i = 1, . . . ,N ,
Fi(t, x,u) = c(1)i I¯i (ui) + fi(t, x,u),
Gi(t, x,u) = c(2)i I¯i (ui) + gi(t, x,u),
Liwi = ∇ · (ai∇wi) − bi · ∇wi + c(1)i wi,
Biwi = ∂wi/∂ν + c(2)i wi (3.6)
where I¯i (ui) is given by (3.2) with Di(s) replaced by Di(s). Then by (3.1), (3.5) and I¯ ′i (ui) =
Di(ui), Fi(·,u) and Gi(·,u) possess the nondecreasing property
Fi(·,v) Fi(·,u), Gi(·,v)Gi(·,u) whenever uˆ v u u˜. (3.7)
Moreover, system (3.3) may be written in the form(
Di(ui)
)−1
∂wi/∂t − Liwi = Fi(t, x,u) in QT ,
Biwi = Gi(t, x,u) on ST ,
wi(0, x) = ηi(x) in Ω,
ui = qi(wi) in QT , i = 1, . . . ,N. (3.8)
Using either u˜ or uˆ as the initial iteration we can construct a sequence {u(m),w(m)} from the
iteration process(
Di
(
u
(m)
i
))−1
∂w
(m)
i /∂t − Liw(m)i = Fi
(
t, x,u(m−1)
)
in QT ,
Biw
(m)
i = Gi
(
t, x,u(m−1)
)
on ST ,
w
(m)
i (0, x) = ηi(x) in Ω,
u
(m) = qi
(
w
(m)) in QT , m = 1,2, . . . , (3.9)i i
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abolic boundary problem (2.1) that the above sequence is well defined. Denote the sequence
by {u¯(m), w¯(m)} if u(0) = u˜, and by {u(m),w(m)} if u(0) = uˆ, and refer to them as maximal and
minimal sequences, respectively. The following lemma gives the monotone property of these
sequences.
Lemma 3.1. The maximal and minimal sequences {u¯(m), w¯(m)}, {u(m),w(m)} possess the
monotone property
(uˆ, wˆ)
(
u(m),w(m)
)

(
u(m+1),w(m+1)
)

(
u¯(m+1), w¯(m+1)
)

(
u¯(m), w¯(m)
)

(
u˜, w˜
)
, m = 1,2, . . . . (3.10)
Proof. Let zi = w(1)i − w(0)i ≡ w(1)i − wˆi , i = 1, . . . ,N . By (3.9) and the property of a lower
solution, we have, as in the proof of Lemma 2.2 for the scalar boundary problem,(
Di
(
u
(1)
i
))−1
∂z
(1)
i /∂t − Liz(1)i + γ (0)i z(1)i  0 in QT ,
Biz
(1)
i = Gi
(·,u(0))− Biu(0)i  0 on ST ,
z
(1)
i (0, x) = ηi(x) − u(0)i  0 in Ω,
where γ (0)i is a bounded function given in the form of (2.11). Since, by the hypothesis Di(0) > 0
or Di(0) = 0 and uˆi  δi > 0, the function (Di(u(1)i ))−1 is bounded on QT , we conclude from
Lemma 2.1 that z(1)i  0. This gives w
(1)
i  w
(0)
i and u
(1)
i  u
(0)
i . A similar argument using the
property of an upper solution yields w¯(1)i  w¯
(0)
i and u¯
(1)
i  u¯
(0)
i . Moreover, by (3.9) and (3.7),
the function z(1)i = w¯(1)i − w(1)i satisfies(
Di
(
u¯
(1)
i
))−1
∂z
(1)
i /∂t − Liz(1)i + γ (0)i z(1)i = Fi
(·, u¯(0))− Fi(·,u(0)) 0,
Biz
(1)
i = Gi
(·, u¯(0))− Gi(·,u(0)) 0,
z
(1)
i (0, x) = 0.
By Lemma 2.1, z(1)i  0 which leads to w¯
(1)
i  w
(1)
i and u¯
(1)
i  u
(1)
i . This proves the property
(3.10) for m = 1. An induction argument, using the monotone property (3.7), shows that (3.10)
holds for every m. 
The monotone property (3.10) implies that the pointwise limits
lim
m→∞
(
u¯(m), w¯(m)
)= (u¯, w¯), lim
m→∞
(
u(m),w(m)
)= (u,w)
exist and (u¯, w¯) (u,w). We show that (u¯, w¯) = (u,w) and u¯ is the unique solution of (1.1).
Theorem 3.1. Let u˜, uˆ be a pair of ordered upper and lower solutions of (1.1) and let Hy-
pothesis (H2) holds with either Di(0) > 0 or Di(0) = 0 and uˆi  δi > 0. Then the sequences
{u¯(m), w¯(m)}, {u(m),w(m)} obtained from (3.9) converge monotonically to a unique solution
(u∗,w∗) of (3.8) (or (3.3)) in S × S¯ and satisfy the relation
(uˆ, wˆ)
(
u(m),w(m)
)

(
u(m+1),w(m+1)
)

(
u∗,w∗
)

(
u¯(m+1), w¯(m+1)
)

(
u¯(m), w¯(m)
)
 (u˜, w˜), m = 1,2, . . . .
Moreover, u∗ is the unique solution of (1.1).
484 C.V. Pao, W.H. Ruan / J. Math. Anal. Appl. 333 (2007) 472–499Proof. We fix i ∈ {1, . . . ,N} and let (u(m)i ,w(m)i ) be either (u¯(m)i , w¯(m)i ) or (u(m)i ,w(m)i ). By (3.9)
and the equivalence between (1.1) and (3.8), the function v ≡ u(m)i is a solution of the (scalar)
quasilinear system
∂v/∂t − ∇ · (aiDi(v)∇v)+ bi · (Di(v)∇v)+ c(1)i Ii(v) = Fi(t, x,u(m−1)) in QT ,
Di(v)∂v/∂ν + c(2)i Ii(v) = Gi
(
t, x,um−1
)
on ST ,
v(0, x) = ψi(x) in Ω.
The argument of the proof of Theorem 2.1 is valid in this case if we modify (2.14) by
L(m)v = vt − ∇ ·
(
aiDi
(
u(m)
)∇v)+ bi · (Di(u(m))∇v)
≡ vt − aiDi
(
u(m)
)∇2v + [Di(u(m))∇a + aiD′i(u(m))∇u(m) + Di(u(m))bi] · ∇v,
F (m)(t, x) = Fi
(
t, x,u(m−1)(t, x)
)− c(1)i (t, x)Ii(u(m)i (t, x)).
Hence, the limit u∗i of the sequence {u(m)i } satisfies Eqs. (1.1). This proves that u¯ and u are both
solutions of (1.1). Equivalently, both (u¯, w¯) and (u,w) are solutions of (3.8).
To show that (u¯, w¯) = (u,w), it suffice to use the uniqueness result for the system of quasilin-
ear parabolic initial–boundary value problems (cf. [12, Theorem VII-10.3]). Since both u¯ and u
are solutions of (1.1) with the same initial function, they are necessarily equal. As a consequence,
we also have w¯ = w, and therefore (u¯, w¯) = (u,w). 
For the parabolic-ordinary system (1.2) the definition of upper and lower solutions is the same
as that in Definition 3.1 except with ai = 0 and bi = 0 for i = n0 + 1, . . . ,N (and without the
boundary condition for wi for i = n0 + 1, . . . ,N ). The iteration process (3.9) remains the same
for i = 1, . . . , n0 and with the remaining equations replaced by
∂w
(m)
i /∂t + c(1)i w(m)i = Fi
(
t, x,u(m−1)
)
,
w
(m)
i (0, x) = ηi(x),
u
(m)
i = qi
(
w
(m)
i
)
, i = n0 + 1, . . . ,N. (3.11)
It is easy to verify from the proof of Lemma 3.1 that the maximal and minimal sequences
{u¯(m), w¯(m)}, {u(m),w(m)} obtained from (3.9) for i = 1, . . . , n0 and (3.11) for i = n0 + 1, . . . ,N
possess the monotone property (3.10). Moreover, the argument in the proof of Theorem 3.1
shows that these two sequences converge monotonically from above and below, respectively, to
a unique solution of (1.2). This observation leads to the following existence–comparison results
for the system (1.2).
Theorem 3.2. Let u˜, uˆ be a pair of ordered upper and lower solutions of (1.2), and let Hypoth-
esis (H2) hold for i = 1, . . . , n0. Let also fi(t, x,u) (i = n0 + 1, . . . ,N) and ψi (i = 1, . . . ,N)
satisfy (H2)-(i) and (H2)-(iii). Then all the conclusions in Theorem 3.1 hold true for the se-
quences {u¯(m), w¯(m)} and {u(m),w(m)} obtained from (3.9) (for i = 1, . . . , n0) and (3.11) with
(u¯(0), w¯(0)) = (u˜, I(u˜)) and (u(0),w(0)) = (uˆ, I(uˆ)), respectively.
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In order to investigate the asymptotic behavior of the solution of (1.1) we need to study the
elliptic system (1.3). It is clear that (1.3) may be written in the equivalent form
−∇ · (ai∇wi) + bi · ∇wi = fi(x,u) (x ∈ Ω),
∂wi/∂ν = gi(x,u) (x ∈ ∂Ω),
ui = qi(wi) (x ∈ Ω), i = 1, . . . ,N. (4.1)
To show the existence of a solution to (1.3) we again use the method of upper and lower solutions.
Definition 4.1. A pair of functions u˜s ≡ (u˜1, . . . , u˜N ), uˆs ≡ (uˆ1, . . . , uˆN ) ∈ C(Ω) ∩ C2(Ω) are
called ordered upper and lower solutions of (4.1) if u˜s  uˆs and if
−∇ · (aiDi(u˜i)∇u˜i)+ bi · (Di(u˜i)∇u˜i) fi(x, u˜s) (x ∈ Ω),
Di(u˜i)∂u˜i/∂ν  gi(x, u˜s) (x ∈ ∂Ω), i = 1, . . . ,N,
and uˆs satisfies the above inequalities in reversed order.
The above definition implies that every solution of (1.3) is an upper solution as well as a lower
solution, and if u˜s , uˆs are ordered upper and lower solutions of (1.3), then they are also upper
and lower solutions of (1.1) whenever uˆs  ψ  u˜s , where ψ = (ψ1, . . . ,ψN). Moreover, the
pair (u˜s , w˜s) ≡ (u˜s , I(u˜s)) and (uˆs , wˆs) ≡ (uˆs , I(uˆs)) are ordered upper and lower solutions of
(4.1), that is, (u˜s , w˜s) satisfies
−∇ · (ai∇w˜i) + bi · (∇w˜i) fi(x, u˜s) (x ∈ Ω),
∂w˜i/∂ν  gi(x, u˜s) (x ∈ ∂Ω),
u˜i = qi(w˜i) (x ∈ Ω), i = 1, . . . ,N, (4.2)
and (uˆs , wˆs) satisfies (4.2) in reversed order, where
I(u) ≡ (I1(u1), . . . , IN (uN))
for any u =(u1, . . . , uN). Set
S∗ = {u ∈ C(Ω): uˆs  u u˜s},
S∗ × S¯∗ ≡ {(u,w) ∈ C(Ω) × C(Ω): (uˆs , wˆs) (u,w) (u˜s , w˜s)}, (4.3)
and when necessary we write S∗ = 〈uˆs , u˜s〉. Then we make the following hypothesis:
(H3) The functions ai = ai(x), bi = bi (x), fi = fi(x,u) and gi = gi(x,u), i = 1, . . . ,N , are
independent of t and satisfy Hypothesis (H2) with S replaced by S∗.
Using either (u˜s , w˜s) or (uˆs , wˆs) as the initial iteration we construct a sequence {u(m)s ,w(m)s }
from the linear iteration process
−Liw(m)i = Fi
(
t, x,u(m−1)s
)
(x ∈ Ω),
Biw
(m)
i = Gi
(
t, x,u(m−1)s
)
(x ∈ ∂Ω),
u
(m) = qi
(
w
(m))
(x ∈ Ω), i = 1, . . . ,N, (4.4)i i
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w
(m)
s = (w(m)1 , . . . ,w(m)N ). Denote the sequence by {u¯(m)s , w¯(m)s } if (u(0)s ,w(0)s ) = (u˜s , w˜s) and by
{u(m)s ,w(m)s } if (u(0)s ,w(0)s ) = (uˆs , wˆs). Then we have the following results.
Theorem 4.1. Let u˜s , uˆs be a pair of ordered upper and lower solutions of (4.1), and let Hypoth-
esis (H3) hold. Then
(i) the sequences {u¯(m)s , w¯(m)s }, {u(m)s ,w(m)s } governed by (4.4) converge monotonically to a
maximal solution (u¯s , w¯s) and a minimal solution (us ,ws) of (4.1) in S∗ × S¯∗, respectively;
(ii) u¯s and us are the respective maximal and minimal solutions of (1.3) in S∗ and satisfy the
relation
uˆs  u(m)s  u(m+1)s  us  u¯s  u¯(m+1)s  u¯(m)s  u˜s; (4.5)
and
(iii) if u¯s = us ≡ (u∗s ) then u∗s is the unique solution of (1.3) in S∗.
Proof. (i) The proof for the monotone property of {u¯(m)s , w¯(m)s }, {u(m)s ,w(m)s } and the relation
(u
(m)
s ,w
(m)
s ) (u¯(m)s , w¯(m)s ) follows from the same argument as that in the proof of Lemma 3.1
(see also [22]). This monotone property implies that the pointwise limits
lim
m→∞
(
u¯(m)s , w¯
(m)
s
)= (u¯s , w¯s), lim
m→∞
(
u(m)s ,w
(m)
s
)= (us ,ws)
exist, and u¯s and us satisfy (4.5). Letting m → ∞ in (4.4) and using the standard regularity
argument for elliptic boundary value problems shows that (u¯s , w¯s) and (us ,ws) are solutions
of (4.1) (cf. [12,18]). The proof for the maximal and minimal property follows from the argument
in the proof of Theorem 3.1 in [22] using the quasimonotone nondecreasing property of fi(·,u)
and gi(·,u).
(ii) and (iii) follow from (i) and the equivalence relation between (1.3) and (4.1). Details are
omitted. 
Theorem 4.1 extends the results of [22] for the scalar boundary-value problem
−∇ · (aD(u)∇u)+ b · (D(u)∇u)= f (x,u) (x ∈ Ω),
D(u)∂u/∂ν = g(x,u) (x ∈ ∂Ω) (4.6)
to a coupled elliptic system. In the above scalar problem the monotone condition (3.1) in
(H2)-(iii) is trivially satisfied and condition (3.5) (for N = 1) is also satisfied by any nonneg-
ative functions c(1), c(2) satisfying
c(1)(x)max
u∈S∗
{
−fu(x,u)
D(u)
}
, c(2)(x)max
u∈S∗
{
−gu(x,u)
D(u)
}
.
The existence of c(1), c(2) satisfying the above relation is ensured if either D(0) > 0 or D(0) = 0
and uˆs > 0 in Ω . In fact, if D(0) = 0, it suffices to require that
lim sup
u→0+
[
−fu(x,u)
D(u)
]
< ∞ and lim sup
u→0+
[
−gu(x,u)
D(u)
]
< ∞. (4.7)
As a consequence of Theorem 3.1 we have the following conclusion (see also [22]).
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and let a(x), b(x), f (x,u), g(x,u) satisfy Hypothesis (H1). Assume that either
(i) D(0) > 0 or
(ii) D(0) = 0, uˆs(x) > 0 in Ω or
(iii) (4.7) holds.
Then problem (4.6) has a maximal solution u¯s and a minimal solution us such that u¯s  us  0.
Moreover, us > 0 in Ω if either uˆs ≡ 0 or f (x,0) ≡ 0 or g(x,0) ≡ 0, and u∗s is the unique
positive solution if, in addition, u¯s = us ≡ u∗s .
5. Asymptotic behavior of solutions
In this section we investigate the asymptotic behavior of the solution of (1.1) in relation to a
positive solution of (1.3) as t → ∞. Since every pair of ordered upper and lower solutions u˜s ,
uˆs of (1.3) are also ordered upper and lower solutions of (1.1) when uˆs  ψ  u˜s we see from
Theorem 3.1 that the solution u(t, x) of (1.1) satisfies the relation
uˆs(x) u(t, x) u˜s(x) for all t > 0, x ∈ Ω (5.1)
whenever it holds at t = 0. This implies that the sector S∗ ≡ 〈uˆs , u˜s〉 is an invariant set of (1.1).
We show that for a certain class of initial functions ψ ∈ S∗ the solution u(t, x) converges to
u¯s(x) as t → ∞, while for another class of ψ it converges to us(x), where u¯s(x) and us(x) are
the respective maximal and minimal solutions of (1.3) in S∗. For arbitrary ψ ∈ S∗ the solution
u(t, x) converges to a unique solution u∗s (x) of (1.3) in S∗ if u¯s(x) = us(x) ≡ u∗s (x). To achieve
this goal we prepare the following lemma.
Lemma 5.1. Let u(t, x), u¯(x, t) be the solutions of (1.1) with u(0, x) = uˆs(x) and u¯(0, x) =
u˜s(x). Then u(t, x) is nondecreasing in t , u¯(t, x) is nonincreasing in t , and u(t, x) u¯(t, x) for
all t  0, x ∈ Ω . For arbitrary ψ in S∗ the solution u(t, x) satisfies
u(t, x) u(t, x) u¯(t, x) for t > 0, x ∈ Ω. (5.2)
Proof. By Theorem 3.1, u(t, x) and u(t, x) satisfy (5.1). Let w¯i = Ii(u¯i), wi = Ii(ui), w =
(w1, . . . ,wN) and w¯ =(w¯1, . . . , w¯N ), where (u¯, w¯) and (u,w) are both solutions of the equiva-
lent system (3.3). We show that (u,w) is nondecreasing in t , and (u¯, w¯) is nonincreasing in t .
Let zi(t, x) = wi(t + δ, x) − wi(t, x), where δ > 0 is an arbitrary constant. By (3.3) and
Hypotheses (H2), (H3) we have, as in the scalar case,(
Di
(
ui(t + δ, x)
))−1
(zi)t +
[(
Di
(
ui(t + δ, x)
))−1 − (Di(ui(t, x)))−1](wi)t (t, x)
− L(0)i zi = fi
(
x,u(t + δ, x))− fi(x,u(t, x))
= (fi ◦ q)
(
x,w(t + δ, x))− (fi ◦ q)(x,w(t, x))≡ J (1)i in QT ,
∂zi/∂ν = gi
(
x,u(t + δ, x))− gi(x,u(t, x))
= (gi ◦ q)
(
x,w(t + δ, x))− (gi ◦ q)(x,w(t, x))≡ J (2)i on ST ,
zi(0, x) = wi(δ, x) − wi(0, x) in Ω (i = 1, . . . ,N) (5.3)
and ui(t, x) = qi(wi(t, x)), where L(0) is given by (3.6) with c(1) = 0, andi i
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(
x,q(w)
)
, (gi ◦ q)(x,w) = gi
(
x,q(w)
)
,
q(w) = (q1(w1), . . . , qN(wN)).
Since by (3.2) and the mean-value theorem,
(
Di
(
ui(t + δ, x)
))−1 − (Di(ui(t, x)))−1 = −[D′i (ξi)/D3i (ξi)]zi(t, x),
J
(1)
i =
n∑
j=1
(fi ◦ q)wj (x,η1)zj (t, x) ≡
N∑
j=1
αij zj (t, x),
J
(2)
i =
n∑
j=1
(gi ◦ q)wj (x,η2)zj (t, x) ≡
N∑
j=1
βij zj (t, x),
where ξi is an intermediate value in 〈uˆi , u˜i〉, η1 and η2 are intermediate values in 〈wˆ, w˜〉, and
αij = (fi ◦ q)wj (x,η1), βij = (gi ◦ q)wj (x,η2), (5.4)
we see that (5.3) becomes
(
Di
(
ui(t + δ, x)
))−1
(zi)t − L(0)i zi + γizi =
N∑
j=1
αij zj ,
∂zi/∂ν + γ (2)i zi =
N∑
j=1
βij zj ,
zi(0, x) = wi(δ, x) − wi(0, x) (i = 1, . . . ,N)
where
γi ≡ γi(t, x) = −
[
D′i (ξi)/D3i (ξi)
]
(wi)t .
Since γi is bounded in QT , zi(0, x) 0 (by (5.1)), and by (5.4) and Hypothesis (H2)-(iii),
αij =
(
∂fi
∂uj
(x,u)
)
q ′i (wi) =
(
Di(ui)
)−1 ∂fi
∂uj
 0,
βij =
(
∂gi
∂uj
(x,u)
)
q ′i (wi) =
(
Di(ui)
)−1 ∂gi
∂uj
 0
for j = i, we conclude from Lemma 10.9.1 of [18, p. 563] that zi(t, x) 0 in QT , i = 1, . . . ,N .
This proves wi(t + δ, x)  wi(t, x) which yields ui(t + δ, x)  ui(t, x). A similar argument
gives w¯i(t + δ, x) w¯i(t, x) and u¯i (t + δ, x) u¯i (t, x). The monotone property of u(t, x) and
u¯(t, x) follows from the above conclusions. Finally, by letting zi(t, x) = u¯i (t, x) − ui(t, x) and
zi(t, x) = u(t, x) − u(t, x) the same argument as above, using the property u(0, x) u(0, x)
u¯(0, x), leads to the relation (5.2). This proves the lemma. 
Based on the results of Lemma 5.1 we have the following asymptotic convergence of the
time-dependent solution.
Theorem 5.1. Let u˜s , uˆs be ordered upper and lower solutions of (1.3) and let either Di(0) > 0
or uˆi  δi > 0. Let also Hypothesis (H3) hold. Denote by u¯s , us the respective maximal and
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u˜s(x) and u(0, x) = uˆs(x). Then
lim
t→∞ u¯(t, x) = u¯s(x), limt→∞ u(t, x) = us(x) (x ∈ Ω).
If u¯s(x) = us(x) (≡ u∗(x)) then for any ψ ∈ S∗ the solution u(t, x) of (1.1) possesses the con-
vergence property
lim
t→∞ u(t, x) = u
∗(x) (x ∈ Ω).
Proof. In view of Lemma 5.1 the pointwise limits
lim
t→∞ u¯(t, x) = u¯(x), limt→∞ u(t, x) = u(x) (5.5)
exist and satisfy the relation
uˆs(x) u(t, x) u(x) u¯(x) u¯(t, x) u˜s(x) (t > 0, x ∈ Ω).
We show that u¯(x) = u¯s(x) and u(x) = us(x).
To prove u(x) = us(x), we consider (us ,ws) and (uˆs , wˆs) as a pair of ordered upper and lower
solutions of (3.3). Then, Theorem 3.1 ensures that(
uˆs(x), wˆs(x)
)

(
u(t, x),w(t, x)
)

(
us(x),ws(x)
)
.
Letting t → ∞ and using the relation (5.5) lead to (u(x),w(x)) (us(x),ws(x)). To show that
the reversed inequality holds, we show that (u(x),w(x)) is a solution of (4.1), or equivalently,
that u(x) is a solution of (1.3).
Fix an integer i ∈ {1, . . . ,N} and consider the sequence of functions {u(m)i (t, x)} in the domain
QT defined by
u
(m)
i (t, x) = ui(t + tm, x), m = 1,2, . . . ,
where ui is the ith component of the solution u and {tm} is a monotone sequence in R+ such
that tm → ∞. Then by Hypothesis (H3), u(m)i satisfies (1.1) with the initial function ψi(x) =
ui(tm, x). Since the sequence { u(m)i } is uniformly bounded by the ith components of uˆs and u˜s , it
follows from Theorem 7.2 of [12, Chapter V] that (2.13) holds for each u(m)i with some constants
M and δ independent of m. Let the operator L(m)i be defined by (2.14) with a, D, b, and u(m)
substituted by ai , Di , bi , u(m)i , respectively. Then u
(m)
i is a solution of the parabolic problem
L(m)i u = Fi
(
x,u(m)
) (
(t, x) ∈ QT
)
,
Di(ui)
∂u
∂ν
= gi
(
x,u(m)
) (
(t, x) ∈ ST
)
. (5.6)
As in the proof of Theorem 2.1, in any subdomain Q′ whose closure is a subset of QT , the
conditions in Theorem 15 of [9, p. 80] hold. Hence there is a subsequence {u(m′)i } such that
(u
(m′)
i )xi , (u
(m′)
i )xixj , and (u
(m′)
i )t are all uniformly convergent in Q′, and the coefficients of
L(m)i converge to the corresponding limits.
We show that (u(m
′)
i )t (t, x) → 0 as m′ → ∞ for any (t, x) ∈ Q′. Fix an x ∈ Ω . Then, since
the sequence {(u(m′))t } converges uniformly in Q′, considered as a sequence of functions of t , iti
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of (5.5),
lim
m′→∞
u
(m′)
i (t, x) = lim
m′→∞
ui(t + tm′, x) = ui(x)
for any t ∈ [τ, T ]. Hence,
lim
m′→∞
∂u
(m′)
i (t, x)
∂t
= ∂ui(x)
∂t
= 0
in Q′. This proves the assertion.
Finally, by letting m′ → ∞ in the first equation of (5.6), we find that the limit ui(x) satisfies
the first equation of (1.3).
It remains to show that u(x) satisfies the boundary condition in (1.3). Let x0 ∈ ∂Ω and ν be
the outward unit vector at x0. We define functions {ξm(r)} by
ξm(r) = u(m)i (t0, x0 + rν), m = 1,2, . . . .
with some fixed t0 ∈ (0, T ). Following the argument in the proof of Theorem 2.1 with u∗ substi-
tuted by ui , we find that
∂ui(x0)
∂ν
= lim
m′′→∞
∂u
(m′′)
i
∂ν
∣∣∣∣
(t0,x0)
= gi(x0,u(x0))
Di(ui(x0))
.
This proves that ui(x) satisfies the second equation of (1.3) at x0. Hence u(x) is a solution of
the steady-state problem (1.3). This prove that us(x) = u(x). As a consequence, ws = I(us) =
I(u) = w. 
Theorem 5.1 implies that if u¯s = us then their common value u∗s is globally asymptotically
stable relative to the sector S∗. In the case where u¯s and us are distinct, we have the following
one-sided stability property of these solutions.
Theorem 5.2. Let the hypotheses in Theorem 5.1 be satisfied, and let u(t, x) be the solution of
(1.1) with ψ ∈ S∗. Then
lim
t→∞ u(t, x) =
{
us(x) if uˆs ψ  us ,
u¯s(x) if u¯s ψ  u˜s . (5.7)
Proof. Since every solution of (1.3) is an upper solution as well as a lower solution, the pair
(us , uˆs) and the pair (u˜s , u¯s) are both ordered upper and lower solutions of (1.3). Furthermore,
the maximal and minimal property of u¯s and us in S∗ ensures that u¯s is the unique solution in
the sector 〈u¯s , u˜s〉 and us is the unique solution in 〈uˆs ,us〉. The conclusion in (5.7) follows from
Theorem 5.1. 
6. Applications
It is seen from the discussion in the previous sections that the main conditions for the exis-
tence and asymptotic behavior of the time-dependent solution of (1.1) are the quasimonotone
nondecreasing property (3.1) in Hypothesis (H2) and the existence of a pair of ordered upper and
lower solutions of the steady-state problem (1.3). For the scalar problem (2.1), condition (3.1)
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section we give some applications of the theorems given in the previous sections to three specific
model problems which are a porous medium type problem, a heat-transfer problem, and a Lotka–
Volterra competition model in ecology. In these model problems we consider a density-dependent
diffusion coefficient which may be regular or degenerate. These model problems demonstrate
some very different and interesting asymptotic behavior of the time-dependent solution when
compared with the corresponding problem with density independent diffusion coefficient.
6.1. A porous-medium type problem
Consider the time-dependent problem
ut − D0(x)∇2um = u
(
a + buμ) (t > 0, x ∈ Ω),
∂u/∂ν + βu = 0 (t > 0, x ∈ ∂Ω),
u(0, x) = ψ(x) (x ∈ Ω), (6.1)
where m, μ, a, b and β are positive constants with m > 1, and D0(x) is a positive function in
C1+α(Ω). It is obvious that problem (6.1) is a special case of (2.1) with a(x) = D0(x), b = ∇D0
and
D(u) = mum−1, f (x,u) = u(a + buμ), g(x,u) = −mβum. (6.2)
It is well known that if m = 1 then the solution u(t, x) of (6.1) blows up in finite time for any
nontrivial nonnegative initial function ψ(x) if a > λ1, and this blow-up property remains true
for any a  0, including a = 0, if ψ(x) is suitably large, where λm (which depends on m) is the
smallest eigenvalue of the eigenvalue problem
D0(x)∇2φ + λφ = 0 in Ω, ∂φ/∂ν + mβφ = 0 on ∂Ω (6.3)
(cf. [18, p. 234]). The above blow-up property holds true for any nontrivial ψ(x) 0, no matter
how small ψ(x) and the constants b and μ may be, if a > λ1. It also implies that the correspond-
ing steady-state problem
−D0(x)∇2um = u
(
a + buμ) (x ∈ Ω),
∂u/∂ν + βu = 0 (x ∈ ∂Ω), (6.4)
has no positive solution if m = 1 and a > λ1. However, the situation can be very much different
if m > 1. We show that if m > 1 + μ then for any positive constants a and b, including a > λm,
the steady-state problem (6.4) has a unique positive solution u∗s (x); and for the time-dependent
problem (6.1), not only a bounded global solution u(t, x) exists but also converges to u∗s (x) as
t → ∞. Specifically, we have the following result.
Theorem 6.1. Let m, μ, a, b and β be any positive constants. If m > 1 + μ then problem (6.4)
has a unique positive solution u∗s (x). Moreover, for any ψ(x) > 0 in Ω , problem (6.1) has a
unique global solution u(t, x) and
lim
t→∞u(t, x) = u
∗
s (x) (x ∈ Ω). (6.5)
The above conclusions hold true for m = 1 + μ if b < λm.
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chosen as 0 and mβ , respectively. To apply Theorem 5.1, we construct a pair of lower and upper
solutions of (6.4) in the form
uˆs = (δφ)1/m, u˜s = (ρφ)1/m,
where δ and ρ are some positive constants satisfying δ < ρ and φ ≡ φ(x) is the (normalized)
positive eigenfunction corresponding to the smallest eigenvalue λm of (6.3). Indeed, in view of
uˆms = δφ, u˜ms = ρφ, the pair in (6.5) are strictly positive lower and upper solutions of (6.4) if δφ
satisfies
−D0∇2(δφ) (δφ)1/m
[
a + b(δφ)μ/m],
∂(δφ)/∂ν + mβ(δφ) 0,
and (ρφ) satisfies the above inequalities in reversed order. It is clear from (6.3) that the above
inequalities are satisfied if
λm  a(δφ)−(m−1)/m + b(δφ)−(m−μ−1)/m. (6.6)
It is obvious from m > 1 and b > 0 that there exists a sufficiently small δ0 > 0 such that (6.6)
holds for any δ  δ0. This show that uˆs = (δφ)1/m is a positive lower solution. Similarly, u˜s =
(ρφ)1/m is an upper solution if
λm  a(ρφ)−(m−1)/m + b(ρφ)−(m−μ−1)/m. (6.7)
In view of the assumption m > 1 + μ and the strictly positive property of φ(x), there exists
ρ0 > 0 such that (6.7) holds for any ρ  ρ0. This implies that for a sufficiently large ρ  ρ0, u˜s =
(ρφ)1/m is an upper solution and satisfies u˜s  uˆs . By Theorem 4.1 (see also [22]), problem (6.4)
has a minimal solution us and a maximal solution u¯s such that uˆs  us  u¯s  u˜s .
To show the uniqueness of the solution we observe that the pair w¯s ≡ u¯ms , ws ≡ ums satisfy the
equations
−D0∇2w¯s = u¯s
(
a + bu¯μs
)
, −D0∇2ws = us
(
a + buμs
)
in Ω,
∂w¯s/∂ν + mβw¯s = 0, ∂ws/∂ν + mβws = 0 on ∂Ω. (6.8)
The above two equations in Ω imply that∫
Ω
(
w¯s∇2ws − ws∇2w¯s
)
dx =
∫
Ω
1
D0
[
wsu¯s
(
a + bu¯μs
)− w¯sus(a + buμs )]dx.
By the Green’s theorem and the boundary condition in (6.8), we obtain
0 =
∫
Ω
w¯sws
D0
[
u¯s(a + bu¯μs )
w¯s
− us(a + bu
μ
s )
ws
]
dx
=
∫
Ω
w¯sws
D0
[
a + bu¯μs
u¯m−1s
− a + bu
μ
s
um−1s
]
dx. (6.9)
Since (a + buμ)/um−1 is a decreasing function of u for u > 0 when m  1 + μ we see that
the above relation can hold only if u¯s = us (≡ u∗s ). This proves that u∗s is the unique solution
of (6.4) between (δφ)1/m and (ρφ)1/m. Since ρ can be chosen arbitrarily large and δ arbitrarily
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time-dependent solution u(t, x) is a direct consequence of Theorem 5.1.
To prove the theorem for the case m = 1 + μ we observe that uˆs = (δφ)1/m remains to be a
lower solution. Since the requirement in (6.7) for u˜s = (ρφ)1/m is reduced to
λm  a(ρφ)−(m−1)/m + b,
we see from the assumption b < λm and the positivity of φ(x) that it is satisfied by a sufficiently
large ρ. This shows that u˜s = (ρφ)1/m is an upper solution. The remaining proof follows from
the same reasoning as that for the case m > 1 + μ. 
Remark 6.1. It can be shown that if β = 0 (Neumann boundary condition) then for any m 1
and any ψ(x) > 0 (say ψ(x) δ > 0) the solution u(t, x) of (6.1) blows up in finite time. This is
due to the fact that the spatial homogeneous function uˆ = (p(t))1/m, where p(t) is the solution
of the problem
p′ = ap + bp1+μ/m, p(0) = δ,
is a lower solution of (6.1).
If the constant b in the reaction function in (6.1) is negative, then problem (6.1) is reduced
to a logistic type quasilinear reaction–diffusion equation with the reaction function f (u) =
u(a − b∗uμ), where b∗ = −b > 0. It is known in this case that if m = 1 the steady-state problem
(6.4) (with b < 0) has only the trivial solution us = 0 if a  λ1 and it has a unique positive so-
lution u∗s if a > λ1. Moreover, for any initial function ψ > 0 the time-dependent solution u(t, x)
of (6.1) converges to 0 if a  λ1, and it converges to u∗s if a > λ1 (cf. [18, p. 205]). However the
situation can again be quite different if m > 1. Specifically we have the following
Theorem 6.2. Let m, μ, a, β and (−b) in (6.1) be positive constants with m > 1, and
let M = [a/(−b)]1/μ. Then problem (6.4) has a unique positive solution u∗s (x) that satisfies
0 < u∗s (x)M in Ω . Moreover, for any initial function ψ in (0,M] the solution u(t, x) of (6.1)
converges to u∗s (x) as t → ∞.
Proof. It is easily seen that for any constant M∗  [a/(−b)]1/μ and m > 1, the pair uˆs =
(δφ)1/m and u˜s = M∗ are ordered lower and upper solutions of (6.4), where δ > 0 can be ar-
bitrarily small. This implies that problem (6.4) has a positive minimal solution us and a positive
maximal solution u¯s such that
(δφ)1/m  us  u¯s M∗.
It is easy to show from (6.9) that us = u¯s (≡ u∗s ) and u∗s is the unique positive solution in (0,M∗]
when M∗ = M (see also Theorem 5.3 of [22]). The convergence of the time-dependent solution
u(t, x) to u∗s (x) as t → ∞ follows from Theorem 5.1. 
6.2. A heat-transfer problem
In the theory of heat transfer, the temperature distribution u(t, x) from simultaneous conduc-
tion and radiation with a known internal source function f (x,u) and a boundary source g(x,u)
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problem
ut − a(x)∇ ·
(
D(u)∇u)= f (x,u) (t > 0, x ∈ Ω),
∂u/∂ν = σ (b4 − u4) (t > 0, x ∈ ∂Ω),
u(0, x) = ψ(x) (x ∈ Ω). (6.10)
In the above problem, a(x) ≡ (ρ(x)c(x))−1, σ and b are positive physical constants, and D(u)
is the thermal conductivity given by
D(u) = kc + kru3, (6.11)
where kc and kr are the thermal conductivity due to conduction and radiation, respectively, and
ρ(x), c(x) are the respective density and specific heat of the conducting medium (cf. [16,17]).
The stability problem of (6.10) has been treated recently in [22] where f (x,u) = f (x) is in-
dependent of u and the specific heat c ≡ c(u) is assumed to be proportional to D(u). Here we
consider a more general case c ≡ c(x) and f ≡ f (x,u) which may depend on u. It is assumed
that f (x,u) satisfies the conditions in (H1), a(x) is positive in Ω , σ , b and kr are positive con-
stants, and kc  0. The special case kc = 0 corresponds to the heat transfer due only to radiation
and it leads to a degenerate problem with D(0) = 0. It is obvious that the conditions in (H3) are
satisfied and the function c(2) in condition (2.4) may be taken to satisfy
c(2)  4σ u˜3s /
(
kc + kr u˜3s
)
whenever a positive upper solution u˜s is given. Hence to apply Theorem 5.1 for the asymptotic
behavior of the time-dependent solution we need to construct a pair of positive upper and lower
solutions of the steady-state problem
−a(x)∇ · (D(u)∇u)= f (x,u) (x ∈ Ω),
∂u/∂ν = σ (b4 − u4) (x ∈ ∂Ω). (6.12)
It has been shown in [22] that if f (x,u) = f (x) is independent of u and f (x)  0 then
problem (6.12) has a unique positive solution u∗s (x) for both the case kc > 0 and kc = 0. For
the general case f (x,u), problem (6.12) has a pair of constant lower and upper solutions uˆs = 0
and u˜s = M if f (x,0)  0 and f (x,M)  0. This can be verified directly from definition. To
construct a positive lower solution which is needed for the case kc = 0, we let wˆs be the positive
solution of the linear boundary value problem
−a(x)∇2wˆ + c(1)wˆ = f (x,0) in Ω, ∂wˆ/∂ν + c(2)wˆ = σb4 on ∂Ω, (6.13)
and seek a positive lower solution as uˆs = q(wˆs), where c(1) and c(2) are the positive functions
in (2.4). Indeed, since wˆs = I (uˆs) and by (2.4),
c(1)I (uˆs) + f (x, uˆs) c(1)I (0) + f (x,0) = f (x,0),
c(2)I (uˆs) + σ
(
b4 − uˆ4s
)
 c(2)I (0) + σb4 = σb4,
we see from (6.13) that
−a(x)∇ · (D(uˆs)∇uˆs)= f (x,0) − c(1)I (uˆs) f (x, uˆs),
D(uˆs)∂uˆs/∂ν = σb4 − c(2)I (uˆs) σ
(
b4 − uˆ4s
)
.
This shows that uˆs is a positive lower solution of (6.12). By Theorem 4.1 or Theorem 6.3
of [22], problem (6.12) has a minimal solution us and a maximal solution u¯s such that u¯s  us 
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(≡ u∗s ) and u∗s is the unique positive solution of (6.12). By an application of Theorem 5.1, we
have the following conclusion.
Theorem 6.3. Let D(u) be given by (6.11) with kc  0, kr > 0, and let either f (x,u) ≡ f (x) be
independent of u or there exists a constant M > 0 such that
f (x,0) 0, f (x,M) 0, fu(x,u) 0 for 0 uM, x ∈ Ω.
Then the steady-state problem (6.12) has a unique positive solution u∗s in S∗, where S∗ is given
by (4.3) with uˆs = I (wˆs) and u˜s = M . Moreover, for any ψ ∈ S∗ the solution u(t, x) of (6.10)
converges to u∗s (x) as t → ∞.
6.3. A Lotka–Volterra competition model
To give an application of the coupled system (1.1) we consider a Lotka–Volterra competition
model with two competing species u, v which are governed by the system
ut − ∇ ·
(
D1(u)∇u
)= u(a1 − b1u − c1v),
vt − ∇ ·
(
D2(v)∇v
)= v(a2 − b2u − c2v) (t > 0, x ∈ Ω),
∂u/∂ν + β1u = 0, ∂v/∂ν + β2v = 0 (t > 0, x ∈ ∂Ω),
u(0, x) = ψ1(x), v(0, x) = ψ2(x) (x ∈ Ω), (6.14)
where ai , bi , ci , i = 1,2, are positive constants and βi ≡ βi(x)  0 on ∂Ω . It is well known
that if D1(u) = d1 and D2(v) = d2 are positive constants then for any (ψ1,ψ2) > (0,0) the so-
lution of (6.14) converges to the trivial solution (0,0) as t → ∞ if a1  λ1d1 and a2  λ2d2; to
a semitrivial solution in the form (us,0) if a1 > λ1d1 and a2  λ2d2; and to another semitrivial
solution (0, vs) if a1  λ1d1 and a2 > λ2d2, where λi > 0 for βi(x) ≡ 0 is the principle eigen-
value of −∇2 under the boundary condition in (6.14) (cf. [18, p. 658]). However, if D1(u) and
D2(v) are density dependent with D1(0) = D2(0) = 0 the behavior of the solution (u, v) can
be quite different from the above conclusion, no matter how small the values of a1, a2 may be.
Specifically, we have the following theorem in which the boundary coefficient βi(x) in (1.1) is
allowed to be identically zero (Neumann boundary condition) for one or both i.
Theorem 6.4. Let ai , bi , ci , i = 1,2, be positive constants satisfying
c1/c2 < a1/a2 < b1/b2 (6.15)
and let βi(x) 0 and D1(u), D2(u) satisfy (H2)-(ii) with D1(0) = D2(0) = 0. Assume that either
βi(x) ≡ 0 or
lim
z→0+
zD′i (z)
Di(z)
= ρi, i = 1,2, (6.16)
for some constant ρi . Then
(i) the steady-state problem of (6.14) has positive solutions (us, v¯s), (u¯s , vs) with
0 < us  u¯s  a1/b1, 0 < vs  v¯s  a2/c2 (x ∈ Ω), (6.17)
(ii) the time-dependent solution (u, v) of (6.14) exists on R+ × Ω and converges to (us, v¯s)
as t → ∞ if 0 < ψ1  us and v¯s  ψ2  a2/c2, and to (u¯s , vs) if u¯s  ψ1  a1/b1 and
0 < ψ2  vs , and
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and 0 < ψ2  a2/c2.
Proof. (i) Let u1 = u, u2 = M − v, where M > 0 is a sufficiently large constant. Then problem
(6.14) is transformed into the form
(u1)t − ∇ ·
(
D1(u1)∇u1
)= u1(a1 − b1u1 − c1(M − u2))≡ f1(u1, u2),
(u2)t − ∇ ·
(
D∗2(u2)∇u2
)= −(M − u2)(a2 − b2u1 − c2(M − u2))≡ f2(u1, u2),
D1(u1)∂u1/∂ν = −β1u1D1(u1), D∗2(u2)∂u2/∂ν = −β2(M − u2)D∗2(u2),
u1(0, x) = ψ1(x), u2(0, x) = M − ψ2(x), (6.18)
where D∗2(u2) = D2(M − u2). It is obvious that the above system is a special case of (1.1) with
N = 2 where fi(u1, u2) and gi(u1, u2) = gi(ui) are quasimonotone nondecreasing in (u1, u2)
for u1  0, 0  u2  M . This implies that all the conditions in (H2), (H3) are satisfied with
S0 × S¯0 =R+ × [0,M]. It is easy to verify that if (u˜, v˜) and (uˆ, vˆ) satisfy (u˜, v˜) (uˆ, vˆ) and the
inequalities
−∇ · (D1(u˜)∇u˜) u˜(a1 − b1u˜ − c1vˆ),
−∇ · (D2(vˆ)∇vˆ) vˆ(a2 − b2u˜ − c2vˆ),
−∇ · (D1(uˆ)∇uˆ) uˆ(a1 − b1uˆ − c1v˜),
−∇ · (D2(v˜)∇v˜) v˜(a2 − b2uˆ − c2v˜),
∂u˜/∂ν + β1u˜ 0, ∂v˜/∂ν + β2v˜  0,
∂uˆ/∂ν + β1uˆ 0, ∂vˆ/∂ν + β2vˆ  0, (6.19)
then the pair
(u˜1, u˜2) = (u˜,M − vˆ), (uˆ1, uˆ2) = (uˆ,M − v˜) (6.20)
are ordered upper and lower solutions of the transformed steady-state problem of (6.18). We seek
such a pair in the form
(u˜, v˜) = (M1,M2), (uˆ, vˆ) =
(
q1(δ1φ1), q2(δ2φ2)
)
, (6.21)
where for each i = 1,2, Mi and δi are positive constants to be chosen and φi is the (normalized)
positive eigenfunction corresponding to the smallest eigenvalue of the eigenvalue problem
∇2φi + λiφi = 0 in Ω, ∂φi/∂ν + γiφi = 0 on ∂Ω (i = 1,2). (6.22)
The constant γi > 0 in (6.22) will be determined in the following discussion.
It is easy to verify that the pair in (6.21) satisfy the differential inequalities in (6.19) if M1 
a1/b1, M2  a2/c2 and
−∇2(δ2φ2) q2(δ2φ2)
(
a2 − b2M1 − c2q2(δ2φ2)
)
,
−∇2(δ1φ1) q1(δ1φ1)
(
a1 − b1(δ1φ1) − c1M2
)
.
By (6.22) and qi(δiφi) > 0, the above inequalities are satisfied by some sufficiently small δi > 0
if
λ2 <
(
q2(δ2φ2)/(δ2φ2)
)
(a2 − b2M1),
λ1 <
(
q1(δ1φ1)/(δ1φ1)
)
(a1 − c1M2). (6.23)
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lim
w→0+
[
qi(w)/w
]= lim
w→0+
q ′i (w) = lim
z→0
1
Di(z)
= ∞
we see that there exists δ∗i > 0 such that the inequalities in (6.23) are satisfied by every δi  δ∗i if
M1 < a2/b2 and M2 < a1/c1. The existence of M1, M2 satisfying
a1/b1 M1 < a2/b2, a2/c2 M2 < a1/c1
is guaranteed by condition (6.15). To show that the pair in (6.21) satisfy the boundary inequalities
in (6.19) we observe that the requirements on (u˜, v˜) are trivially satisfied, and by (6.22) those on
(uˆ, vˆ) are fulfilled if
−γ1(δ1φ1)−β1uˆD1(uˆ), −γ2(δ2φ2)−β2vˆD2(vˆ). (6.24)
It is obvious that the above relation holds for any γi  0 if βi(x) ≡ 0. In the general case
βi(x) ≡ 0 the relations δ1φ1 = I (uˆ) and δ2φ2 = I (vˆ) imply that (6.24) is satisfied if
γ1  β1uˆD1(uˆ)/I1(uˆ), γ2  β2vˆD2(vˆ)/I2(vˆ).
Since by condition (6.16) and I ′i (z) = Di(z)
lim
z→0+
[
zDi(z)/Ii(z)
]= lim
z→0+
[(
zD′i (z) + D(z)
)
/Di(z)
]= ρi + 1
we see that there exists δ∗i > 0 such that (6.24) holds for any δi  δ∗i and γi > βi(ρi + 1). With
this choice of δi and γi we see from (6.20), (6.21) that the pair
(u˜1, u˜2) =
(
M1,M − q2(δ2φ2)
)
, (uˆ, vˆ) = (q1(δ1φ1),M − M2)
are ordered upper and lower solutions of the steady-state system of (6.18). By Theorem 4.1 this
system has a maximal solution u¯s ≡ (u¯1, u¯2) and a minimal solution us ≡ (u1, u2) such that(
q1(δ1φ1),M − M2
)
 (u1, u2) (u¯1, u¯2)
(
M1,M − q2(δ2φ2)
)
.
This implies that
(us, v¯s) = (u1,M − u¯2), (u¯s , vs) = (u¯1,M − u¯2) (6.25)
are positive steady-state solutions of (6.14) and satisfy relation (6.17) by taking M1 = a1/b1 and
M2 = a2/c2. This proves the result in (i).
(ii) By Theorem 5.2 the time-dependent solution (u1, u2) of (6.18) converges to (u1, u2) if(
q1(δ1φ1),M − M2
)
 (ψ1,M − ψ2) (u1, u2),
and it converges to (u¯1, u¯2) if
(u¯1, u¯2) (ψ1,M − ψ2)
(
M1,M − q2(δ2φ2)
)
.
In view of (u1, u2) = (u,M − v) and (6.25) the above conclusion is equivalent to (u,M − v)
converges to (us,M − v¯s) if q1(δ1φ1)  ψ1  us , v¯s  ψ2 M2 and (u,M − v) converges to
(u¯s ,M − vs) if u¯s  ψ1 M1, q2(δ2φ2)  ψ2  vs . The conclusion in (ii) follows from the
above relation by taking M1 = a1/b1, M2 = a2/c2 and sufficiently small δ1, δ2.
(iii) This follows directly from Theorem 5.1 and the argument in the proof of (ii). 
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equations
ut − ∇2um1 = u(a1 − b1u − c1v), vt − ∇2vm2 = v(a2 − b2u − c2v) (t > 0, x ∈ Ω)
(6.26)
with the boundary-initial conditions in (6.14) where mi > 1 for i = 1,2. It is clear that this
system is a special case of (6.14) with D1(u) = (m1 − 1)um1−1 and D2(v) = (m2 − 1)vm2−1. It
is easy to verify that these two functions satisfy Hypothesis (H2)-(ii) and condition (6.16) with
D1(0) = D2(0) = 0 and ρi = mi − 1, i = 1,2. As a consequence of Theorem 6.4 we have the
following
Corollary 6.1. Let ai , bi , ci and βi(x) satisfy the conditions in Theorem 6.4, and let mi > 1,
i = 1,2. Then all the conclusions of (i)–(iii) in Theorem 6.4 hold true for the system (6.26)
under the boundary and initial conditions in (6.14).
Remark 6.2. It is easy to show as in the porous medium problem (6.1) (with b < 0, μ = 1) that
for any ai > 0, i = 1,2, the steady-state problem of (6.14) has the semitrivial solutions (us,0),
(0, vs), where us > 0 and vs > 0. Since by Lemma 5.1 and Theorem 5.1 the time-dependent
solution (u, v) is bounded by (us, v¯s) and (u¯s , vs) as t → ∞ whenever q1(δ1φ1) ψ1  a1/b1
and q2(δ2φ2)ψ2  a2/c2 it follows from the arbitrary smallness of δ1, δ2 that these semitrivial
solutions together with the trivial solution (0,0) are all unstable. This is in sharp contrast to the
case of constant diffusion D1(u) = d1, D2(v) = d2, where the semitrivial solution (us,0) is a
global attractor if a1 > λ1d1, a2  λ2d2, and (0, vs) is a global attractor if a1  λ1d1, a2 > λ2d2.
In particular, the above distinctive behavior holds for the system (6.26) between mi > 1 and
mi = 1, i = 1,2.
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