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Abstract
Given two independent Poisson point processes Φ(1),Φ(2) in Rd, the AB Poisson Boolean model
is the graph with points of Φ(1) as vertices and with edges between any pair of points for
which the intersection of balls of radius 2r centred at these points contains at least one point
of Φ(2). This is a generalization of the AB percolation model on discrete lattices. We show the
existence of percolation for all d ≥ 2 and derive bounds for a critical intensity. We also provide
a characterization for this critical intensity when d = 2. To study the connectivity problem, we
consider independent Poisson point processes of intensities n and cn in the unit cube. The AB
random geometric graph is defined as above but with balls of radius r. We derive a weak law result
for the largest nearest neighbour distance and almost sure asymptotic bounds for the connectivity
threshold.
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1 Introduction
A variant of the usual independent percolation model that has been of interest is the AB percolation
model ([5, 15]). Given a graph L, each vertex is given a mark A or B independent of other vertices.
Edges between vertices with similar marks (A or B) are removed. The resulting random sub-
graph is the AB graph model. Percolation is said to happen in this model if there exists, with
positive probability, an infinite path of vertices with marks alternating between A and B. This
model has been studied on lattices and some related graphs. The AB percolation model behaves
quite differently as compared to the usual percolation model. For example, it is known that AB
percolation does not occur in Z2 ([1]), but occurs on the planar triangular lattice ([14]), some
periodic two-dimensional graphs ([12]) and the half close-packed graph of Z2 ([15]).
The following generalization of the discrete AB percolation model has been studied on various
graphs by Kesten et. al. (see [2, 8, 9]). Mark each vertex or site of a graph L independently
as 0 or 1 with probability p and 1 − p respectively. Given any infinite sequence (referred to as
a word) w ∈ {0, 1}∞, the question is whether w occurs in the graph L or not. The sentences
(1, 0, 1, 0...), (0, 1, 0, 1..) correspond to AB percolation and the sequence (1, 1, 1...) corresponds to
usual percolation. More generally Kesten et. al. answer whether all (or almost all) infinite sequences
(words) are seen in L or not. The graphs for which the answer is known in affirmative are Zd for d
large, triangular lattice and Z2cp, the close-packed graph of Z
2. Our results provide partial answers
to these questions in the continuum.
Our aim is to study a generalization of the discrete AB percolation model to the continuum. We
study the problem of percolation and connectivity in such models. For the percolation problem the
vertex set of the graph will be a homogenous Poisson point process in Rd. For the connectivity
problem we will consider a sequence of graphs whose vertex sets will be homogenous Poisson point
processes of intensity n in [0, 1]d. We consider different models while studying percolation and
connectivity so as to be consistent with the literature. This allows for easy comparison with, as
well as the use of existing results from the literature.
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Our motivation for the study of AB random geometric graphs comes from applications to wireless
communication. In models of ad-hoc wireless networks, the nodes are assumed to be communicat-
ing entities that are distributed randomly in space. Edges between any two nodes in the graph
represents the ability of the two nodes to communicate effectively with each other. A pair of nodes
share an edge if the distance between the nodes is less than a certain cutoff radius r > 0 that is
determined by the transmission power. Percolation and connectivity thresholds for such a model
have been used to derive, for example, the capacity of wireless networks ([4, 6]). Consider a trans-
mission scheme called the frequency division half duplex, where each node transmits at a frequency
f1 and receives at frequency f2 or vice-versa ([13]). Thus nodes with transmission-reception fre-
quency pair (f1, f2) can communicate only with nodes that have transmission-reception frequency
pair (f2, f1) that are located within the cutoff distance r. Another example where such a model
would be applicable is in communication between communicating units deployed at two different
levels, for example surface (or underwater) and in air. Units in a level can communicate only with
those at the other level that are within a certain range. A third example is in secure communication
in wireless sensor networks with two types of nodes, tagged and normal. Upon deployment, each
tagged node broadcasts a key over a predetermined secure channel, which is received by all normal
nodes that are within transmission range. Two normal nodes can then communicate provided there
is a tagged node from which both these normal nodes have received a key, that is, the tagged node
is within transmission range of both the normal nodes.
The rest of the paper is organized as follows. Sections 2, 3 define and state our main theorems on
percolation and connectivity respectively. Sections 4, 5 contain the proofs of these results. We will
refer to our graphs, in the percolation context as the AB Poisson Boolean model, and as the AB
random geometric graph while investigating the connectivity problem. Poisson Boolean model and
random geometric graphs where the nodes are of the same type are the topics of the monographs
[10] and [11] respectively.
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2 Percolation in the AB Poisson Boolean Model
2.1 Model Definition
We first describe the AB Poisson Boolean model. Let Φ(1) = {Xi}i≥1 and Φ(2) = {Yi}i≥1 be
independent Poisson point processes in Rd, d ≥ 2, with intensities λ and µ respectively. Let the
metric on Rd be given by the usual Euclidean norm denoted by | · |.
The usual continuum percolation model is defined as follows.
Definition 2.1. Define the graph G̃(λ, r) := (Φ(1), Ẽ(λ, r)) to be the graph with vertex set Φ(1) and
edge set
Ẽ(λ, r) = {〈Xi,Xj〉 : Xi,Xj ∈ Φ(1), |Xi −Xj | ≤ 2r}.
The edges in all the graphs that we consider are undirected, that is, 〈Xi,Xj〉 ≡ 〈Xj ,Xi〉. We will
use the notation Xi ∼ Xj to denote existence of an edge between Xi,Xj when the underlying graph
is unambiguous. By percolation, we mean the existence of an infinite connected component in the
graph. For fixed r > 0, define
λc(r) := inf
{







In this usual continuum percolation model ([10]), it is known that 0 < λc(r) <∞.
A natural analog of this model to the AB set-up would be to consider a graph with vertex set Φ(1)
where each vertex is independently marked A or B. We will consider a more general model from
which results for the above model will follow as a corollary.
Definition 2.2. The AB Poisson Boolean model G(λ, µ, r) := (Φ(1), E(λ, µ, r)) is the graph with
vertex set Φ(1) and edge set
E(λ, µ, r) := {〈Xi,Xj〉 : Xi,Xj ∈ Φ(1), |Xi − Y | ≤ 2r, |Xj − Y | ≤ 2r, for some Y ∈ Φ(2)}.
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Let θ(λ, µ, r) = P (G(λ, µ, r) percolates) . It follows from the zero-one law that θ(λ, µ, r) ∈ {0, 1}.
We are interested in characterizing the region formed by (λ, µ, r) for which θ(λ, µ, r) = 1.
Definition 2.3. For fixed λ, r > 0, define the critical intensities µc(λ, r) by
µc(λ, r) := sup{µ : θ(λ, µ, r) = 0}.
2.2 Main Results
We start with some simple lower bounds for the critical intensity µc(λ, r).
Proposition 2.1. Fix λ, r > 0. Let λc(r), µc(λ, r) be the critical intensities as in (2.1) and
Definition 2.3, respectively. Then
1. µc(λ, r) ≥ λc(r)− λ, if λc(2r) < λ < λc(r), and
2. µc(λ, r) = ∞, if λ ≤ λc(2r).
However, it is not clear that µc(λ, r) <∞ for λ > λc(2r). We answer this in affirmative for d = 2.
Theorem 2.1. Let d = 2 and r > 0 be fixed. Then for any λ > λc(2r), we have µc(λ, r) <∞.
Thus the AB Boolean model exhibits a phase transition in the plane. However, the above theorem
does not tell us how to choose a µ for a given λ > λc(2r) for d = 2 such that AB percolation
happens, or if indeed there is a phase transition for d ≥ 3. We obtain an upper bound for µc(λ, r)
as a special case of a more general result which is the continuum analog of word percolation on
discrete lattices described in Section 1. In order to state this result, we need some notation.
Definition 2.4. For each d ≥ 2, define the critical probabilities pc(d), and the functions a(d, r) as
follows.
1. For d = 2, consider the triangular site percolation model (see Figure 1) with edge length
r/2. Around each vertex place a “flower” formed by circular arcs (see Figure 1). These arcs
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Figure 1: The triangular lattice and flower in R2 with area a(2, r)
are formed by circumferences of circles of radius r2 drawn from the mid-points of the edges.
Let a(2, r) be the area of a flower. Let pc(2) be the critical probability for independent site
percolation on this lattice.
2. For d ≥ 3, let pc(d) be the critical probability for independent site percolation on Zd, and
define a(d, r) = (r/
√
3 + d)d.
It is known that pc(2) =
1
2 , and pc(d) < 1, for d ≥ 3 (see [5]).
Proposition 2.2. For any d ≥ 2, let pc(d), a(d, r) be as in Definition 2.4. Fix k ∈ N and
let (r1, . . . , rk) ∈ Rk+. Set r0 = inf1≤i,j≤k{ri + rj}. For i = 1, . . . , k, let Φ(i) be independent
Poisson point processes of intensity λi > 0. A word ω = {w(i)}i≥1 ∈ {1, 2, . . . , k}∞ is said to
occur if there exists a sequence of distinct elements {Xi}i≥1 ⊂ Rd, such that Xi ∈ Φ(w(i)), and
|Xi −Xi+1| ≤ rw(i) + rw(i+1), for i ≥ 1. If
∏k
i=1(1− e−λia(d,r0)) > pc(d), then almost surely, every
word occurs.
The following corollary gives an upper bound for µc(λ, r) for large λ.
Corollary 2.1. Suppose that d ≥ 2, r > 0, and λ > 0 satisfies
λ > − log (1− pc(d))
a(d, 2r)
,
where pc(d), a(d, r) are as in Definition 2.4. Let µc(λ, r) be the critical intensity as in Definition 2.3.
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Then











Remark 2.1. A simple calculation (see [10], pg.88) gives a(2, 2) ≃ 0.8227, and
−(a(2, 2))−1 log(1− pc(2)) ≃ 0.843.
Using these we obtain from Corollary 2.1 that µc(0.85, 1) < 6.2001.
Remark 2.2. It can be shown that the number of infinite components in the AB Boolean model is
atmost one, almost surely. The proof of this fact follows along the same lines as the proof in Poisson
Boolean model (see [10, Proposition 3.3, Proposition 3.6]), since it relies on the ergodic theorem
and the topology of infinite components, and not on the specific nature of the infinite components.
The above proposition can be used to show existence of AB percolation in the natural analog of
the discrete AB percolation model (refer to the two sentences above Definition 2.2). Recall that
Φ(1) is a Poisson point process in Rd of intensity λ > 0. Let {mi}i≥1 be a sequence of i.i.d. marks
distributed as m ∈ {A,B}, with P (m = A) = p = 1 − P (m = B). Define the point processes
ΦA,ΦB as
ΦA := {Xi ∈ Φ(1) : mi = A}, ΦB := Φ(1) \ΦA.
Definition 2.5. For any λ, r > 0, and p ∈ (0, 1), let ΦA and ΦB be as defined above. Let
Ĝ(λ, p, r) := (ΦA, Ê(λ, p, r)) be the graph with vertex-set ΦA and edge-set
Ê(λ, p, r) := {< Xi,Xj >: Xi,Xj ∈ ΦA, |Xi − Y | ≤ 2r, |Xj − Y | ≤ 2r, for some Y ∈ ΦB}.










there exists a p(λ) < 12 , such that θ̂(λ, p, r) = 1, for all p ∈ (p(λ), 1 − p(λ)).
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3 Connectivity in AB Random Geometric Graphs
3.1 Model Definition
The set up for the study of connectivity in AB random geometric graphs is as follows. For each
n ≥ 1, let P(1)n and P(2)n be independent homogenous Poisson point processes in U = [0, 1]d, d ≥ 2,
of intensity n. We also nullify some of the technical complications arising out of boundary effects
by choosing to work with the toroidal metric on the unit cube, defined as
d(x, y) := inf{|x− y + z| : z ∈ Zd}, x, y ∈ U. (3.1)
Definition 3.1. For any m,n ≥ 1, the AB random geometric graph Gn(m, r) is the graph with
vertex set P(1)n and edge set
En(m, r) := {〈Xi,Xj〉 : Xi,Xj ∈ P(1)n , d(Xi, Y ) ≤ r, d(Xj , Y ) ≤ r, for some Y ∈ P(2)m }.
Our goal in this section is to study the connectivity threshold in the sequence of graphs Gn(cn, r)
as n → ∞ for c > 0. The constant c can be thought of as a measure of the relative denseness or
sparseness of P(1)n with respect to P(2)cn (see Remark 3.1 below). It is easier to first consider the
critical radius required to eleminate isolated nodes.
Definition 3.2. For each n ≥ 1, let Wn(r) be the number of isolated nodes, that is, vertices with
degree zero in Gn(cn, r), and define the largest nearest neighbor radius as
Mn := sup{r ≥ 0 : Wn(r) > 0}.
3.2 Main Results
Let θd := ‖BO(1)‖ be the volume of the d-dimensional unit closed ball, where ‖.‖ denotes the
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rn(c) = rn(c, 1). (3.3)

























sup{c : A(c) + 1c > 1} if d = 2
1 if d ≥ 3.
(3.5)
The function A(c) + 1c is decreasing and hence 1 < c0 ≤ 4 for d = 2. The first part of the following
Lemma shows that for c < c0, the above choice of radius stabilizes the expected number of isolated
nodes in Gn(cn, rn(c, β)) as n → ∞. The second part shows that the assumption c < c0 is not
merely technical. The Lemma also suggests a phase transition at some c̃ ∈ [1, 2d], in the sense that,
for c < c̃ the expected number of isolated nodes in Gn(cn, rn(c, β)) converges to a finite limit and
diverges for c > c̃.
Lemma 3.1. For any β, c > 0, let rn(c, β) be as defined in (3.2), and Wn(rn(c, β)) be the number
of isolated nodes in Gn(cn, rn(c, β)). Let c0 be as defined in (3.5). Then as n→ ∞,
1. E(Wn(rn(c, β))) → β for c < c0, and
2. E(Wn(rn(c, β))) → ∞ for c > 2d.
For c < c0, having found the radius that stabilizes the mean number of isolated nodes, the next
theorem shows that the number of isolated nodes and the largest nearest neighbour radius in
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Gn(cn, rn(c, β)) converge in distribution as n→ ∞. Let d→ denote convergence in distribution and
Po(β) denote a Poisson random variable with mean β.
Theorem 3.1. Let rn(c, β) be as defined in (3.2) with β > 0 and 0 < c < c0. Then as n→ ∞,
Wn(rn(c, β))
d→ Po(β), (3.6)
P (Mn ≤ rn(c, β)) → e−β . (3.7)
Remark 3.1. Let Bx(r) denote the closed ball of radius r centred at x ∈ Rd. For any locally finite
point process X (for example P(1)n or P(2)n ), we denote the number of points of X in A, A ⊂ Rd by
X (A). Define
W 0n(c, r) =
∑
Yi∈P(2)cn
1[P(1)n (BYi(r)) = 0],
that is, W 0n(c, r) is the number of P
(2)
cn nodes isolated from P(1)n nodes. From Palm calculus for
Poisson point processes (Theorem 1.6, [11]) and the fact that the metric is toroidal, we have
E
(







P(1)n (Bx(r)) = 0
)
dx = cn exp(−nθdrn(c, β)d).











0 if c < 1
β if c = 1
∞ if c > 1.
(3.8)
Thus there is a trade off between the relative density of the nodes and the radius required to stabilise
the expected number of isolated nodes.
The next theorem gives asymptotic bounds for strong connectivity threshold in the AB random
geometric graphs. Asymptotics of the strong connectivity threshold was one of the more difficult
problems in the theory of random geometric graphs. While the lower bound can be derived using
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Theorem 3.1, for the upper bound, we couple the AB random geometric graph with the usual
random geometric graph and use the connectivity threshold for the usual random geometric graph
(see Theorem 5.1). As will become obvious, the bounds are very tight for small c. We will take
β = 1 in (3.2) and work with the cut-off functions rn(c) as defined in (3.3). Define the function







































if d ≥ 3,
(3.9)
where φ(a) = arccos(a). Define the function α : R+ → R by
α(c) := inf{a : aη(a, c) > 1}. (3.10)







for d ≥ 2 with equality for d ≥ 3.
Theorem 3.2. Let α(c) be as defined in (3.10), rn(c) be as defined in (3.3) and c0 be as in (3.5).
Define α∗n(c) := inf{a : Gn(cn, a
1
d rn(c)) is connected}. Then almost surely,
lim inf
n→∞
α∗n(c) ≥ 1, (3.11)
for any c < c0, and for any c > 0,
lim sup
n→∞
α∗n(c) ≤ α(c). (3.12)
4 Proofs for Section 2
Proof of Proposition 2.1
(1). Recall from Definition 2.2 the graph G(λ, µ, r) with vertex set Φ(1) and edge set E(λ, µ, r).
Consider the graph G̃(λ+ µ, r) (see Definition 2.1), where the vertex set is taken to be Φ(1) ∪Φ(2)
and let the edge set of this graph be denoted Ẽ(λ+ µ, r).
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If < Xi,Xj > ∈ E(λ, µ, r), then there exists a Y ∈ Φ(2) such that < Xi, Y >,< Xj , Y >∈
Ẽ(λ+ µ, r). It follows that G(λ, µ, r) has an infinite component only if G̃(λ+ µ, r) has an infinite
component. Consequently, for any µ > µc(λ, r) we have µ + λ > λc(r), and hence µc(λ, r) + λ ≥
λc(r). Thus for any λ < λc(r), we obtain the (non-trivial) lower bound µc(λ, r) ≥ λc(r)− λ.
(2). Again < Xi,Xj > ∈ E(λ, µ, r) implies that |Xi −Xj | ≤ 4r. Hence, G(λ, µ, r) has an infinite
component only if G̃(λ, 2r) has an infinite component. Thus µc(λ, r) = ∞ if λ ≤ λc(2r).
Proof of Theorem 2.1
Fix λ > λc(2r). The proof adapts the idea used in [3] of coupling the continuum percolation
model to a discrete percolation model. For l > 0, let lL2 be the graph with vertex set lZ2, the
expanded two-dimensional integer lattice, and endowed with the usual graph structure, that is,
x, y ∈ lZ2 share an edge if |x − y| = l. Denote the edge-set by lE 2. For any edge e ∈ lE 2 denote
the mid-point of e by (xe, ye). For every horizontal edge e, define three rectangles Rei, i = 1, 2, 3
as follows : Re1 is the rectangle [xe − 3l/4, xe − l/4] × [ye − l/4, ye + l/4]; Re2 is the rectangle
[xe−l/4, xe+l/4]×[ye−l/4, ye+l/4] and Re3 is the rectangle [xe+l/4, xe+3l/4]×[ye−l/4, ye−l/4].
Let Re = ∪iRei. The corresponding rectangles for vertical edges are defined similarly. The reader
can refer to Figure 2.
Figure 2: An horizontal edge e that satisfies the condition for Be = 1. The balls are of radius 2r,
centered at points of Φ(1) and the adjacent centers are of at most distance r1. The dots are the
points of Φ(2).
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Due to continuity of λc(2r) (see [10, Theorem 3.7]), there exists r1 < r such that λ > λc(2r1). We
shall now define some random variables associated with horizontal edges and the corresponding
definitions for vertical edges are similar. Let Ae be the indicator random variable for the event that
there exists a left-right crossing of Re by a component of G̃(λ, 2r1) and top-down crossings of Re1
and Re3 by a component of G̃(λ, 2r1). Suppose that Ae = 1. Draw balls of radius 2r1 around each
vertex of any left-right crossing of Re and every top-down and left-right crossing of Re1 and Re3.
Let Ce be the indicator random variable of the event that, for each pair of balls drawn above that
have non-empty intersection, when expanded to balls of radius 2r contain atleast one point of Φ(2).
Let Be be the indicator random variable for the event that {Ae = 1} ∩ {Ce = 1}.
Declare an edge e ∈ lE 2 to be open if Be = 1. We first show that for λ > λc(2r) there exists a
µ, l such that lL2 percolates (Step 1). The next step is to show that this implies percolation in the
continuum model G(λ, µ, r). (Step 2).
Step 1: The random variables {Be}e∈lE2 are 1-dependent, that is, Be’s indexed by two non-adjacent
edges are independent. Hence, given edges e1, . . . , en ∈ lE2, there exists {kj}mj=1 ⊂ {1, . . . , n} with
m ≥ n/4 such that {Bekj }1≤j≤m are i.i.d. Bernoulli random variables. Hence,
P (Bei = 0, 1 ≤ i ≤ n) ≤ P
(
Bekj = 0, 1 ≤ j ≤ m
)
≤ P (Be = 0)n/4 . (4.1)
We need to show that for a given ǫ > 0 there exists l, µ, for which P (Be = 0) < ǫ for any e ∈ lE2.
Fix an edge e. Observe that
P (Be = 0) = P (Ae = 0) + P (Be = 0|Ae = 1)P (Ae = 1)
≤ P (Ae = 0) + P (Be = 0|Ae = 1) . (4.2)
Since λ > λc(2r1), G̃(λ, 2r1) percolates. Hence by [10, Corollary 4.1], we can and do choose a l
large enough so that





Now consider the second term on the right in (4.2). Given Ae = 1, there exist crossings as specified
in the definition of Ae in G̃(λ, 2r1). Draw balls of radius 2r(> 2r1) around each vertex. Any two
vertices that share an edge in G̃(λ, 2r1) are centered at a distance of at most 4r1. The width
of the lens of intersection of two balls of radius 2r whose centers are at most 4r1(< 4r) apart
is bounded below by a constant, say b(r, r1) > 0. Hence if we cover Re with disjoint squares of
diagonal-length b(r, r1)/3, then every lens of intersection will contain at least one such square. Let
Sj, j = 1, . . . , N(b), be the disjoint squares of diagonal-length b(r, r1)/3 that cover Re. Note that
P (Be = 1|Ae = 1) ≥ P
(
Φ(2) ∩ Sj 6= ∅, 1 ≤ j ≤ N(b)
)
= (1− exp(−µb(r, r1)
2
18
))N(b) → 1, as µ→ ∞.
Thus for the choice of l satisfying (4.3), we can choose a µ large enough so that




From (4.2) - (4.4), we get P (Be = 0) < ǫ. Hence given any ǫ > 0, it follows from (4.1) that there
exists l, µ large enough so that P (Bei , 1 ≤ i ≤ n) ≤ ǫn/4. That lL2 percolates now follows from a
standard Peierl’s argument as in [5, pp. 17, 18].
Step 2: By Step 1, choose l, µ so that lL2 percolates. Consider any infinite component in lL2. Let
e, f be any two adjacent edges in the infinite component. In particular Be = Bf = 1. This has two
implications, the first one being that there exists crossings Ie and If of Re and Rf respectively in
G̃(λ, 2r1). Since e, f are adjacent, Rei = Rfj for some i, j ∈ {1, 3}. Hence there exists a crossing J
of Rei in G̃(λ, 2r1) that intersects both Ie and If . Draw balls of radius 2r around each vertex of
the crossings J, Ie, If . The second implication is that every pairwise intersection of these balls will
contain atleast one point of Φ(2). This implies that Ie and If belong to the same AB component
in G(λ, µ, r). Therefore G(λ, µ, r) percolates when lL2 does. .
Proof of Proposition 2.2. Recall Definition 2.4. For d = 2, let T be the triangular site percolation
model with edge length r0/2, and let Qz be the flower centred at z ∈ T as shown in Figure 1. For
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d ≥ 3, let Z∗d = r0√
3+d
Z
d, and Qz be the cube of side-length
r0√
3+d
centred at z ∈ Z∗d. Note
that the flowers or cubes are disjoint. We declare z open, if Qz ∩ Φ(i) 6= ∅, 1 ≤ i ≤ k. This
is clearly an independent site percolation model on T (d = 2) or Z∗d (d ≥ 3) with probability
∏k
i=1(1 − e−λia(d,r0)) of z being open. By hypothesis,
∏k
i=1(1 − e−λia(d,r0)) > pc(d), the critical
probability for site percolation on T (d = 2) or Z∗d (d ≥ 3) and hence the corresponding graphs
percolate. Let < z1, z2, ... > denote the infinite percolating path in T (d = 2) or Z
∗d (d ≥ 3).
Since it is a percolating path, almost surely, for all i ≥ 1, and every j = 1, 2, . . . , k, Φ(i)(Qzi) > 0,
that is, each (flower or cube) Qzi contains a point of Φ
(i). Hence almost surely, for every word
{w(i)}i≥1 we can find a sequence {Xi}i≥1 such that for all i ≥ 1, Xi ∈ Φ(w(i)) ∩ Qzi . Further,
|Xi −Xi+1| ≤ r0 ≤ rw(i) + rw(i+1). Thus, almost surely, every word occurs.
Proof of Corollary 2.1. Apply Proposition 2.2 with k = 2, λ1 = λ, λ2 = µ, r1 = r2 = r, and so
r0 = 2r. It follows that almost surely, every word occurs provided (1− e−λa(d,2r))(1− e−µa(d,2r)) >
pc(d). In particular, under the above condition, almost surely, the word (1, 2, 1, 2, . . .) occurs. This
implies that there is a sequence {Xi}i≥1 such that X2j−1 ∈ Φ(1), X2j ∈ Φ(2), and |X2j−X2j−1| ≤ 2r,
for all j ≥ 1. But this is equivalent to percolation in G(λ, µ, r). This proves the corollary once we
note that there exists a µ < ∞ satisfying the condition above only if (1 − e−λa(d,2r)) > pc(d), or
equivalently a(d, 2r)λ > log( 11−pc(d)) and the least such µ is given in the RHS of (2.2).
Proof of Corollary 2.2. By the given condition (1− e−λa(d,r)/2) >
√
pc(d), and continuity, there
exists an ǫ > 0 such that for all p ∈ (1/2− ǫ, 1/2 + ǫ), we have (1− e−λpa(d,r)) >
√
pc(d). Thus for
all p ∈ (1/2− ǫ, 1/2 + ǫ), we get that (1− e−λpa(d,r))(1− e−λ(1−p)a(d,r)) > pc(d). Hence by invoking
Proposition 2.2 as in the proof of Corollary 2.1 with λ1 = λp, λ2 = λ(1 − p), r1 = r2 = r, we get
that θ̂(λ, p, r) = 1.
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5 Proofs for Section 3
For any locally finite point process X ⊂ U, the coverage process is defined as
C(X , r) := ∪Xi∈XBXi(r), (5.5)
and we abbreviate C(P(1)n , r) by C(n, r). Recall that for any A ⊂ Rd, we write X (A) to be the
number of points of X that lie in the set A. We will need the following vacancy estimate similar to
[7, Theorem 3.11] for the proof of Lemma 3.1. ‖ · ‖ denotes the Lebesgue measure on Rd.
Lemma 5.1. For d = 2 and 0 < r < 12 , define V (r) := 1−
‖BO(r)∩C(n,r)‖
πr2
, the normalised vacancy
in the r-ball. Then
P (V (r) > 0) ≤ (1 + nπr2 + 3(nπr2)2) exp(−nπr2).
Proof of Lemma 5.1. Write P (V (r) > 0) = p1 + p2 + p3, where
p1 = P
(










P(1)n (BO(r)) > 1, V (r) > 0
)
.
We shall now upper bound p3 to complete the proof. A crossing is defined as a point of intersection
of two r-balls centred at points of P(1)n . A crossing is said to be covered if it lies in the interior of
another r-ball centred at a point of P(1)n , else it is said to be uncovered. If there is more than one
point of P(1)n in BO(r), then there exists atleast one crossing in BO(r). If V (r) > 0 and there exists
more than one r-ball centred at a point of P(1)n in BO(r), then there exists atleast one such r-ball
with two uncovered crossings on its boundary. Denoting the number of uncovered crossings by M ,
we have that





Given a disk, the number of crossings is twice the number of r-balls centred at a distance within
2r. This number is 2
∫ 2r
0 2nπ(r + x)dx = 6nπr
2, where 2nπ(r + x)dx is the expected number of





6nπr2P (a crossing is uncovered) = 6(nπr2)2 exp(−nπr2).






















, if d ≥ 3, (5.6)
where φ(a) = arccos(a).
Proof of Lemma 5.2.
Figure 3: |x| = R,φ = φ(r,R) and L(r,R) is the area of the lens of intersection, the shaded region.
Let d = 2. From Figure 3, it is clear that L(r,R) is cut into two equal halves by the line PQ
and the area of each of those halves is the area enlosed between the chord PQ in the circle BO(r)
and its circumference. The area of the segment OPQ (with PQ considered as the arc along the














































r2. Consider the case d ≥ 3. The width of the lens of
intersection of the balls BO(r) and Bx(r) is 2r−R. Thus the lens of intersection contains a ball of
diameter 2r −R. Hence the volume of such a ball, θd(r − R2 )d, is a lower bound for L(r,R).
Proof of Lemma 3.1. We first prove the second part of the Lemma which is easier.
(2). Let Ŵn(r) be the number of P(1)n nodes for which there are no other P(1)n node within a
distance r. Note that Ŵn(2r) ≤Wn(r). By this inequality and the Palm calculus, we get









P(1)n (Bx(2rn(c, β))) = 0
)
dx








as n→ ∞ since c > 2d.
(1). We prove the cases d = 2 and d ≥ 3 separately. Let d ≥ 3 and fix c < 1. Define W̃n(c, r) to
be the number of P(1)n nodes for which there are no P(2)cn nodes within a distance r and Wn(c, r) be
the number of P(2)cn nodes with only one P(1)n node within a distance r. Note that
W̃n(c, r) ≤Wn(r) ≤ W̃n(c, r) +Wn(c, r). (5.7)










P(2)cn (Bx(rn(c, β))) = 0
)
dx
= n exp(−cnθdrdn(c, β)) = β, (5.8)
E
(







P(1)n (Bx(rn(c, β))) = 1
)
dx
= c n exp(−nθdrdn(c, β))n θd rdn(c, β) → 0, (5.9)
since c < 1. It follows from (5.7), (5.8) and (5.9) that E(Wn(rn(c, β))) → β, as n → ∞, if d ≥ 3
and c < 1.
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Now let d = 2, fix c < c0, where c0 is as defined in (3.5) and choose n large enough such that
rn(c, β) <
1
2 . For any X ∈ P
(1)





1{< Xj ,X >∈ En(cn, r)} = P(1)n (C((P(2)cn ∩BX(r)), r) \ {X}),
Since





1{degn(cn,Xi) = 0} =
∑
Xi∈P(1)n
1{P(2)cn (BXi(r) ∩ C(P(1)n \ {X}, r)) = 0}, (5.11)




E(1{degn(cn, x) = 0}) dx = nP
(
P(2)cn (BO(r) ∩ C(n, r)) = 0
)
, (5.12)
where C(n, r) = C(P(1)n , r). For any bounded random closed set F , conditioning on F and then
taking expectation, we have
P
(
P(2)cn (F ) = 0
)
= E(exp(−cn‖F‖)) . (5.13)
Thus from (5.12), (5.13) we get
E(Wn(r)) = n E(exp(−cn‖BO(r) ∩ C(n, r)‖)) = n E
(
exp(−cnπr2(1 − V (r)))
)
, (5.14)







2 , by Lemma 5.2, we have

















Given c < c0, by continuity, we can choose an ǫ ∈ (0, 1), such that
A(c, ǫ) =
‖BO(rn(c, β)) ∩Brn(1−ǫ,β)e1(rn(c, β))‖
πrn(c, β)2




From Lemma 5.1, we obtain the bound,
P (V (rn(c, β)) > 0) ≤ D(1 + log n+ 3(log n)2)n−
1
c , (5.16)
for some constant D. Let Nn = P(1)n (BO(rn(1− ǫ, β))). On the event {Nn > 0}, we have
1− V (rn(c, β)) > A(c, ǫ). (5.17)
From (5.14), we get
















n(c,β)(1−V (rn(c,β)))1{V (rn(c, β)) > 0, Nn > 0}
)
. (5.18)





n(c,β)(1−V (rn(c,β)))1{V (rn(c, β)) = 0}
)
= n exp(−cnπrn(c, β)2)P (V (rn(c, β)) = 0))
= β P (V (rn(c, β)) = 0) → β, (5.19)
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as n→ ∞, since P (V (rn(c, β)) = 0) → 1 by (5.16). The second term in (5.18) is bounded by




1−ǫ → 0, (5.20)
as n→ ∞. Using (5.17) first and then (5.16), the third term in (5.18) can be bounded by
ne−cnπrn(c,β)
2A(c,ǫ)
P (V (rn(c, β)) > 0, Nn > 0) ≤ n1−A(c,ǫ)βA(c,ǫ)P (V (rn(c, β)) > 0)
≤ D n1−A(c,ǫ)− 1c (1 + log n+ 3(log n)2)βA(c,ǫ)
→ 0, (5.21)
as n→ ∞ by (5.15).
It follows from (5.18) - (5.21) that
E(Wn(rn(c, β))) → β, as n→ ∞.
The total variation distance between two integer valued random variables ψ, ζ is given as follows:
dTV (ψ, ζ) = sup
A⊂Z
|P (ψ ∈ A)− P (ζ ∈ A) |. (5.22)
The following estimate in the spirit of Theorem 6.7([11]) will be our main tool in proving Poisson
convergence of Wn(rn(c, β)). We denote the Palm version P(1)n ∪ {x} of P(1)n by P(1,x)n .
Lemma 5.3. Let 0 < r < 1 and let C(. , .) be the coverage process defined by (5.5). Define the






































(I1n(r) + I2n(r)). (5.24)
Proof of Lemma 5.3. The proof follows along the same lines as the proof of Theorem 6.7 ([11]).
For every m ∈ N, partition U into disjoint cubes of side-length m−1 and corners at m−1Zd. Let
the cubes and their centres be denoted by Hm,1,Hm,2, ... and am,1, am,2... respectively. Let
ξm,i := 1{P(1)n (Hm,i)=1}∩{P(1)n (C(P(2)cn ∩Bam,i(r),r)∩Hcm,i)=0}
.
ξm,i = 1 provided there is exactly one point of P(1)n in the cube Hm,i which is not connected to any







Let pm,i = E(ξm,i) and pm,i,j = E(ξm,iξm,j). The remaining part of the proof is based on the notion
of dependency graphs and the Stein-Chen method.
Define Im := {i ∈ N : Hm,i ⊂ [0, 1]d} and Em := {< i.j > : i, j ∈ Im, 0 < ‖am,i − am,j‖ < 5r}. The
graph Gm = (Im, Em) forms a dependency graph (see [11, Chapter 2]) for the random variables
{ξm,i}i∈Im . The dependency neighbourhood of a vertex i is Nm,i = i ∪ {j :< i, j >∈ Em}. By
Theorem 2.1 [11], we have
dTV (W
m, Po(E(Wm))) ≤ min(3, 1
E(Wm)









j∈Nm,i/{i} pm,i,j. The result follows
if we show that the expressions on the left and right in (5.26) converge to the left and right hand
expressions respectively in (5.24).
Let wm(x) = m

















Since wm(x) ≤ mdP
(










P(1)n (C(P(2)cn ∩Bx(r), r)) = 0
)
dx = E(Wn(r)) ,
where the first equality is due to the dominated convergence theorem and the second follows from
(5.10) - (5.12). Similarly by letting um(x, y) = m
2dpm,ipm,j1[j∈Nm,i] and vm(x, y) = m
2dpm,i,j1[j∈Nm,i/{i}]








vm(x, y) dx dy → I2n(r).
Proof of Theorem 3.1. (3.7) follows easily from (3.6) by noting that
P (Mn ≤ r) = P (Wn(r) = 0) .
Hence, the proof is complete if we show (3.6) for which we will use Lemma 5.3. Let Iin(rn(c, β)),
i = 1, 2, be the integrals defined in (5.23) with r taken to be rn(c, β) satisfying (3.2). From Lemma









2 ≤ C(5rn(c, β))d → 0, as n→ ∞.
We now compute the integrand in the inner integral in I2n(r). Let Γ(x, r) = ‖BO(r) ∩Bx(r)‖. For
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x, y ∈ U , using (5.13) we get
P
(












P(2)cn ((By(r) \Bx(r)) ∩ C(n, r)) = 0,P(2)cn (Bx(r) ∩ C(n, r)) = 0
)
= E(exp(−cn‖(By(r) \Bx(r)) ∩ C(n, r)‖) exp(−cn‖Bx(r) ∩ C(n, r)‖)) . (5.27)
We can and do choose an η > 0 so that for any r > 0 and ‖y − x‖ ≤ 5r (see [11, Eqn 8.21]), we
have
‖Bx(r) \By(r)‖ ≥ η rd−1 ‖y − x‖.





−cnηrd−1‖y − x‖‖(By(r) \Bx(r)) ∩ C(n, r)‖‖By(r) \Bx(r)‖
)
exp (−cn‖Bx(r) ∩ C(n, r)‖)
)
.












‖(By(rn(c, β)) \BO(rn(c, β))) ∩ C(n, rn(c, β))‖
‖By(rn(c, β)) \BO(rn(c, β))‖
))
dx dy.
Making the change of variable w = nrn(c, β)














‖(Bw(nrn(c,β)d−1)−1(rn(c, β)) \BO(rn(c, β))) ∩ C(n, rn(c, β))‖
‖Bw(nrn(c,β)d−1)−1(rn(c, β)) \BO(rn(c, β))‖
))
dw
≤ (nrn(c, β)d)1−dE(Wn(rn(c, β))) → 0,
as n→ ∞, since by Lemma 3.1, E(Wn(rn(c, β))) → β and rn(c, β) → 0 as n→ ∞. We have shown
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that for i = 1, 2, Iin(rn(c, β)) → 0, and hence by Lemma 3.1,
dTV (Wn(rn(c, β)), Po(E(Wn(rn(c, β))))) → 0,
as n → ∞. Again, since E(Wn(rn(c, β))) → β, we have Po(E(Wn(rn(c, β)))) d→ Po(β). Con-
sequently, dTV (Wn(rn(c, β)), Po(β) → 0 as n → ∞. As convergence in total variation distance
implies convergence in distribution, we get (3.6).
We now prove Theorem 3.2. In the second part of this proof, we will couple our sequence of AB
RGGs with a sequence of usual RGGs. By usual RGG we mean the sequence of graphs Gn(r)
with vertex set P(1)n and edge set {〈Xi,Xj〉 : Xi,Xj ∈ P(1)n , d(Xi,Xj) ≤ r}, where d is the toroidal
metric defined in (3.1). We will use the following well known result regarding strong connectivity
in the graphs Gn(r).





, almost surely, the sequence of
graphs Gn(Rn(A0)) is connected eventually if and only if A0 > 1.
Proof of Thm 3.2. Let rn = a
1
d rn(c), where rn(c) = rn(c, 1) is as defined in (3.3). It is enough
to show the following :
For all c < c0 and a < 1, lim
n→∞
P (Gn(cn, rn) is not connected ) = 1. (5.28)
For all c > 0 and a > α(c), P (Gn(cn, rn) is not connected i.o.) = 0, (5.29)










for any β > 0 and sufficiently large n. From Theorem 3.1, if c < c0 and a < 1, then the largest
nearest neighbour radius is asymptotically greater than rn with probability tending to one. This
gives (5.28) and thus we have proved the lower limit.
Let Rn(A0) be as in Theorem 5.1. We will show (using a subsequence argument) that if a > α(c),
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then we can find A0 > 1, such that the probability of the event that every point of P(1)n is connected
to all points of P(1)n that fall within a distance Rn(A0) in Gn(cn, rn), is summable. (5.29) then
follows from Theorem 5.1 and the Borel-Cantelli Lemma.
Since a > α(c), by definition aη(a, c) > 1. By continuity, we can choose A0 > 1 such that
aη(a,A0c) > 1. Choose ǫ ∈ (0, 1) so that
(1− ǫ)2aη(a,A0c) > 1. (5.30)
For each Xi ∈ P(1)n , define the event
Ai(n,m, r,R) := {Xi connects to all points of P(1)n ∩BXi(R) in Gn(m, r)},
and let




Observe that B(n,m, r,R) ⊂ B(n1,m1, r1, R1), provided n ≤ n1,m ≥ m1, r ≥ r1, R ≤ R1.
Let nj = j
b for some integer b > 0 that will be chosen later. Since B(nk, cnk, rnk , Rnk) ⊂
B(nj+1, cnj , rnj+1 , Rnj ), for j ≤ k ≤ j + 1,
∪j+1k=j B(nk, cnk, rnk , Rnk) ⊂ B(nj+1, cnj , rnj+1 , Rnj ). (5.31)
Let pj = P
(
Ai(nj+1, cnj , rnj+1 , Rnj )
c
)
































≤ 2nj+1pj + P
(







We now estimate pj. Let e1 = (1, 0, . . . , 0) ∈ Rd. Conditioning on the number of points of Pnj+1 in


































































by Lemma 5.2, we have
L(rnj+1 , Rnj ) ≥ (1− ǫ) η(a,A0c) θdrdnj+1 , (5.33)
for all sufficiently large j, where η is as defined in (3.9). For all j sufficiently large, we have
( jj+1)
b ≥ (1− ǫ). Using (5.33) and simplifying by substituting for Rnj and rnj+1 , for all sufficiently
large j, we have
pj ≤






(1−ǫ) η(a,A0c)a b log(j+1)
≤ A0 b log j
(1− ǫ) e
−(1−ǫ)2 η(a,A0c) a b log(j+1)
=
A0 b log j
(1− ǫ)(j + 1)(1−ǫ)2 η(a,A0c) a b .
Hence
nj+1 pj ≤
A0 b log j
(1− ǫ)(j + 1)((1−ǫ)2 η(a,A0c) a−1)b . (5.34)
Using (5.30), we can choose b large enough so that ((1 − ǫ)2 η(a,A0c) a − 1)b > 1. It then follows
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from (5.34) that the first term on the right in (5.32) is summable in j. From [11, Lemma 1.4], the
second term on the right in (5.32) is also summable.
Hence by the Borel-Cantelli Lemma, almost surely, only finitely many of the events
∪j+1k=jB(nk, cnk, rnk , Rnk)
occur, and hence only finitely many of the events B(n, cn, rn, Rn) occur. This implies that almost
surely, every vertex in Gn(cn, rn) is connected to every other vertex that is within a distance Rn(A0)
from it, for all large n. Since A0 > 1, it follows from Theorem 5.1 that almost surely, Gn(cn, rn) is
connected eventually. This proves (5.29).
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