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Abstract
Codes over finite rings were initiated in the early 1970s, And they have received much
attention after it was proved that important families of binary non-linear codes are images
under a Gray map of linear codes over Z4.
In this thesis we consider a special families of cyclic codes namely Quadratic residue
codes over finite chain rings F2 + uF2 with u2 = 0 and F2 + uF2 + u2F2 with u3 = 0.
We study these codes in term of their idempotent generators, and show that these codes
have many good properties which are analogous in many respect to properties of Quadratic
residue codes over finite fields, also, we study Quadratic residue codes over the ring Z2m ,
and then generalize this study to Quadratic residue codes over finite commutative chain
ring Rm−1 = F2 + uF2 + . . .+ um−1F2 with um = 0.
V
Introduction
In 1948, Dr. Claude Shannons, Hamming, Golay and others, gave birth for information
theory and coding theory [19]. Historically coding theory originated as the mathematical
foundation for the transmission of messages over noisy channels.
In fact a multitude of diverse applications have been discovered such as the minimization
of noise from compact disc recordings the transmission of financial information a cross
telephone lines, data transfer from one computer to another and so on.
Coding theory deals with the problem of detecting and correcting transmission errors
caused by noise on the channel. The following diagram shows the communication system
for transmitting information from a source to a destination through a channel. The most
important part of the diagram, as far as we are concerned is the noise, for without it there

















Mathematical background was at the beginning very little but with passing of time,
various mathematical tools, such as group theory, ring theory, and linear programming
have been applied to coding theory. Thus, coding theory has now become an active part
of mathematical research.
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The study of Quadratic residue codes over finite rings were first defined in 1996 by
Andrew Gleason, V. Pless and Z. Qian [14]. After that many recent developments of
coding theory are defined on finite rings, in particular over rings of four alphabets.
On the other hand Quadratic residue codes are cyclic codes which can be defined in
terms of their idempotent generators. A particularly interesting families of F2 + uF2 and
F2 + uF2 + u2F2 cyclic codes are quadratic residue codes. The minimum weights of many
modest quadratic residue codes are quite high for the code’s lengths, making this class of
codes promising.
In this thesis we first define R1 = F2 + uF2 and R2 = F2 + uF2 + u2F2 quadratic residue
codes in term of their idempotent generators, and show that these codes, also, have many
good properties which are analogous in many respect to properties of Quadratic residue
codes over finite fields. Finally we will generalize this study to Quadratic residue codes
over finite commutative chain ring Rm−1 = F2 + uF2 + . . .+ um−1F2.
This thesis lies in four chapters. In the first chapter we give basic definitions of coding
theory, basic theory about cyclic codes, encoding and decoding of cyclic codes. In chapter
two we study cyclic codes over Z4, cyclic codes and self dual codes over the ring R1, R2 and
Galois rings. In third chapter we study Quadratic residue codes over Z4 and Quadratic
residue codes over Z8. In chapter four we define Quadratic residue codes over R1, R2 and
finally we generalize it to Quadratic residue codes over finite commutative chain ring Rm−1.
Finally, we remark that the reader of this thesis must have a basic knowledge of




1.1 Basic definitions in coding theory
Coding theory deals with the problem of detecting and correcting transmission errors
caused by noise on the channel, in many cases, the information to be sent is transmitted
by a sequence of zeros and ones. We call a 0 or a 1 a digit. A word is a sequence of
digits. The length of a word is the number of digits in the word. A word is transmitted
by sending its digits, one after the other, across a binary channel. The term binary refers
to the fact that only two digits 0 and 1 are used. A binary code is a set C of words over
Z2. The code consisting of all words of length two is C = {00, 10, 01, 11}.
A block code is a code having all its words of the same length; this number is called the
length of a code.
Definition 1.1.1. [8] Let A = {a1, a2.....av} be a finite set of v elements. A v-array code
C of length n is a non empty subset of n-tuples with entries in A i.e., C ⊂ (A)n
Definition 1.1.2. [10] Fq
n denotes the vector space of all n-tuples over the finite field
Fq.
Notation 1.1.1. [8] A code C depends on the size of the code, a code whose alphabet is
Z2 = {0, 1} is called a binary code or a Z2-code, a code whose alphabet is Z3 = {0, 1, 2}
is called a ternary code or a Z3-code.
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Definition 1.1.3. [12] Z4 is a ring of integers modulo 4 contains four elements which are
{0, 1, 2, 3} or {0, 1, 2,−1}. It is called quaternary code or a Z4-code.
Definition 1.1.4. [3] R1 = F2 + uF2 is a commutative ring {0, 1, u, ū = (1 + u)} with
u2 = 0, where F2 is a binary field with two elements {0, 1}. Addition and multiplication
operations for R1 = F2 + uF2 are given in the following tables:
+ 0 1 u ū
0 0 1 u ū
1 1 0 ū u
u u ū 0 1
ū ū u 1 0
. 0 1 u ū
0 0 0 0 0
1 0 1 u ū
u 0 u 0 u
ū 0 ū u 1
Addition table Multiplication table
Definition 1.1.5. [2] R2 = F2+uF2+u2F2 is a commutative ring of 8 elements which are
{0, 1, u, u2, v, v2, uv, v3}, where u3 = 0, v = 1 + u, v2 = 1 + u2, v3 = 1 + u+ u2, uv =
u + u2. The element of R2 are the polynomials over F2 modulo the ideal (u3) of F2[u],
where F2 is the binary field {0, 1}.
Addition and multiplication operations over R2 are given in the following tables:
+ 0 1 u v u2 uv v2 v3
0 0 1 u v u2 uv v2 v3
1 1 0 v u v2 v3 u2 uv
u u v 0 1 uv u2 v3 v2
v v u 1 0 v3 v2 uv u2
u2 u2 v2 uv v3 0 u 1 v
uv uv v3 u2 v2 u 0 v 1
v2 v2 u2 v3 uv 1 v 0 u
v3 v3 uv v2 u2 v 1 u 0
. 0 1 u v u2 uv v2 v3
0 0 0 0 0 0 0 0 0
1 0 1 u v u2 uv v2 v3
u 0 u u2 uv 0 u2 u uv
v 0 v uv v2 u2 u v3 1
u2 0 u2 0 u2 0 0 u2 u2
uv 0 uv u2 u 0 u2 uv u
v2 0 v2 u v3 u2 uv 1 v
v3 0 v2 uv 1 u2 u v v2
Addition table of R2 Multiplication table of R2
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Definition 1.1.6. [12] An element of C is called codeword in C. The number of code-
words in C, denoted by | C |, is called the size of C. A code of length n and size M is
called an (n,M)-code.
Example 1.1.1. [12] Let C = {00, 10, 01, 11},
01 is a codeword and | C |= 4.
Definition 1.1.7. [12] Let x and y be words of length n over an alphabet A.
The Hamming distance from x to y, denoted by d(x, y), is defined to be the number
of places at which x and y differ. If x = x1............xn and y = y1.............yn, then
d(x,y) = d(x1, y1) + .........+ d(xn, yn) (1.1.1)
where xi and yi are regarded as words of length 1, and
d(xi, yi) =
1 if xi 6= yi,0 if xi = yi.
Example 1.1.2. [12] Let A = {0, 1} and let x = 01010 , y = 11101 then d(x,y) = 4.
Example 1.1.3. [12] Let A = {0, 1, 2, 3} and let x = 1234,y = 1423 then d(x,y) = 3.
Proposition 1.1.2. [12] Let x,y and z be words of length n over A. Then we have
1) 0 ≤ d(x,y) ≤ n.
2) d(x,y) = 0 if and only if x = y.
3) d(x,y) = d(y,x) for all x, y ∈ A.
4) d(x, z) ≤ (x,y) + (y, z) for all x,y, z ∈ A. (Triangle inequality.)
Definition 1.1.8. [12] For a code C that containing at least two words, the minimum
distance of C, denoted by d(C), is
d(C) = min{d(x,y) : x,y ∈ C,x 6= y}.
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Definition 1.1.9. [12] If C is a code over the field Fq of length n, dimension k and
distance d, then we refer to C as an [n, k, d] linear code. These three parameters, length,
dimension and distance, provide vital information about C.
Notation 1.1.3. [12] A code C over Z2 of length n, with M codewords and minimum
distance d is [n,M, d] binary code.
Example 1.1.4. [12] Let C = {00000, 00111, 11111} be a binary code. Then d(C) = 2
because,
d(00000, 00111) = 3
d(00000, 11111) = 5
d(00111, 11111) = 2
Hence, C is a binary [5, 3, 2] code.
Definition 1.1.10. [9] A code C is called a linear code if x+y is a word in C whenever
x and y are in C. That is, a linear code is a code which is closed under addition of words.
Example 1.1.5. Let C = {000, 111} be a linear code over F2, since all four of the sums
000 + 000 = 000
111 + 000 = 111
000 + 111 = 111
111 + 111 = 000
are in C. A linear code C must contain the zero word.
Definition 1.1.11. [12] A linear code C of length n over Fq is a subspace of Fnq .
Example 1.1.6. [12] Let C = {(λ, λ, . . . , λ) : λ ∈ Fq} be a linear code. This code is often
called a repetition code.
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Definition 1.1.12. [12] Let x be a word in Fnq . The Hamming weight of x, denoted
by wt(x), is defined to be the number of nonzero coordinates in x; i.e.,
wt(x) = d(x,0)
where 0 is the zero word.
Example 1.1.7. [12] If x=(1010111) ∈ F72 and y=(00111010111) ∈ F112 , then wt(x) = 5
and wt(y) = 7.
Notation 1.1.4. [12] The Lee weight of an element x ∈ Z4 is defined by:
wL(0) = 0, wL(1) = 1, wL(2) = 2, wL(3) = 1.
Definition 1.1.13. [10] The Lee weight of x∈ Zn4 is wL = n1(x)+2n2(x)+n3(x), where
na(x) denote the number of components of x equal to a for all a ∈ Z4.
Notation 1.1.5. [10] Zn4 is a module over Z4. A linear code C of length n over Z4 is a
Z4-submodule subset of Zn4 .
Example 1.1.8. [10] Let x=(13201322)∈ Z84 then
wL = n1(x) + 2n2(x) + n3(x) = 2 + 2.3 + 2 = 10.
Definition 1.1.14. [3] Let R1 = F2 + uF2. The Lee weight ar of an element r of the
ring R1 is given by the following equations:
ar =

0, if r= 0;
1, if r= 1, or 1 + u;
2, if r= u .






Definition 1.1.15. [2] Let R2 = F2 + uF2 + u2F2. The Lee weight ar of an element r
of the ring R2 is given by the following equations:
ar =

0, if r= 0;
1, if r= 1, or v2;
2, if r= u or uv;
3, if r= v or v3 ;
4, if r= u2.





Example 1.1.9. Let x = (1, 0, 0, u, v, v2, u2, uv), then wtL(x) = 13
Definition 1.1.16. [10] The Lee distance between x and y ∈ Rn2 is denoted by
dL(x, y) = wtL(x− y).
Definition 1.1.17. [10] The Lee distance dL, is defined as
dL = wtL(x− y)forallx,y ∈ Rn2 .
Definition 1.1.18. [12] Let C be a code. The minimum Hamming weight of C,
denoted by wt(C), is the smallest of the weights of the nonzero codeword of C.
Example 1.1.10. Let the binary linear code C = {0000, 1000, 0100, 1100}. Then
wt(1000) = 1, wt(0100) = 1, wt(1100) = 2
Hence, d(C) = 1.
Definition 1.1.19. [12] If x = x1x2, . . . , xn and y = y1y2, . . . , yn are binary words, we
define the intersection of x and y by
x ∩ y = (x1y1, x2y2, . . . , xnyn).
Thus x ∩ y has a 1 in the ith position iff both x and y have 1 in the ith position.
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In coding theory, a basis for a linear code is often represented in the form of a matrix,
called a generator matrix, while a matrix that represents a basis for the dual code is called
a parity-check matrix. These matrices play an important role in coding theory.
Definition 1.1.20. [10] A generator matrix for an [n, k] code C is any k × n matrix G
whose rows form a basis for C.
Note that a generator matrix for C must have k rows and n columns, and it must have
rank k.
Definition 1.1.21. [12] A generator matrix of the form [Ik|A] where Ik is the k × k
identity matrix is said to be in the standard form.
Definition 1.1.22. [10] A matrix H is called parity-check matrix for a linear code C
if the rows of H form a basis for dual code C⊥, defined by C⊥ = {x ∈ Fqn|Hx> = 0}.
If C has length n and dimension k, then the sum of the dimension of C and C⊥ is n, and
any parity-check matrix for C⊥ must have n columns, n− k rows and rank n− k.
Theorem 1.1.6. [10] If G = [Ik|A] is a generator matrix for the [n, k] code C is standard
form, then H = [−A>|In−k] is a parity check matrix for C.
Theorem 1.1.7. [12] A matrix G is a generator matrix for some linear code C if and
only if the rows of G are linearly independent; that is, if and only if the rank of G is equal
to the number of rows of G.
Definition 1.1.23. [9] Let C be a linear [n, k]-code. The set
C⊥ = {x ∈ F nq | x.c = 0,∀c ∈ C}
is called the dual code or orthogonal code of C, where x.c is the usual scalar product
x1c1 + x2c2 + ......+ xncn of the vectors x and c. Note that C
⊥ is an [n, n− k] code.
Definition 1.1.24. [10] A code C is called self-orthogonal provided C ⊆ C⊥.
Definition 1.1.25. [10] A code C is called self-dual if C = C⊥ and the length n of a
self-dual code is even and the dimension is n/2.
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Example 1.1.11. To find a parity-check matrix for a linear code C = 〈S〉, where




1 1 1 0 1
1 0 1 1 0
0 1 0 1 1
1 1 0 1 0
→

1 1 1 0 1
0 1 0 1 1
0 0 1 1 1
0 0 0 0 0
→

1 0 0 0 1
0 1 0 1 1
0 0 1 1 1
0 0 0 0 0
→

1 0 0 0 1
0 1 0 1 1




1 0 0 0 1
0 1 0 1 1
0 0 1 1 1
 = ([I | X]) is a generator matrix for C.
We have H =
0 1 1 1 0
1 1 1 0 1
 is a parity-check matrix for C.
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1.2 Basic theory of cyclic codes
Cyclic codes have great practical importance and they are also of considerable interest
from an algebraic point of view since they are easy to encode. They also include the
important family Bose-Chadhuri-Hocquengham (BCH) codes which are great practical
importance for error correction, particulary the number of errors is expected to be small
compared with the length of the code. Also cyclic codes are considered important since
they are the building blocks for many other codes. We assume throughout our discussion
of cyclic codes that n and q are relatively prime. When examining cyclic codes over the
finite field Fq, where q is a power of prime, that is q = pm,m ≥ 1, and we will most often
represent the codewords in polynomial form.
Definition 1.2.1. [10] We denote by the residue class ring Rn = Fq[x]/(xn− 1), the ring
of polynomials, modulo (xn − 1) over Fq.
Definition 1.2.2. [10] A linear code C of length n over Fq is a cyclic code if for each
vector c = (c0, c1, · · · , cn−2, cn−1) ∈ C, the vector c̃ = (cn−1, c0, c1, · · · , cn−3, cn−2) ∈ C by
the cyclic shift of coordinates i 7→ i+ 1( mod n) .
Definition 1.2.3. [12] The unique monic polynomial of the least degree of a nonzero
ideal I of Fq[x]/(x
n − 1) is called the generator polynomial of I. For a cyclic code C,
the generator polynomial of π(C) is also called the generator polynomial of C.
Notation 1.2.1. [12] There are various generator matrices for a linear cyclic codes,
the simplest is the matrix in which the rows are the codewords corresponding to the the









Theorem 1.2.2. [12] Let C be cyclic code with generator polynomial
g(x) = g1 + g2x+ ....+ gkx
k−1.
Then the generator matrix for the code is given by:
G =

g1 g2 g3 ... gk 0 0 ... 0
0 g1 g2 ... gk−1 gk 0 ... 0
0 0 g1 ... gk−2 gk−2 gk ... 0
: : : : : : : : :
0 0 ... ... g1 ... ... ... gk

Definition 1.2.4. [12] The parity check polynomial h(x) for an [n, k] cyclic code C is the
polynomial such that g(x)h(x) = xn− 1, where g(x) is the degree r generator polynomial
for C. Furthermore, h(x) is monic of degree k = n− r.
Example 1.2.1. [12] Let C be a binary linear cyclic code of length n = 7 with generator
polynomial g(x) = 1 + x+ x3 of degree n− k = 3. Then the dimension k = 4, so a basis
for C is,
g(x) = 1 + x+ x3
xg(x) = x+ x2 + x4
x2g(x) = x2 + x3 + x5
x3g(x) = x3 + x4 + x6
Then the generating matrix for C is
G =

1 1 0 1 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 1 0
0 0 0 1 1 0 1

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Theorem 1.2.3. [10] If C1 and C2 are cyclic codes of length n over Fq, then
(i) C1 + C2 = {c1 + c2 : c1 ∈ C1, c2 ∈ C2} is cyclic.
(ii) C1 ∩ C2 is cyclic.
Corollary 1.2.4. [10] The number of cyclic codes in Rn equal 2m, where m is the number
of q-cyclotomic cosets modulo n. Moreover, the dimensions of cyclic codes in Rn are all
possible sums of the sizes of the q-cyclotomic cosets modulo n.
Theorem 1.2.5. [22] A linear code C in Fq is cyclic if and only if C is an ideal in
Rn = Fq[x]/(xn − 1).
Proof. If C is an ideal in Fq[x]/(xn − 1) and c(x) = c0 + c1x + . . . + cn−1xn−1 is any
codeword, then xc(x) is also a codeword, i.e (cn−1, c0, c1, . . .+ cn−2) ∈ C.
Conversely, if C is cyclic, then c(x) ∈ C we have xc(x) ∈ C. Therefore xic(x) ∈ C, and
since C is linear, then a(x)c(x) ∈ C for each polynomial a(x). Hence C is an ideal.
Remark 1.2.1. The generator polynomial g(x) of a cyclic code of length n over Fq divides
the polynomial xn − 1.
Theorem 1.2.6. [17] Let h(x) be the check polynomial for a cyclic code C in Rn, then
(i) The code C can be described by C = {p(x) ∈ Rn : p(x)h(x) = 0}.
(ii) If h(x) = h0 + h1x + h2x
2 + . . . + hn−rx




hn−r . . . . . . . . . h0 0 0 . . . 0
0 hn−r . . . . . . . . . h0 0 . . . 0
. . . 0 hn−r . . . . . . . . . h0 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 . . . . . . hn−r . . . . . . h0

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Definition 1.2.5. [12] Let h(x) =
∑k
i=0 aix
i be a polynomial of degree k,(ak 6= 0) over







Example 1.2.2. [17] Let C be a cyclic code of length n = 9. Since x9− 1 factors over F2
x9 − 1 = (x3 − 1)(x6 + x3 + 1) = (x− 1)(x2 + x+ 1)(x6 + x3 + 1)
Hence, there are 23 = 8 cyclic binary codes in R9 = F2[x]/ < x9 − 1 >.
Take C =< x6 + x3 + 1 > with generating polynomial g(x) = x6 + x3 + 1.
Then C has dimension 9− 6 = 3 and generating matrix
G =

1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1

Also C has check polynomial h(x) = x
9−1
g(x)
= (x− 1)(x2 + x+ 1) = x3 − 1.
Then C has the parity check matrix
H =

1 0 0 1 0 0 0 0 0
0 1 0 0 1 0 0 0 0
0 0 1 0 0 1 0 0 0
0 0 0 1 0 0 1 0 0
0 0 0 0 1 0 0 1 0
0 0 0 0 0 1 0 0 1

Note that all cyclic codes can be obtained from factorization of xn − 1 into monic
irreducible factors over Fq. However, factoring xn − 1 is not so easy in general.
In fact there are other generators that can be found without factoring xn − 1, and they
give another approach to describe cyclic codes. These are called idempotent generators.
Definition 1.2.6. [8] A polynomial e(x) ∈ Rn is called an idempotent in Rn if
e2(x) ≡ e(x).
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Example 1.2.3. [10] In R7 = F2[x]/ < x7 − 1 >, the polynomial x3 + x5 + x6 is an
idempotent since (x3 + x5 + x6)2 = x3 + x5 + x6.
Theorem 1.2.7. [21] If every element in a ring R is idempotent, then R is commutative
ring.
Theorem 1.2.8. [10] Let C be a cyclic code in Rn with generator polynomial g(x) and
check polynomial h(x). Then g(x) and h(x) are relatively prime and so there exist poly-
nomial a(x) and b(x) for which
a(x)g(x) + b(x)h(x) = 1.
The polynomial e(x) = a(x)g(x)( mod xn − 1) has the following properties:
1) e(x) is the unique identity in C, that is p(x)e(x) ≡ p(x), for all p(x) ∈ C.
2) e(x) is the unique polynomial in C that is both idempotent and generates C that is
C =< e(x) > .
Theorem 1.2.9. [10] The generator polynomial of the code < e(x) > is
g(x) = gcd(e(x), xn − 1).
Example 1.2.4. [10] The following table gives all the cyclic codes Ci of length 7 over F2
together with their generator polynomials gi(x) and their generating idempotents ei(x).
i dim gi(x) ei(x)
0 0 1 + x7 0
1 1 1 + x+ x2 + ...+ x6 1 + x+ x2 + ...+ x6
2 3 1 + x2 + x3 + x5 1 + x3 + x5 + x6
3 3 1 + x+ x2 + x4 1 + x+ x2 + x4
4 4 1 + x+ x3 x+ x2 + x4
5 4 1 + x2 + x3 x3 + x5 + x6
6 6 1 + x x+ x2 + ...+ x6
7 7 1 1
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The two codes of dimension 4 are [7, 4, 3] Hamming codes.
Theorem 1.2.10. [10] Let C1 and C2 be cyclic codes with corresponding generators g1(x)
and g2(x), and corresponding idempotent generators e1(x), e2(x), then
(i) C1 ∩ C2 has idempotent e1(x)e2(x).
(ii) C1 + C2 has idempotent e1(x) + e2(x)− e1(x)e2(x).
Theorem 1.2.11. [8] If C is a cyclic code, then C⊥ is also a cyclic code.
Theorem 1.2.12. [8] If C is a linear cyclic code over Fq of length n and dimension
k with generator polynomial g(x) and if xn − 1 = g(x)h(x), then C⊥ is a cyclic code
of dimension n − k with generator polynomial g⊥(x) = xkh(x−1) and check polynomial
h⊥(x) = xn−kg(x−1).
Example 1.2.5. [8] g(x) = 1 + x + x3 is the generator polynomial of the cyclic code of
length 7 and dimension k = 7− 3 = 4.
Since g(x) is a factor of 1 + x7 we can find h(x) where
1 + x7 = g(x)h(x) by long division. In this case h(x) = 1 + x+ x2 + x4.
The generator polynomial for C⊥ is
g⊥(x) = x4h(x−1) = x4(1 + x−1 + x−2 + x−4) = 1 + x2 + x3 + x4
Note that g⊥(x) 6= h(x).
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1.3 Encoding and decoding of cyclic codes
1.3.1 Encoding of cyclic codes
Let C be a linear cyclic code of length n and dimension k. The data which consist
of the digits (a0, a1, ...., ak−1) to be encoding can be thought of as a polynomial m(x) =
a0 + a1x + .... + ak−1x
k−1 called the information message polynomial. Encoding consists
of polynomial multiplication, that is, m(x) is encoded as m(x)g(x) = c(x). Hence to find
the message corresponding to the closest codeword c(x) to the received word consists of
dividing c(x) by g(x).
In order to encoding the message, there are two rather straightforward ways using a cyclic
code, the first way is a nonsystematic method and the other is systematic.
The First Way: A non-systematic way [10]
To encode the message m ∈ Fkq as the codeword c = mg. First we transform m ∈ Fkq to
the polynomial m(x) = a0 + a1x + . . . + ak−1x
k−1 ∈ Fq[x], then performing the product
c(x) = m(x)g(x).
Example 1.3.1. [10] Let C be a binary cyclic code of length 15 with generator polynomial
g(x) = (1 + x+ x4)(1 + x+ x2 + x3 + x4) Encode the message m(x) = 1 + x2 + x5 using
a non-systematic way.
Since g(x) = (1 + x+ x4)(1 + x+ x2 + x3 + x4).
Then g(x) = 1 + x4 + x6 + x7 + x8.
Also c(x) = m(x)g(x) = (1 + x2 + x5)(1 + x4 + x6 + x7 + x8).
Then c(x) = 1 + x2 + x4 + x5 + x7 + x10 + x11 + x12 + x13.
with c = 1010110100111100 as the corresponding codeword.
The Second Way: a systematic way [10]
The message m(x) associated to the message m is of degree at most k − 1 (or is the
zero polynomial). The polynomial xn−km(x) has degree at most n − 1 and has its
first n − k coefficients equal to 0, thus the message is contained in the coefficients of
xn−k, xn−k+1, . . . , xn−1.
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By the Division Algorithm, xn−km(x) = g(x)a(x) + r(x), where deg r(x) < n − k or
r(x) = 0. Let c(x) = xn−km(x)− r(x), as c(x) is a multiple of g(x), c(x) ∈ C.
Also c(x) differs from xn−km(x) in the coefficients of 1, x, . . . , xn−k−1 as deg r(x) < n− k.
So c(x) contains the message m in the coefficients of the terms of degree at least n− k.
Example 1.3.2. [10] Let C be a binary cyclic code of length 15 with generator polynomial
g(x) = (1 + x+ x4)(1 + x+ x2 + x3 + x4).
Encode the message m(x) = 1 + x2 + x5 using the systematic way.
Since g(x) = 1 + x4 + x6 + x7 + x8.
Then xn−k = x15−7 = x8.
x8m(x) = x8.(1 + x2 + x5) = x8 + x10 + x13.
Now divide x8m(x) by g(x) using division algorithm.
Then a(x) = x5 + x4 + x+ 1 and r(x) = x6 + x+ 1
Then x8m(x) = g(x).(x5 + x4 + x+ 1) + (x6 + x+ 1)
Hence c(x) = x8m(x) + (x6 + x+ 1) = (x13 + x10 + x8) + x6 + x+ 1
as a vector C = (110000101010010) ∈ Fnq
1.3.2 Decoding of cyclic codes
Let C be an [n, k, d] cyclic code over Fq with generator polynomial g(x) of degree n−k,
C will correct t = b(d− 1)/2c errors.
Suppose that c(x) ∈ C is transmitted and y(x) =c(x)+e(x) is received, where e(x) =
e0 + e1x+ . . .+ en−1x
n−1 is the error vector with wt(e(x)) ≤ t.
Definition 1.3.1. [10] For any vector ν(x) ∈ Fq, let Rg(x) be the unique remainder when
ν(x) is divided by g(x) according to Division Algorithm, that is, Rg(x)(ν(x)) = r(x), where
ν(x) = g(x)f(x) + r(x), with r(x) = 0 or deg r(x) < n− k.
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Theorem 1.3.1. [10] With the preceding notation the following hold:
(i) Rg(x)(aν(x) + bν
′
(x)) = aRg(x)(ν(x)) + bRg(x)(ν
′
(x)) for all ν(x), ν
′
(x) ∈ Fq[x] and
all a, b ∈ Fq.
(ii) Rg(x)(ν(x) + a(x)(x
n − 1)) = Rg(x)(ν(x)).
(iii) Rg(x)(ν(x)) = 0 if and only if ν(x)( mod x
n − 1) ∈ C.
(iv) If c(x) ∈ C, then Rg(x)(c(x) + e(x)) = Rg(x)(e(x)).
(v) If Rg(x)(e(x)) = Rg(x)(e
′
(x)), where e(x) and e
′




(vi) Rg(x)(ν(x)) = ν(x) if deg ν(x) < n− k.
Theorem 1.3.2. [10] Let g(x) be a monic divisor of xn − 1 of degree n− k.
If Rg(x)(ν(x)) = s(x), then
Rg(x)(xν(x)( mod x
n − 1)) = Rg(x)(xs(x)) = xs(x) − g(x)sn−k−1, where sn−k−1 is the
coefficient of xn−k−1 in s(x).








that wt(e(x)) ≤ t and en−1 6= 0.
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Example 1.3.3. [10] Let C be the [15, 7, 5] binary cyclic code with defining set T =
{1, 2, 3, 4, 6, 8, 9, 12}. Let α be a 15th root of unity in F16. Then g(x) = 1 + x4 +




Produces the following syndrome polynomial:
e(x) S(e(x)) e(x) S(e(x))
x14 x7 x6 + x14 x3 + x5 + x6
x13 + x14 x6 + x7 x5 + x14 x2 + x4 + x5 + x6 + x7
x12 + x14 x5 + x7 x4 + x14 x+ x3 + x4 + x5 + x7
x11 + x14 x4 + x7 x3 + x14 1 + x2 + x3 + x4 + x7
x10 + x14 x3 + x7 x2 + x14 x+ x2 + x5 + x6
x9 + x14 x2 + x7 x+ x14 1 + x+ x4 + x5 + x6 + x7
x8 + x14 x+ x7 1 + x14 1 + x4 + x6
x7 + x14 1 + x7
The computation of these syndrome polynomials were aided by Theorem 1.3.1 and
1.3.2. For example, in computing the syndrome polynomial of x12 + x14, we have
S(x12 + x14) = Rg(x)(x
8(x12 + x14)) = Rg(x)(x
5 + x7) = x5 + x7 using Theorem 1.3.1(iv).
In computing the syndrome polynomial for 1 + x14, we must perform the following.
First observe that Rg(x)(x
8) = 1 + x4 + x6 + x7.
Then S(1 + x14) = Rg(x)(x
8(1 + x14)) = Rg(x)(x
8) +Rg(x)(x
7) = 1 + x4 + x6.
We see by Theorem 1.3.1 that Rg(x)(x
9) = Rg(x)(xx
8) = Rg(x)(x + x
5 + x7) + Rg(x)(x
8) =
x+ x5 + x7 + 1 + x4 + x6 + x7 = 1 + x+ x4 + x5 + x6.
Therefore in computing the syndrome polynomial for x+ x14, we have
S(x+ x14) = Rg(x)(x
8(x+ x14)) = Rg(x)(x
9) +Rg(x)(x




Suppose that y(x) is the received vector. Compute the syndrome polynomial S(y(x)) =
Rg(x)(x
n−ky(x)). By Theorem 1.3.1(iv), S(y(x)) = S(e(x)), where y(x) = c(x)+e(x) with
c(x) ∈ C.
Step III:
If S(y(x)) is in the list computed in the Step I, then we know the error polynomial e(x)
and this can be subtracted from y(x) to the corrected codeword c(x) = y(x) − e(x). If
S(y(x)) is not the list, go on to Step IV .
Step IV :
Compute the syndrome polynomial of xy(x), x2y(x), . . . in succession until the syndrome
polynomial is in the list from Step I. If S(xiy(x)) is in this list and is associated with the
error polynomial e
′
(x), then the received vector is decoded as y(x)− xn−ie′(x).
The computation in Step (iv) is most easily carried out using Theorem 1.3.2 As
Rg(x)(x







= Rg(x)(xS(y(x))) = xS(y(x))− sn−k−1g(x).
Example 1.3.4. [10] Continuing with Example 1.3.3, we have S(y(x)) = x+x2+x6+x7,
that S(xy(x)) = x(x+ x2 + x6 + x7)− 1.g(x) = 1 + x2 + x3 + x4 + x6, which is not in the
list in Example 1.3.3
S(x2y(x)) = x(1+x2+x3+x4+x6)−0.g(x) = x+x3+x4+x5+x7, which corresponds to the
error x4+x14 implying that y(x) is decoded as y(x)−(x2+x12) = 1+x2+x4+x7+x9+x10.
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Chapter 2
Cyclic codes over finite chain rings
Introduction
Cyclic codes are important codes for both theoretical and practical viewpoint. His-
torically, cyclic codes had been studied over finite fields. Also there are a lot of works
about cyclic codes over finite rings. For example, in [13], the structure theorem of Calder-
bank and Sloane for linear and cyclic codes over Zpa was generalized to finite chain ring.
In [14] Pless presented a complete structure of cyclic codes over Z4 of odd length. As
with cyclic codes over a field, cyclic codes over Z4 form an important family of Z4-linear
codes. A body of theory has been developed to handle these codes with obvious parallels
to the theory of cyclic codes over fields. In [1] Abualrub and Siap studied cyclic codes
of an arbitrary length n over R1 and over R2. Codes over finite chain ring of the form
Fp+uFp+ . . .+uk−1Fp have discussed by of a number of authors, for more details see [16].
In this chapter we study cyclic codes over the rings Z4 of integers modulo 4, R1 and R2.
The theory of these codes is compared and contrasted with the theory of linear codes over
fields.
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2.1 Cyclic codes over Z4
In this section we study cyclic code over the ring Z4 of integers modulo 4. Z4 is a ring
which has 2 as a zero divisor. A set of n-tuple over Z4 is called a code over Z4 or a Z4 code
if it is a Z4 module. As with usual cyclic codes over Fq, we view codewords c = c0c1 . . . cn−1
in a cyclic Z4-linear code of length n as polynomial c(x) = c0+c1x+. . .+cn−1xn−1 ∈ Z4[x].
If we consider our polynomials as elements of the quotient ring Rn = Z4[x]/ < xn − 1 >,
then xc(x) modulo xn − 1 represents the cyclic shift of c(x).
Also we will see that any Z4-cyclic code C has generators of the form < fh, 2fg >
where fgh = xn − 1 over Z4, and |C| = 4degg2degh and also C⊥ has generators of the
form < g∗h∗, 2f ∗g∗ >, where g∗, h∗ and f ∗ are the reciprocal polynomials of g, h, and f
respectively.
Definition 2.1.1. [10] A polynomial f(x) ∈ Z4[x] is irreducible, if whenever f(x) =
g(x)h(x) for two polynomials g(x) and h(x) in Z4[x], one of g(x) or h(x) is a unit and
units do not have to be constant polynomials.
Definition 2.1.2. [12] Define µ : Z4 −→ F2 by µ(f(x)) = f(x) ( mod 2), that is µ is
determine by µ(0) = µ(2) = 0, µ(1) = µ(3) = 1, and µ(x) = x. The map µ is called the
reduction homomorphism.
Remark 2.1.1. [12] kernel (µ) = (2) = {2s(x) : s(x) ∈ Z4[x]}.
Definition 2.1.3. [10] A polynomial f ∈ Z4[x] is basic irreducible if its µ(f) is irre-
ducible in Z2[x].
Definition 2.1.4. [10] An ideal I of a ring Z4 is called a primary ideal provided ab ∈ I
implies that either a ∈ I or br ∈ I for some positive integer r.
Definition 2.1.5. [10] A polynomial f(x) ∈ Z4[x] is primary if the principal ideal
< f(x) >= {f(x)g(x), g(x) ∈ Z4[x]} is primary ideal.
Lemma 2.1.1. [10] Let f(x) and g(x) be polynomials in Z4[x]. Then f(x) and g(x) are
coprime if and only if µ(f(x)) and µ(g(x)) are coprime polynomials in F2[x].
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Theorem 2.1.2. [10] Hensel’s lemma
Let f(x) ∈ Z4[x]. Suppose µ(f(x)) = h1(x)h2(x) . . . hk(x), where h1(x) . . . hk(x) are pair-
wise coprime polynomials in F2. Then there exist g1(x)g2(x) . . . gk(x) in Z4[x] such that:
1. µ(gi(x)) = hi(x).
2. g1(x)g2(x) . . . gk(x) are pairwise coprime.
3. f(x) = g1(x)g2(x) . . . gk(x).
Graeffe’s method [10] For factorization (xn − 1) in Zn[x].
1. Let h(x) be an irreducible factor of xn+1 in F2[x]. Write h(x) = e(x)+o(x), e(x) is
the sum of the terms of h(x) with even exponents and o(x) is the sum of the terms
of h(x)with o exponents.
2. then g(x) is the irreducible factor of xn − 1 in Z4[x] with µ(g(x)) = h(x), where
g(x2) = ±(e(x))2 − (o(x))2.
Example 2.1.1. [10] Let x7 + 1 = (x + 1)(x3 + x + 1)(x3 + x2 + 1) in F2[x] be the fac-
torization of x7 + 1 into irreducible polynomials.
Apply Graeffe’s method to find the factorization of x7 − 1 into monic irreducible polyno-
mials in Z4.
Solution:
• If h(x) = x+ 1, then e(x) = 1 and o(x) = x.
So g(x2) = −(1− x2) = x2 − 1 and thus g(x) = x− 1.
• If h(x) = x3 + x+ 1, then e(x) = 1 and o(x) = x3 + x.
So g(x2) = −(1− (x3 + x)2) = x6 + 2x4 + x2 − 1 and thus g(x) = x3 + 2x2 + x− 1.
• If h(x) = x3 + x2 + 1, then e(x) = x2 + 1 and o(x) = x3.
So g(x2) = −((x2 +1)2− (x3)2) = x6−x4 +2x2−1 and thus g(x) = x3−x2 +2x−1.
Therefore x7 − 1 = (x− 1)(x3 + 2x2 + x− 1)(x3 − x2 + 2x− 1) is the factorization
of x7 − 1 into monic irreducible polynomials in Z4[x].
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Lemma 2.1.3. [10] If xn−1 = f1f2 . . . fr, where the fi are basic irreducible and pairwise
coprime polynomials, then this factorization is unique.
To study cyclic codes over Fq we need to find the ideals of Fq/ < xn− 1 > . Similarly,
we need to find the ideals of Rn = Z4[x]/ < xn − 1 > in order to study cyclic codes over
Z4. We first need to know the ideal structure of Z4[x]/ < f(x) >, where f(x) is a basic
irreducible polynomial.
Lemma 2.1.4. [14] If f(x) is in Z4 and is basic irreducible, then the only ideals of
Z4[x]/ < f(x) > are < 0 >,< 1 > and < 2 > .
Theorem 2.1.5. [14] Let xn−1 = f1f2 . . . fr, be a product of basic irreducible and pairwise
coprime polynomials for odd n, and let f̂i denote the product of all fj except fi. Then any
ideal in the ring Rn is a sum of ideal < f̂i > and < 2f̂j > .
Theorem 2.1.6. [14] Suppose C is a Z4-cyclic code of odd length n. Then there exist
unique monic polynomials f , g and h such that xn − 1 = fgh and C =< fh, 2fg > .
Furthermore, C has type 4degg2degh.
When h = 1,
C =< f > and |C| = 4n−degf .
When g = 1,
C =< 2f > and |C| = 2n−degf .
Theorem 2.1.7. [14] Let C =< fh, 2fg > is a Z4-cyclic code of odd length n, where
f, g and h are monic polynomials and such that fgh = xn − 1 and |C| = 4deg(g)2deg(h).
Then C⊥ =< g∗h∗, 2g∗f ∗ > and |C⊥| = 4deg(f)2deg(h).
If h = 1, then
C =< f > and C⊥ =< g∗ > .
If g = 1, then
C =< 2f > and C⊥ =< h∗, 2f ∗ >,
where f ∗, g∗ and h∗ are respectively reciprocal polynomials of f, h and g.
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Corollary 2.1.8. [10] Let n be odd. Assume xn−1 is a product of k irreducible polynomial
in Z4[x]. Then there are (3)k cyclic codes over Z4 of length n.
The next theorem, gives conditions on these polynomials that lead to self-dual codes.
Theorem 2.1.9. [10] Let C =< fg, 2fh > be cyclic code over Z4 of odd length n, where
f(x), g(x), and h(x) are monic polynomials such that xn − 1 = f(x)g(x)h(x). Then C is
self-dual if and only if f(x) = h∗(x) and g(x) = g∗(x).
Example 2.1.2. [14] We found that the factorization of x15 − 1 over Z4 is given by
x15 − 1 = g1(x)g2(x)g3(x)g4(x)g∗4(x),
where
g1(x) = x− 1,
g2(x) = x
4 + x3 + x2 + x+ 1,
g3(x) = x
3 + x+ 1, and
g4(x) = x
4 + 2x2 + 3x+ 1.
Let C =< f(x)g(x) > ⊕ < 2f(x)h(x) > be self-dual cyclic code of length 15.
By Theorem 2.1.9, f ∗(x) = h(x) and g∗(x) = g(x).
This implies that if g(x) contains a given factor, it must also contain the reciprocal poly-
nomial of that factor.
Also if an irreducible factor of x15− 1 is its own reciprocal polynomial, it must be a factor
of g(x). Thus there are only the following possibilities:
(a) f(x) = g4(x), g(x) = g1(x)g2(x)g3(x), and h(x) = g
∗
4(x)
(b) f(x) = g∗4(x), g(x) = g1(x)g2(x)g3(x), and h(x) = g4(x)
(c) f(x) = 1, g(x) = x15 − 1, and h(x) = 1.
The code in (c) is the trivial self-dual code.
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2.2 Cyclic codes and self dual codes over the ring
R1 = F2 + uF2
In this section we need to study cyclic codes and self dual codes over the ring R1 which
is a commutative chain ring of four elements which are {0, 1, u, ū = u+1}. In the structure
of alphabets, R1 lies in between Z4 and F4. So it shares some properties of both Z4 and
F4. From the definition of ring R1, the characteristic is equal 2. The multiplication table
coincides with that of Z4, when 1+u and u are replaced by respectively 3 and 2. However,
The addition table is similar to that of the Galois field F4 = {0, 1, α, α2 = α + 1}, when
u and 1 + u are replaced respectively by α and α2.
The set of Rn1 of n-tuples from R1 is an R1 −module. By a linear code C over R1, we
mean an additive submodule of Rn1 . Duality for codes is understood with respect to the
form xy =
∑
i xiyi C is said to be self-dual if C = C
⊥.
Two codes are equivalent if one can be obtained from the other by permuting the coordi-
nates and if necessary exchanging 1 and ū in certain coordinates.
The Lee weight wL of x = (x1, . . . , xn) is defined as n1(x)+2n2(x), where n1(x) and n2(x)
are respectively the number of u symbols and the number of 1 or ū symbols in x.
Anon-zero linear code C over R1, has generator matrix which after a suitable permutation





where A and B are matrices over R1 and D is an F2 matrix. The code C then contains
all codewords [v0, v1]G, where v0 is a vector of length k1 over R1 and v1 is a vector of
length k2 over F2. Thus C contains a total of 4k12k2 codewords. The parameters of C are
given by [n, 4k12k2 , dL], where dL represent the minimum Lee distance of C.
We associate to the code C two binary codes.
The residue code C1 defined as C1 = {x ∈ Fn2 ,∃y ∈ Fn2 , x+ uy ∈ C} and
The torsion code C2 defined as C2 = {x ∈ Fn2 : ux ∈ C}.
For more details see [5].
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A cyclic code of odd length n over R1 is a linear code with the property that if
(c0, c1, . . . , cn−1) ∈ C then (c1, c2, . . . , c0) ∈ C. We assume that n is odd and represent
codewords by polynomials, then cyclic codes are ideals in the ring
Rn = R1[x]/ < xn − 1 > .
Definition 2.2.1. [5] Let R1[x] be the ring of polynomials over R1. We have a natural
homomorphic mapping, from R1 to its residue field F2. For any a ∈ R1, let â denote the
polynomial reduction modulo u, define a polynomial reduction mapping










A monic polynomial f over R1[x] is said to a basic irreducible polynomial if its projection
φ(f) is irreducible over F2[x]. The Galois ring of R1 denoted by GR(R1, r) is defined as
R1[x]/ < f(x) >, where f(x) is a basic monic irreducible polynomial of degree r over R1.
Hence the ring GR(R1, r) is a module over R1.
Remark 2.2.1. [5]
(i) Any irreducible polynomial over F2 which is subring of R1 is obviously irreducible
over the ring R1. Thus any monic irreducible polynomial f(x) over F2 is a basic
monic irreducible over R1 can be lifted from a monic over F2.
(ii) If any polynomial factors over a subring, it also factors over the ring. Thus, the
factorization xn − 1 = f1f2 . . . fr carries over R1, since xn − 1 factors uniquely as a
product of a pairwise irreducible polynomial over F2 where F2 is subring of R1.
To study cyclic codes over Fq we needed to find the ideals of Fq/(xn − 1). Similarly,
we need to find the ideals of Rkn in order to study cyclic codes over R1. We first need to
know the ideal structure of R1.
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Lemma 2.2.1. [5] The set {Gc, 0} is isomorphic to the residue field F2r and is also a
subspace of GR(R, r). Thus, the set is a subring over GR(R, r)
Lemma 2.2.2. [5] The only ideals of GR(R1, r) are < 0 >, < 1 >, and < u > .
Proof. Suppose I is a nonzero ideal of the ring R1[x]/ < f(x) > and g(x)+ < f(x) > is
in I for some g(x) which is not belong < f(x) >. Since
gcd(µg(x), µf(x)) = 1 or µf(x),
g(x)+ < f(x) > is either invertible in the ring R1[x]/ < f(x) > or is an element of
(u+ < f(x) >). If g(x)+ < f(x) > is invertible, then
I = R1[x]/ < f(x) > .
Otherwise,
I ⊆ (u+ < f(x) >).
In this case there is an element (ur(x)+ < f(x) >) 6= 0 ∈ I. We can suppose µr(x) which
is not belong (µf(x)), since otherwise there are u(x), v(x) in R1[x] such that
r(x) = f(x)u(x) + 2v(x).
Then ur(x) = uf(x)u(x), which implies ur(x) + (f(x)) = 0 in the ring
R1/ < f(x) > . So, if µr(x) is not in (µf(x)), then
gcd(µr(x), µf(x)) = 1.
Hence there are u(x), v(x) and w(x) in R1[x] such that r(x)u(x) + f(x)v(x) = 1 +uw(x).
Therefore,
2ur(x)u(x) + uf(x)v(x) = u,
i.e, u+ < f(x) > is in I because it is an ideal. Hence I = (u+ < f(x) >).
Lemma 2.2.3. [5] If xn − 1 = f1f2 . . . fr, where the fi(1 ≤ i ≤ r) are basic irreducible
and pairwise coprime polynomials, then the factorization is obtained from factorization of
the binary polynomial xn − 1.
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Lemma 2.2.4. [5] Let n be odd. Let xn − 1 = f1f2 . . . fr, where the fi(1 ≤ i ≤ r)
are basic irreducible and pairwise coprime polynomials. Let f̂i denote the product of all fj
except fi. Then any ideal in the ring is a sum of < f̂i > and < uf̂j >.
Proof. By Hansels Lemma, such a factorization of xn − 1 exists and is unique.
Since the fi are basic irreducible and pairwise coprime we have
xn − 1 =< f1 > ∩ < f2 > ∩ < f3 > ∩ . . .∩ < fr >, and for 1 ≤ i, j ≤ r, i 6= j
R1[x] =< fi > + < fj > .
Thus by Chinese Remainder Theorem
Rn = R1[x]/ < f1 > ∩ < f2 > ∩ < f3 > ∩ . . .∩ < fr >=
r∑
i=1
R1[x]/ < fi > .
Consequently, if I is an ideal of Rn, then
I ∼= I1 ⊕ I2 ⊕ . . .⊕ Ir,
where Ii is an ideal of the ring R1[x]/ < fi >, for i = 1, 2, . . . , r.
Ii = 0,R1[x]/ < fi > or (u+ < fi >).
If Ii = R1[x]/ < fi >, then it corresponds to the ideal (f̂i) in the ring Rn.
If Ii = (u+ < fi >), then it corresponds to the ideal < uf̂j >.
In any case, the ideal I is a sum of < f̂i > and < uf̂j >.
The number of cyclic codes over R1 of length n is 3t, where t is the number of basic
irreducible polynomial factors in xn − 1 over R1.
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Theorem 2.2.5. [5] Suppose C is a cyclic code of odd length n over R1, then there are
unique monic polynomials f, g and h such that C =< fh, ufg > where fgh = xn− 1 and
|C| = 4deg(g)2deg(h), when h = 1, C =< f > and |C| = 4n−deg(f), when g = 1, C =< uf >
and |C| = 2n−deg(f).
Proof. We know that xn − 1 has a unique factorization such that xn − 1 = f1f2 . . . fr,
where the fi are basic irreducible and pairwise coprime, We also know that C is a sum of
< f̂i > and < uf̂j >. By permuting the subscripts of fi, suppose that C is a sum of
< f̂k+1 >,< f̂k+2 >, . . . , < f̂k+l >,< uf̂k+l+1 >,< uf̂k+l+2 >, . . . , < uf̂r > .
Then
C =< f1f2 . . . fkfk+l+1fk+l+2 . . . fr, uf1f2 . . . fkfk+1 . . . fk+l >=< fh, ufg >,
where
f = f1f2 . . . fk, g = fk+1fk+2 . . . fk+l or 1 if l = 0,
and
h = fk+l+1fk+l+2 . . . fr or 1 if k + l = r.
When h 6= 1, fh and g are coprime, < fh >
⋂
< ufg >= 0. Therefore
|C| = |fh||ufg| = 4n−ged(f)−deg(h)2n−deg(f)−deg(g).
When h = 1, the above identity is still true because in this case C =< f > and
|C| = |fh||ufg| = 4n−ged(f)−deg(h)2n−ged(f)−deg(g) = 4n−ged(f).
When g = 1, the above identity is still true because in this case C =< uf > and
|C| = |fh||ufg| = 4n−ged(f)−deg(h)2n−ged(f)−deg(g) = 2n−ged(f).
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For any element of R1 expressed as x + uy, the Gray map φ from R1 to F22 is defined by
φ(x + uy) = (y, x + y), where x, y ∈ F2. In [3] the auther define a weight function for
codes over R1.






0, if xi = 0;
1, if xi = 1, ū;
2, if xi = u.
Using the map φ from R1 to F22 we have φ(0) = 00, φ(1) = 01, φ(u) = 11 and φ(ū) = 10.
The previous theorem characterize cyclic codes by giving generator polynomial de-
scription.
Theorem 2.2.6. [5] Suppose C =< fh, ufg > is a cyclic code of odd length n over R1,
where f, g and h are monic polynomials such that fgh = xn − 1 and |C| = 4deg(g)2deg(h),
then the dual of C is C⊥ =< g∗h∗, ug∗f ∗ > and | C⊥| = 4deg(f)2deg(h).
If h = 1, C =< f > and C⊥ =< g∗ > . If g = 1, C =< uf > and C⊥ =< h∗, uf ∗ >,
where f ∗, g∗ and h∗ are respectively reciprocal polynomials of f , h and g.
Proof. We know
< g∗h∗ >⊆< g∗ >⊆< fh, ufg >⊥,
and similarly
< ug∗f ∗ >⊆< g∗ >⊆< fh, ufg >⊥ .
Therefore,
< g∗h∗, ug∗f ∗ >⊆< fh, ufg >⊥ .
Since
| < g∗h∗, ug∗f ∗ > | = 4n−deg(g)−deg(h)2n−deg(g)−deg(f) = | < fh, ufg >⊥ |
we have < g∗h∗, ug∗f ∗ >=< fh, ufg >⊥.
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Theorem 2.2.7. [5] Let C be a cyclic code over R1, C =< fh, ufg >, where xn−1 = fgh,
n odd length. Then C is self-dual if and only if f = g∗ and h = h∗.
Proof. Any irreducible factor of xn − 1 is not equal to either 0 or u. In particular, by
definition f ∗, g∗, and h∗ are all monic and f ∗g∗h∗ = xn − 1.
Suppose that f(x) = g∗(x) and h(x) = h∗(x). By theorem 2.2.6,
C⊥ =< g∗(x)h∗(x), ug∗(x)f ∗(x) >=< f(x)h(x), ug(x)f(x) >= C and C is self-dual. Now
assume that C is self-dual.
Since C =< f(x)h(x), ug(x)f(x) > and C⊥ =< g∗(x)h∗(x), ug∗(x)f ∗(x) > and these
decompositions are unique, we have
f(x)h(x) = g∗(x)h∗(x), (2.2.1)
and
f(x)g(x) = g∗(x)f ∗(x). (2.2.2)
From equation 2.2.1, xn − 1 = f(x)h(x)g(x) = g∗(x)h∗(x)g(x).
As f ∗(x)h∗(x)g∗(x) = xn − 1, we have
g∗(x)h∗(x)g(x) = g∗(x)h∗(x)f ∗(x) = xn − 1.
By the unique factorization of xn − 1 into monic irreducible polynomials, f ∗(x) = g(x).
Similarly, using equation 2.2.2,
xn − 1 = f(x)h(x)g(x) = g∗(x)f ∗(x)h(x) = g∗(x)f ∗(x)h∗(x),
implying that h(x) = h∗(x).
Theorem 2.2.8. [5] Non trivial cyclic self-dual of length n exist if and only if
−1 6= 2i( mod n) for any i.
As a consequence of Theorem 2.2.8, non trivial self-dual cyclic codes do not exist for
lengths 17 and 19. Similarly to Z4 case.
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2.3 Cyclic codes and self dual codes over the ring
R2 = F2 + uF2 + u2F2
The ring R2 is a commutative chain ring of 8 elements which are {0, 1, u, v, u2, uv, v2, v3},
where u3 = 0, v = 1 + u, v2 = 1 + u2, v3 = 1 + u + u2, uv = u + u2. The elements of R2
are the polynomials over F2 modulo the ideal < u3 > of F2[u].
Also the ring R2 has a maximal ideal uR = {0, u, u2, uv}.
Since u is nilpotent with nilpotent index 3, we have R ⊃ (uR) ⊃ (u2R) ⊃ (u3R) = 0.
For a finite ring R2, consider the set Rn2 of n-tuples of elements from R2 as a module
over R2 in the usual way. A subset C ⊆ Rn2 is called a linear codes of length n over R2 if
C is an R2-submodule of Rn2 .
An n-tuple c = (c0, c1x, . . . , cn−1x
n−1) ∈ Rn2 is identified with the polynomial
c(x) = c0 + c1(x) + · · ·+ cn−1(xn−1) ∈ R2[x]/(xn − 1)
which is called the polynomial representation of c = (c0, c1, . . . , cn−1).
For any λ = r(λ) + uq(λ) + u2p(λ) ∈ R2, r(λ), q(λ), p(λ) ∈ F2. Let λ̂ = r(λ) denoted the
reduction of λ.










xi α(xi) xi α(xi)
0 0000 1 0101
u 0011 v 0110
u2 1111 v2 1010
uv 1100 v3 1001
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Let C be a linear code over R2. The reduction code C1 and the torsion code C2 of C
were defined as follows:
The reduction code C1 = {x ∈ Fn2 , |∃y, z ∈ Fn2 : x+ uy + u2z ∈ C} and
The torsion code C2 = {x ∈ Fn2 : u2x ∈ C}.
Let f1(x), f2(x) ∈ R2[x]. f1(x) called an associate of f2(x) if there is an invertible element
r ∈ R2 such that f1(x) = rf2(x).
Lemma 2.3.1. [15] If f is a basic irreducible polynomial of the ring R2[x].
Then R2[x]/ < f(x) > has the following ideals < 0 >, < 1 >, < u >, and < u2 > .
Theorem 2.3.2. [15] Let xn − 1 = f1f2 . . . fr, be a representation of xn − 1 as a product
of basic irreducible pairwise coprime polynomials in R2[x]. Then any ideal in the ring
R2[x]/ < xn − 1 > is a sum of ideal < f̂i >, < uf̂j >, and < u2f̂j >, where f̂i denote the
product of all fj except fi.
Theorem 2.3.3. [15] Let C be a cyclic code of odd length n. Then there exist a unique
family of pairwise coprime monic polynomials F0, F1, F2, F3 ∈ R2[x] s.t. xn−1 = F0F1F2F3
and
C = (F̂1, uF̂2, u
2F̂3),
moreover,




Theorem 2.3.4. [15] Let C be a cyclic code of odd length n over R2. Then there exist
polynomials g0, g1, g2 ∈ R2[x] s.t. C = (ĝ0, uĝ1, u2ĝ2.) and, g2|g1|g0|xn − 1.
Theorem 2.3.5. [15] Let C be a cyclic code of odd length n over R2. With notation as
in Theorem 2.3.4. Denote G = (F̂1, uF̂2, u
2F̂3). Then G is a generating polynomial of C.
In the following theorems we will discuss the structure of the dual code over the ring
R2 we shall use notation C⊥ to denote the dual code of C. A code is called self-dual if it
is own dual. The number of elements in any nonzero linear code C over R2 is of the form
pk. Furthermore, the dual code C⊥ has pl codewords.
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Lemma 2.3.6. [15] Let C be a linear code of length n over the ring R2, and |R2| = pα.
Then |C| is a power of p. Assume |C| = pd and |C⊥| = pl. Then d+ l = nα.
Theorem 2.3.7. [15] Let C be a cyclic code of odd length n over R2. With C = (F̂1, uF̂2, u2F̂3),
|C| = 2l, l =
∑2




i=0 i degFi+1 ,
and




where F ∗ = xdeg(F )F (1/x).
The following theorem discuss the residue and the torsion codes of the cyclic codes
over the ring R2.
Theorem 2.3.8. [15] Let C be a cyclic code of odd length n over R2. With C = (F̂1, uF̂2, u2F̂3),
where xn − 1 = F0F1F2F3 and F0, F1, F2, F3 are pairwise coprime monic polynomials.
We have the residue code C1 = u(F0F2F3) of dimension deg(F1), and the torsion code
C2 = u(F0) of dimension deg(F1) + deg(F2) + deg(F3).
Theorem 2.3.9. [15] Let C = (F̂1, uF̂2, u
2F̂3), and x
n − 1 = F0F1F2F3. Then C is self-
dual if and only if Fi is an associate of F
∗
j for all i, j ∈ {0, 1, 2, 3} such that
i+ j ≡ 1( mod 4).
2.4 Galois ring
It is important to studying the structure of Galois ring, because if we want to study
cyclic codes over Fq, we often examine extension fields of Fq for a variety of reasons. For
example the roots of xn − 1, and the roots of the generator polynomial of a cyclic code,
are in some extension field of Fq. The extension field is often used to present a form of
the parity check matrix.
Let f(x) be a monic basic irreducible polynomial of degree r. Now Z4[x]/(f(x)), is a ring
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with 4r elements and only one nontrivial ideal. Such a ring is called a Galois ring. It
turns out that all Galois rings of the same order are isomorphic, and we denote a Galois
ring of order 4r by GR(4r). The nonzero elements of a finite field form a cyclic group; a
generator of this group is called a primitive element. The multiplicative structure of the
field is most easily expressed using powers of a fixed primitive element. This is not the
case with Galois rings, but an equally useful structure is present [6].
Theorem 2.4.1. [10] The Galois ring R = GR(4r) contains a primitive element ξ of
order 2r− 1. Every element c ∈ R can be uniquely expressed in the form c = a+ 2b,where
a and b are elements of T (R) = {0, 1, ξ, ξ2, ..., ξ2r−2}.
In [6], the Z4-quadratic residue codes of length n were developed using roots of xn− 1
in a Galois ring. However, we want to avoid the use of these rings, and hence the roots,
and instead focus on the idempotent generators.
To investigate the fundamental properties of Galois rings. We define
GR(pn, r) = Zpn [ξ] = Zpn [x]/(G(p,r)(x)),
where ξ is a formal root of the monic, basic irreducible polynomial G(p,r)(x) ∈ Zpn [x], de-
termined by the integral version of Hansel Lemma from a primitive polynomial g(p,r)(x) ∈
Zp[x] of degree r, such that
Fpr = GF (pr) = Fp[x]/(g(p,r)(x)) ∼= Z(θ),
with g(p,r)(θ) = 0 and g(p,r)(x) ≡ G(p,r)(x)( mod p). Thus, the polynomial G(p,r)(x) is
linked to g(p,r)(x) by the epimorphism
µ : Zpn [x] −→ Zp[x],
i.e. µ(G(p,r)(x)) = g(p,r)(x) ∈ Zp[x].
If g(p,r)(x) ∈ Zp[x] is monic, irreducible of the form
g(p,r)(x) = x
r + ar−1x
r−1 + . . .+ a0.
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Indeed, in such a case, we have
G(p,r)(x) = x
r + (pn − p+ ar−1)xr−1 + . . .+ (pn − p+ a0) ∈ Zpn [x].
GR(pn, r) = {
∑r−1
j=0 bjξ
j | bj ∈ Zpn , 0 ≤ j ≤ r − 1}, with GR(p, r)(ξ) = 0.
This ring is a finite, local ring (its cardinality is (pn)r = pnr), with maximal ideal
pGR(pn, r) and residue field given by GR(pn, r)/pGR(pn, r) ∼= Fpr .




j | bj ∈ Zpn , 0 ≤ j ≤ r − 1}, with GR(p, r)(ξ) = 0. more precisely,




j | bj ∈ pZpn , 0 ≤ j ≤ r − 1},
where GR(p, r)(ξ) = 0 and where pZpn ⊂ Zpn is the maximal ideal of the local ring of the
integers mod pn.
Therefore, pGR(pn, r) has cardinality equal to (p(n−1)
r
) = pr(n−1).
Example 2.4.1. [4] Take the ring Z8. In this situation, p = 2 and n = 3, and assume
r = 3. Recall that
F8 ∼= Z2[x]/(x3 + x+ 1) = {a+ bξ + cξ2 | a, b, c ∈ F2},
where ξ3 = ξ + 1, i.e.
F8 = {0, 1, ξ, ξ2, 1 + ξ, 1 + ξ2, ξ + ξ2, 1 + ξ + ξ2}.
The polynomial g(2,3)(x) = x
3 +x+ 1 ∈ Z2[x] is the primitive polynomial used for the field
extension F2 ⊂ F8. By Hensels Lemma,
G(2,3) = x
3 + (8− 2 + 0)x2 + (8− 2 + 1)x+ (8− 2 + 1) = x3 + 6x2 + 7x+ 7 ∈ Z8[x].
This monic, basic irreducible polynomial determines a proper ideal in Z8[x].
We now describe the ring GR(23, 3) as
G(2,3) = {b0 + b1ξ + b2ξ2 | bi ∈ Z8},
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where ξ is a formal root of G(2,3)(x) ∈ Z8, i.e. ξ3 = 2ξ2 + ξ + 1, therefore, |G(2,3)| = 83 =
512. The maximal ideal M in Z8 is 2Z8 = {0, 2, 4, 6}.
We have the following definition
0 −→M −→ Z8 −→π Z2 −→ 0.
The epimorphism π extends to the polynomial ring morphism µ from Z8[x] to Z2[x]. The
ideal (M,x3 + 6x2 + 7x + 7) ⊂ Z8[x] is a proper ideal and Z8/(M,x3 + 6x2 + 7x + 7) ∼=
Z2[x]/(x3 + x+ 1) ∼= F8, since µ(x3 + 6x2 + 7x+ 7) = x3 + x+ 1.
Next, consider the induced map
µ̃ : GR(8, 3) ∼= Z8[x]/(x3 + 6x2 + 7x+ 7) −→ Z2[x]/(x3 + x+ 1) ∼= F8.
The elements of this kernel are of the form 2GR(8, 3) = {2(b0 + b1ξ + b2ξ2) : b0, b1, b2 ∈
Z8}, with ξ3 = 2ξ2 + ξ + 1.
Clearly,
|2GR(8, 3)| = 43 = 64,
since the coefficients 2b0, 2b1, 2b2 ∈M = 2Z8.
Therefore, we can write 2GR(8, 3) = {λ0 + λ1ξ + λ2ξ2|λi ∈ M, 0 ≤ i ≤ 2}, again with
ξ3 = 2ξ2 + ξ + 1.
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Chapter 3
Quadratic residue codes over the
rings Z4, Z8
3.1 Background
In [10] Duadic codes were define in terms of their idempotents. Duadic codes come
in two pairs, one even-like pair, which we usually denote C1 and C2, and one odd-like
pair, usually denoted D1 and D2. Let e1(x) and e2(x) be two even-like idempotents with
C1 =< e1(x) > and C2 =< e2(x) >. The codes C1 and C∈ form a pair of even-like duadic
codes provided the following two criteria are met:
(i) The idempotents satisfy e1(x) + e2(x) = 1− j̄(x), and
(ii) There is a multiplier µ(a) such that C1µ(a) = C2 and C2µ(a) = C1.
Quadratic residue codes are a special family of BCH codes, which is a special subfamily of
cyclic codes. They were first introduced by Andrew Gleason and since then have generated
a lot of interest. This is due to the fact that they enjoy good properties and they are
source of good codes such as binary quadratic residue codes. While being studied over
finite fields in the early works, recently quadratic residue codes have been studied over
some special rings. First, Pless and Qian studied quaternary quadratic residue codes over
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the ring Z4 and some of their properties in [14]. In 2000, Chiu and Yau. extended the
ideas in [14] to the ring Z8 in [7]. In this section we study more closely the family of
quadratic residue codes, which, as we have been seen, are special cases of duadic codes.
Throughout this section, we will let n = p be an odd prime not dividing q, and we will
assume that q is a prime power that is a square modulo p. Let Qp denote the set of
nonzero squares modulo p, and let Np be the set of nonsquares modulo p. The sets Qp










Note that 1, Q(x), and N(x) are idempotents in Rp = F2[x]/ < xp + 1 >.
Theorem 3.1.1. [7] let x and y be both in Q or both in N , and let α 6= 0 in Fp. Then
the number of pairs x,y such that x+ y = α is p+1
8
if p ≡ −1( mod 8), and p−1
8
if p ≡ 1( mod 8).
Lemma 3.1.2. [10] Define r by p = 8r ± 1. Let k ∈ Fp with k 6= 0. Let NQp(k) be
the number of unordered pairs {(i, j)|i + j = k, i 6= j, i and j in Qp}. Define NNp(k)
analogously. Then NQp(k) = r − 1 if k ∈ Qp, NQp(k) = r if k ∈ Np, NNp(k) = r − 1 if
k ∈ Np, NNp(k) = r if k ∈ Qp
Lemma 3.1.3. [10] Define r by p = 8r ± 1. If r is odd, then Q(x) + 2 N(x),N(x) +
2 Q(x), 1 − Q(x) + 2 N(x), and 1 − N(x) + 2 Q(x) are idempotents in Rp. If r is even,
then −Q(x), −N(x), 1+Q(x) , and 1+N(x) are idempotents in Rp. Also, for r even or
odd, j̄(x) = p
∑p−1
i=0 x
i is an idempotent in Rp.
Lemma 3.1.4. [10] Let p be an odd prime. The following hold:
(i) |Qp| = |Np| = (p− 1)/2 .
(ii) Modulo p, we have Qpa = Qp, Npa = Np, Qpb = Np,and Npb = Qp when a ∈ Qp
and b ∈ Np.
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Theorem 3.1.5. [10] Quadratic residue codes of odd prime length p exist over Fq if and
only if q ∈ Qp.
Definition 3.1.1. [10] A vector x = x1x2 . . . xn ∈ Fnq is called even-like if
∑n
i=1 xi = 0
and is called odd-like otherwise. A binary vector is even like if and only if it has even
weight.
Definition 3.1.2. [10] A code is even-like if it has only even-like codewords, a code is
odd-like if it is not even like.
Theorem 3.1.6. [10] Let p be an odd prime. The following hold:
(i) Binary quadratic residue codes of length p exist if and only if p = ±1( mod 8).







j where δ = 1 if p ≡ −1( mod 8) and δ = 0 if p ≡ 1( mod 8).







j where ε = 0 if p ≡ −1( mod 8) and ε = 1 if p ≡ 1( mod 8).
Example 3.1.1. [10] We consider the binary Q.R. codes of length 23 over F2. In that
case, Q23 = {1, 2, 3, 4, 6, 8, 9, 12, 13, 16, 18}, and
N23 = {5, 7, 10, 11, 14, 15, 17, 19, 20, 21, 22}.














Note that the 2-cyclotomic cosets modulo 23 are {0},Q23,and N23 implying that these are
in fact the only binary duadic codes of length 23. The odd-like codes are the [23,12,7]
binary Golay code.
42
3.2 Quadratic residue codes over the ring Z4
In this section we will study an idempotent generators and dual generators for cyclic
code over the ring Z4. Also we will study the Quadratic residue codes over the ring Z4
and their properties.
Recall that an idempotent in Z4[x] is defined to be a polynomial e(x) such that
e(x)2 = e(x)( mod xn − 1).
Theorem 3.2.1. [14] Let C be a Z4-cyclic code of odd length n
(i) If C =< f >, where fg = xn − 1 for some g, then C has idempotent generator in
Z4.
(ii) If C =< 2f >, where f divides xn−1, then C =< 2e >, where e is binary generator
of (µf).
(iii) If C =< fh, 2fg >, where fgh = xn−1, then C =< e, 2ν > where e is an idempotent
in Z4, ν is an idempotent in Z2.
If we know the idempotent generator of a Z4 code, then we can also find the idempotent
generator of the dual code using the following theorems.
Theorem 3.2.2. [10] If a Z4-cyclic code C has the idempotent generator e(x), then C⊥
has idempotent generator 1− e(x−1).
Theorem 3.2.3. [10] Let C1 and C2 be cyclic codes with idempotent generators e1(x),
e2(x) respectively, then C1 ∩C2 has the idempotent generator e1(x)e2(x) and C1 +C2 has
the idempotent generator e1(x) + e2(x)− e1(x)e2(x).
For odd n, xn − 1 = f1f2 . . . fr is a product of basic irreducible and pairwise coprime
polynomials, let f̂i denote the product of all fj except fi. We study that there are binary
idempotents e1, e2, . . . , er with < µf̂i >=< ei > such that
e1 + e2 + . . .+ er = 1 and eiej = 0, if i 6= j.
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These ei are called primitive idempotent and any binary idempotent is the sum of some
ei.
In Z4, let θi = e2i , for i = 1, 2, . . . , r. It was shown in [10], that the θi are Z4 idempotents.
Moreover, it can also be shown that
∑r
i=1 θi = 1 and θiθj = 0 for i 6= j.










where Q is the set of quadratic residues and N is the set of non-quadratic residues for a
prime p, where p ≡ ±1( mod 8).
When p ≡ −1( mod 8), e1 and e2 are idempotents of binary [p, p+12 ] Q.R. codes.
When p ≡ 1( mod 8), e1 and e2 are idempotents of binary [p, p−12 ] Q.R. codes.
Theorem 3.2.4. [14] Let p ≡ ±1( mod 8) be a prime such that p+1 = 8r or p−1 = 8r.
If r is odd then ei + 2ej and 1 + 3ei + 2ej are idempotents over the ring Z4 where i,j =1,2
and i 6= j. If r is even then 3ei and 1 + ei are idempotents over the ring Z4 where i =1,2.
Definition 3.2.1. [14] A-Z4-cyclic code is Z4-quadratic residue code if it is generated by
one of the idempotents ei + 2ej, 1 + 3ei + 2ej, 3ei or 1 + ei.
We know that in the binary case, the all 1 vector 1 + e1 + e2, denoted by h, is an
idempotent. In Z4 we have








= h+ (p− 1)h
= ph.
Therefore, when p ≡ 1( mod 8), h is an idempotent in Z4; when p ≡ −1( mod 8), 3h
denoted by h̃, is an idempotent in Z4.
44
Theorem 3.2.5. [14] Let p be a prime such that p+ 1 = 8r.
If r is odd, let Q1 = (e1+2e2), Q2 = (e2+2e1) and Q́1 = (1+3e2+2e1), Q́2 = (1+3e1+2e2);
If r is even, let Q1 = (3e1), Q2 = (3e2) and Q́1 = (1+e2), Q́2 = (1+e1). Then the following
holds for Z4-quadratic residue codes Q1,Q2,Q́1 and Q́2 :
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q1 ∩Q2 = (h̃) and Q1 +Q2 = Rp = Z4[x]/ < xp − 1 >;
(c) |Q1| = 4
p+1
2 = |Q2|;
(d) Q1 = Q́1 + h̃, and Q2 = Q́2 + h̃;
(e) |Q́1| = |Q́2| = 4
p−1
2 ;
(f) Q́1 and Q́2 are self-orthogonal and Q
⊥
1 = Q́1, Q
⊥
2 = Q́2.
Theorem 3.2.6. [14] Let p be a prime such that p− 1 = 8r.
If r is odd, let Q1 = (1+3e1+2e2), Q2 = (1+3e2+2e1) and Q́1 = (e2+2e1), Q́2 = (e1+2e2);
If r is even, let Q1 = (1+e1), Q2 = (1+e2) and Q́1 = (3e2), Q́2 = (3e1). Then the following
holds for Z4-quadratic residue codes Q1,Q2,Q́1 and Q́2 :
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q1 ∩Q2 = h and Q1 +Q2 = Rp = Z4[x]/ < xp − 1 >;
(c) |Q1| = 4
p+1
2 = |Q2|;
(d) Q1 = Q́1 + h, and Q2 = Q́2 + h;
(e) |Q́1| = |Q́2| = 4
p−1
2 ;




3.3 Quadratic residue codes over the ring Z8
In this section we will study an idempotent generators and dual generators for cyclic
code over the ring Z8. Also we will study the Quadratic residue codes over the ring Z8
and their properties.
Recall that an idempotent in Z8[x]/ < xn − 1 > is defined to be a polynomial e(x) such
that
e(x)2 = e(x)( mod xn − 1).
We know that in the binary case, the all 1 vector 1 + e1 + e2, denoted by h, is an
idempotent. in Z2[x]/ < xp − 1 >.
In Z2[x]/ < xp − 1 > we have






)h = h+ (p− 1)h = ph.
Therefore, when p ≡ 1( mod 8), h is an idempotent in Rp; when p ≡ −1( mod 8), 7h
denoted by h̃, is an idempotent in Rp [7].
Lemma 3.3.1. [10] Let p be an odd prime. Then −1 is a square modulo p if and only if
p ≡ (1 mod 4).
Lemma 3.3.2. [10] Let p be an odd prime. Then 2 is a square modulo p if and only if
p ≡ ±1( mod 8).
Theorem 3.3.3. [7] Let p be a prime such that p ≡ ±1( mod 8)
(i) If p+ 1 = 8r.
(a) If r = 4k, then 1 + ei and 7ei are idempotents over Z8[x]/ < xp − 1 >, where
i = 1, 2.
(b) If r = 4k + 1, then 4 + 2ei + 5ej and 5 + 3ei + 6ej are idempotents over
Z8[x]/ < xp − 1 >, where 1 ≤ i 6= j ≤ 2.
(c) If r = 4k + 2, then 3ei + 4ej and 1 + 4ei + 5ej are idempotents over
Z8[x]/ < xp − 1 >, where 1 ≤ i 6= j ≤ 2.
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(d) If r = 4k + 3, then 4 + ei + 6ej and 5 + 2ei + 7ej are idempotents over
Z8[x]/ < xp − 1 >, where 1 ≤ i 6= j ≤ 2.
(ii) If p− 1 = 8r.
(a) If r = 4k, then 1 + ei and 7ei are idempotents over Z8[x]/ < xp − 1 >, where
i = 1, 2.
(b) If r = 4k + 1, then 4 + ei + 6ej and 5 + 2ei + 7ej are idempotents over
Z8[x]/ < xp − 1 >, where 1 ≤ i 6= j ≤ 2.
(c) If r = 4k + 2, then 3ei + 4ej and 1 + 4ei + 5ej are idempotents over
Z8[x]/ < xp − 1 >, where 1 ≤ i 6= j ≤ 2.
(d) If r = 4k + 3, then 4 + 2ei + 5ej and 5 + 3ei + 6ej are idempotents over
Z8[x]/ < xp − 1 >, where 1 ≤ i 6= j ≤ 2.
The following theorem state the properties of Q.R. codes over the ring Z8.
Theorem 3.3.4. [7] Let p be a prime with p + 1 = 8r. If r = 4k, let Q1 = (7e1),
Q2 = (7e2) and Q́1 = (1 + e2), Q́2 = (1 + e1). If r = 4k + 1, let Q1 = (4 + 2e1 + 5e2),
Q2 = (4 + 5e1 + 2e2) and Q́1 = (5 + 3e1 + 6e2), Q́2 = (5 + 6e1 + 3e2) If r = 4k + 2, let
Q1 = (3e1 + 4e2), Q2 = (4e1 + 3e2) and Q́1 = (1 + 4e1 + 5e2), Q́2 = (1 + 5e1 + 4e2).
If r = 4k + 3, let Q1 = (4 + e1 + 6e2), Q2 = (4 + 6e1 + e2) and Q́1 = (5 + 2e1 + 7e2),
Q́2 = (5 + 7e1 + 2e2). Then the following holds for Z8-Q.R. codes Q1, Q2, Q́1, and Q́2.
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q1 ∩Q2 =< h̃ >= 7h and Q1 +Q2 = Rp = Z8[x]/ < xp − 1 >;
(c) |Q1| = 8
p+1
2 = |Q2|;
(d) Q1 = Q́1 + h̃, and Q2 = Q́2 + h̃;
(e) |Q́1| = 8
p−1
2 = |Q́2|;
(f) Q́1 and Q́2 are self-orthogonal and Q
⊥




Theorem 3.3.5. [7] Let p be a prime with p − 1 = 8r. If r = 4k, let Q1 = (1 + e1),
Q2 = (1 + e2) and Q́1 = (7e2), Q́2 = (7e1). If r = 4k + 1, let Q1 = (5 + 7e1 + 2e2),
Q2 = (5 + 2e1 + 7e2) and Q́1 = (4 + 6e1 + e2), Q́2 = (4 + e1 + 6e2) If r = 4k + 2, let
Q1 = (1 + 5e1 + 4e2), Q2 = (1 + 4e1 + 5e2) and Q́1 = (4e1 + 3e2), Q́2 = (3e1 + 4e2). If
r = 4k + 3, let Q1 = (5 + 6e1 + 3e2), Q2 = (5 + 3e1 + 6e2) and Q́1 = (4 + 5e1 + 2e2),
Q́2 = (4 + 2e1 + 5e2). Then the following holds for Z8-Q.R. codes Q1, Q2, Q́1, and Q́2.
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q1 ∩Q2 =< h > and Q1 +Q2 = Rp = Z8[x]/ < xp − 1 >;
(c) |Q1| = 8
p+1
2 = |Q2|;
(d) Q1 = Q́1 + h, and Q2 = Q́2 + h;
(e) |Q́1| = 8
p−1
2 = |Q́2|;





Quadratic residue codes over the
rings F2 + uF2, F2 + uF2 + u2F2 and
F2 + uF2 + . . . + um−1F2.
Our goal in this thesis is to define and construct quadratic residue codes over the rings
F2 + uF2, u2 = 0 and F2 + uF2 + u2F2, u3 = 0 and generalize this study to Quadratic
residue codes over finite commutative chain ring F2 + uF2 + . . .+ um−1F2, with um = 0.
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4.1 Quadratic residue codes over the ring R1 = F2 +
uF2.
In this section we will define the idempotent generators for cyclic codes over the ring R1
and study their properties, In order to define and construct the Quadratic residue codes
over R1 which can be defined in terms of their idempotent generators.
Theorem 4.1.1. [18] Let C be a cyclic code over R1 of odd length n
(i) If C =< f >, where fg = xn − 1 for some g, then C has idempotent generator in
R1.
(ii) If C =< uf >, where f divides xn−1, then C =< ue > where e is binary generator
of< φf >.
(iii) If C =< fh, ufg >, where fgh = xn − 1, then C =< e, uv1 > where e is an
idempotent in R1, v1 is an idempotent in F2.
Proof. In (i), because f and g are coprime, there are a, b in R1[x] s.t. fa+ gb = 1.
Set e = fa, then
e = 1− gb and e2 = e− geb = e− gfab = e( mod xn − 1).
fe = f − fgb = f( mod xn − 1). Hence < e >=< f >;
In (ii), let φ : R1[x] −→ F2[x] be a natural homomorphic mapping from R1 to its residue










Since f/(xn − 1) in R1[x], φf divides xn − 1 in F2[x].
By (i) < uf >=< ue > follows from the fact that < uf >=< uφ(f) > and (φf) has
binary idempotent e.
In (iii), It is clear from (i) and (ii) that < fh > has idempotent e in R1 and < φ(fg) >
has binary idempotent v1.
Therefore < fh, ufg >=< e, uv1 > .
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The idempotent of the dual code of a code C can be described in terms of the idem-
potent of C. If a(x) = a0 + a1x+ . . .+ am−1x
m−1 ∈ R1[x], set
a∗(x) = xm−1a(1/x) = a0x
m−1 + . . .+ am−1.
Theorem 4.1.2. [18] If a code C over R1 has the idempotent generator e(x), then C⊥
has idempotent generator 1− e(x−1).
Remark 4.1.1. The quadratic residue codes over R1 can be found by similar way as in the
ring Z4.
Theorem 4.1.3. Let p ≡ ±1( mod 8) be a prime such that p+ 1 = 8r or p− 1 = 8r. If
r is odd then ei + uej and 1 + ūei + uej are idempotents over the ring R1 where i,j =1,2
and i 6= j. If r is even then ūei and 1 + ei are idempotents over the ring R1 where i =1,2.
Proof. Case (1) If r is odd.
Suppose that p+ 1 = 8r, that is r = 8k + 1, where k > 0.
(e1 + ue2)
2 = (e1)
2 + u2e1e2 + (ue2)
2 = e1 + ue2.
similarly (e2 + ue1)
2 = (e2)
2 + u2e2e1 + (ue1)





similarly (1+ ūe2 +ue1)
2 = 1+ ūe2 +ue1 + ūe2 +(ūe2)
2 + ūue2e1 +ue1 + ūue2e1 +(ue1)
2 =
1 + ūe2 + ue1.
Case (2) If r is even the prove is similar to case (1) that is.
(ūe1)
2 = ūe1, and (ūe2)
2 = ūe2,
(1 + e1)
2 = 1 + e1, and (1 + e2)
2 = 1 + e2.
Definition 4.1.1. R1-cyclic code is R1-quadratic residue code if it is generated by one of
the idempotents ei + uej, 1 + ūei + uej, ūei or 1 + ei, where i =1,2 and i 6= j.
Let the map µa be defined as follows:
µa : i −→ ai( mod p) for any nonzero a ∈ F2[x].
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It is clearly that µa(fg) = µa(f)µa(g), for f and g are polynomials in R1.
We know that in the binary case, the all 1 vector 1+e1+e2, denoted by h, is an idempotent.
In R1 we have








= h+ (p− 1)h
= ph.
Therefore, when p ≡ 1( mod 8), h is an idempotent in R1; when p ≡ −1( mod 8), ūh
denoted by h̃, is an idempotent in R1.
Theorem 4.1.4. Let p be a prime such that p+ 1 = 8r.
If r is odd, let
Q1 = (e1 + ue2), Q2 = (e2 + ue1)
and
Q́1 = (1 + ūe2 + ue1), Q́2 = (1 + ūe1 + ue2);
If r is even, let
Q1 = (ūe1), Q2 = (ūe2)
and
Q́1 = (1 + e2), Q́2 = (1 + e1).
Then the following holds for R1-quadratic residue codes Q1,Q2,Q́1 and Q́2 :
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q1 ∩Q2 = (h̃) and Q1 +Q2 = Rp = R1[x]/ < xp − 1 >;
(c) |Q1| = 4
p+1
2 = |Q2|;
(d) Q1 = Q́1 + h̃, and Q2 = Q́2 + h̃;




(f) Q́1 and Q́2 are self-orthogonal and Q
⊥
1 = Q́1, Q
⊥
2 = Q́2.
Proof. Case (1) If r is odd we have:
(a) Let s be an element in N , then the map µs interchanges e1 and e2
Hence
µs(e1 + ue2) = e2 + ue1,
and
µs(1 + ūe2 + ue1) = 1 + ūe1 + ue2.
(b) Since
h̃ = ūh = ū+ ūe1 + ūe2
= ū+ ue1 + e2 + ue2 + e1
= ū+ (e1 + ue2) + (e2 + ue1)
(e1 + ue2)h̃ = (e1 + ue2)(e2 + ue1).
On the other hand,
(e1 + ue2)h̃ = e1h̃+ ue2h̃ = (
p− 1
2
)h̃+ (p− 1)h̃ = h̃.
because p = 8r − 1 we have (p−1
2
) + (p− 1) = (−1 + 4r) + (−2 + 8r) ≡ 1( mod 8).
Hence
(e1 + ue2)(e2 + ue1) = h̃.
By Theorem 3.2.3, Q1 ∩Q2 has an idempotent generator h̃.
Therefore
|Q1 ∩Q2| = |h̃| = 4.
Also by Theorem 3.2.3, Q1 +Q2 has an idempotent generator
(e1 + ue2) + (e2 + ue1)− (e1 + ue2)(e2 + ue1) = 1.
Hence
Q1 +Q2 = Rp.
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It follows from part (a) that




(1 + ūe2 + ue1)h̃ = ūh+ (
p− 1
2
)h+ (p− 1)h = .
= ūh+ (−1 + 4r)h+ (−2 + 8r)h = 0.
Then Q́1 + h̃ has an idempotent generator
1 + ūe2 + ue1 + h̃− (1 + ūe2 + ue1)h̃ = (e1 + ue2).
Hence
Q́1 + h̃ = (e1 + ue2) = Q1.
Similarly,
Q́2 + h̃ = Q2.
(e) From part (c) we have |Q1| = 4
p+1
2 , It follows From part (d) that Q́1 + h̃ = Q1.
Then 4
p+1









(f) By Theorem 4.1.2, Q⊥1 has an idempotent generator
1− (e1(x−1) + (ue2(x−1)) = 1 + ūe2 + ue1.
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Hence
Q⊥1 = Q́1 and Q́1 ⊆ Q1 = Q́1
⊥
,
Therefore Q́1 is self-orthogonal. Similarly Q
⊥
1 = Q́1, and so Q́2 is self-orthogonal.
Case (2) If r is even the proof is similar to case (1).
Theorem 4.1.5. Let p be a prime such that p− 1 = 8r.
If r is odd, let
Q1 = (1 + ūe1 + ue2), Q2 = (1 + ūe2 + ue1)
and
Q́1 = (e2 + ue1), Q́2 = (e1 + ue2);
If r is even, let
Q1 = (1 + e1), Q2 = (1 + e2)
and
Q́1 = (ūe2), Q́2 = (ūe1).
Then the following holds for R1-quadratic residue codes Q1,Q2,Q́1 and Q́2 :
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q1 ∩Q2 = h and Q1 +Q2 = Rp = R1[x]/ < xp − 1 >;
(c) |Q1| = 4
p+1
2 = |Q2|;
(d) Q1 = Q́1 + h, and Q2 = Q́2 + h;
(e) |Q́1| = |Q́2| = 4
p−1
2 ;
(f) Q⊥1 = Q́2, Q
⊥
2 = Q́1.
Proof. Case (1) If r is odd we have:
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(a) Let s be an element in N , then the map µs interchanges e1 and e2
Hence
µs(1 + ūe1 + ue2) = 1 + ūe2 + ue1,
and
µs(e2 + ue1) = e1 + ue2.
(b) Since
h = 1 + e1 + e2 = ū+ (1 + ūe2 + ue1) + (1 + ūe1 + ue2)
(1 + e1 + ue2)h = (1 + ūe1 + ue2) + (1 + ūe2 + ue1).
On the other hand,
(1 + ūe1 + ue2)h = h+ ūe1h+ ue2h = h+ (p− 1)h+ (
p− 1
2
)h+ (p− 1)h = h.
because p = 8r + 1 we have (p+1
2
) + (p+ 1) = (4r + 1) + (8r + 2) ≡ −1(mod 8).
Hence
(1 + ūe1 + ue2) + (1 + ūe2 + ue1) = h.
By Theorem 3.2.3, Q1 ∩Q2 has an idempotent generator h. Therefore
|Q1 ∩Q2| = |h| = 4.
Also by Theorem 3.2.3, Q1 +Q2 has an idempotent generator
(1 + ūe1 + ue2) + (1 + ūe2 + ue1)− (1 + ūe1 + ue2)(1 + ūe2 + ue1) = 1.
Hence
Q1 +Q2 = Rp.
(c) From part (b) we have Q1 +Q2 = Rp, and since |Q1 +Q2| = |Q1||Q2||Q1∩Q2| = 4
p.









(4r)h+ (8r)h = 0.
Then Q́1 + h has an idempotent generator
e2 + ue1 + h− (e2 + ue1)h = (1 + ūe1 + ue2).
Hence Q́1 + h = (1 + ūe1 + ue2) = Q1.
Similarly, Q́2 + h = Q2.
(e) From part (c) we have |Q1| = 4
p+1













(f) By Theorem 4.1.2, Q⊥1 has an idempotent generator




Q́1 ⊆ Q1 = Q́1
⊥
,
Therefore Q́1 is self-orthogonal. Similarly
Q⊥2 = Q́2,
and so Q́2 is self-orthogonal.
Case (2) If r is even the proof of (a) - (e) is similar to case (1).
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(f) By Theorem 4.1.2, and the fact that -1 is a square, Q⊥1 has the idempotent generator
1− (1 + e1(x−1)) = −e2 = ūe1,
which is the idempotent generator of Q́2.
This proves that Q⊥1 = Q́2. Similarly, we can show that Q
⊥
2 = Q́1.
In the following example we shall obtain nontrivial cyclic with their idempotent gen-
erators in order to determine the Quadratic residue codes of length 7 over the finite chain
ring R1.
Example 4.1.1. R1- cyclic code of length 7
x7 − 1 = (x+ ū)(x3 + ux2 + x+ ū)(x3 + ūx2 + ux+ ū) = f1f2f3.
Let e1 = x+ x
2 + x4 and e2 = x
3 + x5 + x6 be binary idempotent.
Then in the binary case,
h = 1 + e1 + e2 is the idempotent generator of φf2φf3,
1 + e1 is idempotent generator of φf1φf3,
and 1 + e2 is idempotent generator of φf1φf2.
Also ξ0 = h
2 = ūh is an idempotent of f2f3,
ξ1 = (1 + e1)
2 = 1 + ūe1 + ue2 is an idempotent of f1f3, and
ξ2 = (1 + e2)
2 = 1 + ūe2 + ue1 is an idempotent of f1f2.
By Theorem (4.1.2)
1− ξ0(x−1) = 1− ūh = e1 + e2 + u is an idempotent generator of f1,
1− ξ1(x−1) = 1− ξ2 = e2 + ue1 is an idempotent generator of f3,
also 1− ξ2(x−1) = 1− ξ1 = e1 + ue2 is an idempotent generator of f2.
Four of the cyclic codes of length 7 over R1 given in Table 4.1 are quadratic residue
codes. In this case p = 7 and r = 1. Therefore Q1 is code No. 3, Q2 is code No. 4, Q́1 is
code No. 5, and Q́2 is code No. 7. Notice that the duality conditions given in Table 4.1
for these codes agree with Theorem 4.1.4.
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Table 4.1: Quadratic residue codes over the ring R1 of length 7.
Code No. Generator of the code Idempotent generator Type Comments
1 u u 27
2 f1 e1 + e2 + u 4
6
3 f2 e1 + ue2 4
4 Q.R.code
4 f3 e2 + ue1 4
4 Q.R.code
5 f1f2 1 + ūe2 + ue1 4
3 Q.R.code
6 f2f3 ūh 4
7 f1f3 1 + ūe1 + ue2 4
3 Q.R.code
8 uf1 ue1 + ue2 2
6
9 uf2 ue1 2
4
10 uf3 ue2 2
4
11 uf2f3 uh 2
12 uf1f2 u+ ue2 2
3
13 uf1f3 u+ ue1 2
3
14 < f1, uf2f3 > < u+ e1 + e2, uh > 4
6.2
15 < f2, uf1f3 > < e1 + ue2, u+ ue1 > 4
4.23
16 < f3, uf1f2 > < e2 + ue1, u+ ue2 > 4
4.23
17 < f1f2, uf3 > < 1 + ūe2 + ue1, ue2 > 4
3.24
18 < f1f3, uf2 > < 1 + ūe1 + ue2, ue1 > 4
3.24
19 < f2f3, uf1 > < ūh, ue1 + ue2 4.2
6
20 < f1f2, uf1f3 > < 1 + ūe2 + ue1, u+ ue1 > 4
3.23
21 < f1f2, uf2f3 > < 1 + ūe2 + ue1, uh > 4
3.2
22 < f1f3, uf1f2 > < 1 + ūe1 + ue2, u+ ue2 > 4
3.23
23 < f1f3, uf3f2 > < 1 + ūe1 + ue2, uh > 4
3.2
24 < f2f3, uf2f1 > < ūh, u+ ue2 > 4.2
3
25 < f2f3, uf3f1 > < ūh, u+ ue1 > 4.2
3
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4.2 Quadratic residue codes over the ring R2 = F2 +
uF2 + u2F2.
In order to define the Quadratic residue codes over R2, we will define the idempotent
generators for cyclic codes over the ring R2, and study their properties.
Theorem 4.2.1. [18] Let C be a cyclic code over R2 of odd length n
(i) If C =< f >, where fg = xn − 1 for some g, then C has idempotent generator in
R2.
(ii) If C =< ukf >, where f divides xn − 1, then C =< uke > where e is binary
generator of < φf > where k = 1, 2.
(iii) If C =< fh, ukfg >, where fgh = xn − 1, then C =< e, ukv >where e is an
idempotent in R2, v is an idempotent in F2 and k = 1, 2 .
Proof. In (i), because f and g are coprime, there are a, b in R2[x] s.t. fa+ gb = 1.
Set e = fa, then
e = 1− gb and e2 = e− geb = e− gfab = e( mod xn − 1).
fe = f − fgb = f( mod xn − 1). Hence < e >=< f >;
In (ii), for k = 1, 2 let φ : R2[x] −→ F2[x] be a natural homomorphic mapping from R2











Since f/(xn − 1) in R2[x], φf divides xn − 1 in F2[x].
By (i) < ukf >=< uke > follows from the fact that < ukf >=< ukφ(f) > and (φf) has
binary idempotent e.
In (iii), it is clear from (i) and (ii) that < fh > has idempotent e in R2 and < φ(fg) >
has binary idempotent v.
Therefore < fh, ukfg >=< e, ukv > .
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For any element of R2 expressed as x+ uy + u2z, the Gray map α from R2 to F42 is
defined by α(x+ uy + u2z) = (z, x+ z, y + z, x+ y + z), where x,y and z ∈ F2. A new
weight function were defined for codes over R2. Using the following map α from R2 to F42
xi α(xi) xi α(xi)
0 0000 1 0101
u 0011 v 0110
u2 1111 v2 1010
uv 1100 v3 1001
For more details see ref [2].
Remark 4.2.1. Q.R. codes over R2 can be found by similar way as in the ring Z8.
It is important to discuss the following lemmas in order to prove the next theorems.
Lemma 4.2.2. Suppose that p ≡ −1( mod 8) that is p+ 1 = 8r, we have:









i+j = ure1 + ure2 − e1,









i+j = ure1 + ure2 − e2,









−1 6∈ Q, we have −a 6∈ Q whenever a ∈ Q.
By Theorem 3.1.1 we have∑
i 6=j,i,j∈Q
xi+j = u[(r − 1)e1 + re2] = ure1 + ure2 − ue1.
Then
e21 = e1 + ure1 + ure2 − ue1 = ure1 + ure2 − e1.




Since −1 6∈ Q, we have −a 6∈ N whenever a ∈ N.
By Theorem 3.1.1 we have
∑
i 6=j,i,j∈N x
i+j = u[re1 + (r− 1)e2] = ure1 + ure2 − ue2.
Then e22 = e2 + ure1 + ure2 − ue2 = ure1 + ure2 − e2.
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(c) Since v3h = v3(1+e1+e2) is an idempotent in R2[x]/ < xn−1 >, then (v3h)2 = v3h.
Hence v3h = v3 + v3e1 + v
3e2 = (v
3 + v3e1 + v
3e2)
2 = 1 + e21 + e
2
2 +ue1 +ue2 +ue1e2.





Lemma 4.2.3. Suppose that p ≡ 1( mod 8) that is p− 1 = 8r, we have:









i+j = ure1 + ure2 − e1 + u2r,









i+j = ure1 + ure2 − e2 + u2r,









−1 ∈ Q, we have −a ∈ Q whenever a ∈ Q.





i+j By Theorem 3.1.1 we have∑
i 6=j,i,j∈Q
xi+j = u[(r − 1)e1 + re2] + u2r = ure1 + ure2 − ue1 + u2r.
Then e21 = e1 + ure1 + ure2 − ue1 + u2r = ure1 + ure2 − e1 + u2r.




Since −1 ∈ Q, we have −a ∈ N whenever a ∈ N.





i+j By Theorem 3.1.1 we have∑
i 6=j,i,j∈N
xi+j = u[re1 + (r − 1)e2] + u2r = ure1 + ure2 − ue1 + u2r.
Then e22 = e2 + ure1 + ure2 − ue1 + u2r = ure1 + ure2 − e2 + u2r.
(c) Since h = 1 + e1 + e2 is an idempotent in R2[x]/ < xn − 1 >, then h2 = h.
Hence h = 1 + e1 + e2 = (1 + e1 + e2)
2 = 1 + e21 + e
2
2 + ue1 + ue2 + ue1e2.





Theorem 4.2.4. If a code C over R1 has the idempotent generator e(x), then C⊥ has
idempotent generator 1− e(x−1).
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Proof. The proof is similar to the proof of Theorem 4.1.2 in [18].
Theorem 4.2.5. Let p be a prime such that p ≡ ±1( mod 8)
(i) If p+ 1 = 8r.
(a) If r = 4k, then 1 + ei and v
3ei are idempotents over R2[x]/ < xp − 1 >, where
i = 1, 2.
(b) If r = 4k + 1, then u2 + uei + v
2ej and v
2 + vei + uvej are idempotents over
R2[x]/ < xp − 1 >, where 1 ≤ i 6= j ≤ 2.
(c) If r = 4k+2, then vei+u
2ej and 1+u
2ei+v
2ej are idempotents over R2[x]/ <
xp − 1 >, where 1 ≤ i 6= j ≤ 2.
(d) If r = 4k + 3, then u2 + ei + uvej and v
2 + uei + v
3ej are idempotents over
R2[x]/ < xp − 1 >, where 1 ≤ i 6= j ≤ 2.
(ii) If p− 1 = 8r.
(a) If r = 4k, then 1 + ei and v
3ei are idempotents over R2[x]/ < xp − 1 >, where
i = 1, 2.
(b) If r = 4k + 1, then u2 + ei + uvej and v
2 + uei + v
3ej are idempotents over
R2[x]/ < xp − 1 >, where 1 ≤ i 6= j ≤ 2.
(c) If r = 4k+2, then vei+u
2ej and 1+u
2ei+v
2ej are idempotents over R2[x]/ <
xp − 1 >, where 1 ≤ i 6= j ≤ 2.
(d) If r = 4k + 3, then u2 + uei + v
2ej and v
2 + vei + uvej are idempotents over
R2[x]/ < xp − 1 >, where 1 ≤ i 6= j ≤ 2.
Proof. The proof is similar to the proof of Theorem 4.1.3 by using lemma 4.2.2 and lemma
4.2.3.
Definition 4.2.1. R2-cyclic code is R2-quadratic residue code if it is generated by one of
the idempotents 1 + ei, v
3ei, u
2 + uei + v
2ej, v
2 + vei + uvej, vei + u
2ej, 1 + u
2ei + v
2ej,
u2 + ei + uvej and v
2 + uei + v
3ej .
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Let the map µa be defined as follows:
µa : i −→ ai( mod p) for any nonzero a ∈ F2[x].
It is clear that µa(fg) = µa(f)µa(g), for f and g are polynomials in Rn.
We know that in the binary case, the all 1 vector 1+e1+e2, denoted by h, is an idempotent.
In R2 we have








= h+ (p− 1)h
= ph.
Therefore, when p ≡ 1( mod 8), h is an idempotent in R2; when p ≡ −1( mod 8), v3h
denoted by h̃, is an idempotent in R2.
Theorem 4.2.6. Let p be a prime such that p+ 1 = 8r.
If r = 4k, let
Q1 = (v
3e1), Q2 = (v
3e2)
and
Q́1 = (1 + e2), Q́2 = (1 + e1);
If r = 4k + 1, let
Q1 = (u
2 + ue1 + v
2e2), Q2 = (u
2 + v2e1 + ue2)
and
Q́1 = (v
2 + ve1 + uve2), Q́2 = (v
2 + uve1 + ve2);
If r = 4k + 2, let
Q1 = (ve1 + u
2e2), Q2 = (u
2e1 + ve2)
and
Q́1 = (1 + u
2e1 + v




If r = 4k + 3, let
Q1 = (u
2 + e1 + uve2), Q2 = (u
2 + uve1 + e2)
and
Q́1 = (v
2 + ue1 + v
3e2), Q́2 = (v
2 + v3e1 + ue2);
Then the following holds for R2-quadratic residue codes Q1,Q2,Q́1 and Q́2 :
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q1 ∩Q2 = (h̃) and Q1 +Q2 = Rp = R2[x]/ < xp − 1 >;
(c) |Q1| = 8
p+1
2 = |Q2|;
(d) Q1 = Q́1 + h̃, and Q2 = Q́2 + h̃;
(e) |Q́1| = |Q́2| = 8
p−1
2 ;
(f) Q́1 and Q́2 are self-orthogonal and Q
⊥
1 = Q́1, Q
⊥
2 = Q́2.
Proof. We first will proof the case when r = 4k + 1
(a) Let s be an element in N , then the map µs interchanges e1 and e2
Hence
µs(u
2 + ue1 + v
2e2) = u
2 + v2e1 + ue2,
and
µs(v
2 + ve1 + uve2) = v
2 + uve1 + ve2.
Then Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent.
(b) Since
h̃ = v3h = v3 + v3e1 + v
3e2
= v3 + (u2 + ue1 + v
2e2) + (u
2 + v2e1 + ue2)
(u2 + ue1 + v
2e2)h̃ = (u
2 + ue1 + v
2e2)(u
2 + v2e1 + ue2).
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On the other hand,















) ≡ 1(mod 8).
Hence
(u2 + ue1 + v
2e2)(u
2 + v2e1 + ue2) = h̃.
By Theorem 3.2.3,Q1 ∩Q2 has an idempotent generator h̃. Therefore
|Q1 ∩Q2| = |h̃| = 8.
Also by Theorem 3.2.3, Q1 +Q2 has an idempotent generator
(u2 + ue1 + v
2e2) + (u
2 + v2e1 + ue2)− (u2 + ue1 + v2e2)(u2 + v2e1 + ue2) = 1.
Hence
Q1 +Q2 = Rp.





It follows from part (a) that
|Q1| = |Q2| = 8
p+1
2 .
(d) Since (v2 + ve1 + uve2)h̃ = vh + v















) ≡ 0( mod 8).
Then Q́1 + h̃ has an idempotent generator
v2 + ve1 + uve2 + h̃− (v2 + ve1 + uve2)h̃ = (u2 + ue1 + v2e2).
Hence
Q́1 + h̃ = (u
2 + ue1 + v
2e2) = Q1.
Similarly,
Q́2 + h̃ = Q2.
66
(e) From part (c) we have |Q1| = 8
p+1













(f) By Theorem 4.1.2, and the fact that −1 is not square (i.e.,−1 ∈ N) we have that
Q⊥1 has an idempotent generator
1− (u2 + ue1(x−1) + (v2e2(x−1)) = v2 + ve1 + uve2.
Hence
Q⊥1 = Q́1, and Q́1 ⊆ Q1 = Q́1
⊥
.
Therefore Q́1 is self-orthogonal.
Similarly Q⊥2 = Q́2, and so Q́2 is self-orthogonal.
The proof of the other cases are similar.
Theorem 4.2.7. Let p be a prime such that p− 1 = 8r.
If r = 4k, let
Q1 = (1 + e1), Q2 = (1 + e2)
and
Q́1 = (v
3e2), Q́2 = (v
3e1);
If r = 4k + 1, let
Q1 = (v
2 + v3e1 + ue2), Q2 = (v




2 + uve1 + e2), Q́2 = (u
2 + e1 + uve2);
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If r = 4k + 2, let
Q1 = (1 + v
2e1 + u





2e1 + ve2), Q́2 = (ve1 + u
2e2);
If r = 4k + 3, let
Q1 = (v
2 + uve1 + ve2), Q2 = (v
2 + ve1 + uve2)
and
Q́1 = (u
2 + v2e1 + ue2), Q́2 = (u
2 + ue1 + v
2e2);
Then the following holds for R2-quadratic residue codes Q1,Q2,Q́1 and Q́2 :
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q1 ∩Q2 = (h) and Q1 +Q2 = Rp = R2[x]/ < xp − 1 >;
(c) |Q1| = 8
p+1
2 = |Q2|;
(d) Q1 = Q́1 + (h) and Q2 = Q́2 + (h);
(e) |Q́1| = |Q́2| = 8
p−1
2 ;
(f) Q⊥1 = Q́2, Q
⊥
2 = Q́1.
Proof. We first will proof the case when r = 4k + 1
(a) Let s be an element in N , then the map µs interchanges e1 and e2
Hence
µs(v
2 + v3e1 + ue2) = v
2 + v3e2 + ue1,
and
µs(u
2 + uve1 + e2) = u
2 + uve2 + e1.
Then Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent.
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(b) Since
(h) = 1 + e1 + e2 = v
3 + (v2 + v3e1 + ue2) + (v
2 + ue1 + v
3e2)
(v2 + v3e1 + ue2)h = (v
2 + v3e1 + ue2)(v
2 + ue1 + v
3e2).
On the other hand,
(v2 + v3e1 + ue2)h = v












) ≡ 1( mod 8).
Hence
(v2 + v3e1 + ue2)(v
2 + ue1 + v
3e2) = h.
By Theorem 3.2.3,Q1 ∩Q2 has an idempotent generator h. Therefore
|Q1 ∩Q2| = |h| = 8.
Also by Theorem 3.2.3, Q1 +Q2 has an idempotent generator
(v2 + v3e1 + ue2) + (v
2 + ue1 + v
3e2)− (v2 + v3e1 + ue2)(v2 + ue1 + v3e2) = 1.
Hence
Q1 +Q2 = Rp.
(c) From part (b) we have Q1 +Q2 = Rp, and since |Q1 +Q2| = |Q1||Q2||Q1∩Q2| = 8
p.
It follows from part (a) that
|Q1| = |Q2| = 8
p+1
2 .
(d) Since (u2 + uve1 + e2)h = u















) ≡ 0( mod 8).
Then Q́1 + h has an idempotent generator
u2 + uve1 + e2 + h− (u2 + uve1 + e2)h = (v2 + v3e1 + ue2).
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Hence
Q́1 + h = (v
2 + v3e1 + ue2) = Q1.
Similarly,
Q́2 + h = Q2.
(e) From part (c) we have |Q1| = 8
p+1
2 .













(f) By Theorem 4.1.2, and the fact that −1 is square (i.e.,−1 ∈ Q) we have that Q⊥1
has an idempotent generator
1− (v2 + v3e1(x−1) + (ue2(x−1)) = u2 + e1 + uve2.
Hence
Q⊥1 = Q́2, and Q́1 ⊆ Q1 = Q́1
⊥
,
Therefore Q́2 is self-orthogonal.
Similarly
Q⊥2 = Q́1,
and so Q́1 is self-orthogonal.
The proof of the other cases are similar.
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In the following example we will obtain nontrivial cyclic with their idempotent gener-
ators in order to determine the Quadratic residue codes of length 7 over the finite chain
ring R2.
Example 4.2.1. Cyclic R2 code of length 7
x7 − 1 = (x+ v3)(v3 + v2x+ uvx2 + x3)(v3 + ux+ vx2 + x3) = f0f1f2.
The number of cyclic codes (3 + 1)3 = 64 cyclic codes.









e1 = x+ x
2 + x4 and e2 = x
3 + x5 + x6,
then e1, e2 are binary idempotents
also, e1 + e2, e1, e2,1 + e2, 1 + e1, 1 + e1 + e2 are binary idempotents generators αf0, αf1,
αf2, αf0αf1, αf0αf2, αf1αf2 respectively.
Let
h = 1 + e1 + e2.
Then we have
ψ0 = h
4 = v3h is an idempotent generators of f1f2.
ψ1 = (1 + e1)
4 = v2 + ve1 + uve2 is an idempotent of f0f2.
ψ2 = (1 + e2)
4 = v2 + uve1 + ve2 is an idempotent of f0f1.
By Theorem 4.2.4 we have
1− ψ0(x−1) = 1− θ0 = e1 + e2 + u is an idempotent generator of f0,
1− ψ1(x−1) = 1− θ2 = u2 + v2e2 + ue1 is an idempotent generator of f2,
also 1− θ2(x−1) = 1− ψ1 = u2 + v2e1 + ue2 is an idempotent generator of f1.
According to the cyclic codes of length 7 over R2 given in Table 4.2 there are four cyclic
codes which are quadratic residue codes. In this case p = 7 and r = 1.
Therefore Q1 is code No. 5, Q2 is code No. 4, Q́1 is code No. 13, and Q́2 is code No.
12. Notice that the duality conditions given in Table 4.2 for these codes agree with
Theorem 4.2.6.
71
Table 4.2: Quadratic residue codes over the ring R2 of length 7.
Code No. Generator of the code Idempotent generator Type Comments
1 u u 47
2 u2 u2 27
3 f0 e1 + e2 + u 8
6
4 f1 u
2 + v2e1 + ue2 8
4 Q.R.code
5 f2 u
2 + v2e2 + ue1 8
4 Q.R.code
6 uf0 ue1 + ue2 + u
2 46
7 uf1 ue1 + u
2e2 4
4














2 + uve1 + ve2 8
3 Q.R.code
13 f0f2 v




15 uf0f1 u+ u
2e1 + uve2 4
3
16 uf0f2 u+ uve1 + u
2e2 4
3




2 + u2e2 2
3
20 u2f0f2 u
2 + u2e1 2
3
21 < f0, uf1f2 > < e1 + e2 + u, uvh > 8
6.4
22 < f1, uf0f2 > < u
2 + v2e1 + ue2, u+ uve1 + u
2e2 > 8
4.43
23 < f2, uf0f1 > < u
2 + v2e2 + ue1,u+ u
2e1 + uve2 > 8
4.43
24 < f0f1, uf2 > < v




4.3 Quadratic residue codes over the ring Z2m.
The binary quadratic residue codes have a significant place in the literature of algebraic
coding theory, in particular as important examples of cyclic codes, because they can
be defined well by their idempotent generators and have many good error correction
properties.
Quadratic residue codes over Z4 studied by Pless and Qian in ref [14]. Chui et al. dis-
cussed the cyclic codes and quadratic residue codes over Z8 in ref [7]. Kanwor generalized
these results to quadratic residue codes over Zqm of length p, where p = 1( mod 4q) is
an odd prime and q is another prime to be as a quadratic residue modulo p in ref [11].
Theorem 4.3.1. [20] If e(x) is an idempotent generator of Z2m-cyclic code then 1−e(x−1)
is an idempotent generator of C⊥.
Theorem 4.3.2. [20] If C1 and C2 are Z2m-cyclic codes with idempotent generator e1
and e2 respectively, then e1e2 and e1 + e2− e1e2 are idempotent generators of C1 ∩C2 and









where Q is the set of quadratic residues and N is the set of non-quadratic residues for
p ≡ ±1( mod 8). The polynomials e1 and e2 are idempotents of binary [p, p+12 ] Q.R.
codes when p ≡ −1( mod 8); e1 and e2 are idempotents of binary [p, p−12 ] Q.R. codes
when p ≡ 1( mod 8), we can define quadratic residue codes of length p over the finite
chain ring Z2m , where 2m = 0, in terms of their idempotent generators
α + βe1 + γe2 (α, β, γ ∈ Z2m).
Note that the Quadratic residue code are cyclic codes which can be defined in terms
of their idempotent generators.
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Lemma 4.3.3. [20] If p ≡ −1( mod 8), then
(1) For all i, j ∈ Q, i+ j 6= 0; for all i, j ∈ N, i+ j 6= 0.
(2) For all i ∈ Q, ∃j ∈ N, such that i+ j = 0.
Lemma 4.3.4. [20] If p ≡ 1( mod 8), then
(1) For all i ∈ Q, ∃j ∈ Q, such that i+ j = 0, for all i ∈ N, ∃j ∈ N, such that i+ j = 0;
(2) For all i, j ∈ N, i+ j 6= 0.
From above lemmas, we get some properties of eiej where i, j = 1 or 2 as follows.
Lemma 4.3.5. [20] If p ≡ −1( mod 8), that is p = 8r − 1 where r ≥ 1, then in
Rp = Z2m [x]/ < xp − 1 > we have e21 = (2r − 1)e1 + 2re2, e22 = (2r − 1)e2 + 2re1, and
e1e2 = (2r − 1)(1 + e1 + e2) + 2r.
Proof. since e1 =
∑
i∈Q x

















i+j we know that the set {i+ j : j ∈ Q} has (2r− 1) quadratic residues,
2r non-quadratic residues for all i ∈ Q and no zeros. Thus each quadratic residue appears
(2r − 1) times and each non-residue appears (2r) times in the set {i+ j : j ∈ Q}.
Hence
e21 = (2r − 1)e1 + 2re2.




e22 = (2r − 1)e2 + 2re1.
Now for e1e2 = (2r− 1)(1 + e1 + e2) + 2r, for all i ∈ Q the set {i+ j : j ∈ N} has (2r− 1)
quadratic residues, 2r − 1 non-quadratic residues and one zero.
Hence in the set {i + j : i ∈ Q, j ∈ N}, each quadratic residue and non-residue appears
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e1e2 = (4r − 1) + (2r − 1)e1 + (2r − 1)e2 = (2r − 1)(1 + e1 + e2) + 2r.
In the following Lemma recall that (-1) is a quadratic residue modulo p.
Lemma 4.3.6. [20] If p ≡ 1( mod 8), that is p = 8r + 1 where r ≥ 1, then in Rp we
have e21 = (2r− 1)e1 + 2re2 + 4r, e22 = (2r− 1)e2 + 2re1 + 4r, and e1e2 = (2r− 1)(e1 + e2).
Proof. The proof is similar to the proof of Lemma 4.3.5.
4.3.1 Idempotent generators of the ring Z2m.
In this section we want to study the idempotents of Z2m quadratic residue codes. We
know that the idempotent generators of quadratic residue codes over Z4, Z8 and so on
are all linear combination of e1, e2 and 1.
Similarly the multiplication of ei, ej where (i, j = 1 or 2) is relevant with addition of
monomial of e1 and e2.
Thus, we can assume that the idempotent generators of quadratic residue codes over
Rp, p ≡ ±1( mod 8) where p can be satisfied by p ≡ ±1( mod 2m), where m ≥ 3 or
p ≡ ±(8r − 1)( mod 2m) where (1 ≤ r ≤ 2m−3 − 1,m ≥ 4) as follows
α + βei + γej, (α, β, γ ∈ Z2m and i, j = 1 or 2).
By the definition of idempotent, α + βe1 + γe2 over Rp must satisfy that
(α + βe1 + γe2)
2 = α + βe1 + γe2( mod x
p − 1), (4.3.1)
and
(α + βe1 + γe2)
2 = α2 + β2e21 + γ
2e22 + 2αβe1 + 2αγe2 + 2βγe1e2. (4.3.2)
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If p ≡ −1( mod 8) such that p = 8r − 1, then by Lemma 4.3.5 and equations (4.3.1)
and (4.3.2), we have
(α + βe1 + γe2)
2 = (α2 + 2βγ(4r − 1)) + (β2(2r − 1) + 2rγ2 + 2αβ + 2βγ(2r − 1))e1 +
(γ2(2r − 1) + 2rβ2 + 2αγ + 2βγ(2r − 1))e2.
Now since it is an idempotent, then
α2 + 2βγ(4r − 1) ≡ α( mod 2m).
β2(2r − 1) + 2rγ2 + 2αβ + 2βγ(2r − 1) ≡ β( mod 2m).
γ2(2r − 1) + 2rβ2 + 2αγ + 2βγ(2r − 1) ≡ γ( mod 2m).
(4.3.3)
If p ≡ 1( mod 8) such that p = 8r+1, then by Lemma 4.3.6 and equation (4.3.1) and
(4.3.2), we have
(α+βe1 + γe2)
2 = (α2 + 4rβ2 + 4rγ2) + (β2(2r− 1) + 2rγ2 + 2αβ+ 2βγ(2r))e1 + (γ2(2r−
1) + 2rβ2 + 2αγ + 2βγ(2r))e2.
Now since it is an idempotent, then
α2 + 4rβ2 + 4rγ2 ≡ α( mod 2m).
β2(2r − 1) + 2rγ2 + 2αβ + 2βγ(2r) ≡ β( mod 2m).
γ2(2r − 1) + 2rβ2 + 2αγ + 2βγ(2r) ≡ γ( mod 2m).
(4.3.4)
From equation 4.3.3 and 4.3.4 we can obviously see the equivalence of α and β.
According to the last two equations 4.3.3 and 4.3.4, we get

α2 − β2 + 2α(β − γ) ≡ (β − γ)( mod 2m),
(β − γ)[2α− (β + γ)] ≡ (β − γ)( mod 2m),
(β − γ)[2α− (β + γ)− 1] ≡ 0( mod 2m).
(4.3.5)
Without lost of generality, we assume that (β − γ, 2m) 6= 0. Then the coefficients α, β, γ
idempotents maybe exist by the case is 2α− (β + γ) ≡ 1( mod 2m).
Let the map µs be defined as follows:
µs : i −→ si( mod p) for any nonzero s ∈ F2[x].
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It is clearly that µa(fg) = µa(f)µa(g), for f and g are polynomials in Z2m .
We know that in the binary case, the all one vector 1 + e1 + e2, denoted by h, is an
idempotent.
In Z2m we have
h2 = (1 + e1 + e2)h








= h+ (p− 1)h
= ph.
Theorem 4.3.7. [20] If p ≡ ±(8r − 1)( mod 2m) where (1 ≤ r ≤ 2m−3 − 1,m ≥ 4) and
(α + βe1 + γe2) is an idempotent satisfied by 2α − (β + γ) ≡ 1( mod 2m) over Rp, then
there is (β + γ) ≡ ±p( mod 2m). And α + βe1 + γe2 − (8r − 1)h is an idempotent over
Rp, when (β + γ) ≡ (8r− 1)( mod 2m). Also α+ βe1 + γe2 + (8r− 1)h is an idempotent
over Rp, when (β + γ) ≡ −(8r − 1)( mod 2m).





























Obviously, we get β́ + γ́ = ±1
p
, and the idempotent α + βe1 + γe2 over Z
m
2 satisfied by
β + γ ≡ (β́ + γ́)( mod 2m).
At first, we consider the case of p ≡ (8k − 1)( mod 2m), (1 ≤ k ≤ 2m−3 − 1).
The 2-adic representation of p modulo 2m is
1 + 12 + 122 + n12
3 + n22
4 + · · ·+ nm−32m−1 (4.3.6)
where n1, n2, . . . , nm−3 is 0 or 1.
The 2-adic representation of 1
p
modulo 2m is also like equation 4.3.6.
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The 2-adic representation of −p modulo 2m is
1 + n12
3 + n22
4 + · · ·+ nm−32m−1 (4.3.7)
where n1, n2, . . . , nm−3 is 0 or 1.
At the same time, the 2-adic representation of −1
p
is also like equation 4.3.7. Then we get
±p ≡ ±1
p
( mod 2m) when p ≡ (8k − 1)( mod 2m).
So we conclude β + γ ≡ (β́ + γ́) ≡ ±p( mod 2m). Similarly, we can get the same con-
clusion when p ≡ (8k − 1)( mod 2m), (1 ≤ k ≤ 2m−3 − 1). We have known that h2 = ph
and (α + βe1 + γe2) is an idempotent satisfied by 2α − (β + γ) ≡ 1( mod 2m). Now if
(β + γ) ≡ (8r − 1)( mod 2m), then
(α + βe1 + γe2 − (8r − 1)h)2
= (α + βe1 + γe2)
2 − 2(8r − 1)h(α + βe1 + γe2) + (8r − 1)2h2
= (α + βe1 + γe2)− (8r − 1)h(2α + 2β.p−12 + 2γ.
p−1
2
) + (8r − 1)2ph
= (α + βe1 + γe2)− (8r − 1)h[2α− (β + γ) + p(β + γ − 8r + 1)]
= α + βe1 + γe2 − (8r − 1)h.
Then α + βe1 + γe2 − (8r − 1)h is an idempotent over Rp.
Similarly if (β + γ) ≡ −(8r − 1)( mod 2m), then
(α + βe1 + γe2 + (8r − 1)h)2
= (α + βe1 + γe2)
2 + 2(8r − 1)h(α + βe1 + γe2) + (8r − 1)2h2
= (α + βe1 + γe2) + (8r − 1)h(2α + 2β.p−12 + 2γ.
p−1
2
) + (8r − 1)2ph
= (α + βe1 + γe2) + (8r − 1)h[2α− (β + γ) + p(β + γ + 8r − 1)]
= α + βe1 + γe2 + (8r − 1)h.
Then α + βe1 + γe2 + (8r − 1)h is an idempotent over Rp.
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4.3.2 Quadratic residue codes over the ring Z2m.
We have studied some idempotents over Rp in section 4.3.1. Then we can use these
idempotents as generators to define some quadratic residue codes over Rp and discuss
their properties.
Theorem 4.3.8. [20] Let p ≡ ±1( mod 8) be an odd prime such that p ≡ (8r − 1)(
mod 2m) where (1 ≤ r ≤ 2m−3 − 1,m ≥ 4). If α + βe1 + γe2, where (α, β, γ ∈ Z2m)
is an idempotent over Rp satisfied by 2α − (β + γ) ≡ 1( mod 2m), then the quadratic
residue codes defined by Q1 = (α + βe1 + γe2 − (8r − 1)h), Q́1 = (α + βe1 + γe2),
Q2 = (α + γe1 + βe2 − (8r − 1)h) and Q́2 = (α + γe1 + βe2) where β + γ ≡ p( mod 2m)
and p2 ≡ −1( mod 2m) have the following properties:
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q1 ∩Q2 = (−(8r − 1)h) and Q1 +Q2 = Rp;
(c) |Q1| = 2m
p+1
2 = |Q2|;
(d) Q1 = Q́1 + (−(8r − 1)h), and Q2 = Q́2 + (−(8r − 1)h);
(e) |Q́1| = 2m
p−1
2 = |Q́2|;
(f) Q́1 and Q́2 are self-orthogonal and Q
⊥
1 = Q́1, Q
⊥
2 = Q́2.
Proof. (a) Let s be an element in the set N . For any r ∈ Q we have sr ∈ N .
Then µs(e1) = e2, µs(e2) = e1. And so µs(α + βe1 + γe2) = (α + γe1 + βe2).
Similarly, µs(α + βe1 + γe2 + (8r − 1)h) = α + γe1 + βe2 + (8r − 1)h.
Then Q1 and Q2 are equivalent. Similarly, we can show that also Q́1 and Q́2 are
equivalent.
(b) Since β + γ ≡ p, p ≡ (8r − 1)( mod 2m) and 2α− (β + γ) ≡ 1( mod 2m).
Then 2α ≡ 8r( mod 2m).
Since
−(8r − 1)h = −(8r − 1)− (8r − 1)e1 − (8r − 1)e2




[α + βe1 + γe2 − (8r − 1)h][−(8r − 1)h]
= [α + βe1 + γe2 − (8r − 1)h]{−1 + [α + βe1 + γe2 − (8r − 1)h]
+[α + γe1 + βe2 − (8r − 1)h]}
= −[α + βe1 + γe2 − (8r − 1)h] + [α + γe1 + βe2 − (8r − 1)h]2
+[α + βe1 + γe2 − (8r − 1)h][α + γe1 + βe2 − (8r − 1)h]
= [α + βe1 + γe2 − (8r − 1)h][α + γe1 + βe2 − (8r − 1)h]
(4.3.9)
On the other hand,
[α + βe1 + γe2 − (8r − 1)h][−(8r − 1)h]
= [2α−(β+γ)+p(β+γ)
2





= −(8r − 1)h since (p2 ≡ −1( mod 2m)).
(4.3.10)
From equation (4.3.9) and (4.3.10), we have
[α + βe1 + γe2 − (8r − 1)h][α + γe1 + βe2 − (8r − 1)h] = −(8r − 1)h (4.3.11)
Also we have that Q1 ∩Q2 has idempotent generator −(8r − 1)h. Then
|Q1 ∩Q2| = | − (8r − 1)h| = 2m.
Now Q1 +Q2 has idempotent generator [α+βe1 +γe2− (8r−1)h]+ [α+γe1 +βe2−
(8r−1)h]− [α+βe1 +γe2− (8r−1)h][α+γe1 +βe2− (8r−1)h] = 2α− (8r−1) = 1
Then
Q1 +Q2 = Rp,
and
|Q1 +Q2| = 2mp.








|Q1| = |Q2| = 2m
p+1
2 .
(d) Since β + γ ≡ p, p ≡ (8r − 1)( mod 2m) and 2α−(β+γ)+p(β+γ)
2
≡ 0( mod 2m).
Then (α + βe1 + γe2)[−(8r − 1)h] = 2α−(β+γ)+p(β+γ)2 [−(8r − 1)h] = 0.
Then Q́1 ∩ (−(8r − 1)h) = 0 and Q́1 + (−(8r − 1)h) has idempotent generator
(α+βe1+γe2)+[−(8r−1)h]−(α+βe1+γe2)[−(8r−1)h] = [α+βe1+γe2−(8r−1)h].
Hence
Q́1 + (−(8r − 1)h) = [α + βe1 + γe2 − (8r − 1)h] = Q1.
Similarly
Q́2 + (−(8r − 1)h) = [α + βe1 + γe2 − (8r − 1)h] = Q2.
(e) From part (c) 2m
p+1











(f) Since p ≡ (8r − 1)( mod 2m), then p ≡ −1( mod 8) and (-1) is quadratic non-
residue modulo p.
Also e1(x
−1) = e2(x) and e2(x
−1) = e1(x). Since β + γ ≡ (8r − 1)( mod 2m), then
(8r − 1)− γ ≡ β( mod 2m) and (8r − 1)− β ≡ γ( mod 2m).
But 2α ≡ 8r( mod 2m), then 1−α+(8r−1) ≡ α( mod 2m) for (β+γ) ≡ (8r−1)(
mod 2m) and 2α− (β + γ) ≡ 1( mod 2m).
Obviously, Q⊥1 has idempotent generator
1− [α + βe1(x−1) + γe2(x−1)− (8r − 1)− (8r − 1)e1(x−1)− (8r − 1)e2(x−1)]
= 1− [α + βe2 + γe1 − (8r − 1)− (8r − 1)e2 − (8r − 1)e1]
= [1− α + (8r − 1)] + [(8r − 1)− γ]e1 + [(8r − 1)− β]e2]
= α + βe1 + γe2.
(4.3.12)
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From equation (4.3.12), we have Q⊥1 = Q́1 ⊆ Q1 = Q́1. Then Q́1 is self-orthogonal.
Similarly Q⊥2 = Q́2. Then Q́2 is also self-orthogonal.
Theorem 4.3.9. [20] Let p ≡ ±1( mod 8) be an odd prime such that p ≡ (8r − 1)(
mod 2m) where (1 ≤ r ≤ 2m−3 − 1,m ≥ 4). If α+ βe1 + γe2, where (α, β, γ ∈ Z2m) is an
idempotent over Rp satisfied by 2α − (β + γ) ≡ 1( mod 2m), then the quadratic residue
codes defined by Q1 = (α+βe1+γe2), Q́1 = (α+βe1+γe2+(8r−1)h), Q2 = (α+γe1+βe2)
and Q́2 = (α+γe1 +βe2 + (8r−1)h) where β+γ ≡ −p( mod 2m) and p2 ≡ 1( mod 2m)
have the following properties:
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q́1 ∩ Q́2 = (8r − 1)h and Q́1 + Q́2 = Rp;
(c) |Q́1| = 2m
p+1
2 = |Q́2|;
(d) Q́1 = Q1 + (8r − 1)h, and Q́2 = Q2 + (8r − 1)h;
(e) |Q1| = 2m
p−1
2 = |Q2|;
(f) Q1 and Q2 are self-orthogonal and Q́
⊥
1 = Q1, Q́
⊥
2 = Q2.
Proof. The proof is similar to the proof of Theorem 4.3.8.
Theorem 4.3.10. [20] Let p ≡ ±1( mod 8) be an odd prime such that p ≡ −(8r − 1)(
mod 2m) where (1 ≤ r ≤ 2m−3 − 1,m ≥ 4). If α+ βe1 + γe2, where (α, β, γ ∈ Z2m) is an
idempotent over Rp satisfied by 2α − (β + γ) ≡ 1( mod 2m), then the quadratic residue
codes defined by Q1 = (α+βe1+γe2), Q́1 = (α+βe1+γe2−(8r−1)h), Q2 = (α+γe1+βe2)
and Q́2 = (α+γe1 +βe2− (8r−1)h) where β+γ ≡ −p( mod 2m) and p2 ≡ 1( mod 2m)
have the following properties:
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
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(b) Q1 ∩Q2 = (−(8r − 1)h) and Q1 +Q2 = Rp;
(c) |Q1| = 2m
p+1
2 = |Q2|;
(d) Q1 = Q́1 + (−(8r − 1)h), and Q2 = Q́2 + (−(8r − 1)h);
(e) |Q́1| = 2m
p−1
2 = |Q́2|;
(f) Q́1 and Q́2 are self-orthogonal and Q
⊥
1 = Q́1, Q
⊥
2 = Q́2.
Proof. The proof is similar to the proof of Theorem 4.3.8.
Theorem 4.3.11. [20] Let p ≡ ±1( mod 8) be an odd prime such that p ≡ (8r − 1)(
mod 2m) where (1 ≤ r ≤ 2m−3 − 1,m ≥ 4). If α + βe1 + γe2, where (α, β, γ ∈ Z2m)
is an idempotent over Rp satisfied by 2α − (β + γ) ≡ 1( mod 2m), then the quadratic
residue codes defined by Q1 = (α + βe1 + γe2 + (8r − 1)h), Q́1 = (α + βe1 + γe2),
Q2 = (α + γe1 + βe2 + (8r − 1)h) and Q́2 = (α + γe1 + βe2) where β + γ ≡ p( mod 2m)
and p2 ≡ −1( mod 2m) have the following properties:
(a) Q1 and Q2 are equivalent, also Q́1 and Q́2 are equivalent;
(b) Q́1 ∩ Q́2 = ((8r − 1)h) and Q́1 + Q́2 = Rp;
(c) |Q́1| = 2m
p+1
2 = |Q́2|;
(d) Q́1 = Q1 + ((8r − 1)h), and Q́2 = Q2 + ((8r − 1)h);
(e) |Q1| = 2m
p−1
2 = |Q2|;
(f) Q1 and Q2 are self-orthogonal and Q́
⊥
1 = Q1, Q́
⊥
2 = Q2.
Proof. The proof is similar to the proof of Theorem 4.3.8.
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4.4 Quadratic residue codes over the ring Rm−1 = F2+
uF2 + . . . + um−1F2.
Codes over finite chain ring of the form Fp + uFp + . . . + uk−1Fp have been discussed
by a number of authors in [16].
In this section we will define the generating idempotents and there properties over finite
chain ring Rm−1 = F2 + uF2 + . . .+ um−1F2 where um = 0.
In order to define and construct the Quadratic residue codes over Rm−1 which can be
defined in terms of their idempotent generators. Recall that, we will use the following
notation to represent the polynomials in Rm−1[x] of, degree less than n and corresponding
elements of
Rn = Rm−1[x]/ < xn − 1 >
Theorem 4.4.1. If e(x) is an idempotent generator of Rm−1 cyclic code then 1− e(x−1)
is an idempotent generator of C⊥.
Proof. The proof is similar to the proof of Theorem 4.3.1 in [20].
Theorem 4.4.2. If C1 and C2 are Rm−1-cyclic codes with idempotent generator e1(x) and
e2(x) respectively, then e1(x)e2(x) and e1(x)+e2(x)−e1(x)e2(x) are idempotent generators
of C1 ∩ C2 and C1 + C2 respectively.










where Q is the set of quadratic residues and N is the set of non-quadratic residues for
p ≡ ±1( mod 8). The polynomials e1 and e2 are idempotents of binary [p, p+12 ] Q.R.
codes when p ≡ −1( mod 8); e1 and e2 are idempotents of binary [p, p−12 ] Q.R. codes
when p ≡ 1( mod 8), we can define quadratic residue codes of length p over the finite
chain ring Rm−1, where um = 0, in terms of their idempotent generators
α + βe1 + γe2 (α, β, γ ∈ Rm−1).
Note that the Quadratic residue code are cyclic codes which can be defined in terms
of their idempotent generators.
Remark 4.4.1. Finding Quadratic residue codes over the finite chain ring Rm−1 is similar
to finding Quadratic residue codes over the ring Z2m in [20], if we replace 2 by u,4 by u2,
8 by u3 and 2m by um where m ≥ 2.
Remark 4.4.2. In this section we applied all theorems and lemmas of section 4.3 without
any changes except that we refer in Remark 4.4.1.
Definition 4.4.1. R3 = F2 + uF2 + u2F2 + u3F2, with u4 = 0 is a commutative ring
of 16 elements which are {0, 1, u, v, u2, v2, uv, v3, u3, u3 + 1, uv2, u3 + u+ 1, u2v, u3 + u2 +
1, uv3, u4 − 1}, where u4 = 0, v = 1 + u, v2 = 1 + u2, v3 = 1 + u + u2, uv = u + u2.
The element of R3 are the polynomials over F2 modulo the ideal (u4) of F2[u], where F2
is the binary field {0, 1}.
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Example 4.4.1. Quadratic residue code over the ring of length 7.
x7−1 = (x−1)((u4−1)+(u3 +v2)x+(uv3)x2 +x3)((u4−1)+(uv2)x+(u3 +v)x2 +x3) =
f1f2f3.
The number of cyclic codes (4 + 1)3 = 125 cyclic codes.
We observe that f ∗1 = −f1, f ∗1 = −f3, f ∗2 = −f2.
Let
e1 = x+ x
2 + x4 and e2 = x
3 + x5 + x6,
then e1, e2 are binary idempotents
also, e1 + e2, e1, e2,1 + e2, 1 + e1, 1 + e1 + e2 are binary idempotents generators πf1, πf2,
πf3, πf1πf2, πf1πf3, πf2πf3 respectively.
Since h = 1 + e1 + e2 we have
θ0 = h
8 = (u4 − 1)h is an idempotent generators of f2f3.
θ1 = (1 + e1)
8 = 1 + (u4 − 1)e1 + (uv3)e2 is an idempotent of f1f3.
θ2 = (1 + e2)
8 = 1 + (u4 − 1)e2 + (uv3)e1 is an idempotent of f1f2.
Also we have
1− θ0(x−1) = 1− θ0 = e1 + e2 + u is an idempotent generator of f1,
1− θ1(x−1) = 1− θ2 = e2 + ue1 is an idempotent generator of f3, and
1− θ2(x−1) = 1− θ1 = e1 + ue2 is an idempotent generator of f2.
According to the cyclic codes of length 7 over the ring R3 = F2 + uF2 + u2F2 + u3F2,
with u4 = 0 given in Table 4.3 there are four quadratic residue codes, In this case p = 7
and r = 1. Therefore Q1 is code No. 5, Q2 is code No. 6, Q́1 is code No. 17, and Q́2 is
code No. 16. Notice that the duality conditions given in Table 4.3 for these codes agree
with Theorem 4.3.8.
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Table 4.3: Q.R. code over the ring R3 = F2 +uF2 +u2F2 +u3F2, with u4 = 0 of length 7.
Code No. Generator of the code Idempotent generator Type Comments
1 u u 87
2 u2 u2 47
3 u3 u3 27
4 f1 e1 + e2 + u 16
6
5 f2 e1 + ue2 16
4 Q.R.code
6 f3 e2 + ue1 16
4 Q.R.code
7 uf1 u
2 + ue2 + ue1 8
6
8 uf2 u
2e2 + ue1 8
4
9 uf3 u
























16 f1f2 1 + (u
4 − 1)e2 + (uv3)e1 163 Q.R.code
17 f1f3 1 + (u
4 − 1)e1 + (uv3)e2 163 Q.R.code
18 f2f3 (u
4 − 1)h 8



























In this thesis, we have studied special families of cyclic codes namely Quadratic residue
codes over finite commutative chain rings F2 + uF2 with u2 = 0 and F2 + uF2 + u2F2
with u3 = 0. We define these codes in term of their idempotent generators, and show that
these codes have many good properties which are analogous in many respect to properties
of Quadratic residue codes over finite fields, also, we generalize this study to Quadratic
residue codes over finite commutative chain ring of the form F2 +uF2 + . . .+um−1F2 with
um = 0.
It would be interesting to investigate Quadratic residue codes over finite commutative
chain ring Fp + uFp + . . .+ um−1Fp, with um = 0 where p is odd prime.
88
Bibliography
[1] Abualrub T. and Saip I., ”Cyclic codes over the rings Z2 +uZ2 and Z2 +uZ2 +u
2Z2”
, Designs Codes and Cryptography, Vol.42, No.3, 2007, PP. 273-287.
[2] AL-Ashker M., ”simplex codes over rhe ring
∑s
n=0 u
nF2”, Turk J Math, Vol.29 ,
2005, PP. 221-233.
[3] AL-Ashker M., ”Simplex codes over F2 +uF2”, The Arabian Journal for Science and
engineering, Vol.30, No.2A, 2005, PP. 227-285.
[4] Bini G. and Flamini F., ”Finite commutative rings and their a pplications”, Univer-
sity of Michigan, Universita degli Studi Roma Tre, U.S.A and Italy, 2002.
[5] Bonnecaze A. and Udaya P., ”Cyclic codes and self-dual codes over F2 +uF2”, IEEE
Trans. Inf. Theory, Vol.45, No.4, 1999, PP. 1250-1255.
[6] Bonnecaze A., Sole P. and Calderbank A.R., ”Quaternary Quadratic residue Codes
and Unimodular Lattices”, IEEE Trans.Inform.Theory, Vol.41, 1995, PP. 366-377.
[7] Chiu M.H., Yau S.T. and Yu Y., ”Z8-cyclic codes and quadratic residue codes”, Adv.
Appl. Math, Vol.25, 2000, pp. 1233.
[8] Hoffman D., ”Coding theory”, Markel Dekker, 1990.
[9] Hoffman D.G., Leonard D.A., Lindner C.C., Phelps K.T. , Rodger C.A., Wall J.R.,
”Coding Theory”, The Essentialsz Auburn University, 1991.
89
[10] Huffman W. and Pless V., ”Fundemantal Of Error Correcting Codes”, Cambridge,
U.K.:Cambridge Univ. Press, 2003.
[11] Kanwar P., ”Quadratic residue codes over the integers modulo qm”, Con-temp.Math.
2000, PP. 299-312.
[12] ling S. and xing C., ”Coding Theory A first Course”, Cambridge University press,
2004.
[13] Norton G.H. and Salagean A., ”On the Structure of Linear and Cyclic Codes over
the Finite Chain Ring”, AAECC, Vol.10, 2000, PP. 489-506.
[14] Pless V. and Qian Z., ”Cyclic Codes and Quadratic residue Codes over Z4”, IEEE
Trans.Inform. Theory, Vol.42, 1996, PP. 1594-1600.
[15] Qian F. and Gang Z.W., ”Cyclic code and self-dual code over F2 + uF2 + u
2F2”,
Journal of Mathematical Research and Exposition, Vol.29, No.3, 2009, PP.500-506.
[16] Qian J. , Zhang L. and Zhu S., ”Cyclic codes over Fp + uFp + ... + u
k−1Fp”, IEICE
Trans. Fundamentals, Vol E88-A, No.3, 2005, PP. 779-795.
[17] Roman S., ”Coding and information theory”, Springer-Verlag, 1992.
[18] Sabouh S., ”A family Of Cyclic Codes Over Finite Chain Rings”, master thesis,
Islamic University of Gaza, 2008.
[19] Shannon C.E. and Weaver W., ”The Mathematical Theory of Communication” Uni-
versity of Illinois Press, 1963, p. 71.
[20] Tan X., ”A family of Quadratic Resident Codes over Z2m”, LoP Publishing, 2011,
arXiv:1112.3938.
[21] Vijay K.K., ” Acourse in abstract algebra”, University of Delhi, Second Revised
Edition, 1998.
[22] Van Lint J.H., ”Introduction to coding theory”, Markel Dekker, 1999.
90
