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I. INTRODUCTION 
The interaction of a nucleus with the surrounding elec­
trons has been used to advantage to determine local distur­
bances of conduction electrons arising from various causes. 
In the use of nuclear magnetic resonance (nmr) methods, the 
Knight shift provides a measure of the electron density at the 
nuclear site. Rowland (1) observed a decrease in the Knight 
shift of Ag^^^ from the value for pure silver metal in a 
series of silver based solid solutions. This decrease was 
roughly proportional to the excess valence of the solute. 
Also, the width of the resonance indicated an inhomogeneous 
Knight shift. Both of these results were in agreement with 
the model of long range oscillations of the conduction elec­
tron charge density about the solute atom as predicted by 
Friedel (2) and thereby provided an important verification of 
this theory. 
Using Mossbauer effect measurements on Pe^^ in ferromag­
netic iron alloys, Stearns and Wilson (3) observed a distribu­
tion of internal fields due to oscillations of the conduction 
electron spin density about non-magnetic impurity atoms. Spin 
density oscillations about a localized magnetic moment were 
predicted by Yosida (4) as a direct extension of the theory of 
Ruderman and Kittel (5) and Kasuya (6). These measurements 
were able to provide a critical test of the RKKY model. 
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Both of the above types of oscillations, i.e., charge 
density and spin density, are observable due to the hyperfine 
interaction between the conduction electrons and the nucleus. 
Therefore, both types of oscillations should give rise to a 
distribution of Knight shifts, i.e., an inhomogeneous Knight 
shift. Unfortunately, the majority of nuclei with reasonably 
high magnetic moments also have a non-zero quadrupole moment. 
Electric field gradients arise from the oscillating charge 
density, lattice distortions, and a valence difference between 
the solvent and the impurity atoms. The resultant quadrupole 
interaction between the quadrupole moment and the electric 
field gradient obscures the details of the magnetic hyperfine 
interaction. 
The main purpose of this thesis is to develope methods for 
separating the quadrupole effects from the effects of an in-
homogeneous Knight shift and to show that meaningful parameters 
(local field parameters) describing the local hyperfine inter­
action can be obtained. These methods will be based on de­
tailed line shape analyses of standard cw nuclear magnetic 
resonances. These methods will be applied to two specific 
examples. 
A considerable amount of work has been reported in the 
literature on a series of rare-earth nickel and rare-earth 
cobalt intermetallic compounds. The term rare-earths is here 
meant to include the lanthanide series plus scandium and 
3 
yttrium. With few exceptions, these compounds form cubic 
Laves phases isomorphic with MgCu^. These compounds will be 
denoted by RNig and RCOg, respectively, where R refers to a 
rare-earth element. 
Skrabek and Wallace (7) have made magnetic susceptibility 
measurements on the RNig compounds. They found that all of the 
RA'ig compounds except YNi^, CeNi^, and LuNig, exhibited Curie 
points when the samples were cooled into the liquid helium 
range. This work did not include ScNig. The three exceptions 
exhibited only Pauli-paramagnetism, indicating that the d 
shell of nickel was filled, and the cerium in CeNi^ was in a 
tetravalent state. The rest of the magnetic rare-earths with 
the exception of GdNig have moments considerably less than the 
free tri-positive ion. This indicated a possible partial 
quenching of the moment due to a strong crystal field. Bleaney 
(8) made crystal field calculations for the RNlg compounds 
assuming that the crystal field and exchange interaction are 
of comparable magnitude, 
Farrell and Wallace (9) subsequently measured the suscep­
tibilities of both the RNi^ and RCOg compounds. These results 
indicated that the crystal field effects in_the RNig compounds 
were not as large as previously considered. They reported 
that all of the RCOg compounds except CeCOp and LuCOg exhibited 
Curie points. Their work did not include ScCOp. They found 
that YCOg and GdCog gave moments for the cobalt ion of 0.05 and 
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1.3 Bohr magnetons (^g), respectively, from saturation magne­
tization measurements, indicating a variable cobalt moment. 
CeCOp and LuCOg appeared to be Pauli-paramagnets, cobalt being 
non-magnetic and cerium ionized to the tetravalent state. 
Ross and Crangle (10) have also reported magnetization 
studies on RCOg compounds. They concluded that for the 
heavier rare-earths, the gross moment arose from opposed align­
ment of the rare-earth moment and a cobalt moment of about 1.7 
i-ig. For the light rare-earths Pr, Nd, and Sm they found a 
negligible moment on the cobalt. 
Moon, Koehler, and Parrel (11) have reported neutron 
diffraction work on the RCo^ compounds, where R is Nd, Tb, Ho, 
and Er. They commented on the difficulty of interpreting the 
magnetization measurements on the RCog series because both 
atomic species may carry a moment, whereas neutron diffraction 
measurements are able to determine the individual moments and 
the magnetic structure. The reported cobalt moments for NdCOp, 
TbCOg HoCOg, and ErCo^ were +0.8,-1.0, -1.0, and -1.0 
respectively. The signs on these moments indicate that in 
each case, there is an anti-parallel coupling between the 
spins of the rare earth and cobalt atoms. 
Although there seems to be some conflict of results, the 
neutron diffraction results are less ambiguous and it is 
plausible to assume that when R is trivalent and non-magnetic, 
RNi^ exhibits only Pauli-paramagnetism with the nickel in a 
d^^ configuration and the atom having zero charge. The 
5 
corresponding RCOg compounds exhibit Curie-type paramagnetism 
with the cobalt in a d^ configuration, also having zero charge. 
1 0 When R is tetravalent as in CeCOg the cobalt atom is in a d 
closed shell configuration with a charge -1. The zero charge 
assumption for nickel in the RNig compounds was used by 
Bleaney (8) for his crystal field calculations. This assump­
tion was based on the fact that nickel has no magnetic moment 
f TO 
which implies a closed shell configuration 3d , or perhaps 
10 2 3d , 4s . Also, the nickel-nickel distance in these compounds 
is about 2.54 A, which is nearly the same as in nickel metal, 
where the magnetic moment corresponds to a configuration be­
tween 3d^ and 3d^^. The negative ion with configuration 3d^^, 
2 4s would be expected to be considerably larger. Thus, the 
zero charge configuration of 3d^^ was adopted. 
Wernick, Haszko, and Dorsi (12) showed that pseudo-binary 
alloys involving rare-earth Laves phases are readily formed. 
This result is to be expected since the determining factor in 
the formation of these phases is the atomic size (13). Thus, 
if one starts with the constituents RCOg and RNig having 
lattice constants which do not differ significantly, it would 
be expected that a solid solution of these constituents would 
exist. Furthermore, this R(Ni, Co )„ system should show some J.*—X X iC 
interesting magnetic characteristics, since RNig exhibits 
Pauli-paramagnetism and RCOg exhibits Curie-type paramagnetism. 
These magnetic characteristics could then be studied by 
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standard magnetic susceptibility measurements and also by using 
the nmr of the non-magnetic rare-earth to probe the local 
character of the electronic structure. The expected crystal 
would be the cubic Laves phase (Cl5) if both RNig and RCOp had 
this symmetry. Actually, the local symmetry of the rare-earth 
site would no longer be cubic because of the disorder intro­
duced by mixing cobalt and nickel. A nucleus interacts with 
an electric field gradient via its nuclear quadrupole moment, 
and it would simplify the problem to use a nucleus with spin 
I = 1/2, therefore having no quadrupole moment. 
Either yttrium or scandium could be used as an nmr probe. 
Both and 8c^^ are 100# abundant isotopes with nuclear 
spins I = 1/2 and 7/2, respectively. These nuclear spins imply 
lk Qg 
that Sc has a quadrupole moment whereas Y ^ does not. The 
magnetic shift parameters have been determined by Barnes, 
Borsa, Segel, and Torgeson (14) for both yttrium metal and 
scandium metal. This work also includes a determination of the 
quadrupole coupling in the latter. The availability of these 
measurements would be valuable for purposes of comparison. 
The advantage of using yttrium is that there would be no 
quadrupole interaction to complicate the problem. The major 
difficulty is that it has a small magnetic moment and is not 
very sensitive to use as an nmr probe. On the other hand, 
scandium has a magnetic moment approximately five times larger 
than that of yttrium and Barnes et al. (14) have shown that 
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it is a sensitive nmr probe. The quadrupole coupling incurred 
by using scandium would be a complicating factor. 
The transition metal carbides and nitrides have received 
a large amount of attention for a variety of reasons. They 
have very high melting points, are extremely hard, brittle, and 
are chemically inert. Their simple face-centered cubic NaCl 
type crystal structure is attractive from a theoretical view­
point. This structure is governed primarily by packing and 
dimensional considerations (15). The lattice constants corre­
spond fairly well to a model obtained by a simple sphere stack­
ing arrangement, considering the fact that the atomic radius 
of the metal atom is about twice that of the non-metal. 
An interesting property of these compounds is that they 
are generally non-stoichiometric, having rather broad ranges 
of composition. A high concentration of vacancies can be 
accommodated. For titanium carbide, the range of composition 
extends from TiCo^ ^ to TiC. In fact, the latter compound is 
difficult to attain. For the vanadium carbides VC^, x lies in 
the range 0.73 to 0.88. Thus, in the vanadium carbides the 
lowest attainable concentration of vacancies is about 12%. 
The transition metal carbides and nitrides are electrical 
conductors, having a range of resistivities dependent on 
stoichiometry. The available number of valence electrons in 
this system can be varied from eight to ten if we consider the 
2 2 four available from carbon (2s , 2p ) or five from nitrogen 
8 
2 3 (2s , 2p^) and four or five from the Group IV or Group V 
2 2 transition elements such as titanium (3d , 4s ) -and vanadium 
3 2 (3G. , 4s ), respectively. 
Tsuchida et al. (l6) made Hall effect measurements on a 
series of transition metal carbides and found that the number 
of conduction electrons per formula for compounds with eight 
available valence electrons ranged from 0.09 to O.lB. For 
compounds with nine valence electrons the range was from 1.04 
to 2.2 Indicating that the extra valence electron in the Group 
V transition metal carbides went directly into the conduction 
band. Piper (1?) has shown that Hall effect measurements on 
different compounds and pseudo-binary alloys having the same 
valence electron concentration are very similar indicating 
that the electronic band structures of these compounds are not 
strongly affected by differences in the ion cores. He also 
showed that these results could be understood by a simple band 
model having the ideal parabolic energy dependence. 
Several theoretical models have been proposed for these 
carbides and nitrides, which shall be denoted by MX. M and X 
denote the metal and non-metal atoms, respectively. Bundle 
(18) proposed a covalent M-X bonding model to explain their 
hardness, brittleness, and high melting points. The M atoms 
with a partially filled d shell make possible the formation of 
2 3 
six d sp^ hybridized orbitals for bond formation with the 
proper octahedral symmetry. The explanation of the observed 
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conductivity was based on electron defici^j^ bonds, i.e., there 
are an insufficient number of bonding electrons to saturate all 
available bonding configurations. This is possible only for 
the Group III-A to Group V-A transition metals, whose number 
of valence or bonding electron orbitals exceeds that of the 
non-metal atom. 
Bilz (19) extended the above theory by calculating the 
band structure and density of states for TiC and TiN. The M-X 
covalent bonding interaction was retained with the addition of 
an M-M interaction. The two dy states form hybrid orbitals of 
2 3 the d type with the 4s and 4p states. These six orbitals 
form covalent" bonds with the p functions of the X atom. The 
exchange energy causes the bonding states to be lowered in 
energy whereas the energy of the anti-bonding states is raised. 
The bonding orbitals are fairly well localized and this leads 
to a narrow band width. The three remaining dY states of the 
M atom are split by the M-M interaction to form a broad band. 
The M-M interaction produces an overlapping of the bands which 
permits electrical conduction. 
The density of states calculated using the tight-binding 
approximation (19) is similar to the model described above, 
but is distinguished from it by a broad s band with a small 
density of states overlying the narrow d band with a high 
density of states. For materials with eight valence electrons 
the Fermi surface lies below the minimum in the density of 
10 
states, whereas for those with nine electrons it lies above. 
The measurements of Tsuchida et al. (l6) indicate the validity 
of this portion of the model. 
A divergent viewpoint is held by Dempsey (20) for the 
bonding of these compounds. He contends that covalent bonding 
does not play an important role. In the transition metals the 
crystal field splits the d-band into two sub-bands. Greater 
stability is brought about by filling the lower of these two 
sub-bands, which accounts for the relatively high melting 
points of the transition metals. In a similar manner the 
transition metal carbides and nitrides can attain greater 
stability if the non-metal atom acts as an electron donor to 
fill the lower d sub-band. 
Costa and Conte (15) carried out a band calculation using 
the above assumptions and found a density of states curve 
similar to that found by Bilz (19) in that it has a broad 
minimum. Other band calculations have been carried out by Ern 
and Switendick (21), and Lye and Logothetis (22) with similar 
conclusions, i.e., there is a high and rapidly varying density 
of states of d-like character. The latter calculations in­
dicate that the binding is partly ionic, due to a transfer of 
charge from the non-metal atom, but also shows the presence of 
covalent bonding. Their calculations thus show the partial 
validity of the above differing viewpoints. 
Denker (23) has shown that lattice vacancies can lead to 
greater stability by lowering the Fermi energy by an amount 
greater than that needed to create a vacancy. Williams (24) 
found that the vacancies in TiC were an order of magnitude 
more effective in scattering than that for the noble metals. 
This was partially attributed to the vacancy having an effec­
tive charge of +1 e or greater. 
It would be very interesting to study the electron density 
about such a vacancy to check the validity of the Friedel type 
of charge density oscillations in the conduction band brought 
about by the screening of the vacancy. This electron density 
could be measured at M or X lattice sites by an nmr study of 
the hyperfine interaction. The vanadium carbide system was 
chosen for this study. Vanadium has a relatively large nuclear 
magnetic moment making it a convenient nmr probe. These car­
bides apparently have about one conduction electron per formu­
la unit (l6) and have at least a 12% vacancy concentration. 
The structure of this thesis is as follows: Chapter II 
is devoted to an analysis of the line shape theory which 
underlies this experiment. Chapter III gives the details of 
the experimental methods, Chapter IV presents the results and 
a discussion of those results, and Chapter V gives a brief 
summary of the experiment. 
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II. LIME SHAPE THEORY 
A. The Hamiltonlan 
The total Hamiltonian for n conduction electrons and N 
nuclei in an external magnetic field H^ applied in the z di­
rection is conveniently broken up into three parts. Let :?f = 
+ 3-h^ + where ^  includes all terms excluding the nuclear 
spin. represents the Hamiltonian of an isolated nuclear 
spin system. represents the perturbation connecting the 
nuclear spin system with the lattice and the n conduction 
electrons. Then, if , we can write an approximate 
wave function in product form: 
Ï = Vn (1) 
Specifically, 
Y being the nuclear gyromagnetlc ratio. Here, the first term 
represents the Zeeman energy of the N nuclei. The second term 
represents the magnetic dipole-dipole energy. This dipolar 
coupling of the nuclei is weak compared to the Zeeman energy 
for magnetic fields of several thousand Oersteds. Thus, the 
nuclear spin system is weakly coupled and can also be written 
in product form: 
3 ('h1 • ) 
( 2 )  
where is the magnetic moment of the j nucleus, 
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n '1 ' ' ' (3) 
In this approximation, it is usual to write 
(4) 
representing an isolated nucleus in an external field 
This equation immediately gives the basic nmr resonance 
frequency 
V = rÏÏQ, ( 5 ) 
where = y/2tt. The dipolar terms which broaden this nuclear 
resonance will be considered further in Section U.C. 
The Zeeman energy of the conduction electrons which is 
included inis written 
n 
#2 = Z + 28(1)), (6) 
e . '""o ' z z ' ' 1=1 
where 3 is the Bohr magneton. 
The perturbation can be written as 
^en = ^ WquICL + Sf <'•") 
J —-L 1 —JL 
Here, represents the quadrupole interaction of the 
nucleus with the electric field gradient. The term^ ^  
describes the non-coulombic interaction of the n conduction 
"fclU 
electrons with the j nucleus, except for terms representing 
the electron contribution to the quadrupole interaction which 
have been included in the first term. 
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Milford. (25) writes 
s(l).ï(j) 
+ 16!1 .). (7) 
These terms arise from' a consideration of the interaction of 
an electron in the magnetic dipole field of the nucleus. The 
first of these terms represents the interaction of the nuclear 
spin with the orbital motion of a conduction electron. Con­
sidering first order perturbation theory, only terms which 
have diagonal matrix elements need to be retained. The 
diagonal elements of the first term are zero in the free elec­
tron approximation (25) and can usually, in practice, be 
neglected. 
The second term of Equation 7 vanishes for cubic symmetry. 
For non-cubic metals, Bloembergen and Rowland (26) have shown 
this term to be responsible for the anisotropic Knight shift. 
The last term containing the Fermi "contact" interaction 
yields the isotropic Knight shift. This interaction will be 
discussed further in Section II.B. 
In pure VC and ScNi^ or ScCOg, the vanadium and scandium 
nuclei occupy sites of cubic symmetry, and the second term 
will vanish. The removal of cubic symmetry by the addition of 
impurities indicates that the second term would cause a slight 
15 
increase of the line width. However, in non-cubic metals, 
the isotropic Knight shift is usually much larger than the 
anisotropic Knight shift (26, l4). In Section II.B it will be 
shown that the line width at high magnetic fields is dominated 
by the third term corresponding to the usual isotropic Knight 
shift. To that extent, the second term shall hereafter be 
neglected. By dropping the first two terms. Equation ? reduces 
to 
= l6n (3),^3-(1). = (J)5,- )_ (8) 
3 1J 
B. The Knight Shift 
In metals, the nmr resonance frequency is shifted by an 
amount Av from the resonance frequency observed in a dia-
magnetic solid or solution. This shift, which was first 
observed by Knight (2?), is proportional to the resonance 
frequency and is written 
K = (9) 
In metals exhibiting only Pauli paramagnetism, K is positive 
and relatively temperature independent. K is large compared 
to the observed chemical shifts and increases in magnitude 
with increasing nuclear charge Z. Townes, Herring, and Knight 
(28) explained these effects by assuming that the conduction 
electrons, polarized by the external magnetic field, caused 
the shift by an interaction with the nucleus via the hyperfine 
interaction of Equation 8. 
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Consider the case where the quadrupole coupling vanishes 
and the dipolar coupling is neglected. To obtain the first 
order energy correction the diagonal matrix elements of 
must be calculated. Integrating first over the electron 
wave function yields 
^i( j) = _Y^ j W •<? 1 Z s^^^ô(r. .)! Y > 
o z J e 1J e 
as an operator representing the energy of the nucleus. 
This becomes 
^,(j) = Z m/i) f.(0) (10) 
o z J z 1 
tÎT. 
where Y^(0) is the value of the wave function for the i 
electron at the site of the j nucleus. The second term of 
this equation yields the Knight shift. 
The sum in Equation 10 is conveniently rewritten (25) as 
n 
E m(^) 
1=1 
Yi(0)| ^ § Z |Y^^(0)| 2 - (0)| (11) 
in which S is the sum over states with m = -^ and E is the sum 
k 1 2 6 
over states with m = . From this latter equation, it is 
evident that the shift Av depends on the distribution of the 
conduction electrons over the spin states, that is, on the 
polarization of the spin up and spin down bands or the "spin 
2 density." This polarization arises from the Zeeman termj^^ in 
given by Equation 6 and is linear in the applied field H^. 
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The detailed calculation of the above sum yields (25, 28) 
+ §2f2p(Ep)V< ) (1%) 
F.S. 
where p(Ep) is the density of electron states at the Fermi 
surface and |¥(k,0)|^ is averaged over the Fermi surface. The 
factor V comes from the normalization of Y(k,r) over the entire 
volume V of the crystal. 
The Knight shift K obtained from Equation 12 is written 
K = §2f2p(Ep)V< ^ (k,0)|2>^^g . (13) 
F.S. 
2 Since g p(Ep) is just the Pauli susceptibility "Xp, K can be 
rewritten as 
K = §2 %pV< k(k,0)|2>j^^ ^ (14) 
F.S. 
which is the result obtained by Townes, Herring, and Knight 
(28). It is obvious from this result that K is temperature 
independent because is constant as a function of temperature. 
Furthermore, |y(0)| is positive and increases with increasing 
nuclear charge Z. Only the s electrons contribute directly to 
the Knight shift because Y(0) vanishes for all other electrons. 
The Knight shift is often written in other forms. The 
hyperfine coupling constant is written (25) 
Ag = |Y^(0)| ^ (15) 
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and has the units of energy. Here 1'^(0) is the electronic wave 
function for the appropriate free atom or ion. Dividing by 
Yfi, a quantity having the units of a magnetic field is obtained 
and is called the free-atom hyperfine field that is, 
= (^42^9 Ya/o) 2. (16) %f ' 3 
Then, by defining 
< k(k.O)|Z>Ave 
Ç = — , P'S' (17) 
IV 0) 
which is a quantity of order unity, K can be written as 
(18) 
This equation is closely related to the form used by Clogston 
and Jaccarino (29). 
The Knight shift is more complicated for transition 
metals and alloys and intermetallic compounds containing tran­
sition elements. For these cases, the Knight shift may be 
strongly temperature dependent and may also be negative. The 
simple form of K obtained above was based on the assumption 
that the only mechanism for polarizing the s-type conduction 
electrons is the Zeeman interaction expressed by Equation 6. 
Heine (30) has shown that unpaired electrons in the d shell 
will polarize the core s electrons via the exchange interaction, 
the net polarization being negative for Mn . The latter 
would interact with the nucleus via the "contact" hyperfine 
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interaction. Therefore, in transition metals one would expect 
a negative contribution to the Knight shift proportional to 
the d band susceptibility çL. Using this concept, Clogston 
and Jaccarino (29) wrote 
K = - ri^a'X^(T) (19) 
to explain the temperature dependence of the vanadium reso­
nance in a series of V^X compounds. Here is a number 
of order unity. It was assumed that the temperature dependence 
of "X came entirely from 
Jaccarino et al. (31) explained the magnitude, sign, and 
temperature dependence of in a series of rare-earth alum­
inum intermetallic compounds of the form RAl^ by assuming an • 
exchange interaction between the localized rare-earth f elec­
trons and the conduction electrons of the form 
^Ex = -IsfS-;. (20) 
Here S and s are spins of a localized f electron and a con­
duction electron, respectively. Then, because of the hyper-
fine interaction of the conduction electrons with the nucleus, 
there exists an effective interaction between the localized f 
electron and the nucleus of the form A I * S. This leads to K 
of the form (30) 
K = K 
o 
\  ^ Ik. <s-j> ' (21) 
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where K Is the Knight shift in the absence of f electron 
polarization effects and ')^/n^ is the f electron susceptibility 
(at T) per rare earth ion. g^ and g^ are the g factors for a 
localized f electron and a conduction electron, respectively. 
In this investigation was found to be negative. 
From Equation 12 or Equation 14 it is evident that a 
"fch 
change in the conduction electron density at the j nuclear 
site will result in a change of the Knight shift K^^^ for the 
til. j nucleus. A change in the polarization of the conduction 
t h 
electrons at the j nuclear site will produce an identical 
effect, that is, the Knight shift K^^^ is sensitive to changes 
of the net "spin density." If the hyperfine interaction is 
not the same for all nuclei of a given isotope, the above 
effects will lead to an inhomogeneous Knight shift which will 
manifest itself in a resonance line width which is linear in 
the applied magnetic field H^. 
C. Dipolar Broadening 
According to Equation 2, the coupling between two nuclei 
can be represented by 
^1*^2 ^^^1*^12^^^2*^12^ 
r3 ^ 
^12 12 
. (22) 
Treating the last term as a perturbation, the zeroth order 
wave functions are Y = {I^,m^>|l2,m2>. If I^ = Ig, the net 
result (32) of the off diagonal matrix elements connecting 
21 
states of different energy is to introduce weak resonances far 
removed from the primary resonance at v = In order to 
neglect these weak resonances, the Hamiltonian is truncated by 
dropping those particular terms yielding the form 
(1-3 008% (23) 
for the dipolar perturbation. 
For a system of N identical nuclei the Hamiltonian becomes 
^ E I E V 
" °k=l ^ J=1 k=l r3 
k^j ^ 
' (24) 
where 9^^ is the angle between the vector rand the magnetic 
field H . 
o 
The dipolar perturbation changes the energy levels of the 
tlT. k nucleus by a small amount dependent on the orientation of 
the surrounding nuclei as given by the diagonal matrix elements 
of^A^. The off diagonal matrix elements ofpromote energy 
conserving mutual spin flips which limit the lifetime of the 
*fcll 
state for the j nucleus. Both of the above effects contri­
bute to the dipolar broadening. 
Because the term j_g present in the perturbation, 
the line shape cannot be explicitly calculated. Van Vleck 
(33) was able to treat the problem theoretically by calculating 
22 
the n moments of the line shape defined by 
v""f(v)dv 
f ( V ) dv 
^ (25) 
where f(v) is the shape function for the resonance line. The 
2 
most useful result is the second moment <Av > defined by 
o r"(v-<v>)^f(v)dv 
Van Vleck's result for the second moment due to a system of N 
identical nuclei is 
2 3 4 2 ^ (1~3 cos 9, ) 
<AvS = #Y^-n^I(I+l) Z' T (27) 
The coupling between unlike spins can be represented (32) 
by the truncated dipolar Hamiltonian 
Z (1-3 008% (28) 
^ k'=l 1=1 K X z z 
where I has been used for the species under observation and I' 
for the other species. This results in a contribution to the 
second moment of the form 
<Av^> = I'(I'+1) S cos Gj^,) (29) 
J 1 1 k'=l 
^k' 
This contribution to the second moment is less than that for 
like nuclei because here there can be no energy conserving 
23 
mutual spin flips to shorten the lifetime of the state. The 
total second moment is represented by the sum of Equation 2? 
and Equation 29-
2 For a polycrystalline sample a simple average of cos 8, 
k  
and cos 0^ can be taken over the sphere provided the resonance 
frequency is independent of 0^. This can certainly be done 
when the nucleus occupies a site having cubic symmetry. Using 
cos^0^ = 1/3 and cos 0^ = 1/5 yields (l-3cos^0^)^ = 4/5 so that 
<Av^> = ^  Yf?i^:(I+l)E'4- + ^ YyYT.^i^I'd'+DE (30) 
^ k r° J-:? ^ -L k' r/° 
The comparison with experiment is most easily made if the 
line shape function f(v) is Gaussian. In this case 
f ( v )  .  
/rf a 
with ^°°f(v)dv = 1 
and <Av^> = ct^/2. (32) 
D. The Quadrupole Interaction 
1. First and second order perturbation theory 
A nucleus having a quadrupole moment Q (I>^) interacts 
with an electric field gradient (EFG). This is a symmetric 
tensor expressed by 
24 
22V 
- 9Xa9Xp' (33) 
In the principal axis system the non-zero elements are 
V , and V . Since V is a solution to Laplace's equation y y 2z 
2 V V = 0, only two of these three quantities are independent. 
For the special case of axial symmetry, V = V = -W and 
XX yy c zz 
the EFG is completely determined by eq = In terms of q 
and the quadrupole moment Q, the quadrupole Hamiltonianmay 
be written (32) 
= 41(^1-1) (31^-1^). (34) 
Therefore, the energy levels are given by 
Em = (35) 
and the lowest frequency transition (3/2<-^l/2) becomes 
^ 21X21-1)' (36) 
This defines the convenient parameter which will be used in 
% 
the following discussion. 
The effect of the electric quadrupole interaction on the 
Zeeman energy levels was first discussed by Pound (34). 
Assume a single nucleus in a magnetic field and placed 
in an EFG described by eq. That is, write 
adopting ^  from Equation 12 and from Equation 34. Let 
be applied in the z direction and let be described in the 
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principal axes denoted by primed coordinates. Then, 
^ (31^,-1^). (37) 
Furthermore, assume that so that AL can be considered 
a perturbation and the zero.th order wave function is Yj^(I,m) = 
ll,m> in the unprimed system. For axial symmetry, the princi­
ple axes can be chosen so that the y and y' axes are coincident. 
Then, if 0 is the angle between the z and z' axes, =1^ 
•cos 0+1 sin 0 and Equation 37 becomes 
It. V 
-Ytl+kySH^I^ + -s&CSlZoosZG+SlZslnZG+Stl^Ix+IxIg)-!^]. 
(38) 
The first order correction to the energy levels is deter­
mined by the diagonal elements of The diagonal elements 
of the third term obviously vanish. Also, 
<I,m|lJ|I,m> = <I,mllf II,m> = ,m| II ,m> j l  y  C  Z  
= |LI(I+l)-m^].. (39) 
Then, the energy levels correct to first order are given by 
= -Y(l+k)^iH^m + ^(2-^^|^^)[3m^-I(I+l)] . (40) 
The frequency (m<-=>m-l) then becomes 
V^^^ (m<->m-l) = VQ + (3cos^9-1 ) (m-'^) (4l) 
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where v =^(1+K)H^. From this equation it is evident that 
the satellite transitions are shifted in first order 
whereas the central transition is not shifted. There­
fore, second order perturbation theory must be used to obtain 
the effects of the quadrupole interaction on the central 
transition. This calculation, although algebraically Involved, 
is straightforward and yields (35) 
(m<->m-l) = Vq+^Vq(3m^-1) (m-^) + (v|/32vQ) (l-fi^) 
X{[102m(m-l)-l8l(I+l)+39]M^-[6m(m-l)-21(1+1)+3]> (42) 
where ^ = cos 0. 
2. Effect of defects on the satellite transitions 
The EFG for a lattice site having cubic symmetry is zero. 
However, a defect in the lattice removes this symmetry pro­
ducing a non-zero EFG. The following question arises: What 
will be the effect of a random distribution of point defects 
on the nmr transitions? From Equation 4l it is evident that 
such a distribution will have a large effect on the satellite 
transitions because these are affected in first order. 
Cohen and Reif (36) have treated this statistical problem 
using random walk theory. They show that the line shape of a 
particular satellite transition is Gaussian for large defect 
concentrations, whereby each nucleus is affected by the order 
of ten or more defects. They indicate that the shift of a 
satellite line for a particular nucleus is proportional to the 
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2Z component of the field gradient at the site of that nucleus, 
H 
V , for first order broadening. The superscript H indicates 
that z is taken in the H direction. They assumed that = 
zz 
EF, (r, ) where the sum is over defects. Then, the first order 
shift is 
(43) 
where 
Vj^(m,r^) = (m-|)[3eQ/2I(2I-l)h]Pj^(r^). (44) 
For a single type of defect, the sum is extended over the 
entire lattice by defining 
yf(m) = C^(m,% ) 
where C is the concentration of point defects. Then, by 
defining 
<7^ = 2[v^^(m) - (v^(m))^], (46) 
the calculation of Cohen and Reif (36) yields the result 
g(v) = ^ e-[(v-Vo)/a%]2 (4?) 
for the normalized line shape function of the m<-^m-l transition. 
The above result assumes that the dipolar broadening can be 
neglected. 
From the form of Equation 44, it is evident that a factor 
1 2 (m-g) can be factored out of Equation 46 for resulting in 
28 
= 
, (48) 
In Appendix A it will be shown that the intensity of the 
transition m<^->m-l is proportional to [1(1+1) - m(m-l)]. Thus, 
for I = 7/2, the intensities of the seven transitions go as 
7:12:15:16:15:12:7. The resultant shape function Sgg_^('^) 
describing all of the satellite transitions then becomes 
S sat(^) ^sat 
-[(v-v )/a 22 -L(v-v )/2a 
I5e ° ® + ^ e ° ® 
9 -[(v-v )/3a 
+  j e  O S  (49) 
where ^^(3. a factor l/v 2na? has been absorbed into 
the normalization constant I ,. 
sat 
3. Second order quadrupole effects on the central transition 
The angular dependence of the central transition (m='^) due 
to the quadrupole perturbation in second order is obtained 
from Equation 42: 
^2 
V = Vo Ll(I+l)-3/4](l-^2)(i_%j2) (50) 
o 
or 
V = Vo + ^  (l-^2)(i_9^2) (51) 
o 
where b = v„[I(I+l) - 3/4J/16 as defined by Jones, Graham, and y 
Barnes (35). 
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All of t.ho above theory haa assumed that the magnetic 
field iL" f.lxovi Mild. Lho frequency is varied. Experimentally, 
however, it is more convenient to scan the field over a small 
region maintaining v = v , the operating frequency. Therefore, 
^  i  
it will be convenient to write H as a function of |_i. The 
assumption is made that •v(H) is linear over the small region 
considered. That is, since v = Y" H, 
o o 
dv/dH = Y_ - -^^2 (1-9^2) = y- (52) 
2 for b/y H Here, an "effective" gyromagnetic ratio has 
implicitly been defined by Y = Y(l+K), K being the Knight 
shift. Then, = Y^/ZV. 
From a simple right triangle drawn in the v vs. H plane, 
it can be seen that 
v(^) = V + (1-^2) (1-9^2) ~ Vq + (53) 
op ^ 
with AH = H^ - H(^) and H^ = . Then, by defining 
^H = b/yZ = (Vg/YQ)2[I(I+1) - 3/4]/l6 (54) 
the desired result is obtained, namely 
H(ia) = H^ - ^  (1-^2) (1-9^2). (55) 
o 
The similarity between this equation and Equation 51 is 
obvious. In a polycrystalline sample, where the crystallites 
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are randomly oriented with respect to the magnetic field, an 
average of Equation 55 over angles must be performed. 
Cohen and Reif (36) have shown how the powder pattern can 
be obtained. Let p(0)d0 be the probability that the crystal­
line symmetry axis is between 0 and 0+d0 with respect to H. 
This quantity is proportional to sin0 and is given by p(0)dG = 
^sin0 d0 = •^dfi which satisfies ^/'^p(0)d0 = 1. Let P(H)dH be 
the probability that H is in the range dH. This is simply 
P(H)dH = 2p(0)d0 = d^ or 
P(H) = l/|dH/d^l, O^ij^l. (56) 
The factor two arises because the reflection symmetry about 
ia = 0 allows the restriction given in Equation 56. 
Assuming that the dipolar broadened line shape for a 
single crystal is given by g(H-H';a) for a resonance centered 
at H', the powder pattern line shape function becomes 
G(H,Hq) = _^f+"p(E',EQ)g(S-H';a)dH'. (57) 
From Equation 55, 
g = (58) 
Substituting this result into Equation 56 yields singularities 
at ^  = 0 and n = = \/5/9 • These values of la define the low 
field and high field singularity positions and Hjj, respec­
tively, given by 
= H(n=0) = Hg - bg/H^ (59) 
31 
and 
16 bp 
% = (6g) 
o 
P(H,Ii^) is found by solving Equation 55 for ^  as a func­
tion of H and substituting this form into Equation j8. De­
fining the unitless parameter x = (H-H^ÏH^/by, the result can 
be expressed by 
I-I 
P(H,H ) = 
8by |ja ( 9i-i "5)1 
with 
= ijst V25^(l+x) . (61) 
The -i- sign is valid in the range and the - sign is 
valid in the range |a'<;:i^l. P—) are zero outside the 
validity ranges expressed by Equation 6l. Then, P(rI,K^) = 
P'^(H,K^) + P"(H,H^). These functions are depicted in Figure 1, 
For t(H-H^))«H^, P(H,H^) can be written as p(H-H^). That is, 
the function depends essentially on the difference H-K^. This 
is certainly valid when perturbation theory is applicable. 
Then, Equation 57 can be written 
G(H,H ) = )g(H-H';a)dH' 
o o 
+ p+(H'-H^)g(H-H';a)dH'. (62) 
^o 
This integration must be carried out numerically. 
Figure 1. The dipolar broadened second order quadrupolar line 
.shape. Both the unbroadened and broadened line 
shapes are shown for bjj = 56,100 0e2 and Hq = 3130 
Oe. This corresponds to the spectrum obtained at 
3-5 Mc/sec for the central transition of in 
VCq go for those nuclei having a single nearest 
neighbor vacancy. P'^(H-Hq) and P~(H-H^) are indi­
cated by the dotted curve. P(H-Hq) is the sum of 
these two functions and is shown by the solid curve 
with singularities at and Hj.j. The broadened 
line shape was obtained using the computer program 
GSO for a Gaussian broadening function with a = 
4.70 Oe. The derivative line shape function is to 
be compared with Figure 13 
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4. Useful relations 
The function G(H,H^) is a function of H with the parameter 
In the line shape analysis, the necessity of varying 
will arise. In this context, )/3H^ will be needed. To 
simplify these numerical calculations, several relations will 
be proved. 
Suppose H is increased by an amount A. Then, by writing 
16 b° 
Hjj = ^ and where is a constant 
reference field, G(H,H • + A) becomes 
Hjj+A 
G(H,H + A) = -A)g(H-H';CT)dH' 
H +A , . 
+ f P (H'-H^-A)g(H-H';a)dH' =/^ P"(H"-H^)g(H-A-H';a)dH" 
H^+A 
H 
+r^ P"(H"-H )g(H-A-H";a)dH" 
'J o 
H. 
or G(H,H^ + A) = G(H-A, H^) (63) 
which is the first relation desired. 
Using Equation 63» it is only necessary to calculate the 
function G(H,H^) one time. This equation can be used to prove 
other relations. 
= Llm 
A->0 L 
G(H,H^+A) - G(H,H^) 
_ 
Lim 
A-^0 
G(H-A,H^) - G(H,H^) 
35 
or 
Similarly, 
Writing 
3G_(H,Ho) = 2G(H,Ho) 
-c)H 
+ A) _ ^(H-A,H) 
G,(H,EJ =!§(%,%o), 
(64) 
(65) 
( 6 6 )  
the analogue of Equation 63 is 
Gg(H,HQ + A) = G2(H-A,HQ) (6?) 
and 
9G%(H,HQ) 3(^(H,Ho) 
2Ho - -JIT 
( 6 8 )  
S. Scattering of Conduction Electrons by Point Defects 
1. Friedel scattering 
The scattering of conduction electrons by point defects 
leads to local variations of the hyperfine interaction between 
nuclei and s-type conduction electrons. This would lead to 
an inhomogeneous Knight shift as pointed out in Section II.3. 
Consider the effect of dissolving foreign atoms into a 
metal. Let Z be the excess valence of the solute atom with 
respect to the solvent. For simplicity, assume that these 
foreign atoms do not carry a local magnetic moment. The 
foreign atom will act as a scattering center for the conduction 
electrons and the charge Z will be screened by these electrons. 
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The scattering of a free particle, Y incident = 
by a spherically symmetric potential is treated in standard 
texts such as the book by Schiff (37)' The wave function for 
the scattered particle is 
} i Ô p  
e * + = E (2i+l)i e (cos 6, (kr) - sin & n (kr) ) 
^ i=0 ^ ^ ^ 
• ( cos 0 ). (69) 
Here, (kr) and n^(kr) are the spherical Bessel and 
spherical Neumann functions, respectively. E;(cos 6) is the 
Legendre polynomial of orderi, 9 being the angle between the 
r and k vectors, and 6^ is the ith phase shift. On this basis, 
Friedel (2) showed that additional states exist below the 
Fermi surface. The number of additional electrons required to 
fill the levels to k = k^ will be that number which will screen 
the charge Z and is given by 
Z  = § Z  ( 2 4 + 1 )  %  .  ( 7 0 )  
This is the Friedel sum rule. 
Blandin and Daniel (38) have obtained a relation for the 
variation of the hyperfine interaction with distance, choosing 
the origin at the impurity center. This variation depends on 
the variation of electron density for electrons near the Fermi 
surface. If p(r) is the density of electrons per unit energy 
at the Fermi surface, then 
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raii' II Ml 
kj LPOJ 
A  p ( )  
P(ri) 
(71) 
Assuming Bloch functions = e^^*^u^(r), 
(r) = S u^(r) u^(r) = N(E^) |u^(r)| ^  
k 
F.S, 
k' ( 7 2 )  
for a spherical Fermi surface. • Here M(Ep) is the density of 
states at the Fermi surface. Then, if p+Ap is the density in 
the presence of the scattering center, this would be given by 
p+Ap = Z [ (e^^*^+<&, (r) )u(r)]"^[ (e^'^'^+i, (r) )u(r) J 
k 
F.S. 
= S u (r)u(r) 
k 
F.S. 
E (2i'+l)(-i)^ e ^"f^.P^,(cose) 
, -16^, 
U'=o 
J  iG* 
E (2i+l)i e f, P, (cose) 
li=0 ^ 
( 7 3 )  
using Equation 69 and letting f^ (kr) = cos6^ (kr) - sin Ô£ n^ 
(kr). The sum over k can be replaced by an integral over the 
Fermi surface which is equivalent to averaging over the angle 
6. Then, using the orthogonality of the Legendre polynomials, 
the double infinite sum reduces to a single sum over i, that is. 
p+Ap = N(E„) |u, (r)|^ E (2!L+l)£^(kr) 
^ ^ 1=0 
(74) 
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In the absence of a scattering center the phase shifts 
vanish and p(r) can be written as 
p(F) = N(E ) ^ ^(3)12 Z (24+l)j2(kr). (75) 
^ ^ 1=0 ^ 
Therefore, 
^(r) = Jo<2i+l) [f/(kr) - j/(kr)] 
or 
3(r) = 
• sin 2ôj^ 
[n£(kr)-j^(kr)] sin^ô^-j^ (kr)n^(kr) 
( 7 6 )  
This is the result obtained by Blandin and Daniel (38). The 
oscillatory behavior is more apparent from the asymptotic 
expansion for large r. Using the relations given by Schiff 
(37), the asymptotic form can be written 
Anfrl i sin(2kr+ô^ ) 
^(r) (2il+l)sin6^ 
These oscillations arise from interference effects of elec­
trons at the Fermi surface. Thus, the characteristic wave 
length is related to kp. 
2. Spin dependent scattering 
The conduction electrons of spin s undergo a spin depen­
dent scattering by a localized magnetic moment of spin S due 
to an exchange interaction of the form Js*S, where J is the 
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exchange integral. Yosida (4) showed that this scattering 
leads to a spin polarization localized about the magnetic 
moment which screens this magnetic moment just as a charge Z 
is screened by local variations of the charge density. This 
local spin polarization leads to a hyperfine interaction with 
a nucleus of spin I of the form A(r^j) where the depen­
dence on separation between the ith nucleus and the jth local 
moment is indicated explicitly. This form also gives rise to 
a distribution of Knight shifts. 
Ruderman and Kittel (5) initially proposed an effective 
nuclear-nuclear interaction of the form brought about 
by the hyperfine interaction with the intervening conduction 
electrons. Consider the effect that the ith nucleus will have 
on the electron distribution. Rewriting Equation 8 for the 
hyperfine interaction as ! = A ^ ^  (r-R^ ) , the scattering 
of an electron from state k to k' can be described by the 
first order wave function 
k*>kp E(k)-E(k') 
Assuming Bloch functions for the electrons, the matrix element 
appearing in the above equation is 
l(k-k')'R. /. \ 
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where 
^k'k = (78) 
The presence of this ith nucleus will affect the hyper-
fine interaction for the jth nucleus as can be seen from 
^ ^ k'>kp E.(k)-E(k') 
i(k-k'),R.j 
+ c .c .  ' e ^ (79) 
where C.C. means the complex conjugate.. The first term is 
related to the ordinary Knight shift considered in Section 
II.3. The second term yields an effective interaction between 
the ith and jth nuclei via the virtual scattering k—^k'-^k. 
Summing over all states k and replacing all sums by integrals, 
the effective interaction between these nuclei becomes 
CO 
E(k)-E(k') 
where - R^. After summing over the electron spin 
states and performing all angular integrations, Ruderman and 
Kit tel (5) obtain , . \ , .s 
Y T A) 1 A)J; M 
{ZnP 
4l 
where 
P(X) = X cos X _ 8ln (22) 
X 
Kasuya (6) investigated the interaction between the con­
duction electrons and the localized d-electron spins using 
second order perturbation theory. Yosida (4) extended the 
treatment of the s-d interaction to calculate the hyperfine 
interaction. He showed that when the spatial distribution of 
the magnetic ions could be represented by delta functions, the 
resultant I*S interaction is equivalent to the result of 
Ruderman and Kittel. Yosida (4) obtained 
2 
^j.S=-(^) A(0)J(0) E/(2kjR^.)(ï. -S.) (83) 
for the I-S interaction. Here F is defined by Equation 82, 
2n is the total number of conduction electrons, N is the total 
number of lattice sites, Ep is the'Fermi energy, A(0) is pro­
portional to the hyperfine coupling constant, and J(0) is the 
exchange integral evaluated at q = k - k = 0. In terms of 
these parameters, the internal field is expressed as 
1<S >1 2 
AH, -I— (^) A(0)J(0) E F(2k R ) (84) 
1 W ùp j J 1J 
where the sum is over the positions of the localized magnetic 
moments. The temperature dependence of AH^ would, therefore, 
follow the temperature dependence of |<8g>| which for localized 
moments would follow a l/T Curie law dependence. 
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3. The second moment of the resonance and the average change 
of the Knl,°;ht shift 
Friedel scattering and RKKY scattering both lead to a 
change in the hyperfine interaction which is a function of 
distance. The resultant frequency shift for the nuclear 
resonance of the ith nucleus due to the jth foreign atom is 
Avij = f(rij) = fij = fj.. (85) 
Under the assumption that these shifts can be linearly 
superimposed, 
A V (86) 
J ^ 1J 
impurities 
for the resonance shift of the jth nucleus. Weinberg and 
Bloembergen (39) used this assumption to derive expressions 
2 for the average shift <àv> and the second moment <ôv > for the 
copper resonance in copper-nickel alloys. A similar derivation 
will be given for the Sc(Nl^ low cobalt con­
centrations. Differences in the derivation arise from the 
necessity of dealing with two sublattices for an ABg type 
crystal structure. That is, the scandium atoms occupy the A 
sublattice and the substitutions of cobalt for nickel atoms 
take place entirely on the B sublattice. It is important to 
recognize in this case that all B lattice sites are equivalent. 
The shift of the jth scandium nucleus in the presence of 
n cobalt atoms is given by 
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n 
AVj = % f.j (87) 
Co 
where the sum is over the actual cobalt positions. If there 
are N scandium atoms, the average shift <Av> becomes 
n N n -, n N 
<Av> = ^  Z Z f, . = ^  Z Z f. , (88) 
3 i ^ i j ^ 
Sc Co Co Sc 
where the order of summation has been interchanged. Because 
each of the n sums is statistically equivalent, Equation 88 can 
be written 
n " 
<4v> = 2 E foj = 2X Ï (89) 
J <3 
A A 
where x is the concentration of cobalt atoms. This summation 
is over the scandium or A lattice with respect to a B site as 
origin. 
Also, 
' P n n n p n n 
(Av ) = ( E f. .)( E f^J = E ff. + Z f. . 2 f_. (90) 
J 1 iJ k Kj i 1 iJk^i 
Co Co Co Co Co 
so that 
P , N n p n n 
<(Av)^> = ^  Z ( Z ffz + Z f,, Z f,.). (91) 
j i i k^i 
Sc Co Co Co 
The first term becomes 
1st term = 2x E f^. (92) 
j ^ 
A 
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by analogy to the calculation of <Av>. The second term can 
be written 
n n N n 
2nd term = » Z Z f z f . (93) 
i j kA 
Co Sc Co 
Again, by statistical equivalence, this becomes 
n N n n n ^ 2% 
2nd term = 5 Z %' ^ kj' 
Sc A 
In the last step, the sum has been extended over the entire B 
lattice except the origin by multiplying each term by the 
probability x = n/2N that a particular site will be occupied 
by a cobalt atom. It will be noted that 
2N N 
Z fol = 21 (95) 
B A 
Using this relation, Equation 94 can be written 
I N 2 N N 
2nd term = ^ (§) 2Z f Z f (96) 
2 The result for <(Av) > is then 
P N p p N N 
<(Av)  >  =  2% z  Z  % fnk  (97)  
A A A 
with the origin at a B site. 
The second moment is defined by 
<àv^> = <(Av-<Av>)^> = <Av^> - <Av>2. (98) 
From Equation 89, 
45 
<Av>2 = 4x2 2 f2 + 2 % f .f 
j °k' ( 9 9 )  J 
A A 
Then, the second moment can be written 
<6v2> = 2x(l-2x) Z ^ 
j J 
A 
with the origin still at a B site. 
F. The Line Shape 
The assumption that the shifts due to impurity atoms can 
be linearly superimposed was expressed by Equation 86 and will 
form the basis for a detailed analysis of the nmr line shape 
of the central transition. Since the experimental data are 
taken by varying the magnetic field while holding the frequency 
fixed, the shift AH. for the jth nucleus is the more useful 
J 
form. This shift will be written in terms of the local field 
parameters ÔH^ by 
N 
AS. = Z (101) 
(shells) 
where the sum is taken over shells of radius r^^ neighboring 
the jth nucleus. The local field parameter ôH^ represents the 
shift of the nmr due to a single defect on the ith shell, m^ 
is the number of impurities in the ith shell and N is the total 
number of shells which must be included to give the major con­
tributions to the total shift. Equation 101 is equivalent to 
Equation 86. In order to apply the following analysis, the 
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above sum must converge rapidly. Interactions leading to a 
distribution of Knight shifts must be short range so that 
fluctuations of composition are important. Long range inter­
actions lead to a shift AH which is common to all nuclei of a 
given type and do not contribute to the line width. 
The line shape function for the jth nucleus is then as­
sumed to be g(H,H^ + AHjia) centered at H = + AH^ with a 
width a related to the dipolar width discussed in Section II.C. 
This function g will normally be assumed to be Gaussian as 
defined by Equation 31. However, for the vanadium resonance 
in the vanadium carbides, it will be necessary to define g by 
the second order quadrupolar line shape function given by 
Equation 62 for those configurations with a vacancy in the 
first shell. The total nmr line shape is then made up by 
superimposing all of the component resonances: 
gfCH) = Z g(H,HQ + AEjia) = iZPofOgtE.HQ+AH^ia), (102) 
J c 
where the sum is over all possible local configurations de­
noted by c. P^fC) is the probability for the occurrence of a 
particular configuration and is dependent on the concentration 
C of impurities. I is a normalization constant. 
The total nmr line shape function G(H) is then made up by 
adding the shape function for the satellite transitions given 
by Equation 49 to the central transition. This will be written 
explicitly as 
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G(H) = 
c 
-[(H-H )/a ]2 -L(H-H )/2aqj2 ? 
I5e ° G + 6g o 8 + o s 
(103) 
where = o./g magnetic field units. It has been assumed 
that the quadrupole interaction is dominant in determining the 
shape function for the satellites. 
The probability factors appearing in the above equations 
are determined as follows; The probability that any 3 site will 
be occupied by an impurity atom is given by the concentration 
C. The probability that this site will be occupied by a 
solvent atom is 1-C. Then, if there are n^ sites available on 
the ith shell, the probability P(n^,m^) of having m^ impurities 
on the ith shell will be 
If we denote by P^fC) = P(n^,m^;n2,m2;. . . ;nj^,mjj) the probability 
that there will be m^ impurities on the first shell, ..., m^^ 
impurities on the Nth shell, then 
N 
P_(C) = TT P(n. ,m. ) . (105) 
1=1 ^ 
The total number of possible configurations within N shells 
N 
will be n^ which can become an extremely large number. In 
the Sc-Ni-Co case, using N=4 leads to 12x16x12x36 = 82,944 
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possible configurations. For low concentrations, a large 
fraction of these can be neglected. In practice, only those 
configurations will be considered for which EP ( C ) > 0 . 9 7 ,  say. 
c ^ 
For C = 0.08 and N = 4, 570 terms give 97-05% of the total. 
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III. EXPERIMENTAL METHODS 
A. Sample Preparation 
1. The Sc(Ni-| _^Co_)p pseudo-binary alloy system 
The scandium metal used for the preparation of these 
alloys was reduced from SCgO- in this laboratory. The major 
impurities are indicated in Table 1. The nickel and cobalt 
metals were obtained from Sherritt-Gordon Ltd. and J. T. Baker 
Chemical Co., respectively. The impurity analyses are also 
listed in Table 1. 
Stoichiometric quantities of these metals were arc-melted 
in an inert gas atmosphere on a water cooled copper hearth 
using nonconsumable electrodes. The standard procedure of 
inverting the buttons and remelting to achieve homogeneity of 
the samples could not be used. Due to the extremely brittle 
nature of these alloys, the buttons would shatter upon re-
striking the arc. This problem was circumvented by rolling 
the molten puddle of sample across the hearth by suitably di­
recting the arc. Thus, thorough mixing of the constituents 
was obtained. Starting with 5 grams of the constituent metals, 
normal weight losses of 0.03 grams or less were obtained 
during arc-melting. 
Photomicrographs were made of the samples in the "as-cast" 
condition. This metallographic analysis showed the existence 
of three phases indicating the peritectic nature of these 
50 
Table 1. Impurities of metals 
alloys 
used in preparing the Sc-Ni-Co 
Impurity So Ni^ Co"^ 
H 42 ppm 
C — — 140 ppm 
N 10 ppm — — — — 
0 870 ppm — — 300 ppm 
Mg 45 ppm — — 
A1 15 ppm 
Si 30 >20 ppm — — 
S 40 ppm 
Ca 350 > 6 0  ppm 
Ti 45 >25 ppm 
Cr 75 >20 ppm — — 
Fe 175 ppm 0 . 0 5  w/o 1 8 0  ppm 
Co 0 . 0 0 5  w/o 
Ni 15 >5 ppm — — 1000 ppm 
Cu 700 ppm 50 ppm 
Ta 400 ppm 
?b — — 0.002 w/o 
^Analysis supplied by Sherritt-Gordon Ltd. 
^Analysis supplied by J. T. Baker Co. 
alloys. The samples were annealed at 920° C for one week and 
then cooled slowly. For this annealing process, the samples 
were sealed in tantalum crucibles which were in turn sealed in 
quartz under an inert gas atmosphere. Subsequent metallo-
graphic analysis of the annealed buttons indicated that 9 9 ' 5 %  
or more of each sample was single phase. 
To eliminate skin depth problems for r.f. signals the 
samples were crushed using a steel "diamond" mortar. The 
powder was then passed through a 200 mesh sieve. For some of 
the samples having low cobalt content, a 325 mesh sieve was 
used. Small chunks for all but two of the samples were saved 
for susceptibility measurements. Due to the extreme hardness 
of these intermetallic compounds, iron was abraded from the 
diamond mortar during the crushing process. This was deter­
mined by cleaning the samples magnetically and analyzing the 
impurities. A strong iron line showed up in the mass spectro-
graphic analysis which was very much reduced in the cleaned 
sample used as a standard. Subsequently, all of the samples 
except the ScCo^ were cleaned in this manner. The ScCo^ 
powdered sample was too magnetic as a whole to be able to sep­
arate ferromagnetic impurities with a magnet. 
X-ray powder patterns were taken for most of the alloys 
using a Debye-Scherrer camera using Ka radiation. No second 
phase was apparent from these exposures. The lattice constants 
which were obtained for several alloys are tabulated in Table 2. 
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Table 2. Lattice constants for the 8c(Nl^_^Co^)2 alloys 
X a (angstroms) X a (angstroms) 
0 . 0 5  6 . 9 2 5  0.50 6.929 
0.10 6.926 0 . 7 5  6 . 9 3 0  
0.15 6 . 9 2 5  1.00 6.928 
0 . 2 5  6.929 
2. The VC^ intermetallic compounds 
The vanadium-carbide compounds were prepared by arc-
melting stoichiometric quantities of crystal bar vanadium 
metal and spectroscopic grade graphite. The buttons were turned 
and remelted five times to obtain homogeneous samples. Weight 
losses in some cases were appreciable and were attributed to 
the relatively high vapor pressure of vanadium. X-ray analysis 
was used to determine the lattice constants, which are listed 
in Table 3* These were then used to determine the resultant 
stoichiometry by comparison with the lattice constants obtained 
by Storms and McNeal (40). 
Metallographic analysis of the samples showed them to be 
single phase except for the detection of free carbon in those 
samples for which the final stoichiometry exceeded the maximum 
possible carbon content. Powder samples were obtained by 
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Table 3» Lattice constants for the VC^ intermetallic 
compounds®" 
X a (angstroms) 
0.88 4.167 
0 . 8 4  4 . 1 6 1  
0 . 8 3  4 . 1 6 0  
0 . 7 7 5  4 . 1 4 7  
^The X values were determined by comparison to the lattice 
constants given by Storms and McNeal (40). 
crushing the buttons with a diamond mortar in a dry box under 
an argon atmosphere. The powders were screened using a 250 
mesh sieve. 
B. The Equipment 
The nmr measurements were made using the standard nuclear 
induction technique described by Bloch (4l), using a crossed 
coil induction spectrometer. Figure 2 is a block diagram of 
the experimental arrangement as developed by D. R. Torgeson 
(42). 
A Varian Associates Model V4210A variable frequency wide-
line spectrometer was used in the frequency range from 2 Mc/sec 
to 16 Mc/sec. The magnetic field for this range was provided 
by a Varian Associates Model V4012 12 inch electromagnet. 
Figure 2. Block diagram of the experimental arrangement used in the method 
of continuous averaging 
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This magnet provides magnetic field strengths up to 17 kOe In 
a 1-3/4 Inch gap. A Magnlon Model L-158 15 inch electromagnet 
providing magnetic field strengths up to 28 kOe in a 2 inch 
gap was available. To apply these higher magnetic fields to 
the nuclear resonances of vanadium and scandium, a spectro­
meter ;vâth higher frequency capabilities was necessary. There­
fore, for the frequency range from l6 Mc/sec to 24 Mc/sec, a 
spectrometer developed by D. R. Torgeson (43) was used. 
The above spectrometers were used at constant frequency. 
High frequency stability was obtained by using crystal syn­
chronization (43). By this method, frequency changes of less 
than 10 cycles/sec over long periods of time were attained. 
Frequency measurements were made using a Computer Measurements 
Corporation Model 737CX frequency counter. 
A KIDL Model 24-2 400 channel analyzer was used to store 
the data. The use of an analyzer provided two important func­
tions. It allowed the technique of continuous averaging (43) 
to be used, which significantly increases the signal to noise 
repetition rate proportional to the input voltage. These 
pulses can then be counted by the analyzer. Because the Vidar 
could not accept negative signals, a constant d.c. bias of 
about 50 mv was used. The correspondence between channel 
address and magnetic field was established by driving the mag­
netic field using an output voltage from the analyzer which 
was proportional to the channel address. The buffer amplifier 
provided a convenient scaling device to control the width and 
direction of the scan. The magnetic field was scanned in one 
direction at a rate determined by a time base generator which 
generates pulses to advance the channel address on the analyzer. 
Continuous averaging was provided by repeating the process a 
number of times. 
C. Procedure for Taking Data 
Using a crossed coil spectrometer it is possible to ob­
tain either component of the complex nuclear susceptibility 
% = %' + iX" . The dispersion mode is related %• whereas the 
absorption mode is related to %". All of the data were taken 
using the absorption mode. Magnetic field modulation was used 
to observe the nuclear signal. The peak-to-peak amplitude of 
this modulation normally was about l/lO of the peak-to-peak 
linewidth of the derivative signal. At no time did this mod­
ulation amplitude exceed 1/6 of the line width. At these 
amplitudes, one can be assured that the signal observed closely 
approximates the derivative of the absorption line shape. 
In Appendix A it will be shown that the amplitude of the 
2 
signal is proportional to below saturation. Here Ii^ is the 
amplitude of the applied r.f. magnetic field. Saturation 
studies were made to determine the r.f. power level needed to 
obtain noticeable effects on the amplitude of the absorption 
derivative signal. The line shape data were taken using r.f. 
power levels well below the saturation level to avoid satura­
tion broadening. 
All nmr'dàta were taken at constant frequency by varying 
or "scanning" the magnetic field. A time constant of 1.5 to 
3.0 seconds was used for the lock-in. The rate at which the 
magnetic field was varied was determined by the time base 
generator. This was normally set at 1-2 seconds per channel 
corresponding to a total scan time of 400-800 seconds. This 
rate was a compromise between a long scanning time to minimize 
the "dragging" of the resonance due to a finite lock-in time 
constant and a short scanning time more suitable to continuous 
averaging, i.e., the averaging technique depends on repeating 
the scan many times. The total running time for each run was 
1-2 hours corresponding to 5-20 scans per run. Between each 
scan about 20 seconds was allowed to establish a stable field 
after the "fly-back" from channel 399- At the scanning rates 
used, a "dragging" of the resonance in the direction of the 
field scan of 0.5 to 2.5 Oe was observed. Therefore, each up-
field run was followed by a down-field run. The magnetic 
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field position of a resonance line was obtained from the 
average of these two runs. 
Prior to each run, the magnetic field was cycled several 
times to establish a stable hysteresis loop. The field was 
calibrated before and after each run using the nuclear reso­
nance of a reference solution which was visible on the oscil­
loscope. Calibration points were taken at channels 0, 100, 
200, 300, and 399* A linear relation of the field vs. channel 
address was assumed between calibration points. The reference 
solution used for the scandium resonance was provided by scan­
dium dissolved in dilute HNO^. For the vanadium work, cali­
brations were made using the aluminum resonance in an AlCl^ 
solution assuming Y(A1^^) = 1.1094 kc/Oe. The reference field 
was then calculated using Y(V^^) = 1.1193 kc/Oe as reported by 
Walchli and Morgan (44) for in VOCl^. 
The short term stability of the magnetic field could be 
observed by the fluctuations of the resonance on the oscillo­
scope. Normally, this short term stability was less than 0.05 
Oe. At no time was it allowed to exceed 0.3 Oe. The long term 
stability could be checked by the before-run and after-run 
calibrations. This long term stability was normally less than 
0.5 Oe and was not allowed to exceed l/lO of the peak-to-peak 
derivative line width. 
6o 
D. Line Shape Analysis 
1. Variable metric minimization method 
The most common method of obtaining a best fit of the data 
to a theoretical curve is the method of least squares. The 
sum of the squares of the deviations is minimized with respect 
to variations of the set of parameters. The line shape func­
tion G(H,(x)) given by Equation 103 is a function of the mag­
netic field H but the form of the function depends on the set 
of parameters (x). The least squares method would proceed by 
defining 
N 
F(x^, . . = Z [G(H.,(x)) - (106) 
i=l 
where F is a function of the n parameters. Here, Y(H^) 
represents the ith datum point and N is the total number of 
data points. Howeve--^., the usual application of the least 
squares method would be virtually impossible to apply for such 
a complicated function G. 
Davidon (^5) has developed a method for numerically deter­
mining a local minimum of a differentiable function of several 
variables. This method has been called the variable metric 
minimization method and shall hereafter be denoted by VMMIN. 
The method can be used to find a minimum in the function F de­
fined by Equation 106. It is useful to describe F(x) in the 
linear n-dimensional space where the components of the vector 
X are the n parameters x^. Temporarily define g^ by 
6l 
Si'x) = ip-- (107) 
These n components of the gradient can be considered to be the 
coordinates of a point in a different space, called the gra­
dient space. If represents the location of a local minimum 
of F in position space, the corresponding point in the gradient 
space is the origin. A linear mapping of changes dx in posi­
tion space, onto changes dg in gradient space is defined by 
J 
"where the summation convention has been used. If the function 
d 
F is a quadratic function of the x. , then Z would be a 1 -A. . c/ X . 
J 
constant matrix. In this case, the "step" s=x°-x=Axto 
locate the minimum in F is given by a change in the gradient 
space from g(x) to the origin. That is, 
-Si(%) AXj- (109) 
This equation can be inverted by defining the h matrix by 
atjSx^ = ^ik 
leading to 
= -h_j g,(x) . (Ill) 
In most cases, F is not a quadratic function of the x^ and the 
step s defined by Equation 111 would not lead directly to x°. 
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Such a step would, however, lead one closer to suggesting 
an Iteration procedure. 
Rather .than calculating the h matrix, the VMMIN method is 
based on an initial guess of the h matrix and a starting point 
X. g(x) is then calculated and an appropriate step "s is made 
to the point x^. A suitable change in the h matrix is made to 
better describe the function F. x^ is then used as the start­
ing point for a first iteration. This Iterative process con­
tinues until g approaches the origin within a predetermined 
limit. The VMMIN method as developed by Davidon (45) Includes 
additional features to improve the rate of convergence. 
Again, if F is a quadratic function of the x^, a Taylor 
series expansion about x indicates that 
AF = F(x) - F(x ) = 2 c)x%x. ®l®j ^  2 ^ ij^i^j" (^^2) 
That Is, the decrease to be expected in F by making the step s 
is related to the squared length of g defined by h^^g^g^, using 
h^j as the metric. The procedure has been called the variable 
metric minimization method reflecting the fact that h^^ is 
changed after each iteration. The error Involved in locating 
x° can be estimated (^5) by the square root of the diagonal 
elements of the h matrix (error matrix). This is evident 
qualitatively since a large value of h^^ indicates that the 
curvature related to x^ is small. Thus, F is a slowly varying 
function of x^ near x? and the latter value is difficult to 
obtain with accuracy. 
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VMMIN also is used to denote the set of computer programs 
which are used to employ the method. This set generally con­
tains MAIN, the calling program, and subroutines PCN, READY, 
AIM, FIRS, DRESS, STUFF, MATMPY, and RANDU. In addition to 
handling communication between the various subroutines, MAIN 
also handles input and output operations. MAIN is listed in 
Appendix C. FCN is used to evaluate F and g at the point %. 
This subroutine is very specific to the problem being handled. 
One of the two variations of FCN is listed in Appendix C. The 
remaining subroutines are standard and have not been included 
in this thesis. 
In practice, the input parameters required are an initial 
guess X, the diagonal elements of the h matrix, and a conver­
gence criterion. The determination of these quantities for 
this specific application will be discussed further in Section 
IV.A.3.a. 
2. Application of VMMIN 
Prior to analyzing the nmr line shape data, a subsidiary 
program, CONFIGURATION-ORDER, was used to calculate the most 
probable configurations according to Equation 105• Each con­
figuration, including up to five nearest neighbor shells, was 
designated by an eight digit integer defined by lo"^ + 10^ 
ii 2 
T 10 m^ + 10 m^ + m^. This integer was later decomposed by 
VMMIN to yield m^, . . ., my directly. These configurations 
were ordered by ordering their probability factors according 
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to magnitude in a decreasing sequence. This sequence was cut 
off when SP (C)>0.99 was satisfied. The ordered array of 
c 
integers was then punched out on cards which were subsequently 
used by VMMIN. 
The first step that was taken in applying the VKMIN raethod 
was the preprocessing of the data. These data from the 400 
channel analyzer were read into the computer from cards. They 
represent the derivative of the absorption nmr line shape plus 
a shift of the base line due to the use of a d.c. bias as 
described in Section III.B. 
As can be seen from Figures 6, ?, and 14, the derivative 
signals do not quite return to the baseline within the scans 
that were used. This was attributed to the broad distribution 
of satellites as discussed in Section II.D.2. However, in a 
number of cases, the difference in the signal at the end 
points of the scan was not the same for the up field and down 
field scans. This change was attributed to a linear drifting 
of the baseline. It was necessary to remove this drift be­
cause it would be interpreted as an increase or decrease in the 
intensity of the satellite distribution. The removal of this 
drift was the first step carried out by subroutine PRE?. 
The data were then smoothed using a 19 point smoothing 
routine as described by Savitzky and Golay (46). This routine 
removes the "noise" from the data by replacing each datum 
point by a point obtained from a second order least squares 
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lit to the data points within a I9 point interval centered at 
the point being considered. 
After smoothing the data, the constant shift of the base­
line was removed. This could not be accomplished simply since 
a reliable baseline was not usually established because of the 
broad satellite distribution. The assumption was made that 
Y(H^) = where Y is the experimental Integrated line 
shape, and = (H^ + H^)/2 was taken to be that field at which 
the derivative crossed an estimated baseline. Due to the ob­
served asymmetry of the central transition, H and H, were 
taken at positions where the intensity of the central transi­
tion could be neglected. The baseline shift was then estab­
lished according to the following argument: Assume that the 
smoothed data can be represented by S(H) = Y-^(H) + C where 
Yp(H) = dY(H)/dH, and C is the constant baseline shift de­
scribed above which must be accurately determined. Then, 
H H 
Y(H) = / Yg(H')dH' = Y(H^) + / iS(E') - C] dH'. (113) 
-co JJ 
a 
If AE is the field separation of successive channels, assumed 
to be constant, then 
i 
Y(H, ) ™ Y(H_) + AH Z 8(E,) - C(E. - (Il4) 
1  ^ J i. a 
J-^a 
Using the boundary condition that Y(E^) = Y(5y), 
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AH E S(H ) 
C = ^ • (115) 
Hb - Ha 
This constant was subtracted from each datura point so that the 
resultant information stored represented Yp(H). 
The derivative data were then integrated numerically by 
1 
Y(H. ) = Y(I-L ) + AH E Y_(Hj (ll6) 
j=l * J 
where the constant Y(H^) was assumed to be zero at this stage. 
This constant was introduced later as a variable parameter 
determined by VMMIN, The array of magnetic fields was then 
set up using the input value of the field at Channel 200 and 
the calibrated field width per channel. The field was assumed 
to vary linearly over the entire scan. The last step that was 
carried out by PREP was the normalization of Y(H) such that 
the maximum value of Y(H) was equal to one. 
It was found that a better fit to the detailed lineshape 
could be obtained by fitting G(H) to the absorption lineshape 
Y(H) and simultaneously fitting Gp.(H) to the derivative line-
shape Yp-(H). Here the subscript H denotes differentiation 
with respect to H. Accordingly, P as defined by Equation 106 
was redefined as 
6? 
N 
P(Xl %%) = Z 
1=1 
2 
+ A Z [G (E. 
i -> Ij. ± li J. 1=1 
(117) 
Here, = Y(H^) is introduced as a variable parameter and A 
is a constant scale factor controlling the importance of the 
second term. Normally this factor was calculated by A(Ytj 
J.X LUSijC 
The purpose of subroutine FCN is to evaluate ? and the 
partial derivatives = dF/dx^ where is the ith variable 
parameter in accordance with the discussion in Section III.D. 
These partial derivatives are algebraicly involved but 
strai-r.tforward to calculate and have not been included in 
this thesis. At the end of the fitting procedure, the plotting 
routines were called by FCN. 
Subroutine ORDER was written to handle the vectors x and 
g, the position or parameter vector and the gradient vector, 
respectively. This subroutine made it possible to hold any 
parameter fixed. ORDER performed several functions. Initially, 
it read in the vector x and the h matrix. The programs which 
make up VMMIN are set up to handle only the variable parameters. 
Therefore, subroutine ORDER served as an intermediary between 
iiAIN and FCN. It sorted out the variable parameters x. and 
their corresponding g^ and passed these on to MAIN. It, in 
return, received the set of varied parameters from MAIN and 
H min 
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inserted the constant parameters before passing this set on 
to ?CN. 
The length of the calculation was reduced in two ways. 
Although the input data were presented as a set of 400 datum 
points, the line shape function was calculated at no more than 
every fifth channel. Therefore, the N appearing in Equation 
11? was equal to 80. The calculation was reduced further by 
removing some of these calculation points and replacing them 
by a linear interpolation from neighboring calculated points. 
In particular, C-(H) is slowly varying in the wings. In these 
regions the calculation of G and the g^ was normally carried 
out at every 15th channel. RSORD was written to perform the 
required interpolation. 
To summarize, an initial guess for the vector x and the 
diagonal elements of the h matrix was made. The data were 
pre-processed by PRSP. The vector x was passed from KAIN to 
FCiV via ORDER. FCN then calculated P and the gradient vector 
g, using an interpolation for some points which was carried 
out by REORD. The vectors x and g were then passed from FCN 
to KiAIN via ORDER. ?IAIN, with the help of the other standard 
VMMIN subroutines, then varied the vector x in accordance with 
the VMMIN method. This iteration procedure continued until a 
suitable local minimum of F was found. The plotting routines 
were then called by FCN. Typical plots of the results appear 
in Figures 6, 7, and 14. 
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E. Magnetic Susceptibility Measurements 
The susceptibilities of a series of Sc-Ni-Co alloys were 
measured at room temperature using the standard Faraday method. 
A solid chunk of an alloy was suspended in a magnetic field 
having a constant field gradient. The latter was obtained 
using a Varian Model V^007-l six inch electromagnet equipped 
with tapered pole caps. The force on a sample having a magnet­
ic moment M is proportional to M dH/dz. This force was deter­
mined by measuring an effective change of mass Am using an 
Ainsworth Model 24-N automatic balance capable of measuring a 
change of mass of 0.01 mg. Forces were measured in this 
manner at five magnetic field strengths. 
The data were analyzed by the method of Honda (4?) and 
Owen (48). This method assumes that the measurements are made 
in a magnetic field sufficiently strong to saturate the mag­
netization of ferromagnetic impurities. The magnetic moment 
of a sample of mass m^ containing mg grams of n ferromagnetic 
impurity will be m^ M^ + (m^ - mg)?^ H. Here is the satura­
tion moment per gram of the ferromagnetic impurity and is 
the magnetic susceptibility in emu/gm. If (Am/H^) is plotted 
vs. 1/H the result will be a straight line having a slope re­
lated to the ferromagnetic impurity content and having an 
intercept proportional to Y . Such a plot is given in Figure 
O 
9. The data were analyzed using a computer program written 
by J. D. Greiner at this laboratory. 
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IV. RESULTS AND DISCUSSION 
A. The Sg(N1^_^Go^)2 Pseudo-binary Alloy System 
1. Contributions to the line width 
a. Derivative peak-to-peak line width data The nmr of 
Sc was observed across the entire system of pseudo-binary 
alloys having the form Sc(Ni^_^Co^)2. In general, the observed 
peak-to-peak line width was nearly a linear function of the 
applied magnetic field. This field dependence, after correct­
ing for the dipolar broadening as discussed in the following 
section, is shown in Figure 4 for % = 0.04, % = 0.08, and x = 
0.15. The line width as a function of x varied nearly linear­
ly for X ^  0.5, reaching a maximum value at x = 0.5- For x > 
0.5 the line width decreased non-linearly. These data are 
shown in Figure 3 for an operating frequency of 15 Mc/sec. The 
raw line width data including both the field and concentration 
dependence are given in Table 4. The observed deviations from 
linearity will be discussed in the following sections. 
b. Dipolar broadening The effect of the dipolar con­
tribution to the line width was included in the detailed line 
shape calculation as given by a in Equation 103. The dipolar 
contribution to the derivative peak-to-peak line width can be 
treated approximately by adding the various contributions to 
the second moment. In the event that the line shape is 
Gaussian, this method is exact. For a dipolar broadened 
Figure 3- The peak-to-peak derivative lino width data for the 8c(Nl. Co ) 
alloys at V = 15 Mc/sec % 2 
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Table 4. Raw peak-to-peak line width data in Oe for the 
Sc-Ni-Co alloys 
X 7.5 Mc/sec 1 5 . 0  Mc/sec 23.5 Mc/sec 
0.00 6.2 (0.1) 
0.02 9.9 (0.1) 
0.04 8.0 (0.2) 1 2 . 3  (0.2) 1 8 . 1  (0.2) 
0.05 13.9 (0.5) 19.7 (0.1) 
0.08 10.2 (0.3) 17.5 (0.2) 28.2 (1.1) 
0 . 1 0  19.6 (0.8) 32.7 (0.2) 
0.15 1 5 . 7  ( 0 . 5 )  29.0 (0.0) » 48.7 (0.7) 
0.25 46.3 (1.0) 
0.50 87.5 (1.0) 
0.75 45.7 (1.2) 
0.90 (41.3) a 64.7 (1.3) 
0.95 . ( 2 6 . 5 )  
a 41.5 (1.0) 
1 . 0 0 °  14.45 (0.1) 18.8 (0.2) 
"^Estimated from 23-5 Mc/sec data. 
^Sample was strongly magnetic. 
Gaussian line shape, the derivative peak-to-peak line width 
AH ^  is given by 2n/<AH^> where <AH^> is the dipolar second 
moment. Accordingly, the dipolar contribution was removed by 
writing the corrected line width as 
6H = y(AH . (118 
^ TC TaT 
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This equation was used to correct the data which are plotted 
in Figure 4 in order that the other broadening contributions 
would be more evident. 
2 12 The calculation of <AH,> = <Av > is given by Equation 
Yl • 
30. The sums that must be evaluated are S'rT° and ErT°, choos-
A 3 J 
ing the origin at an A site. Here, AB^ has been used to 
d e s i g n a t e  t h e  c u b i c  L a v e s  p h a s e  l a t t i c e  a s  i n  S e c t i o n  l I . E . j .  
The program lONMA? was written to map out the positions 
of all of the ions on a given lattice relative to any chosen 
origin. Although the program was not written specifically for 
this problem, it is easily applied to this case. lONKAP orders 
the coordinate arrays r, theta, and phi according to the mag­
nitude of r in a decreasing sequence. lONMA? then calls FCN, 
which may be any subroutine written to handle these arrays. A 
check on the program was made by calculating the second moment 
for a face-centered cubic lattice and comparing the result 
with the value given by Gutowsky and McGarvey (49). This pro­
gram was then used to evaluate the four relevant second moment 
sums for the cubic Laves phase (AB^) crystal structure. The 
results are listed in Table 5-
The first term of Equation 30 is appropriate for calcu­
lating the dipolar second moment due to surrounding 
scandium nuclei on the A lattice. Substitution of I = 7/2, 
JT = 1.0103 kc/Oe, and the A-A term from Table 5, leads to 
75 
Table 5- Second moment sums for the cubic Laves phase crystal 
structure 
Origin Sum over 
A A 775/aG 
A B 2715/ao 
B A 1357/ao 
3 3 3540/a° 
= 3.12 0e2. 
For unlike nuclei, the second term of Equation 30 is multiplied 
by the concentration of the unlike species. Ni°^ has both a 
low natural isotopic abundance (1.25^) and a relatively low 
magnetic moment (Y" = 0.379 Kc/Oe). Its contribution to the 
second moment can therefore be neglected. Co^^ has a natural 
abundance of 100^ and a magnetic moment (T = 1.0103 Kc/Oe) 
comparable to that of Sc^^. Substitution of I = 7/2, Y, and 
the A-B term from Table 5 lead to 
= 4.63 z Oe^, 
where x is the cobalt concentration. The total Sc dipolar 
second moment can then be written: 
<AK?> = 3.12 + 4.63 X Oe^. (119) 
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The experimental data which appear in Figure 4 have been cor­
rected by substituting the results of this equation into 
Equation ll8. These corrections are, in fact, quite small. 
The calculated points in Figure 4 represent a similar 
analysis of "data" obtained from synthetic resonances generated 
by the computer 'for the central transition using Equation 102. 
The synthetic line shapes were generated for % = 0.15, but the 
local field parameters which were used wore not those obtained 
from the experiment. Therefore, the dotted line in Figure 4 
does not coincide with the experimental data for x = 0.15. cr 
was related to the second moment by Equation 32. The latter 
results represent a removal of all the broadening contribu­
tions except the inhomogeneous Knight shift broadening since 
no quadrupole broadening was assumed explicitly. A discussion 
of this quadrupole broadening follows. 
c. Inhomogeneous Knight shift broadening From Figure 
4 it is apparent that the main contribution to the line width 
is linear in the applied magnetic field H. An inhomogeneous 
Knight shift arising from local variations of the hyperfine 
interaction due to conduction electron scattering by an impu­
rity would lead to such an effect. Using only the room tem­
perature results which have been presented, it would not be 
possible to distinguish between the Friedel scattering or the 
spin dependent (RKKY) scattering as presented in Section U.S. 
Nevertheless, the increase of the second moment would be 
Figure ^. The field dependence of the peak-to-peak derivative line width 
for selected Sc(Ni-, Co )_ alloys. The raw experimental data 
J. — X X 
were corrected for dipolar broadening. The solid straight lines 
are estimated asymptotes for the experimental data which wo.:Id 
be obtained in the absence of quadrupolar effects. The calcu­
lated points were derived from synthetic line shapes using an 
arbitrary set of local field parameters 
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described by Equation 100, the f^ of this equation being 
linear in the applied field. As long as the derivative line 
width is proportional to \/<AH^->, and the dominant contribution 
2 to the second moment is caused by the inhomogeneous 
Knight shift, the line width will be a linear function of H. 
CSS denotes conduction electron scattering. 
Two systematic deviations from linearity occur in the 
dipolar-corrected results which are greater than the experi­
mental uncertainty. At low operating frequencies the experi­
mental data fall above the asymptotic line intersecting the 
origin. This deviation, related to the quadrupolar effects, 
will be discussed in the next sub-section. The deviation at 
high frequencies is related to the observed asymmetry of the 
resonance line shape. In this case, the line width is only 
approximately proportional to\/<AH^>. The analysis of the 
"data" from the synthetic line shapes show a similar deviation 
as indicated in Figure 4. 
d. Estimate of the second-order quadrupole broadening 
Although scandium in ScNig occupies a site having cubic sym­
metry, the substitution of cobalt for nickel removes this sym­
metry. Electric field gradients will be established at 
scandium sites in the vicinity of a cobalt impurity atom. The 
discussion of Section II.D.3 indicates that the frequency shift 
of the nmr for a given nucleus increases at low frequencies 
due to the l/v term in Equation 51• An average over all 
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angles and all local SPG's shows that the quadrupole inter­
action • broadens the resonance. The quadrupole contribution to 
2 2 the second moment <AH«> will vary as l/v . The subscript v Q Vq o o 
will be used to denote the operating frequency in Mc/sec. 
The deviation from linearity of the line width vs. fre­
quency at low frequencies was therefore attributed to quad-
2 2 
rupole effects. A rough estimate of ^ = 28 Oe was 
made from the data at 7'5 Mc/sec as shown in Figure 4. 
2 Assuming the l/v^ dependence, the values 
and 
- # Sq 7.3 = 3-0 03% (121) 
were obtained. 
The nmr of Sc^^ in Sc(NiQ COq £5^2 observed at 5-0 
Kc/sec and 3.6 Mc/sec. At the lower frequency, bumps on the 
sides of the resonance appeared. No measurements were made, 
but qualitatively these are due to second order splitting of 
the resonance as shown in Figure 1 for those nuclei close to 
impurities. The range of this quadrupole interaction must be 
short so that composition fluctuations are important. 
2. Intensity measurements 
The intensity of the nmr in ScNi^ was determined by 
comparison with aluminum metal using the area integration 
method as given by Equation A.15 in Appendix A. The nmr of a 
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1.693 .gm sample of ScNig was compared, with the nmr of 0 . 5 7 9  
grams of 325 mesh aluminum metal powder of 99-99'/° purity. 
These measurements were made at 15.0 Mc/sec under identical 
experimental conditions. The areas under the scandium and alu-
minum resonances were 0.893 x 10 Oe and 1.01 % 10 Oe, 
respectively, yielding a ratio R = 0.884. Using 162.38 gm/mole 
as the molecular weight of ScNi^ and 26.98 gm/mole for alu­
minum, the ratio = 0.485 was obtained. Substitution of 
this ratio and the proper gyromagnetic ratios into Equation 
A.12 gave = 0.759. Therefore, R/R^ = 1.1?, which would 
indicate that the scandium resonance was more intense than 
physically possible. Actually, it was questionable whether or 
not the aluminum standard was well annealed. Subsequently, 
the resonance intensity of the above 325 mesh aluminum sample 
was compared with 200 mesh aluminum which had been annealed- at 
400° C for 6 days. Line width - amplitude analysis as described 
in Appendix A showed that only 82% of the total resonance was 
observable in the 325 mesh sample. Thus, the value of R was 
adjusted down to 0.725 yielding R/R^ = O.96, i.e., 9^% of the 
total intensity was observable for ScNig. This is within 
experimental error of 100#. 
It was concluded that essentially all transitions were 
observable in ScNig. Satellite transitions are very sensitive 
to a non-zero EFG. Thus, these measurements indicate that the 
ScNig lattice is extremely well ordered. Also, since this 
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sample was not annealed, the crushing process does not distort 
the lattice of the particles obtained. 
To apply the Integration method for measuring the inten­
sity of a resonance, care must be taken to make certain that 
the complete derivative line shape is observed, i.e., the 
derivative must return to a well established base line on both 
sides of the resonance. This was done for the above comparison 
of ScNl^ with aluminum. When cobalt was added to form the 
alloys, It was difficult to establish a baseline. This was 
attributed to a broad distribution of satellite resonances as 
described in Section II.D.2. For line shape measurements it 
was preferable to use a scan which was not excessively wider 
than the observed derivative line width. Therefore, the in­
tensity comparisons of the alloys were made using the deriva­
tive line width - amplitude method. 
Intensity measurements were made at 15 Mc/sec for all the 
Sc(Nl_ , Co )_ alloys with x < 0.10 using AH and Ag.- as de-
X""X X PP ^ 
2 fined by Equation A.20. The quantities given by I'(x) = AH ^ 
Ag-/m are listed in Column 2 of Table 6. Here m is the mass 
of the sample. In Column 3 the ratios l'(x)/l'(0) are listed, 
based on the assumption that the same line shape holds for all 
samples. These values indicate a considerable decrease in the 
resonance Intensity as cobalt is added. The limiting ratio 
for the intensity of the central transition relative to the 
total intensity is l6/84 = O.I9. Actually, the line shapes 
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Table 6. Intensity measurements of the Sc(Ni^ ^ Co^Jg alloys 
X I'(x) I ' ( x ) / I ' ( 0 )  I ( x ) / I ( 0 )  I ( x ) / I ( 0 ) ^  
0.00 6.93 1.00 5.88 1.00 1.00 
0.02 2.52 0.361 1.31 0.221 
0
 
0
 
0
 
0 . 0 4  2.36 0.338 1.22 0.207 0.625 
0.05 2.19 0.314 1.13 0.192 0.471 
0.08 2.22 0.318 1.15 0.196 0.341 
o
 
H
 
O
 2 . 3 5  0.337 1.21 0.206 
"^Calculated from i'(x) assuming a Gaussian line shape for 
X r 0 and 75% Gaussian + 25^ Lorentzian for x = 0. 
^Calculated from an area analysis of absorption line 
shape. 
are not the same for all x. The line shape of ScNi^ was esti­
mated by measuring the ratio of the central peak amplitude to 
the amplitude of the "wings" of the dispersion mode derivative 
line shape. A ratio of 4.6 was obtained. Pake and Purcell 
(50) give the ratios 3 -5 and 8.0 for the Gaussian and Lorentzlan 
line shapes, respectively. Thus, the ScNig line shape was 
approximated by a mixture of 75% Gaussian and 25% Lorentzian. 
The assumption was made that the central transition line shape 
in the alloys is approximately Gaussian. Consequently, the 
values I(x) were obtained from Equations A.l? and A.19 by 
multiplying I'(0) by 0.843, and multiplying I'(x) by 0.517 for 
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X ^ 0. These results are given in Column 4 of Table 6. The 
corresponding ratios appear in Column 5-
The above results are shown in Figure 5 and are in good 
agreement with the limiting case that only the central tran­
sition contributes to the observable derivative line width and 
amplitude. Such good agreement may be fortuitous in view of 
the observed asymmetry of the resonance line shapes. However, 
these results must be qualitatively correct. 
The intensity results obtained by an area analysis of the 
absorption line shapes are given in Column 6 of Table 6 as a 
ratio of the integrated intensities for the alloys relative to 
ScNip. It must be emphasized that these integrated intensities 
are not correct since no attempt was made to include the entire 
derivative line shape. This accounts for the large amount of 
scatter. The importance of these measurements is that they 
show that the satellites do contribute to the observable inte­
grated resonance intensity within the scans that were used. 
In summary, the above measurements show that the central 
transition is dominant in determining the derivative line 
width and amplitude but that an accurate description of the 
line shape must include the broad satellite distribution. 
These conclusions are'in agreement with the line shape analysis 
which follows in the next sub-section. 
Figure 5* Intensity measurements of the 80^^ nmr in the 8c(Ni^ Co jg alloys. 
The A1 nmr in aluminum metal powder was used as a standard. It 
was determined that essentially all the transitions in ScNi^ vrere 
observable. The intensities of the alloys are shovai relative to 
ScNig 
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3. Line shape analysis 
a. Determination of local field parameters The local 
field parameters as given In Equation 101 were used as vari­
able parameters In the line shape calculation described by 
Equation 103. The form of subroutine PCN that was used was 
only a slight variation of PCN as listed In Appendix C. VKKIN, 
using subroutine PCN, carried out the variation of parameters 
to obtain a best fit to the data. The definition of P given 
by Equation 11? was used. That is, the comparison was made 
between the calculated line shape and the experimental data 
for both the absorption line shape and its derivative with 
respect to H,' simultaneously. It was found that the three 
local field parameters ÔH^, ôHg, and ÔH^ together with , a, 
I, Y-, , I ^, and cr described the line shaoe quite well. The 
' 1 sau s 
plotted results for two such calculations are shown in Figures 
6 and 7• 
The variable parameters are presented according to the 
following scheme: The set of nine parameters are divided into 
two subsets. The first subset contains those parameters which 
are of prime importance to the following discussion, namely, 
the three local field parameters ÔH^ and the Knight shifted 
origin E^. The initial guesses and the final values of this 
subset are given in Tables 7 and 8 as obtained from the data 
taken at 15.0 Mc/sec and 23-5 Mc/sec, respectively. The second 
subset contains the remaining five parameters which are 
Figure 6. The line shape of the nmr In Sc(Nl_ 
. U • 7 o U • US' zC 
at 23O Mo/sec. The solid curve represents the 
smoothed experimental data. The points were cal­
culated using the VKMIN method 
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Figure ?. The line shape of the Sc nmr in ScfNi^ ^)g 
at 23.5 Mc/sec. The solid curve represents the 
smoothed experimental data. The points vrere cal­
culated using the VMMIN method 
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Table ?• Line shape parameters^ for the Se(Ni, Co ) alloys 
at 15 Mc/sec ^ ^  
Ident ÔH. ÔH2 ôH_ ,F 
I-U -9.00 4.00 2.00 14449.0 2.55 
?-u -6.21 5.24 4.69 14448.5 0.002 
1-D 
-9.00 4.00 2.00 14449.0 2.43 
F-D 
-5.50 5.29 4.16 14448.7 0.002 
I-U 
-5.00 4.00 2.00 14449.3 1.89 
P-U 
-7.35 5.35 1.75 14450.5 0.006 
I-D -5.00 4.00 2.00 14449.3 2.20 
?-D 
-7.15 4.94 -0.72 14452.0 0.006 
I-Ul -4.00 5.00 0.00 14445.0 0.64 
F-Ul -8.44 4.63 4.74 14449.9 0.009 
I-U2 
-7.62 4.85 3.16 14450.3 0.27 
F-U2 
-8.51 4.52 4.84 14449.9 0.009 
I-D -5.00 4.00 2.00 14449.3 1.4 
F-D 
-7.39 5.00 2.19 14452.1 0.002 
I-Ul -8.00 3.00 3.00 14450.0 1.48 
F-Ul -8.15 3.62 3.50 14452.2 0.002 
I-U2 -8.00 3.00 3.00 14450.0 1.46 
F-U2 -8.26 3.87 3.60 14452.4 0.015 
I-Dl -12.00 5.00 3.00 14452.0 1.58 
F-Dl -8.88 3.66 3.20 14453.4 0.025 
2 CAK; 
0 . 0 2  
0.04 
0.05 
0 . 0 8  
33.5 
10.9 
56.4 
51.6 
7 6 . 8  
78.4 
63.1  
91.6 
91.1 
100.6 
^All magnetic fields in Oe. 
93 
Table ?. Continued 
X làent 6S^ H F <AH2; 
"1 ""2 ""3 "o 
0.10 
0.05 
0 . 0 8  
I-U 
o
 
o
 
CO 1 cr J .00 3.00 14455.7 1.65 
F-U -8. 6 7  3 . 2 6  3.30 14454.0 0.018 112 .7 
I-Dl- - 1 2 . 0 0  5  .00 3.00 14454.0 2.49 
F-Dl - 8 . 1 0  3 .06 3.33 14454.3 0 . 0 1 0  101 .9 
I-D2 -8.00 5  .00 3.00 14455.7 1. 6 6  
F-D2 -8.65 3 . 9 0  2.61 14453.8 0.018 108 . 1 
I-U3^ - 8 . 0 0  '  4  . 0 0  3.00 14445.0 3.07 
F-U3 -8.20 5  . 1 2  3.56 14449.4 0.008 73 .5 
I-U4° 
-5. 0 0  3 . 0 0  4.00 14449.3 0.84 
F-U4 -8.11 3 .24 5.64 14449.3 0.007 73 . 0  
I-UAI^ - 1 2 . 0 0  
-5 .00 5.00 1 4 4 5 2 . 0  3.76 
F-UAl 
-7.69 -4 .23 7.45 14459.2 0.003 9 6  . 8  
I-UA2 -12.00 5 .00 3.00 14452.0 2.2 - -
F-UA2 
-3.56 3 .04 -5.40 14458.6 0.003 84 .4 
I-D2® 5.00 -10 . 0 0  3.00 14452. 0  2.01 
F-D2 3.96 -7 .99 3.9s 14455.2 0.052 107 .3 
Fourth shell included. = 0.00 (I), = 0.44 (F) 
^Fourth shell included. = 2.00 (I), = 0.64 (F) 
^Data taken at 77° K. 
0 Check of alternate solution. 
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Table S. Li 
at 
ne shape parameters 
23.5 Mc/sec 
^ for the 8c(Ni. 1—. %C°%)2 alloys 
X I dent 0I-L 6H2 65^ 
^0 F 
2 
<AH > 
0.04 I-Dl -9.00 4.00 2.00 - 22643.3 0.966 — — 
F-Dl -10.14 6.34 2.94 22642.3 0.004 101.8 
I-D2 -9.00 4.00 2.00 22643.3 0.942 
F-D2 
-9.70 6.03 5.96 22641.2 0.024 90.0 
0.05 I-ul 
0
 
0
 
<M H
 1 -5.00 5.00 22643.3 2.44 
F-Ul 
-12.89 6.54 6.36 22639.1 0.025 159.8 
I-U2 -12.00 5.00 5.00 22643.3 2.26 
F-U2 -11.64 6.18 6.06 22639.3 0.032 136.5 
I-D -12.00 -5.00 5.00 22643.3 1.96 
?-D -11.66 6.27 5.75 22640.1 0.007 138.1 
0.08 I-U 
0
 
0
 
CM 1 5.00 5.00 22648.8 7.48 
P-U 
-13.24 6.30 4.34 22645.1 0.008 219.8 
I-Dl -12.00 5.00 5.00 22648.8 3.74 — — 
F-Dl -12.08 5.72 5.12 22643.5 0.023 193.2 
I-D2 
0
 
0
 
Cv
l H
 5.00 -5.00 22648.8 3.64 — — 
F-D2 
-11.97 5.68 5.53 22643.2 0.022 194.7 
o
 
H
 
o
 I-U -8.00 5.00 3.00 22645.0 6.98 
F-U -10.82 5.98 5.92 22641.9 0.018 217.2 
I-D -8.00 5.00 3.00 22645.0 5.29 
F-D -10.58 6.32 5.89 22642.9 0.015 217.0 
^All magnetic fields in Oe. 
Important for obtaining a good fit but are of secondary impor­
tance to the following discussion. These results are listed 
in Tables l4 and 15 in Appendix E. Each set of parameters is 
given two identification labels. The first label is the value 
of X giving the composition of the alloy. The second label, 
Ident, is best described by illustration. For example, F-U 
indicates the final (F) set of parameters obtained for the up 
(U) field scan. I-D2 indicates the initial (I) set of param­
eters which were used for the second (2) analysis of the down 
(D) field scan. The values of F which describe the quality of 
the fit are also listed in Tables 7 and 8. It is convenient to 
list also the values of the second moment for the central 
transition in these tables. 
Also appearing at the bottom of Table 7 are the results 
for "Che analysis of data including ôHji^ as a variable parameter, 
the results for a single run at 77° K, and a check on an 
alternate solution. These results will be discussed later. 
For the cubic Laves phase crystal structure, ABg, each 
A site is surrounded by 12 3 sites at 0.4l46 a , l6 3 sites at 
0.6495 a , 12 at O.8197 a^, 36 at O.96DI a^, and 28 at I.O83 
a . Here a is the lattice constant for the cubic cell, 
o o 
Mathematically, the only way in which the solutions to the 
problem can be distinguished is through the probability factors 
as given by Equations 104 and 105. Therefore, since n^ = n^, 
the solution is unchanged by interchanging ÔH^ and ôH^. 
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Furthermore, and n^ do not differ significantly. One 
should expect that a minimum in F would exist near the posi­
tion obtained by interchanging ÔH^ and Physically, 
however, the appropriate solutions must correspond to a damped 
oscillation as one goes away from the origin. In the analysis, 
ÔH-, was selected as the parameter having the largest absolute 
value. The alternate solution obtained for > 16?!-, j must t  I  i> 
be considered, however, because r^ may be near a node of the 
oscillation. This alternate solution was checked for a single 
run and the results are given at the bottom of Table 7. 
Most of the data were analyzed using only these variable 
local field parameters. However, it was necessary to determine 
the effect of including additional neighboring shells. Since 
n^ is large relative to n^ , n^, and n^, the most probable 
configurations have a larger number of cobalt atoms on this 
fourth shell than on each of the first three shells. Therefore, 
if ôHr is very large, its effect on the resonance line shape 
would be magnified considerably. was included as a vari­
able parameter for the analysis of the 15 Mc/sec data for x = 
0.05. Since n^^ is large, oH^ can be determined with greater 
precision than can be attained for the other local field 
parameters. The results are given at the bottom of Table 7« 
The magnitude of turned out to be less than the error in­
volved in determining the other parameters. Therefore, ôH^ 
was not included in the remaining analyses. 
Again, consider P as a function of the variable param­
eters in the position (parameter) space as described in Section 
III.D. The diagonal elements of the h matrix (error matrix) 
give the inverse of the curvature of F relative to each axis 
in the n dimensional space. If one of these elements is large, 
? is a slowly varying function of the corresponding variable. 
The precision of locating the minimum is therefore reduced. 
In Table 1? in Appendix B the initial guesses of these diago­
nal elements are given for each of the ten parameters, includ­
ing The final values are also listed for one of the runs 
in which ôlî^ was used. The error in locating the minimum in ? 
cannot be determined directly from these values because of the 
normalization factors that were used. An estimate of the 
errors involved can be obtained, however, by dividing each 
2 diagonal matrix element by I and taking the square root of 
the resultant fraction. These estimated errors are also listed 
for this particular run. It should be noted that the element 
corresponding to is smaller than the preceding three 
elements. This demonstrates the increased precision in the 
determination of because of a large value for n^ as indi­
cated in the previous paragraph. 
The function F in the n-dimensional space will have local 
minima. The validity of the solution was checked in several 
places by purposely making a bad initial guess. For those 
resonances which were noticeably asymmetric, the final solu­
tion would not permit two local field parameters being negative. 
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This is demonstrated by the analysis of data taken at 23-5 
Mc/sec for x = 0.05 and x = 0.08. 
Two effects were observed in the line shape analysis which 
were attributed^ either directly or indirectly, to the quad-
rupole interaction. For the x = 0.02 alloy, the value deter­
mined for CTg was significantly lower than for the other alloys. 
This was expected and signifies the more dominant role which 
the satellite distribution plays in obscuring the central 
transition for low values of x. A more indirect effect was 
noted on the determination of a. It was found that the value 
of a as determined by VKMIN had a tendency to become larger 
for low values of x and smaller for large values of x. It is 
difficult to determine the source of this behavior, but it may 
be that this is also due to the quadrupole interaction. The 
line shape function was written in terms of a single value of 
a. Second order quadrupole effects have been observed as re­
ported in Section IV.A.l.d. This second order interaction 
would certainly be strongest for those nuclei nearest to a 
cobalt atom. The quadrupolar broadening would manifest; itself 
as an increase of a. It may be that the average of this tensor 
interaction is less for the more concentrated alloys than for 
the moderately dilute alloys. Also, it is difficult to sepa­
rate the central transition from the satellite distribution 
unambiguously. If the latter obscures the central transition 
sufficiently, this effect may lead to difficulties in 
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Table 9- Local field parameters 
Parameter 15 Mc/sec 23.5 ; ic/sec 
6 H -8.14 (0.56) 08. -11.4 (1.0) Oe. 
0.056 (0.004) # 0.051 (0.004) ^  
6Ki/%, 0.145 (0.010) 0.130 (0.012) 
ÔH2 4.16 (0.73) Oe. 6.14 (O.26) Oe 
ÔX2 -0.029 (0.005) # -0.027 (0.001) ^  
6K2/K0 -0.074 (0.013) -0.070 (O.OO3) 
65- 3.31 (0.94) Oe. 5.43 (0.94) Oe 
6X- -0.023 (0.007) # —0.0z4 (0.004) # 
ôK_/% 
J 0 
- 0 . 0 6  (0.02) -0.062 (0.010) 
0.5^ (0.46)* 
6X4 -0.0C4 (0.003) # 
GK4/K0 -0.010 (0.008) 
^Srror was determined from the diagonal element of the 
error matrix. 
determining a. It was noted, however, that if a was held 
fixed, the results obtained did not differ significantly. 
The final results for the determination of the local 
field parameters ÔH^ have been collected in Table 9» These 
final parameters were obtained by averaging the results listed 
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in Tables 7 and S. It was expected that they would be linear 
in the applied field Therefore, the local field parame­
ters may be represented as a change in the Xnight shift cK, = 
. For the purposes of comparison with theory, they 1 o 
have also been presented as a relative change in the Knight 
A f 
shift given by 6K^/K^, where K is the Knight shift of Sc ^ in 
ScNip. The latter form facilitates a comparison with theory 
as presented in Section II.E. 
b. The second moment for the central transition The 
behavior of the second moment as a function of concentration 
due to inhomogeneous Knight shift broadening was described by 
Equation 100. This equation will be rewritten as 
<AH2__> = 2z(l-2x) Z ÔE^, - (122) 
Uiiû ^ J 
A 
With the origin at a B site. 
Here ôH. is a local field parameter as presented in the 
2 previous paragraph. The field dependence of is most 
easily determined by writing 
<AHcEg> = 2x(l-2x)K2 Z (123) 
A 
It has been shown that the satellites are broadened prin­
cipally by the quadrupole interaction. The inhomogeneous 
Knight shift broadening is dominant only for the central tran­
sition. The total second moment contains a large contribution 
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from the satellite distribution which must be removed. The 
second moment for the central transition was determined by 
using the results of the calculated line shape directly where­
as the description of the total line shape given by Equation 
103 separated the central transition from the satellite dis­
tribution. By writing for the first term of Equation 
103 J the second moment was determined by 
CAHS = , 2 . (124) 
These integrals were evaluated numerically. The results of 
these analyses are listed in Tables 7 and 8 for the 15 Mc/sec 
data and the 23-5 Mc/sec data, respectively. 
2 To obtain , it was assumed that 
<AHc3S> = - <AH^> - <AH^>. (125) 
2 , 2 
<AH > was determined from Ecuation 124. <AH.>, the dipolar 
broadening contribution, was determined from Equation II9. 
2 For <AHp,>5 the second order quadrupole broadening contribution 
the estimates given by Equations 120 and 121 were used. The 
results are presented in Figure 8. The plotted values are the 
results for the up field and down field scans for each of the 
samples. 
The solid curves which appear in Figure 8 were calculated 
from Equation 123 using the values given for ôK^/K. which are 
J ^ 
listed in Table 9 for the 15 Kc/sec data. It can be seen from 
3 
2i c 
Figure 8. The central transition second cornent of the Sc ^ 
ntnr in Sc(Ni-, alloys. The points were 
obtained from the line shape analyses using 
Equation 124. The solid curves v:ere obtained from 
Equation 123 using the local field parameters 
listed in Table 9 for data taken at 15 Mc/sec 
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this figure that the internal consistency is good. From these 
results it can be concluded that the broadening of the central 
transition of the nmr spectrum is basically due to the in-
homogeneous Knight shift. 
The second moment for the entire observable resonance of 
the X = 0.05 alloy was measured at 15 Mc/sec. The value 
2 
obtained was 246 Oe . This value should be compared with the 
2 
corresponding value for the central line of about 75 Ge . 
Therefore, the satellite distribution constitutes a major 
portion to the total second moment. This accounts for a large 
part of the observed scatter of the second moment results 
presented in Figure 8. That is, the difficulty encountered in 
separating the central line from the satellite distribution 
introduces a relatively large error. The necessity of includ­
ing the satellite distribution in the line shape calculation 
is clearly evident from these results. 
c. The 77° K data Data were taken on the x = 0.05 
alloy at 15 Mc/sec for a temperature of 77° Only a slight 
increase of the derivative peak-to-peak line width was observed. 
The results determined by a line shape analysis are given at 
the bottom of Table 7- The local field parameters are probably 
not reliable. However, the second moment which was obtained 
for the central transition would be quite sensitive to the 
temperature dependence of the mechanism producing the inhomo-
geneous Knight shift. Within experimental error, the second 
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tnonent was unchanged. On this basis, it was concluded that 
spin dependent scattering by localized magnetic moments was 
not significant at room temperature. That part of the broad­
ening mechanism would follow the temperature dependence of 
|<S^>1 as given by Equation 84 which presumably would follow 
a Curie law l/T dependence. This measurement was therefore 
crucial in determining the mechanism responsible for the ob­
served room temperature broadening. 
4. Susceptibility measurements 
The results of the susceptibility measurements of the 
Sc(Ni^ are given in Table 10 and Figure 10. An 
example of a Honda-Owen plot is shown in Figure 9- The amount 
of ferromagnetic impurity can be inferred from the slopes of 
these straight lines. The fact that the straight line fit to 
the data has a negligible slope for the chunk sample indicates 
that these samples contained no ferromagnetic phase. The large 
slope of the powder sample, as crushed, shows that a rather 
large quantity of ferromagnetic impurity was present. This 
was due to iron contamination from the diamond mortar as dis­
cussed in Section III.A.l. The reduction of the slope for the 
magnetically cleaned sample indicates thau the majority of 
this contamination was removed. The intercepts for the chunk 
sample and the cleaned powder agree quite well. 
The low value of the susceptibility for SclCig is consis­
tent with the Pauli-paramagnetism reported by Wallace and 
Figure 9« The Honda-Owen representation of magnetic susceptibility data. 
The intercept of the straight line is proportional to the sus­
ceptibility of the sample. The slope of the line is propor­
tional to the amount of ferromagnetic impurity present. The 
magnetic effects of the suspension and the teflon sample con­
tainer have been removed from these data 
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Figure 10. The magnetic susceptibility of the Sc(Ni^ x^°x^2 alloys. These 
data were obtained from measurements on solid chunks of the alloys 
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Table 10. Susceptibility measurements of the Sc(Ni. Co 
alloys ^ 
X ( 10 -6  emu/gm) 
0.00 1 .45  (0.02) 
0 .02  1 .5 4  (0.01) 
0.04 1.71 (0.03) 
0.08 2 .13  (0.02) 
0.10 2 .34  (0.08) 
0.15 3 .15  (0 .05 )  
0 . 50  7 .59  (0.09) 
0 .85  10.98 ( 0 . 05 )  
0.90 11.61 ( 0 . 14 )  
0 . 95  12.85 (0.06) 
1.00 15 .69  (0.12) 
Skrabek (7) for YNig. A simple calculation for ScCo^ assuming 
a single localized hole per cobalt atom with a magnetic moment 
of Ifig with no exchange coupling to neighboring cobalt atoms 
leads to a room temperature susceptibility of 15-35 X 10"^ 
emu/gm. If one adds to this value a small contribution due to 
conduction electron paramagnetism, very good agreement with 
the above results is obtained. The conclusion that each cobalt 
atom in ScCo^ has a localized moment of l^g is in agreement 
with the neutron diffraction measurements of Moon, Koehler, 
Ill 
and Parrel (11) on other RCOg compounds. The susceptibility 
vs. composition shown in Figure 10 is not linear, but the 
deviation from linearity is not great. It is not clear from 
these measurements alone whether or not a band model is needed 
to account for the magnetic properties. 
5• Knight shift measurements 
The Knight shift of the nmr in the Sc(Ni^ 2 
alloys was measured as a function of x. The reference was the 
I "I" ' I ' 
nmr of So in dilute HMO^. For the alloys with x ^  0.10, 
the value of obtained from the line shape analysis was used 
to determine the Knight shift. These values are tabulated in 
Tables 7 and 8. The field position at which the derivative 
line shape crossed the base line was used to determine the 
Knight shift for the other alloys. The results of all these 
measurements are given in Table 11 and are shown in Figure 11. 
The probable error involved in such a measurement of the shift 
was taken to be + l/lO of the line width. 
The Knight shift variation is certainly related to the 
magnetic susceptibility. The observed negative shift for the 
alloys near ScCo^ is in qualitative agreement with the negative 
polarization of the conduction electrons as observed by 
Jaccarino .et al. (31) for the Al^^ Knight shift in a series of 
RAl^ compounds. The interaction must, in fact, be long range 
to account for the fact that the spin-dependent scattering 
does not influence the line width for low values of x, i.e.. 
112 
Table 11. Knight shift data for the Sc(Nl, Co ) alloys X—X X c .  
X 15.0 Mc/sec 23.5 Mc/sec 
0.00 0.388 0
 
0
 
0
 
0.02 0.369 (0.007) % 
0 .04  0.350 (0.009) % 0.350 ( 0 . 009 )  #  
0.05 0.353 (0.010) % 0 .358  (0 .010 )  #  
0.08 0.339 (0.012) % 0.338 ( 0 . 012 )  #  
0.10 0.331 ( 0 . 014 )  % 0 .345  (0 .014 )  #  
0 .15  0.327 (0.020) % 0.328 (0.020) # 
0 .25  0.357 ( 0 . 032 )  % — — 
0 .50  0 .224  (0.061) % — — 
0 .75  -0 . 094  (0.032) % 
0.90 — — - 0 . 34 9  (0.030) # 
0 .95  — — -0.406 (0.019) # 
1.00 - 0 . 433  (0.013) % mm — 
Note: The Knight shift values for x $ 0.10 were determined 
from the line shape analysis. The other values re­
ported were obtained from the field at which the 
derivative line shape crossed the base line. 
Figure 11. The average Knight shift of in the 8c(Ni_ ^Co^)^ alloys. The 
errors were estimated to be + l/lO of the derivative peak-to-peak 
line width 
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the range of the interaction must be sufficiently long that 
fluctuations in the composition are not important. 
Comparison of Figure 10 and Figure 11 shows that the re­
lationship between the Knight shift and the susceptibility is 
not a linear one. The susceptibility increases monotonically 
with increasing x. The observed decrease in the Knight shift 
with increasing x is not monotonie. A local maximum exists 
between x = 0.25 and x = 0.50. This maximum is not related to 
the average shift of the resonance due to the Friedel scatter­
ing given by Equation 89. Rewriting this equation as 
<AHggg> = 2x Z 6S, (126) 
A 
where the ÔH^ are given in Table 9> one finds that 
<Hcg3> = 2x-(0.13) Oe =  0 . 26% Oe (12?) 
for data taken at 15 Mc/sec, which is completely negligible. 
Equation 13 shows that the Knight shift is related to the 
density of states at the Fermi surface. The local maximum in 
the Knight shift may be due to changes in the electronic band 
structure which are composition-dependent. 
6. Calculation of the local field parameters 
a. Resonant scattering by virtual d levels Friedel 
(51) has shown that many properties of alloys containing tran­
sition elements can be explained by assuming the existence of 
virtual d levels which overlap the Fermi surface. The 
Il6 
resultant resonant scattering of the conduction electrons by 
the virtual d levels can account for the effects which transi­
tion elements have on the electrical transport and magnetic 
properties. Weinberg and Bloembergen (39) included the effects 
of resonant scattering by the virtual d levels of nickel in 
Cu-Ni alloys to explain the line width measurements of the 
copper nmr. In this case, they applied the Friedel sum rule 
given by Equation 70 by setting Z = -1 and obtained 6^ = -n/lO. 
The nickel d band is filled for ScNig as shown by the 
susceptibility measurements, but the cobalt d band is not full 
for ScCOg. It is plausible to assume that the conduction 
electrons in the Sc-Mi-Co alloys would undergo resonant scat­
tering by virtual d levels of the cobalt atoms, i.e., only the 
.1=2 phase shift is of consequence. The question arises as 
to what value to assign to Z in the Friedel sum rule. Using 
Z = +1 gives the values +n/10 for ôp. Secondly, the magnitude 
of the Fermi wave vector kp must be known for use in Equation 
75. 
To estimate kp, the free electron approximation was used, 
(3„2„a/3 
i.e., kp = where n is the number of conduction elec-
trons per unit cell and a^ is the lattice constant. The quan­
tity of interest has the form kp r. Therefore, if r is 
measured in units of a^, k^ takes the simple form 
kp = (3TT^ n)^/3. (128) 
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ïi was determined by assuming that each scandium atom contrib­
utes three electrons to the conduction band, whereas nickel, 
with a filled d band, contributes no electrons. The cubic 
Laves phase unit cell contains eight ScNi^ units. Therefore, 
n = 24 which leads to = 8.92. The value ôg = n/10 and a 
chosen value of kp were used in Equation 75 to determine the 
resultant local field parameters, kp was varied from 8.75 to 
7.50 using increments of 0.25. The calculated values of 
ôK^/KQ were 0'.0322, 0.0595, O.O89O, 0.1204, 0.1536, and O.I88I 
for kp values equal to 8.75, 8.50, 8.25, 8.0, 7.75, and 7.50, 
respectively. The value ÔK^/K^ = 0.1536 for kp = 7-75 agrees 
very well with the experimental value of 0.145. Substitution 
of k^ = 7.75 into Equation 128 gives n = I.96 per formula unit. 
In fact, n = 2 per formula unit corresponds to having two 
electrons per scandium atom in the s band which can interact 
with the scandium nucleus via the hyperfine interaction and one 
d band electron per scandium atom which has no contact hyper­
fine interaction. 
The function Ap/p^ = ôK(r)/K^ given by Equation 75 is 
shown in Figure 12 using kp = 7«75« The experimental data 
points are also shown. It can be seen that the agreement with 
ôKg/K^ is reasonably good but that ôK^/K^ has the opposite 
sign. The overall agreement is good, however, considering the 
fact that free electrons were assumed. The assumption of a 
spherical Fermi surface was required to carry out the integra­
tion of Equation 72. In an actual case, the average over the 
Figure 12. The relative change of the Knight shift of 8c ^ due to Friedel 
scattering of conduction electrons in the Sc(Ni^ x^°x^2 
The two limiting cases of resonant scattering by virtual d 
levels and non-resonant scattering by a square well potential 
are shown. The curves were generated by an application of 
Equation 76. The points were obtained from analyses of the 
experimental data taken at 15 Mc/sec. The radii of the first 
five nearest neighbor shells are Indicated 
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Perm! surface would involve wave vectors with magnitudes both 
greater than and less than the free electron value for kp. 
This variation would be magnified at increasing distances from 
the scattering center. Secondly, the simplified form assumed 
for Ap/p does not take multiple scattering processes into 
account. These would take on increasing importance as the 
distance from the scattering center is increased for cobalt 
concentrations as high as were used in this experiment. The 
latter may involve phase changes as well as an exponential de­
crease in amplitude related to the electron mean free path. 
Such an exponential decrease has been observed by Heeger et al. 
(52) for multiple scattering processes where the primary scat­
tering was of the spin dependent (RKKY) form. 
The second moment contribution due to conduction electron 
scattering was evaluated from the theoretical function for Aô/ 
Ô . The value of the sum appearing in Equation 123 was 0.1927 
as compared with the experimental value of 0.1933 calculated 
from the four local field shift parameters. Such close agree­
ment is fortuitous, however, since the third local field 
parameter is of opposite sign to the theoretical value but of 
comparable magnitude. On the other hand, the average Knight 
shift change as a function of composition can be calculated 
using Equation 126. Experimentally, this variation of the av­
erage Knight shift is 0.26 • x Oe for data taken at 15 Mc/sec. 
The corresponding theoretical value is -4l.3 ' x Oe which is 
significantly different. The above comparisons between theory 
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and the experimental results emphasize the difficulty of inter­
preting line width and average Knight shift measurements with­
out a complete line shape analysis to obtain the local field 
parameters directly. 
The phase shift ôp = -n/lO was used to calculate the 
resultant local field parameters for = 7'75- The result 
for ôK^/Kg is -0.28 which does not agree in sign with the ex­
perimental results. It was therefore concluded that the phase 
shift ôp = +n/10 corresponds quite closely to the present 
physical situation. On this basis, it would appear that the 
cobalt atom has an intermediate state corresponding to Z = 1. 
This charge is then shielded by electrons having d symmetry. 
None of the calculations using resonant scattering by the 
virtual d levels could account for the large amplitude charge 
density oscillation corresponding to the alternate solution 
listed at the bottom of Table ? which is based on interchanging 
the parameters ôH^ and ôHg. 
b. Non-resonant scattering The resonant scattering by 
virtual d levels is one limiting case for the scattering of 
conduction electrons. A second mechanism would be non-resonant 
scattering by a spherically symmetric potential well or barrier. 
A spherical square well was assumed. The phase shifts were 
calculated using the continuity boundary conditions for the 
wave function at the boundary of the well at r = a. This prob­
lem has been discussed by Schiff (37)» A program was written 
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to calculate these phase shifts. The depth of the well was 
varied until the resultant phase shifts satisfied the Friedel 
sum rule given by Equation 70. Using Z = 1 and a = 0.20, the 
phase shifts 6^ = 0.8499, 6^ = 0.2184, ôg = 0.0129, and 6^ = 
0.0001 were calculated for kp = 7.75. The results of the cal­
culation for the charge density oscillations using Equation 75 
are shown in Figure 12. These oscillations are much too small 
to account for the experimental results. Similar calculations 
were made for kp = 6.2. In this case, the amplitude of the 
oscillations increased but was still too small to explain the 
experimental results. It was therefore concluded that non-
resonant scattering of the conduction electrons can be neglect­
ed in the present case. 
B. The VC^ Intermetallic Compounds 
1. Line shape analysis 
a. Limitations The nmr of V"-^^ was observed in the 
VC^ intermetallic compounds with 0.775 ^  x ^  0.88. A detailed 
line shape analysis as a function of composition was not made 
because of the following limitations: The quadrupolar effects 
were significantly larger than in the Sc-Ni-Co alloys. This 
is evident from the distinct second order quadrupolar splitting 
as shown in Figure 13. The spacing between the outer peaks 
varies as l/v^ at low frequencies, whereas the line width of 
the central portion of the resonance was frequency-independent 
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within experimental error. It was assumed that the split 
resonance comes from those vanadium nuclei which have a nearest 
neighbor carbon vacancy. The line shape resulting from the 
interaction with a single nearest neighbor vacancy can be ana­
lyzed by the second order quadrupole perturbation treatment as 
given in Section II.D.3. The assumption must be made that the 
resultant electric field gradient is axlally symmetric, the 
axis of symmetry being along the axis through the vacancy. 
Unfortunately, for even the lowest vacancy concentration, 1-x 
= 0.12, 15-5^ of the total possible configurations have two 
or more nearest neighbor vacancies. This complicates the prob­
lem Immensely. To simplify the problem, it was assumed that 
for VCq gg one could combine these effects with those config­
urations which have a single nearest neighbor vacancy. This 
assumption is not good to begin with and rapidly gets worse as 
the vacancy concentration Increases. For these reasons, a 
detailed line shape analysis was made only for the VCq gg 
compound. 
b. Estimate of the quadrupole coupling The split 
resonance in Figure 13 is to be compared with Figure 1. When 
the magnitude of the splitting is much greater than the dipolar 
broadening, the separation of the singularities in the distri­
bution function given by Equation 6l can be approximated by the 
derivative peak-to-peak splitting. From Equations 59 and 60, 
this splitting is given by 
Figure 13. The V nmr in VC_ gg at 3.5 Mc/sec. The central portion of this 
experimental line snape is frequency independent. The splitting 
of the peaks appearing on the sides varies as 1/v. The latter 
was attributed to the second order quadrupolar splitting of the 
nmr for those nuclei having at least one first nearest neighbor 
vacancy. This figure is to be compared with Figure 1 
3099 Oe 
0.88 
V = 3.50 Mc/Sec 
3129 Oe 
3158 Oe 
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AH = . (129) 
HL 5 
The value of obtained from Figure 13 is 56,100 Oe^. This 
value was used directly in function GSO which is listed in 
Appendix C. The quadrupole coupling can be obtained from the 
definition of b^. given by Equation 54 leading to Vq = 0.274 
Mc/sec or 
e^qQ/h = ^  Vq =  3 .2  Mc/sec. (130) 
Here, the quadrupole coupling, expressed in frequency units, 
has been related to Vq by Equation 36. This value expresses 
the quadrupole coupling between a vanadium nucleus and a first 
nearest neighbor carbon vacancy. 
c. Intensity measurement A rough estimate of the 
intensity of the nmr in VCq gg was made for that portion 
of the resonance leading to the most prominent features of the 
derivative line shape. The presence of a satellite distribu­
tion made it necessary to estimate the position of the base 
line, which reduced the precision of the measurement consider­
ably. The integrated intensity of a 1.09 gm sample of VCq gg 
was compared to the 0.579 gm sample of 325 mesh aluminum 
powder described in Section IV.A.2. The same r.f. power was 
used for both resonances. Accounting for differences in modu­
lation amplitude and running time as given by Equation A.15, an 
intensity ratio R = 0.42 was obtained. It was shown in 
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Section IV.A.2 that only Qzfo of the aluminum transitions were 
observable in the 325 mesh powder sample. Therefore, R was 
adjusted down to 0.3^. The ratio of the number of nuclei 
present, 0.808. Substitution of this ratio and the 
proper gyromagnetic ratios into Equation A.13 yields a theo­
retical intensity ratio given by =0.282. This is 
sufficient evidence to conclude that the prominent features of 
51 the nmr of V  in V Cq gg are due to the observation of all the 
transitions. 
d. Computer analysis Line shape analyses were made 
on the nmr data of V Cq gg taken at 15.0, I9.O, and 24.0 Mc/sec. 
At these frequencies, the second order quadrupole interaction 
does not split the resonance as observed at low frequencies. 
However, this interaction broadens the resonance considerably. 
Therefore, function GSO was used to generate the line shape 
function for those configurations which have one or more near­
est neighbor vacancies. The value of a for the Gaussian dipolar 
broadening function used in function GSO was obtained from 
Equation 32. This equation involves the second moment calcu­
lation given by Equation 30. The value for S r~^ is ll5.6/a^ j ^ ° 
as given by Gutowsky and McGarvey (49) for the face centered 
cubic lattice with a lattice constant given by a^. Using the 
value a^ = 4.167 2, the second moment becomes <AH^> = 11.47 
Oe^ leading to a = 4.79 Oe. 
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The line shape for the VC^ gg compound is characterized 
by the definite shoulder appearing on the low field side of 
the absorption line shape as shown by the example in Figure 
l4. This shape is, in fact, described quite well by a single 
local field parameter ôH^. This parameter was found to be a 
linear function of the applied field. Although the parameter 
ôHp was included in the analysis, it was found to be small in 
comparison to ÔH^, and was not well defined. The results of 
these analyses are tabulated in Table 12 and in Table l6 in 
Appendix B for the up field scans at the three frequencies 
listed. The preceding I or F indicates the initial or final 
parameters, respectively. In each case, a down field run was 
made from which corrections due to the "dragging" of the 
resonance were made. 
Included in Table 12 are the values of ôK^ = and 
<H>. The latter parameter was obtained for the central tran­
sition from the line shape analysis. In contrast to the 
corresponding results for <H> in the Sc-Ni-Co alloys, the shift 
- <H> is relatively large because of the dominance of the 
first local field parameter. The change of <H> with composition 
can therefore be determined with reasonable accuracy. These 
results will be discussed in the following sub-section. 
2. Average Knight shift measurements 
In addition to studying the nmr of VC^ gg, three other 
samples were studied which had a higher vacancy concentration. 
Figure l4. The line shape of the nmr in VC^ gg at 24.0 
Mo/sec. The solid curve represents the sraoothed 
experimental data. The points were calculated 
using the VMMIN method 
DERIVATIVE (XIO-*) INTENSITY 
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Table 12. Line shape parameters^ for VC^ gg 
Freq . 
(Mc/seo) ôH P <E> 
1-15. 0  -13 . 0  0  . 0  13423.0 1.83 
F-15. 0  
-9 .70 0  .0723 1  .94 13424.0 0.084 13420 .  6  
1-19. 0  -13 . 0  0  . 0  1 7 0 0 3 . 0  0.56 
F-19. 0  - 1 2  .48 0  .0734 0  .40 1 7 0 0 5.4 0.034 16999 .9 
1-24. 0  -15 . 0  — —  0  . 0  2 1 4 7 9 . 5  0.46 
F-24. 0  -15 .02 0  .0699 -4 .40 21482.1 0.026 21470 . 8  
^All magnetic fields in Oe. 
The center of the resonance (average of derivative maxima) was 
used to determine•the average Knight shift. Since it is dif­
ficult to locate the average position of the resonance unam­
biguously, larger errors are involved in these measurements. 
The results are tabulated in Table 13 for data taken at three 
frequencies. The derivative peak-to-peak line width data are 
included to show the importance of second order quadrupole 
effects even at these frequencies. The data for VCq gg are 
included for comparison. 
The variation of the average Knight shift as a function 
of the vacancy concentration can be obtained from the analogue 
of Equation 126 which is written as 
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Table 13- Line width and Knight shift data for VC^ compounds 
Compound Preq. (Mc/sec) AHpp (Oe)  
VCo.88  1 5 . 0  20.9 -0 .144^  
19 .0  22.8 -0 .147^  
24 .0  26.0 -0 .134*  
VCo.84  15 .0  1 8 . 7  - 0 . 1 2 3  
19 .0  18 .5  - 0 . 1 3 0  
24 .0  17 .9  -0 .122  
VCo.83  15 .0  1 8 . 3  - 0 . 1 2 6  
19 .0  17 .9  -0 .125  
24 .0  18.3 -0 .133  
^^0 .775  15 .0  2 1 . 2  -0 .090  
^Determined from line shape analysis. 
<AK> = c S ÔK - 6c ÔK, . (131) 
j ^ 
The factor of 2 appearing in Equation 126 is not present in 
this case because of the different crystal structure. The 
assumption was made that only the first local field parameter 
is important. 
Presumably the highest frequency data is most accurate 
for the Knight shift determination for stoichiometric VC. The 
value K = -0.187^ was obtained from the value for H as cal-
o o 
culated from the line shape analysis of the V Cq.ss &ata taken 
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at 24 Mc/sec. The local field shift parameter ÔK_ = 0.070% 
was used to calculate the variation of the average shift vs. 
vacancy concentration from Equation 131 and is shown by the 
solid line in Figure 15-
The above results indicate that the average Knight shift 
variation can be accounted for on the basis of a first nearest 
neighbor interaction only. The basic assumption that the local 
fields can be superimposed is important for these results. 
It is difficult to interpret the negative Knight shift 
for stoichiometric VC. Bittner and Goretzki (53) measured the 
magnetic susceptibility vs. composition for the VC compounds. 
They found that the susceptibility increased linearly with 
vacancy concentration, ranging from 115 X10~^ emu/mole for 
VCq to 35 X10~^ emu/mole for VC^ . The extrapolated value 
for stoichiometric VC was -20 emu/mole, indicating that VC 
would actually be diamagnetic. The negative Knight shifts 
observed by Clogston and Jaccarino (29) as expressed by 
Equation 19 depended on the paramagnetic d band susceptibility. 
The reference compound that was used may be questionable. 
Walchli and Morgan (44) reported that the V^^ nmr in NaVO^ was 
shifted by -0.05^ relative to VOCl^. The valence of V in each 
of these compounds is +5. It is difficult to see how these 
chemical shifts could be as large as 0.2^. Alternatively, if 
such large chemical shifts did exist, the Knight shift in 
vanadium metal would increase correspondingly to an implausi­
ble value. 
<1 
Figure 15. The average Knight shift of in VC^ compounds. The shifts for 
stoichiometric V C  and for V C q  q q  were both obtained from the line 
shape analysis of the nmr in VCq gg at 24 Mc/sec. The remaining 
points were obtained from an average of the derivative maxima 
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3. Conduction electron scattering 
An attempt was made to estimate the local field parame­
ters due to non-resonant scattering of free electrons. A 
basic difficulty is that one needs the value K to be used in 
Equation 75 where represents the Knight shift due to the 
conduction electrons, presumably a positive quantity. This 
parameter is not known in view of the negative shift reported 
in the previous sub-section. The best that can be done is to 
calculate the local field parameters and compare their relative 
signs and magnitudes. Experimentally, ôK^ = 0.0?^ and 
|6Kj » [SKgl . 
The value for kp was estimated in the free electron 
approximation by Equation 128 assuming one conduction electron 
per formula unit. This latter value is suggested by the mea­
surements of Tsuchida et al. (l6). The VC unit cell contains 
four formula units, leading to kp = 4.9-
An effective charge of 1 e was used for a vacancy in ac­
cordance with the estimate used by Williams (24) to explain 
the scattering power of vacancies in TiC. A square well 
potential of radius a = 0.20 was then used to describe the 
vacancy. The results of the phase shift calculation are 6 = 
1.3097, 0^ = 0.0835, and ôg = 0.0018 for kp = 4.9. Using these 
phase shifts in Equation 75» the values ÔK^/K^ = 0.014 and 
ôK^/K^ = -O.O25 were obtained. These results are in complete 
disagreement with the experimental results. The magnitude of 
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ôK^ can be increased relative to ôK^ by using smaller values 
for kp. However,, the sign of ÔK^ then becomes negative which 
does not agree with the experimental results. In fact, no 
combination of values for kp and Z, including negative effec­
tive charges, could be found to obtain agreement with the 
experimental results. Therefore, the local fields that are 
observed are probably not due to the scattering of conduction 
electrons. It may be that they are due to the breaking of co-
valent bonds. 
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V. SUMMARY 
A. General 
It has been shown that a thorough analysis of the nmr 
line shape can lead to valuable information concerning the 
local effects which impurities or defects have on their sur­
roundings, even though the quadrupole interaction obscures the 
picture to a considerable extent. The analysis would have 
been greatly simplified had there been no quadrupole inter­
action. For spin 1/2 nuclei, the necessity of including a 
distribution of satellites would not arise, thereby eliminating 
the two variable parameters and which were used. 
Furthermore, the second order quadrupole effects have obscured 
the dipolar interaction making it necessary to include a as a 
variable parameter. This would not be necessary for spin 1/2 
nuclei provided the indirect nuclear exchange coupling could be 
neglected. This, of course, could not be done for very heavy 
nuclei as has been noted by Ruderman and Kittel (5) and by 
Bloembergen and Rowland (5^)• The difficulty introduced by a 
large second order quadrupole interaction was particularly 
evident in the vanadium-carbide study. 
The power of the VMMIN method developed by Davidon (^5) 
has played an important part in the success of analyzing com­
plex line shapes. It is shown that increased sensitivity could 
be attained by simultaneously minimizing the squared deviation 
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"between the experimental data and the theoretical calculations 
for both the absorption line shape and derivative line shape. 
B. The 8c(Ni^_^Co^)2 Pseudo-binary Alloy System 
The nmr data of in the Sc(Ni^_^Co^)2 alloys can be 
accounted for on the basis of an inhomogeneous Knight shift 
arising from a combination of short range and long range inter­
actions. The short range interaction is attributed to the 
resonant scattering of conduction electrons by virtual d levels 
of the cobalt atoms for low values of x. It is concluded that 
spin dependent scattering plays an insignificant role in 
determining the room temperature line shape at least for low 
cobalt concentrations. The possibility of spin dependent 
scattering may, however, be significant at high cobalt concen­
trations since it is observed that the line widths are signifi­
cantly greater than their low concentration counterparts. 
On the basis of the line shape analysis, the short range 
interaction contributes a negligible amount to the average 
shift of the resonance. The change of the average Knight shift 
is therefore due to an interaction which does not vary signifi­
cantly in strength over a spatial range within which fluctua­
tions of composition are important, i.e., the interaction is 
long range. Qualitatively, this long range interaction is 
related to the magnetic susceptibility. In particular, this 
average shift has a local maximum near x = 0.35» whereas the 
change of the room temperature susceptibility with composition 
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is monotonie. The discrepancy is attributed to changes in the 
electronic band structure dependent on the composition. 
C. The VC^ Intermetallic Compounds 
Reasonable success is attained in analyzing the line shape 
of the V nmr in VC^ gg at high frequencies where the second 
order quadrupole interaction is minimized. This shape is ac­
counted for on the basis of a nearest neighbor interaction 
•with the carbon vacancies, which is linear with the applied 
magnetic field. The average Knight shift for several VC^ com­
pounds having higher vacancy concentrations is also accounted 
for by this nearest neighbor interaction. From the line shape 
analysis it is possible to obtain the Knight shift for the 
hypothetical VC^ q compound. This Knight shift is in fact 
negative. It has not been possible to interpret this negative 
shift in view of the extrapolated diamagnetism for this com­
pound as measured by Bittner and Goretzki (53) j nor has it been 
possible to interpret the nearest neighbor magnetic interaction 
with vacancies on the basis of the scattering of conduction 
electrons. 
I4l 
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VIII, APPENDIX 
A. Intensity Measurements 
The problem of a nuclear spin system in a large static 
magnetic field applied in the z direction and a small rf 
field rotating in the x-y plane must be solved using time-
dependent perturbation theory. For a loosely coupled spin 
system, the time dependent Hamiltonian for a single nucleus 
is;^(t) = • H(t) with H(t) = z + H^i cos cut + sin wt. 
This can be rewritten as 
^ = - ThHgl^ - (I+e'iwt + (A.l) 
Therefore, 
and 
-H ^ . , 
'(t) = —^ d+e"^^" + I_eiwt), (A.2) 
The transition probability is obtained from the usual result 
of time-dependent perturbation theory for a perturbation of the 
form F(t) + G(t) for which <alFib> = <blGia> : 
Wab = IT kalPlb>|2 - hv) (A.]) 
V^hen the energy levels have a finite width, the delta function 
must be replaced by a distribution function g(v) normalized 
by /g(v)dv = 1. 
The population difference between the m and m-1 levels is 
of prime importance for the observation of the m<-^ m-1 nuclear 
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transition. Provided saturation effects can be neglected, 
this difference can be obtained from simple statistical 
mechanics: 
= ^ 4— (A-4) 
Here Z ~ 21+1 is the partition function and N is the total 
number of nuclei. The population difference between the m 
and m-1 states is then 
^m - Vl - 2ÏTI kT - 2ÏTÎ kT 
upon using the expansion of the exponentials. The integrated 
intensity of this transition then becomes 
(A.6) 
Evaluation of the matrix element yields 
^m-^m-l 2 [I(I+l)-ni(m-l)] jt+I kT * ^^-7) 
For purposes of comparing intensities at the same T, and 
V, the intensity of this transition can be reduced to 
I ^  n = C NY^ L i { l + D  -  m i m - 1 ) ]  (A.8) 
m<^^m-i /difl 
where C is a constant. 
Aluminum metal was used as a standard for measuring the 
27 intensities of the scandium and vanadium resonances. A1 has 
a spin of 5/2. The relative intensities of the 5 transitions 
are then 5:8:9;8:5> and the total intensity can be written as 
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IaI = G \Al (^-9) 
Both and. have nuclear spins of 7/2. Thus, the rela­
tive intensities of the transitions are 7:12:15 :l6:15 :12 ; 7• 
Two limiting situations are of interest. If there are no 
quadrupole effects, the total intensity can be written as 
= C NY^ ^  (A.10) 
for either scandium or vanadium. On the other hand, the 
intensity of the central transition alone is given by 
I, ^ = C NY^ (A. 11) 
2^-2 
<1 27 
Thus, the ratio of the Sc or V resonance to the A1 
standard can be written in the two forms; 
EU =  1 .80 (^  ) (% )2  (A .12)  
ind 
^ ^"^Al ^A1 
Rn 1  =  0 .343(§  ) (% )2 .  (A .13 )  
^\i Yai 
The relative intensity of a resonance line can be deter­
mined by two methods of which the most unambiguous is a simple 
integration of the absorption line shape. The assumption is 
made that the derivative line shape gg.(H) = dg(H)/dH is related 
to the output data s(H) by 
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s(n) = c^t SH(H) (A.14) 
where C is a constant dependent on the equipment, t is the 
total running time, and is the modulation amplitude. 
Then, 
H 
I = c t 6H / s(H')dH'. (A.15) 
e mod -co 
The constant C_ can be eliminated by using a standard, such as 
aluminum. This integration must be carried out numerically. 
Provided the resonance line shape is known, the intensity 
can be determined from the derivative peak^to-peak line width 
and amplitude Ag^. For a Gaussian line shape given by 
H-H 2 
g(H) = N e ^ (A.16) 
the points of maximum and minimum slope are f o/'Pz so that 
APIpp = /2CT. N is a normalization constant. Substitution of 
these points into the derivative shape function g^ yields 
+ 00 
Ag^ = 1.715 N/a. The integrated intensity given by f g(E)dH 
.00 
is I = >/rf aN. This value can then be related to AH^^ and Agg. 
by 
I = 0.517 (AB p)^ Agy (A.17) 
for the Gaussian shape. For the Lorentzian line shape given by 
N 
H-H ^ 
1 + (-^ ) (a.18) 
g(H) = 
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a similar analysis leads to 
I = 1.82 Agp. (A.19) PJJ il 
"Equations A.l? and A.19 are related to experiment by 
AO- - As(H) (A.20) 
obtained from Equation A.l4. 
B. Supplementary Tables 
The variable parameters used by VMMIN were divided into 
two subsets. Those parameters which were of primary impor­
tance to the discussion were included in the text. The second 
subset contains those parameters which are important for ob­
taining a good fit to the experimental line shape but were not 
pertinent to the discussion. The latter subset are included 
in this appendix. 
Tables l4 and 15 pertain to the analyses of the Sc(Ni^ ^  
Co^Jg alloys. Table l6 pertains to the VC^ alloys. Table 17 
contains an example of the initial and final values for the 
diagonal elements of the h matrix (error matrix). In some 
instances, the parameter a has been held fixed as Indicated by 
f following the initial value. 
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Table 14. Line 
at 15 
shape parameters 
Mc/sec 
for the S=(»i-xC°x) 2 alloys 
X Ident a (Oe ) I 
^1 "'"sat Cg(Ge) 
0 .02  I-U 5. Of 16 .8  0.12 0 .014  35 .9  
F-U 9.3 0 .05  0.016 15 .2  
I-D 5 .Of  16 .8  0.12 0.014 35 .9  
F-D 8 .4  0.06 0 .018  16.0 
0 .04  I-U 4 .93  16.8 0 .12  0 .014  35 .9  
F-U 5 .61  15 .9  0.16 0 .012  35.1 
I-D 4 .93  16.8 0 .12  0 .014  35 .9  
F-D 5.65 12.1 0 .24  0 .024  30 .0  
0.05 I-Ul 5 .00  15.0 0.15 0.015 36 .7  
F-Ul 4 .53  17.1 0 .09  0 .012  33 .0  
~I-U2 9 .19  20 .4  0 .05  0 .007  31 .3  
F-U2 4 .76  17.5 0 .09  0.011 33 .8  
I-D 4 .93  16.8 0 .12  0.014 _^35 .9  
F-D 5 .73  13.2 0 .19  0 .022  34.3 
0 .08  I-Ul 4 .5 f  15.0 0.15 0 .015  36.7 
F-Ul 17.0 0 .13  0 .017  35 .8  
I-U2 5.00 15.0 0.15 0 .015  36.7 
F-U2 3 .35  16.9 0.12 0.018 35 .6  
I-Dl 4 .5 f  15.0 0.15 0.015 36.0 
F-Dl mm mm 17.6 0 .56  0 .037  62.6 
Table l4. (Continued) 
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X Ident cr( Oe ) I %1 T sat Cg(Oe) 
o
 
1—1 
-
o
 I-U 4 .5 f  15.0 0.15 0 .015  36 .0  
F-U — — 21.6 0.05 0.010 36 .3  
I-Dl 4 .5 f  15.0 0.15 0.015 36.0 
F-Dl — 15.1 0.23 0.027 41.0 
I-D2 5.00 15.0 0.15 0.015 36.0 
?-D2 2.62 20.6 0.06 0.012 31.4 
0 .05  I-U3 4 .50  16.6 0,13 0 .015  36.6 
F-U3 4 .93  16 .7  0.12 0 .014  35.8 
I-U4 4 .93  16.8 0.12 0 .014  35 .9  
F-U4 5.06 16.5 0 .09  0.013 32.2 
I-UAl 5.00 15.0 0.15 0.015 36.6 
P-UAl 6 .77  15.8 0.04 0.017 35 .9  
I-UA2 5.00 15.0 0.15 0 .015  36.0 
F-UA2 10.58 14.0 0.03 0.018 33 .1  
0.08 I-D2 4.5f 15.0 0.15 0.015 36.0 
F-D2 — — 19 .3  1.18 0 .060  94.9 
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Table 15- Line shape parameters for the Sc(Ni, Co )_ alloys 
at 23.5 Mo/sec ^ ^  
X Ident CT(Oe) I ^ a_(Oe) 
0.04 I-Dl 4^92 16.8 0.13 0.014 35.9 
F-Dl 7.91 17.3 0.26 0.024 41.7 
I-D2 5.Of 16.8 0.12 0.014 35.9 
F-D2 14.8 0.23 0.025 36.1 
0.05 I-Ul 5.00 1 5 . 0  0.15 0 . 0 1 5  36.0 
F-Ul 5.72 20.9 0 . 1 1  0.017 43.7 
I-U2 5.00 1 5 . 0  0.15 0.015 36.0 
F-U2 5.40 17.1 0.08 0.020 35.4 
I-D 5.00 15.0 0.15 0.015 36.0 
F-D 6.26 19.2 0.08 0.017 00
 
v
o
 
0.08 I-U 5.00 1 5 . 0  0 . 1 5  0.015 36.0 
F-U 4.58 19.2 0 . 1 6  0.027 70.7 
I-Dl 5.00 1 5 . 0  
H
 
0
 0.015 36.0 
F-Dl 4.35 1 8 . 2  0.06 0.023 37.8 
I-D2 5.00 15.0 0.15 0.015 36.0 
F-D2 4.49 19.1 0.06 0.022 39.2 
0 . 1 0  I-U 4.5f 15.0 0.15 0.015 36.0 
P-U — — 16.3 0.05 0.026 50.3 
I-D 4.5f 15.0 0.15 0.015 36.0 
F-D mm —. 17.0 0 . 0 ?  0.026 45.8 
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Table l6. Line shape parameters for the VC compounds 
Preq. a(Oe) I ojOe) 
1-15.0 4.80 7.54 0 . 0 2  0.03 2 1 . 1  
F-15.0 5.34 0.002 0.024 14.7 
1-19.0 4.80 7.54 0 . 0 2  0.03 2 1 . 1  
P-19.0 6.60 9.74 0.03 0.02 24.7 
1- 2 4 . 0  4.80 7.54 0 . 0 2  0 . 0 3  2 1 . 1  
F - 2 4 . 0  7.64 1 2 . 0 3  0 . 0 0 1  0 . 0 2 6  20.1 
Table 17- The diagonal elements of the h matrix of "error" matrix 
PaT'ai.ieter ôH^ ÔH„ ôll„ 6H, H o I , a 1 d J H- o 1 sat s 
Initial elements 100 100 100 100 100 60 40 0.04 1X10""^ 300 
Final elements 124 170 l48 59 154 143 76 0.08 1.9X10"^' 702 
Square of error* 0.46 0.6] 0.54 0.22 0.57 0.53 0.28 0.0003 0.70X10"" 2.58 
Error 0.68 0.79 0.74 0.46 0.75 0.73 0.53 0.017 0.008 
"•Calculated by dividing the final diagonal element by I , with I - 1 6 . 5 .  
H 
vjt. 
i 
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C. Computer Programs 
The computations wh^oh were made for the line shape 
analyses were performed on an IBM 3o0/50 computer. The pro­
grams were written in the Fortran language. This section 
contains those programs which are necessary for this specific 
application of the VMMIN method. This set of programs in­
cludes MAIN, PREP, FCN, GSO, OHDSH, and HSORD. The subrou­
tines READY, AIM, FIHE, DRESS, STUFF, and RANDU were also used 
in the application of VMMIN. However, the latter subroutines 
are available in the SHARE library (SHARE No. 980; ZO ANFZC13) 
and are not included in this thesis. CONFIGURATION-ORDER 
carried out an auxiliary computation necessary for the line 
shape analysis and is included in this appendix. 
The above set of programs were used in the VC^ line shape 
analyses. The Sc(Ni^_^Co^)^ data were analyzed using the same 
set of programs except that FCN was a modification of the one 
listed in this appendix and GSO was not used. 
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c  V M M I M - M A I M  
C  I M I S  P - ( l l ( , K A M  c a l l s  S  l , B R  O U T  I N E S  P R  F P  ,  F C N ,  Ù K O E K  ,  K E  U K  1 ) ,  K b  A l )  Y ,  
C  A I M , P I K L , U ' < l : à S , . S I u r r , , X A T M P Y ,  A N D  R A N U U .  
C  
C  I i N P U l  P A K A M C T b i <  . ; f  F  i  N I  T I  U N S -
C  k = I M P U T  P A - ( A M F T t . \  H  i k  K A N U O n  N U M 3 E i <  C J L N E K  A T  U R ,  K  A N U U .  R  =  0 . &  
C  N II K M A L L Y .  
C  l i l K D  I S  a n  U N P U T  P A R A M E T E R  U S E O  I N  S U H R O U l  I N E  O R O t R .  
C  l L I K U = l — K t A O  H  - l A r P .  I X  I N  T R I - D I A G U N A L  F O R M .  
C  1 ukD = / ! —K t A i J  n i  A U u N A L  E L t M E N T S  O F  H  M A T R I X  O N L Y .  
C  l L ) I i = \ U M B t R  O F  S H f L L S  T û  B b  C O N S I U F K E Û .  
C  I c N J :  4 A X I M U M  , \ U M r t b R  G P  C O N F I G U R A T I O N S , ! .  F .  T H b  N U M B E R  u i -
L  t - L t M f l N T b  l i v  T i i E  A  h  R  A  Y  N U  M .  
C  K = N U M J £ r !  G F  R A N , ) L l M  b T F P S  .  
C  N R  =  : - - ' ] N L Y  U l  A G O N A L  E L E M t N I S  O F  E R R O R  M A T R I X , H  M A T R I X ,  P R I N T E i )  O U T  
U  A T  F N i ,  O F  C A L C U L A T I O N .  
C  N R  =  2 - - b M l R C  M A IKI X  P R I N T E D  O U T  A F T E R  E A C H  R A N D O M  S T E P .  
C  N F = P A K A M h T c R  1 0  i l E  O S L O  I N  S U B R O U T I N E  F C N  I F  M G K E  T H A N  u ^ F  
C  f U N ( . I l u \  I S  O F F I N E D .  N O  1  U S E O  I N  T H b  P R f c b E N T  D E F I N I T I O N  O F  F C M .  
C  b ^ C l J T . l F F  V A L U i  F O R  L ' . S .  U S U A L L Y  0 . 0 0 C 0 5  I N  T H E  P R E S b N T  C A S F .  
C  P  =  s i ^ b  u r  R A N u O ' - ' l  S T F P .  U S U A L L Y  O F  U R O E K  U N I T Y .  
r .  P L l M = U P P t K  L I M I I  O F  I b T A L  P R O B A H I L I  T Y ,  U S U A L L Y  C . ^ H .  
t ,  S C A L E  = S C A L c  F A C T J R  h  U K  T H b  I N C L U S I O N  I I F  T H E  O E R l V A T I V L  I N  T H b  
C  U ,  F  l ' \ | l  riON u F  F  .  
u  S C A L 1 : = 1  — S C A L b  1  : >  C A L C U L  A T L U .  
C  S C A L h ^ C . N . j r  U S F l ) .  
C  S C  A L t = - l  —  S u A L t  i d  L L U A L  T O  A B S O L U T E  V A L U E .  
C  
C  N S l  I  )  =  \ u ^ r t c t <  , I F  j l T t  b  I N  T H b  I T H  S H E L L .  
C  / I  I  )  =  j  I I F I  l , \  l i s - .  o u t  T O  O N T  I M R U R I I Y  O N  T H E  I T H  S H F L L .  
C  h l l )  R c ^ k C S r N I  S  A I L  O l H L R  V A R 1 A I 1 L L  P A R A M E T E R S .  
C  »( I ) ~ J t T h e  K ( * v I - j H T  S H  I F  T 11) u R  K i l N  O F  T H E  R E S U N  A N C  F  ,  
C  H i  2  l  =  S l v j 4 A  F O R  T H E  C E N T , ,  A L  I R  A N S  1 1  I O N .  
C  «(jj ) = C u M R n S i r i O N .  à Lw A Y S  H F L O  flxn) in the present C A S h .  
C  m l 4 l = r „ , J K M A L l Z A 1  I O N  C u N S T  A N I  fur inf C E N T R A L  r . <  A . J S  I  T  I  01 .  
C  r t ( 5 l = Y ( l ) ,  T H E  C O N S I A N T  S H I F T  O F  I K b  E N T I R E  L I N F .  
C  a(6)=nurmal1/A T  Ijn C O N S T A N T  fur T h f  S A T C L L I T t  0 I  S  1Ri r t O T I  O N ,  
C  w ( 7 U S I G « ^ A  F U , \  I H t  S A I Cl L I Tc O I S I R M O T I O N .  
C  
C  r o  H O  L U  A  P i K A M i r T F R  F I  X c  0 ,  S E  I  I Z I  I  I  O H  I  . ^  (  I  )  E Q U A L  T O  H b .  
C  
u l  M b ^ S I u N  1 2  )  ,  X ( 1 2 )  , G 1  1 2 I , $ (  1 2  I  , X P (  1 2 )  , G P  (  1 2 1  ,  T (  L 2  I  . G r i l  1 2  I  ,  
I X U s  ,  (  -  I  ,  Y I V ' . C  ( 4 1  )  ,  OYU^CC )  ,  X D A T A  (  3 :  )  . Y l l A T A l f l ' -  )  , | ) Y . j A I A  (  r  )  I  ,  
2 V t  o O  I  , i ) Y  ( d C  I  , . ) Y . l i  ( R  ,  1 0 )  , i ) U Y L )  /  1  . )  , C (  H  : )  , N l ) M (  2 G r  M  , N S (  ! i  I  ,  
Î J J  (  I .  I  ,  \ , u C  I  I  •  )  ,  /  (  - 5 )  ,  ( 5  I  ,  i r i (  b )  ,  w ( 9 l  ,  1  w ( Q (  ,  r t H (  9 )  i F A C C t i .  )  , 0 ^  <  l i .  )  .  
4 U J / I I  ' )  , t i « (  1  I  . r i T L r  i 4 0 )  
C  v M  4 u i  y  f l f X f U f j f X P f U P . T  , k j t J f Y  ,  Ù  Y ,  0  Y i  I  /  , U J Y U Z , Z ,  Z H  , m , w M , U  /  ,  O J / , O W ,  
l F A C , * f S , ( ; S P  , i ' T P  ,  '  I J  S ,  I ' T  T  , G S d , F  , F P , F ' l , F w , E , T O , R S ,  S L , Z A , w , A , ' _ L , O f L l A ,  
2 , < a O / ,  < 0 ' . ' v  ,  Y I . " ( L . J , ' J Y J 4 L  D ,  X Û 4 1  A . Y J A T A . Û Y D A T  A , C , P  ,  A , P L  I  M ,  S C I L E  , N U  • ! .  
3 1 ,  J ,  J J  r l . J f  ,  1  /  ,  I  j X ,  L ,  L S .  f S ,  I  r  ,  , \ i F , N V ,  l O R O ,  I  0  I  t ,  I  c  " 1 0 ,  J  F  N O ,  
41R1r,J 1,j;,KA 
C  1 rfail ( 1 , j i i\x 
2 fjK.i;.r (I/) 
F A C I  1  1 =  I  
0 0  3  , W  
F A C j = J - l  — '  
i  F A C I J ) = r A C l J - 1 ) t F i C J  
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I F  ( K X ) 4 , 5 , 5  
4 srop aa 
5  M S = C  
C A L L  Ù V t S F L ( J )  
C A L L  Ù V C H K ( J )  
C A L L  S L I T E d )  
C A L L  5 L 1 I E ( 2 I  
O J  f i O C  1  =  1 ,  
D U  â C J  J  =  1 , 1 2  
i>^o H( i,ji=.:.c 
K E A Q  (  1 ,  l O O - , )  (  T I  T L F  (  I )  , I  = 1 , 4 0 )  
K t A O (  1 ,  l O j J I R ,  I i i R O ,  l O I  i ,  1 [ N D , K , N R , N V , N F , E , P , P L  I M . S C A L h  
R E A D  (  I ,  i c o n  ( N S (  1 )  , 1  =  1 ,  5 )  
C A L L  U K D E R ( X , ( i l  
W R I T E  ( 3 , 2 " > j O )  
W R I T E  ( J , 2 ' . V ' l ) ( r i T L t (n , I  =  l , 4 0 )  
C A L L  P R E P  
RCAU {1 ,  1 : J 3 ) ( \ U M ( I  1 , 1 = 1 , I  E N D  I  
UcLTA=l.': 
N T  S h = > J  
. \ T  S L ) = C  
W R l T h  (  3 , 2 : . ; 2 ) R ,  K i K . J ,  I Û I  S ,  I t N O , K , N R , N V , N F , E , P ,  P L  I M ,  S C A L E  
W R I T c  ( 3 , 2 1 0 3 )  
W R I T h  ( 3 , 2j C 4 ) ( Z (  1 )  ,  I Z ( I  ) , I = 1 , l O I i )  
« R  I  I E  (  i , 2 J . : 5 )  (  • . / (  t  )  ,  I w (  I  )  ,  I  = 1 , 9 )  
W K I T t  t i , 2 ) w 6 )  
f l R l T H  (  3 , 2 : 1 . 7 )  t i M  I ,  I  ) ,  1 = 1 , N X I  
1 5  I t -  ( J t N J - 8 0 )  I h ,  1  7 ,  U  
1 6  I R T b = l  
U J  T  i j  I  r t  
1 7  1 R T [ = 2  
L  i i  ( •  =  I  ' .  i .  
C A L L  F C N ( N X , G , F , X )  
It- ( f) 3 , 3 , 1 V 
1 9  L  =  1  
I T  =  j  
KKiir (),2J_K)Ir,Ms,F,AsuM 
W R I T i ;  (  . 3 , 2 3 : 4 )  
2 0  C A L L  K E A I J Y  
G J  T O  ( 2 v , 2 h , 2 5 , 2 2 ) , L  
2 1  L = 2  —  
G J  T U  2 0  
2 2  C A L L  A I M  
G O  T O  ( 2 3 , 2 ' J , 2 5 )  , L  
2 3  C A L L  F I R E  
G U  T C I  ( 2 7 ,  2 4  , 2 2 )  , L  
2 4  L = 1  
2 b  C A L L  u . < F S S  
G i l  T U  (  3 b , 2 6 )  , L  
? 6  M J M P = 3  
NTSH=1 
G U  1 0  3  3 ' . :  
2 7  l =  2  
u U  T i l  2 b  
2« L = 4 
G U  T r :  2  j  
29 IF (NV)3C,3G,31 30 rtiUU ( 3,2vlC)0[LTA 
31 IF (KI32,32,34 
32 CALL SlUl-F 
UU TO (33,4JI,L 
3 3 Gui rn Irf 
34 HJMP=4 
IF *4^ ,47,41 
3 5 IF (NVl37,37,30 
36 ftlU TE (3,2:11)(X( 1 I,1 = 1,NX) 
AKITC (3,2JlC)Ut LTA 
3 7 hRiTt I3,2:ry) 
I. ALL SI 1 (lT(4, J) 
O'.i III (3H,21),J 
3d wKlTF (3,2012) 
WJM)'=1 
lyù IF (NV)3v,3>J,'tl 
î'7 «RITC ( 3, 2 j 10 DLL TA 
I,J Til 41 
40 I Ir ( i,2J13) (1JMP = 2 
IF (Nr\)*f7,47,41 
y 1 If (NTSH)42,42,44 
42 DU 43 I - 1,NX 
Llll 4 3 J : 1, \ X 
4 3 H( I,J) = /'.0»H( I , J) 
.NISH=1 
44 i mTSO=I 
«KITE: ( 3, 2.) 14) 
i ) U  4 ?  1  =  1 , ' M X  
«Kile (3,2Jlb) I,(H( I,J),J=1,J I) 
aKI If ( J,2 ; 161 I, (M(I,J),J = J2,NX) 
45 U.INT t NUI 
4 6 «1UIC (3,2:171 
«Kllr ( ( j( I ) , 1= 1, J1 ) 
hKlTc ( 3,2 H-.) (i.;( I ) , 1 = J2 ,NX) 
4 7 IF ( .J r il) ) 4-J,4';, J 
4ti fJU 4 ^ I = 1 , N X 
4 9 h( I , I ) =2 .0<--H( 1,1) 
r.TSt): 1 
t)0 aK I TF (3,2 
rtKIT'; ( 3 , 2 V 1 y ) (H( 1, I ) , 1= 1, J 1 ) 
«kl It- ( 3,2 3t V) (ii( I , I ) , 1 = J2, \X) 
oU T.) ( •Di,'3l ) ,"<JMP 
bl IF ( 4lSM)54,5',,52 
•i? fj.J 'j» 1 = 1,NX 
ijil b i J=1,''JA 
5 3 h( I, J ) = ii( I , J ) / ?. 3 
i\r iH = W 
Cij T'J 5 7 
54 IF ( .'J I S 0 ) TH , b, ;i 5 
5 5 OU 'iu I - 1 ,WX 
bo h( 1, 1 I='1( 1 , 1 )/2. 0 
5 7 ,\TSL)=': 
ba «Kin: ( 3,2v2L)F,ns,,''SuM 
«KITr (3,2J21) 
1^ 9 
5y 
6 Û  
falÛ 
6 1  
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11. CO 
IvC 1 
ICO 3 
ioc:'+ 
2v<: 1 
J 2 
WHITE (3,2J18)(X(I),1=1,Jl) 
«rllTt ( 1,2019 1 ( X( n , I = J2,NX) 
UU TU ttj0,6u,b9, 32) ,MJMP 
KJHP=2 
hRITb (3,^:221 
Ii<Tfc= 3 
CALL fCi><tl>lX,G,h,XI 
Orj TU (61,5K) ,MJMP 
IKTE=4 
CALL fC'sl (NX,U,f , X) 
Gii T,J I 
M I: 
WRITE 
Art I TE 
H.K I TC 
UtJ 62 
nH ITil 
CO TU 
h.JHMAI ("uftima t 
I-jK."tA r (-JKMAT 
FUKMAT 
^ UrlMAT 
filKMA r 
( 3,2jc2IR, lORij,! DI t, I tNÛ,K,NR,NV,N^,E ,P,PLIM, SCALE 
I 3,20211 ( 3,2 )18l t \t I) , 1=1, Jl) (3,2JI9)(X(rI,1=J2,NX( 
I = 1, N X (3,?J23)(ri(I,J),J=1,NX) 
. 6 )  {F5.3,7I5/4F|I 
12014) (3lIv) (2uA4) (SlHlLINt; SHAPE FITTING HY VARIABLE METRIC Mt,\|MlZAT lU'M 
t 1H.1,2. A'./2.-.A4) ( 3HCI- = ,I-'5. 3, 7ll IUkU = , I 1, m IJ1M=,11,?H IENU=,It, 
1411 K = ,ll,5n NR = , I 2,UH NV = ,I2,5H ,NF = , I 2/3H0 E =, 1 Pfc 13. 5, 4H P = , 
2113.'j,7h r'L 1'.= ,cl3 .5, an SCALE=,tl3.5) ( I'JHO IiNI ( I AL PARAMETERS) (3H%'=,lPEl4.3,3X,12,3X,4([l4.h,3X,I2,3X)) (.lriO»=,lHt;14.5,3X,I2,3X,4(tl4.à,3X,I2,3X)/3X,4(tl4 
•i i i 
?C03 t-URMAT 
2v k. 4 huRMA T 
200'3 f.ijR'lAT 
1 3 x , i ^ , 3 x)i • "3 f 
200 b 
2l0 I  
2 : 0 6  
20 ;9 
20  10  
20 U 
20 12 
2C1 3 
2014 
20 1 0 
2v 1 6 
2.1 7 
201 y 
2^1 •> 
2 - 2 0  
^^2 1 
20 2  2  
2023 
F ilK-IAT 
f UKMAI 
fjkmat 
FuRMAI 
F u K M A T 
F MR/,A I 
f jk.'ia r 
F r 
F )R -"AT 
r U K M A I  
r U R / A T  
fORMuT 
FJRXAT 
FiJK.'iA T 
format 
ruK/iA T 
i UK/,A T 
fjkhat 
F.  ND 
t 34H:ni Ar.UNAl i:L[ MFNTS JF EkRUR MATRIX) 
r= , IPt 14.'j,7H RSUM=,cl4.y) 1 l p 3 L l't.j/'3Ll4.7) (4H:1T=,I4,6H STEP,14,4H ( 2'Jr40 - - - — - — — - - —) ( 7rt:ijELTA = , 1PE14. b) 
t3iOX=, IPbfl•+.!>/( 3FI0 ,bE It.-) I ) 
t20h:p,\Ur.ess INrERRUPTFl)/21h .présent values *««) (IJHi.FliXAL values ) 
i 13-iOEhRUR MATRIX) ( ',H j Z ,12, 1P5E14.5 ) ( "3 MO «. , I 2, lP5cl4.r. ) ( VHOCKAUIE.'U I (3H:7, , IP'îCl-.!! I ( '3Ft .')rt , , 1 H ^ E 1 - .r ) ( 3H0f = , lPcl4.5,'iH GS=,E14.-3,7H RSUM = ,H4.5) ( 2u'HI,VAK I AhLi' PAKAMEIERSI 
I 2LliO&,\n iiF XINIMIZATIUN) ( IHJ, IPbt l2.-j/bE12.b) 
l6o 
C SUBROUTINE PREP 
C 
C  T H I S  S U B R O U T I N E  P R E - P R O C E S S E S  T H E  0 & T 4 .  T H I S  I N C L U D E S  S M O n T H t N G ,  
C  C O R R E C T I N G  F O R  D R I F T ,  I N T E G R A T I N G  T H E  D A T A ,  S E T T I N G  U P  T H E  A R R A Y  
C  O F  F I E L D  V A L U E S  F 3 R  T H F  S C A N ,  R E D U C I N G  T H E  A R R A Y S  F R O Y  4 0 0  T O  R O  
C  O R  L E S S ,  A N D  C A L C U L A T I N G  S C A L E .  
C 
C  A V E H = R E F t R E N C F  F I E L D  I N  O E .  
C  X C A Û D = A D D R E S S  3 F  R E F E R E N C E  F I E L D ,  U S U A L L Y  C H A N N E L  2 0 0 .  
C  D E L H = F I F L D  W I D T H  I N  O E .  C O R R E S P O N D I N G  T O  O E L C H  C H A N N E L S .  
C  n£ L C H = N U M B E R  O F  C H A N N E L S ,  U S U A L L Y  1 0 0  O R  2 0 0 ,  C O V E R E D  B Y  T H E  
C  F I E L D  W I D T H  D E L H .  
C  A M P L I T U D E .  
C ICHI  AND ICH2 SET Y( ICHU=Y(ICH2)  FOR THE PURPOSE OF DETERMINING 
C THE PROPER BASELINE.  
C  
C  J J I I  I  A N D  N D C I  I  I  A R E  P A R A M E T E R S  C O N T R O L L I N G  T H E  R E D U C T I U N  O F  T H E  
C  X O A T A  A N D  Y D A T A  A R R A Y S .  T H E Y  A R E  U S E D  B Y  P R E P  A N D  R E O R D .  
C 
C  T H E  4 0 0  D A T A  P O I N T S  A R E  R E A D  I N T O  X D 4 0 0  A N D  O Y D 4 0 0 .  X 0 4 0 n  I S  T H E  
C  A R R A Y  H F  C H A N N E L  A D D R E S S E S  L A T E R  R E D E F I N E D  T O  B F  T H E  F I E L D  V A L U E S ,  
C  A N D  D Y D 4 0 0  C O N T A I N S  T H E  D E R I V A T I V E  L I N F  S H A P E  D A T A .  T H E  
C  I N T E G R A T E D  L I N S H A P E  D A T A  A R E  S T O R E D  I N  Y D 4 0 0 .  T H E  C O R R E S P O N D I N G  
C  R E D U C E D  A R R A Y S  A R E  X D A T A ,  Y D A T A ,  A N D  O Y D A T A , R E S P E C T I V E L Y .  
C  
S U B R U u r I N E  P R f P  
D I M E N S I O N  H ( l ? , 1 2 ) , X ( 1 2 ) , G ( l 2 ) , S n 2 l , X P ( 1 2 ) , G P ( 1 2 ) , T ( 1 2 ) , G B ( l 2 ) ,  
1 X 0 4 0 0  I  4 0 0  ) , Y I ) 4 0 0 I  4 0 0  )  , D Y D 4 0 0 (  4 0 0  I  ,  X T  A  T A  (  8 0  I  ,  Y D  A T  A  (  8 0  )  ,  D Y D  A T  A  (  8 0  )  ,  
? Y ( 8 0 ) , 0 Y ( H 0 l , C ( P O ) , D Y D Z ( 3 0 , 1 0 ) , i n Y 0 7 ( 3 0 , 1 0 ) , N U M ( 2 0 0 0 ) , N S ( 5 ) ,  
j J J ( 1 0 l , \ D C (  i n , Z ( 5 ) , I Z ( 5 ) , Z H ( 5 ) , W ( 9 )  , I W ( 9 I , W H | q )  , F A C [ 4 0 ) , D Z I 1 0  I ,  
4 D D Z (  1 0  I , 0 W (  1 0 ) , Y N P (  1 9 ) , C A C H E  I  4 0 0 ) , C A S H ( 4  0 0 )  
COMMON H,X,G,S,XP,GP,T ,OR,Y,DY,OYDZ,DDYDZ,Z,ZH,W,WH,OZ,ODZ,OW, 
1FAC.GS,GSP,GTP,GSS,GTT,GS1,FD,FP,FB,FO,E,T0,RS,SL,ZA,0,A,EL,  
2 0 E L T A ,RSUM , x n 4 0 G , Y D 4 0 0 , D Y D 4 0 0 , X D A T A , Y 0 A T A , D Y D A T A ,C,P , R ,PLIM,  
J S C A L  E , N U M . N S , J  J , N O C , I Z , I W , M O , N X D , L D , L  S , M S , I T , K D , N F , N V , l O R O ,  
4 ion  ,  l E M D ,  j r r j n ,  iR r r ,  J1 ,  J 2 , K A  
c 
c 
R E A D  ( 1 ,  I O O C ) A V E H , X C A D D , D E L H , D F L C H , T R I F T , I C H 1  , I C H 2  
R E A D  ( L ,  1 0 0 1  )  ( J J ( L  ) , N D C ( L ) , L  =  1 , 1 0 )  
W R I T E  ( 5 , 3 0 1 0 ) A V E H , X C A O O , n E L H , n E L C H , n R l F T , I C H l , I C H 2  
W R I T F  (  3 ,  " i O l  I  )  (  J J (  L  )  , N 0 C ( L )  , L  =  l ,  S )  
• * 0 1 0  F O R M A T  (  I H l  ,  T ? 0 , ' P R E P R O C E S S I N G  O F  D  A  T  A  '  /  / 1  O X ,  1  7 i l  R E F E R E N C E  F I E L D = ,  
1 F 1 4 . 6 ,  l O X ,  l ' ) H  R E F E R E N C E  C  H A N N E L  =  ,  F  5  .  I / / 1  0  X ,  I I H  F I E L D  W  I  l ) T H =  ,  F 6  .  ?  ,  
2 5 X , 4 H  F U R ,  F  b .  I  , 9 H  C H A N N E L  S / / l O X  ,  7 H  D R I  F  T  =  ,  F 6  . ,  l O X  ,  à  r i  I C H l = ,  
3 1 5 , l O X . A H  I C H 2 = I 5 )  
301 I  FORMAT ( IH0,14H JJS AND NDCS = ,10I4)  
R E A D  ( I ,  1 0 0 2 ) 1  X D 4 0 0 I  I  ) , ' ) Y D 4 0 0 (  I  ) , I  = 1  , 4 0 0 )  
1 0 0 0  F O R M A T  ( 5 F 1 0 . 2 , 2 I 5 )  
1 0 0 1  F O R M A T  ( 2 0 1 4 )  
1 0 0 2  F O R M A T  I 5 ( F 4 . 1 , F 9 . A ) )  
C 
D Y D 4 0 C t I ) = D Y D 4 0 C ( 2 )  
C  D R I F T  I S  I H l -  T O T A L  D R I F T  A T  C H A N N E L  4 0 0 / P F A K  T O  P E A K  A M P L I T U D E .  
I F ( O R I F T ) 1 0 0 , 1 0 6 , 1 0 0  
C  F I N D  M A X I M U M  A N D  M I N I M U M .  
C  D E T E R M I N E  P E A K  r O  P E A K  A M P L I T U D E  O F  S I G N A L .  
100 T1=DYD400(1)  
l6l 
T2=T1 
DO 104 1=1,400 
IF  (T1-DYD400(  I ) I  102,102,101 
101 T1=DY0400(11 
IMIN=I  
102 IF  (T2-0YD400TI) )103,103,104 
103 T?=OY0400(  I  I  
IMAX=I  
104 CONTINUE 
C 0PC=0RIFT PER CHANNEL 
DPC=DRIFT»(DY0400( IMAXI-0YD400I IMIN) I /399.0 
DRIFT=0.0 
00 105 1=1,400 
OY0400( IL  = 0Y0400(  I  )-DRIFT 
105 DRIFT=ORIFT+OPC 
106 CONTINUE 
C SMOOTHING PART 
DO 1  1=1,400 
C INVERTING SEGMENT 
1  DY0400( IL=1.0/DYD400( I  )  
C INITIALIZING SEGMENT 
00 2 1=2,19 
J=I -1  
2 YNP(I  )  =  UYD400{J I  
C SMOOTHING LOOP 
DO 4  1=1,302 
J= i + ia 
DO 3 K=L, IR 
KAA=KH 
3 YNP(K)=YNP(KAA) 
YNP( 19)  = 0YD400(J)  
YSUM=269.0*YNP(LU)+264.0*1YNP(9)+YNP(11) I+249.0*(YNPI  3)+YNP( 1?) ) •  
1224.*TYNP( 71+YNPI13))  +189.0»!  YNP(6)+YNP(14) I  +  144.3• (YNP(5)+YNP115)  
2)+89.0»IYNP( 4)+YNP(16))+24.0»<YNP(3L + YNP(17)) -51.3*(YNP(2)+YNP(19)  
3) -136.0*<YNP(N+YMPL19))  
N= I  +9 
DYD400(N)=2261.C/YSUM 
4 CONTINUE 
ON 5 1=1,9 ,  
N=I+391 
OY0400TI  1=1.0/NYN400I I  I  
5 0YD400(N)=1.0/OYD400(N)  
C INTEGRATION PART 
C LOCATE BASEL INF 
SUM=0.0 
PSUM=0.0 
N=ICHL+I  
DO 6  J=N,  ICH2 
6 PSUM=PSUM + DY0400(  J )  
BASE=F>SUM/(  ICH2- ICH1)  
YL)400(  1)  =  0 .0  
DO 7 J=2,400 
DYD400(J)=DYD400(JL-BASE 
SUM=SUM + DY0400(J I  
7 YD400(J)=SUM 
DY0400(1)  = 0YD400(? )  
C SCAL ING PART (X-AXIS)  
DO A 1=1,400 
8 XD400( IL=AVEH+((XQ400(  11-XCAOD)/DFLCH)»DELH 
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I F t D E L H ) 9 ,  1 2 ,  1 2  
9  D O  1 0  ( = 1 , 4 0 0  
J = 4 0 1 - I  
C A S H I J )  =  Y D 4 0 0 (  1 1  
1 0  C A C H E ( J )  =  X D 4 0 0 ( I  I  
D O  1 1  1 = 1 , 4 0 0  
Y D 4 0 0 (  I  ) = C A S H (  I  I  
1 1  X n 4 0 0 ( I ) = C A C H E <  I  I  
1 2  C O N T I N U E  
C  S C A L E  Y  A X I S  
I F  ( Y D 4 0 0 ( 2 0 0 | - Y D 4 0 0 ( 1 ) ) 1 3 , 1 5 , 1 5  
1 3  0 0  1 4  1 = 1 , 4 0 0  
1 4  Y 0 4 0 0 1  I ) = - Y 0 4 0 0 (  I  I  
C  S E A R C H  F O R  M A X I M U M  V A L U E  O F  Y D 4 0 0 .  
1 5  T T = Y D 4 0 0 ( 1 I  
D O  I  7 J = 2 , 4 0 0  
I F  ( Y D 4 0 0 ( J ) - T T ) 1 7 , 1 6 , 1 6  
1 6  T T = Y D 4 0 0 ( J )  
J M A X = J  
1 7  C O N T I N U E  
V M A X = Y 0 4 0 0 t J M A X I  
S U M = 0 . 0  
D O  1 8  J = l , 4 0 0  
S U M = S U M + Y D 4 0 0 ( J  I  
1 8  Y 0 4 0 0 I J l = Y D 4 0 0 ( J I / Y M A X  
C  S M O O T H E D , I N T E G R A T E D , S C A L E D  A B S O R P T I O N  C U R V E  I S  N O W  S T O R E D  I N  X D 4 0 0 , Y D 4 0 0  
O U  1 8 0  J = 2 , 3 9 9  
1 8 0  D Y D 4 0 0  t J  )  =  (  Y D 4 0 0 (  J  +  1  I - Y 0 4 0 0 1  J - l  )  )  /  (  X D 4 0 0 (  J + 1  ) - X D 4 0 0  (  J - 1  I  I  
O Y D 4 0 0 t 1 ) = D Y D 4 0 0 ( 2 )  
O Y 0 4 0 0 t 4 0 0 l  =  D Y D 4 0 0 ( 3 9 9  I  
C  P I C K  O U T  E V E R Y  F I F T H  T E R M  A N D  C O N D E N S E  T H I S  A R R A Y  I F  N E C E S S A R Y .  
J =  I  
D O  1 9  1 = 1 , 3 9 6 , 5  
X D A T A ( J ) = X 0 4 0 0 (  I  I  
Y D A T A ( J ) = Y D 4 0 0 (  I  I  
D Y D A T A I J )  =  D Y D 4 0 0 (  I  I  
1 9  J = J + 1  
W R I T E  ( 3 , 3 0 0 0 ) ( X D A T A ( J ) , Y D A T A J J I , D Y D A T A ( J  I , J = 1 , 8 0 1  
C  C H A N G E  3 0 0 0  F O R M A T  
3 0 0 0  F O R M A T  ( 1 H 0 , 2 0 X , 1 5 H  D A T A  P R  I N T O U T / / T 5 , ' X D A T A ' T 2 0 , • Y D A T A ' T 3 5  ,  
I ' D Y D A T A ' T 6 5 . • X D A T A • T 8 0 , ' Y D A T A • T 9 5 , • D Y D A T A • / / ( I P E 1 5 . 6 , E 1 5 . 6 , E 1 5 . 6 ,  
2 1 5 X ,  E 1 5 . 6 , E 1 5 . 6 , E  1 5 . 6 )  I  
C  
J  =  l  
L = 1  
K=1 
2 0  I I = N D C ( L ) - 1  
2 1  C ( K ) = X n A T A ( J )  
I F I  1  1  ) 2 4 ,  2 4 ,  2 2  
2 2  D O  2 3  1 =  1 ,  1 1  
J  =  J - H  
2 3  X 0 A T A { J ) = 0 . 0  
2 4  J = J + 1  
K = K  +  1  
I F t J - J J ( L ) ) 2 l , 2 5 , 2 5  
2 5  L = L + 1  
I F t J -a0 )20 , ? 7 , 2 6  
2 6  K = K - 1  
G O  T O  2 8  
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2 7  C ( K I = X D A T A ( J I  
2 8  J E N D = K  
C  C O N D E N S E D  A R R A Y  I S  N O W  S T O R E D  I N  C .  
C  
C  C A L C U L A T E  S C A L E  F A C T O R  F O R  D E R I V A T I V E .  
I F { S C A L E ) 2 9 , 3 5 , 3 0  
2 9  S C A L E = - S C A L E  
G O  T O  3 5  
C  F I N E  M I N  A N D  M A X  O F  D Y 0 4 0 0 .  
3 0  T l » O Y 0 4 0 0 ( I I  
T 2 - T 1  
D O  3 4  1 = 1 , 4 0 0  
I F ( T 1 - 0 Y D 4 0 0 (  I  I  1 3 2 , 3 2 , 3 1  
3 1  T l = D Y D 4 0 0 (  1 1  
T M I N = T 1  
3 2  I F ( T 2 - D Y 0 4 0 0 ( I  I  I  3 3 ,  3 3 , 3 4  
3 3  T 2 = D Y 0 4 0 0 I I  I  
T M A X = T 2  
3 4  C O N T I N U E  
C  
S C A L E = 1 . 0 / t T M A X - T M l N I  
3 5  R E T U R N  
E N D  
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c S U B R O U T I N E  F C N  
C  T H I S  V E R S I O N  3 F  F C N  W A S  U S E D  I N  T H E  A N A L Y S I S  O F  T H E  V - C  D A T A .  
C  T H I S  S U B R O U T I N E  C A L C U L A T E S  F F  ( T H E  S U M  O F  T H E  S Q U A R E S  O F  T H E  
C  D E V I A T I O N S )  A N D  T H E  G R A D I E N T  V E C T O R  A C C O R D I N G  T O  T H E  F O R M U L A E  
C  L I S T E D  I N  A P P E N D I X  8 .  I T  A L S O  C A L L S  T H E  P L O T T I N G  R O U T I N E S  A N D  
C  C A L C U L A T E S  T H E  A V E R A G E  F I E L D  A N D  S E C O N D  M O M E N T  F O R  T H E  C E N T R A L  
C  T R A N S I T I O N .  T H I S  S U B R O U T I N E  C A L L S  F U N C T I O N  G S O .  
C  
C  S U B R O U T I N E  F C N  A U G U S T  1 6 , 1 9 6 6  V E R S I O N  
S U B R O U T I N E  F C N t N X , G , F F , X )  
D I M E N S I O N  H ( l 2 , 1 2 ) , X D ( 1 2 ) , G D ( 1 2 l , S t l 2 ) , X P ( 1 2 ) , G P ( 1 2 ) , T t l 2 ) , G R ( 1 2 ) ,  
1 X 0 4 0 0 ( 4 0 0 ) , Y 0 4 0 0 ( 4 0 0 ) , D Y D 4 0 0 ( 4 0 0 ) , X 3 A T A ( H 0 ) , Y D A T A { 8 0 ) , D Y D A T A ( B O ) ,  
2 Y ( 8 0 ) , D Y I f l O ) , O Y S O ( S O ) , Y S A V E ( 8 0 ) , D Y S A V E ( 8 0 ) , G  S A T  1 8 0 ) , G S A T H ( 8 0 ) ,  
3 C ( 8 0 ) . D Y D Z ( 8 0 , 1 0 ) , D D Y D Z ( 8 0 , 1 0 ) , G S H 0 ( 8 0 ) f G S S O ( 8 0 ) , G S H H O ( S O ) ,  
4 G S H S O i a O ) , N U M l P C O O ) , N S < 5  » , J J ( 1 0 ) , N D C < 1 0 1 , Z ( 5  » , I Z { 5 ) , Z H ( 5 ) . W ( 9 ) ,  
5 I W ( 9 I , W H ( 9 ) , F ( 4 0 ) , D Z (  1 0 ) , D D Z ( 1 0 ) , 0 W ( 1 0 ) , E M ( 5 ) , X L A B ( 5 ) , Y L A B ( 5 ) ,  
6 G L A B 1 ( 5 ) , G L A R 2 { 5 ) , P R ( 5 , 4 0 ) , X ( 1 2 ) , 3 ( 1 2 )  
C O M M O N  H , X O , G D , S , X P . G P , T , G B , Y , O Y , D Y D Z , D D Y O Z , Z , Z H , W , H H , D Z , O D Z , D W ,  
1 F , G S , G S P , G T P , G S S , G T T , G S B , F 0 , F P , F B , F 0 , E , T 0 , R S , S L , Z A , 0 , A . E L . D E L T A ,  
2 R S U M , X D 4 0 0 , Y 0 4 0 0 , D Y D 4 0 0 , X D A T A , Y D A T A , D Y D A T A , C , P , R , P L I M , S C A L E , N U M ,  
3 N S , J J t N D C ,  I Z , I W , M O , N X D , L D , L S , H S , I T , K O , N F , N V , I Q R D , I O I t , I E N D , J E N D ,  
4 I R T F , J l . J 2 , K A  
G O  T O  ( 1 , 1 , 1 0 0 , ? 0 0 ) , I R T E  
1  I 0 R D = 4  
D O  2  1 = 1 , 8 0  
2  X O A T A ( I ) = C { I )  
C A L L  0 R 0 E R ( X , G )  
C  G E N E R A T E  P R O B A B I L I T Y  F A C T O R S  
C A L L  S L I T E T  ( 2 , I F 4 C )  
G O  T O  ( 3 , 5 ) , I F A C  
3  D O  4 1=1,5 
K = N S  (  n+1 
ON 4  M=1,K 
L = K - M  
C O M P = W ( 3 )  
4 PB( I ,ML=(F(K) / (F(M)«F(L+1)) ) * (C0MPO«(M-N)• (L .O-CDMP)««L 
5  C 0 N S T = H ( 4 )  
S I G M A = W ( 2 )  
C l ) N S T S  =  W  ( f t )  
S I G M A S = W ( 7 )  
C 0 = 2 * C ( 1 N S T / S  I G M A  
CCS=(4*C0NST/S I G M A * * 2 )  
C S A T = ( 2 * W ( 6 ) l / W ( 7 )  
C S A T S = C S A T / W ( 7 )  
R S U M = 0 . 0  
I H 0 = I D I S * 1  
I  S =  I  H O  f  1  
C O N  S r G = I . 7 7 2 4  5 4 * S I G M A  
C  S E T  U P  S E C O N D  n » n E R  F U N C T I O N  G S O  
C A L L  S L I T E T  ( l . J S O )  
G O  T O  ( 6 , 7 ) , J S 0  
f >  1 S 0 = 1  
A C H U  =  W ( 1 ) • Z (  1 )  
A A = G S a ( I S n . A C H n . A C H D )  
C  Z E R O  A R R A Y S  
7  D O  n  1 = 1 , R O  
Y ( I ) = 0 . 0  
D Y ( I ) = 0 . 0  
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D Y S O ( 1 1 = 0 . 0  
D O  8  J = l ,  1 0  
D Y O Z r I , J  »  =  0 . 0  
8  O O Y D Z d ,  J )  =  0 . 0  
C  D E C O M P O S E  N U M t n  »  
D O  2 7  n = l ,  l E N D  
I J K L N = N U M ( m  
I = I J K L N / 1 0 » » 7  
J K L N = I J K L M - I » 1 0 * » 7  
J = J K L N / 1 0 * * 6  
K L N = J K L N - J » 1 0 * * 6  
K = K L N / 1 0 * « 4  
L N = K L N - K * 1 0 * * 4  
L = L N / 1 0 « » ?  
N = L N - L * 1 0 * $ 2  
P R O B = P B { I , [ ) « P B ( 2 . J ) » P B ( 3 , K ) * P B t 4 , L l * P B t 5 , N )  
E M ( 1 ) = I - 1  
E M ( 2 l = J - l  
E M ( 3 ) = K - l  
E M ( 4 ) = L - l  
E M t 5 ) = N - l  
S E M Z = 0 . 0  
D O  9  N N =  1 ,  l O I t  
9  S E M Z = S E M Z + E M ( N N ) » Z ( N N )  
1S0=1 
0 0  2 6  N N = l , J E N D  
I F t  E M { n 1 1 0 , 1 0 ,  1 5  
1 0  A R G = ( X f ) A T A ( N N ) - W (  1  l - S E M Z  ) / S I G M A  
A B A R G = A B S ( A R G )  
I F ( A B A R G - I O . O ) 1 1 , 1 2 , 1 2  
1 1  G A U S S = E X P ( - A R G « * 2 ) /CnNSTG 
G O  T O  1 3  
1 2  G A U S S = 0 . 0  
1 3  G A R G = G A U S S » A R G  
P A R T = P R 3 B * G A R 6  
P A R T H = P R O B * G A U S S * (  0 . ' ) - A R G * * 2 l  
C  C O N S T R U C T  L I N E  S H A P E  
Y ( N N  l  =  Y ( N N ) + P K O R » G A U S S  
D D  1 4  N N N = l ,  I D I $  
1 4  D Y D Z ( N N . N N N  > = O Y D Z { N N , N N N t  +  P A R T » E M ( N N N I  
D Y D Z ( N N ,  I H r))=nYOZ( N N ,  I H O )  +  P A R T  
D Y D Z t N N , I S I = D Y O Z ( N N , [ S I - P A R T H  
C  
G O  T O  2 0  
C  A D D  S E C O N D  O R D E R  Q U A D R U P Q L E  I N T E R A C T I O N  
1 5  A C H = X n A T A ( N N )  
A C H O = W ( 1 l + S E M Z  
I F ( I S 0 - 2 ) 1 6 , 1 7 , 1 8  
1 6  I S 0 = 2  
G O  T O  1 8  
1 7  1 3 0 = 3  
1 8  Y ( N N I  =  Y ( N N ) + P R O B * G S O I  I  S O , A C M , A C H O )  
G S O H = G S a ( 4 , A C H , A C H n i * P R 0 R  
D O  1 9  N N N = 1 ,  I D  I t  
N S O = N N N + I S  
1 9  O Y D Z ( N N , N S n ) = l ) Y l ) Z I N N , N S O ) - E M t N N N ) * G S O M  
N 5 0 H 0 = N S 0 + 1  
O Y D Z ( N N , N S O H U ) = l ) Y D Z t  N N , N S O H O ) - G S O H  
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C  B R I N G  I N  C A L C U L A T I O N  O F  D E R I V A T I V E  I F  S C A L E  I S  N O N - Z E R O .  
C  
2 0  I F ( $ C A L E ) 2 6 , 2 6 , 2 1  
2 1  I F ( F M (  I I  1 2 2 ,  ? 2 , 2 4  
2 2  D Y ( N N ) = O Y [ N N ) + P R O B « G A R G  
0 0  2 3  N N N = l , I D I t  
2 3  D O Y D Z t N N , N N N ) = D D Y D Z ( N N , N N N ) * E M ( N N N ) * P A R T H  
D O Y D Z I N N ,  I H O  I  =  D D Y O Z  (  N N ,  I  H O  )  < - P A R T H  
D D Y D Z I N ' J ,  I S )  =  D D Y D Z ( N N ,  I  S ) + P A R T + A R G » P A R T H  
G O  T O  2 6  
C  S E C O N D  O R D E R  O U A D R U P O L E  I N T E R A C T I O N  O F  D E R I V A T I V E .  
2 4  D Y S O ( N N I = O Y S O < N ^ I + G S O H  
G S 0 D H = G S 0 ( 5 , A C H , A C H O ) » P R O B  
0 0  2 5  N N N = 1 , I D I $  
N S O = N N N + I S  
2 5  O O Y O Z ( N N , N S O l = O O Y O Z ( N N , N S O ) - E M < N N N ) * G S O D H  
D O Y O Z < N N , N S 3 H O ) = O D Y D 2 ( N N , N S O H D ) - G S O D H  
C  
2 6  C O N T I N U E  
R S U M = R S U M + P R n B  
I F ( R S U M - P L I M 1 2 7 , 2 8 , 2 8  
2 7  C O N T I N U E  
2 8  C O N T I N U E  
C  C A L C U L A T E  Y  A N D  D Y  
0 0  2 9  N N = l , j e N O  
Y ( N N I = C O N S T * Y t N N )  
2 9  D Y ( N N l = - C O » O Y ( N N I * C O N S T $ D Y S O I N N I  
C  I N T E R P O L A T E  R E S U L T S  O F  A B O V E  C A L C U L A T I O N  
K A = N S n H O  
. C A L L  R E O R O  
C  S A V E  Y  A N D  O Y  
D O  3 0  N N = 1 , 8 0  
Y S A V E ( N \ ) = Y ( N N )  
3 0  O Y S A V F ( N N I = O Y ( N N )  
J = I  
D O  3 1  1 = 1 , 3 9 6 , 5  
X D A T A ( J )  =  X D 4 0 0 ( I  I  
31 J=J+1 
C  
C  D E F I N E  S A T E L L I T E  D I S T R I B U T I O N  
D O  4 2  1 = 1 , 8 0  
A R G l =  ( X D A T A I  I  l - W (  1  I  l / S I G M A S  
A B A R G l = A B S ( A R G n  
I F C A B A R G 1 - 1 0 . 0 ) 3 2 , 3 3 , 3 3  
3 2  G A U S S 1 = E X P ( - A R G 1 » « 2 )  
GO TO 34 
3 3  G A U S S l = ù . O  
3 4  A R G 2 = A R G l / 2 . 0  
A B A R G 2 = A B S ( A R G 2 )  
I F I A B A R G 2 - 1 0 . 0 ) 3 5 , 3 6 , 3 6  
3 5  G A U S S 2 = E X P | - A R G 2 » « 2 )  
G O  T O  3 7  
3 6  G A U S S 2 = 0 . 0  
3 7  r t R G 3 = A R G l / 3 . 0  
A B A K G 3 = A B S ( A R G 3 )  
I F ( A B A R G 3 - 1 0 . 0 ) 3 8 , 3 9 , 3 9  
3 8  G A U S S 3 = E X P ( - A R G 3 » < ' 2 )  
G O  T O  4 0  
3 9  G A U S S 3 = 0 . 0  
16? 
4 0  G 4 R G l = G A U S S l * A R G l  
G A R G 2 = G A U S S 2 * A R C 2  
G A R G 3 = G A U S S 3 » A R G 3  
G A R G 1 2 = G A R G l * A R G l  
G A R G 2 2 = G A R G 2 » A R G 2  
G A R G 3 2 = G A R G 3 » A R G 3  
G S A T ( I » = W ( 6 ) » ( 1 5 * G A U S S 1 + 6 * G A U S S 2 + 2 . 3 3 3 3  3 * G A U S 5 3 I  
G S A T H ( I l = - C S A T * ( I 5 » G A R G 1 + 3 . 0 » G A R G 2 + 0 . T 7 7 7 7 8 » G A R G 3 I  
G S H O I I ) = - G S A T H (  I  I  
G S S Q ( I  l  =  C S A T * ( 1 5 * G A R G 1 2 + 6 . 0 * G A R G 2 2  +  2 . 3  3 3 3 3 * G A R G 3 2 I  
I F { S C A L E I 4 2 , 4 2 , 4 1  
4 1  G S H H O t I ) = C S A T S » ( 1 5 » ( G A U S S l - 2 # G A R G 1 2 l + l . 5 * ( G A U S S 2 - 2 * G A R G 2 2 l +  
1 0 . 2 5 9 2 5 9 * ( G A U S S 3 - 2 * G A R G 3 2 ) I  
G S H S O (  I  l  =  2 # C S A T S * (  1 5  • A R G 1 » (  G A U S S  1 - G A R G 1 2  ) + 3 »  A R G 2 » (  G A U S S 2 - G A R G ? 2  )  
1 0 . 7 7 7 7 7 8 » A R G 3 * ( G 4 U S S 3 - G A R 3  3 2 I I  
4 2  C O N T I N U E  
S 0 I F F = 0  . 0  
S D D I  F F = 0  . 0  
S H D I F F = 0 . 0  
F F = 0 . 0  
F F 0 = 0 . 0  
F G = 0 . 0  
F C n = 0 . 0  
F G S = 0 . 0  
F G S D = 0 . 0  
D O  4 5 0  N = l , a O  
Y ( N I = Y ( N ) + G S A T ( N I  
O I F F  =  Y ( N | - Y D A T A ( N ) - W ( 5 | - W ( S I * ! X D A T A ( N ) - X D A T A ( I  I  I  
S D I F F = S O I F F + D I F F  
S H D I F F = ( X O A T A I N ) - X O A T A t 1 ) ) * 0 [ F F  
F F = F F + O I F F * n I F F  
F G = F G + D I F F » Y S A V E ( N I  
F G S = F G S « - D I F F » G S A T ( N )  
G S H O ( N I = G S H O ( N I # U I F F  
G S S n t N ) = G S S O ( N I * O I F F  
0 0  4 3  N N = 1 , N S 0 H 0  
4 3  D Y D 2 ( N , N N ) = D Y D Z ( N , N N ) « D I F F  
I F ( S C A L F ) 4 b 0 , 4 5 0 , 4 4  
4 4  D Y ( N )  =  D Y 1 N ) 4 - G S A T H ( N )  
D O I F F = O Y ( N ) - O Y D A T A ( N ) - W ( 8 )  
S D D I F F = S D D I F F + D D 1 F F  
F F n = F F O + O n i F F * O O I F F  
F G D = F G D + D D I F F * D Y S A V E ( N )  
F G S O = F G S D « - O D I F F * G S A T H (  N I  
G S h H O ( N I = G S H H n ( N l » D D  I F F  
G S H S O ( N ) = G S H S O < N ) ' » D D I F F  
0 0  4 5  N N = 1 , N S 0 H 0  
4 5  O O Y I ) Z ( N , N N  I ^ D O Y O Z  I  N , N N I * D O  I F F  
4 5 0  C O N T I N U E  
4 6  0 0  4 7  I = l , N S n H O  
0 Z ( 1 1 = 0 . 0  
D W ( 1 1 = 0 . 0  
D O Z ( I  1  =  0 . 0  
0 0  4 7  J = l , 3 0  
D Z ( I  l  =  O Z ( I l + O Y D Z t J , I  I  
4 7  D D Z (  I  ) = O D Z <  n + O D Y n Z (  J ,  I  I  
0 0  4 8  1 = 1 ,  / D i t  
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N S O =  H - I S  
4 8  D Z d l = C D * D Z I : l + C O N S T * D Z ( N S O I  
D W (  1 ) = C D * D Z (  I H C l ) + C n N S T » D Z ( N S O H O )  
I F ( S C A L E I 5 1 , 5 1 , 4 9  
4 9  D O  5 0  1 =  I ,  1 0 1 $  
N S O =  I  +I S  
5 0  O Z I I ) = D Z ( I l + S C A L E * ( C C S * O O Z ( I ) + C O N S T » O O Z ( N S O ) I  
D W I  l ) = O W ( l l + S C A L E * ( C C S * O n Z (  l H n H - C O N S T * D D Z ( t g S O H O )  »  
C  A D D  D E R I V A T I V E  O F  G S A T  W .  R .  T .  H O ,  
51 DO 52 [=1,80 
n W ( 7  )  =  0 H ( 7 )  +  G S S 0 ( I  l  +  S C A L E » G S H S O ( 1 1  
5 2  0 W (  n =  O W (  I ) 4 - G S H 0 (  I  ) * S C A L E * G S H H O ( I )  
D W ( 2 )  =  C D » D Z (  I S )  
D W ( 4 ) = F G / C Q N S T + S C a L E * F G D / C 0 N S T  
D H ( 5 ) = - S D 1 F F  
D H ( 6 ) = F G S / C n N S T S  
D W ( 8 ) = - ( S H O I F F + S C A L E ^ S D D I F F )  
C  N O W  M U L T I P L Y  F A C H  B Y  T H E  " F O R G O T T E N "  F A C T O R  O F  2 .  
o n  5  3  1 = 1 , 1 0  
O Z I I  ) = 2 » D Z (  I  I  
5 3  D W ( I )  =  2 » D W ( I  I  
F F = F F » S C A L  E » F F D  
I 0 R D = 3  
C A L L  0 R 0 E R ( X , G )  
5 4  « E T D R N  
C  
c  
1 0 0  R E A D  { 1 , 1 0 0 0 ) X S I Z E , Y S I Z E  
R E A D  ( 1 , 1 0 0 1 ) X I  A B , V L A B , G L A B l , G L a B 2  
D U  1 0 1  1 = 1 , 8 0  
1 0 1  C ( I )  =  Y ( I  )  
D O  1 0 2  1 = 1 , 4 0 0  
D Y D 4 0 0 (  I  l  =  D Y D 4 0 0 (  I  l  +  W I  8  I  
1 0 2  Y 0 4 0 0 I  I  ) =  Y 0 4 0 0 (  I  1  + W (  5  )  « • » (  8 )  » I  X D 4 0 0 H  ) - X D 4 0 0 «  1 1  )  
C A L L  G R A P H  (  4 0 0 ,  X D 4 0 0 ,  Y D 4 0 0 , 0 ,  2 f  X S I  Z E  ,  Y S I  Z E  ,  0 . 0 , 0 . 0  , 3  . 0  , 3  .  0,  
I X L A B , Y L A f i , G L A B l , G L A B 2 t  
C A L L  G R A P H  I 8 0 , X D A T A , C , 1 3 1 2 8 3 3 6 0 0 , 7 , 0 . 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 1  
I F ( S C A L E ) 1 0 5 , 1 0 5 , 1 0 3  
1 0 3  R E A D  (  1 ,  1 0 0 1 ) X t A B , Y L A H , G L A B 1 , G L A H 2  
D O  1 0 4  1 = 1 , 8 0  
1 0 4  C I  I )  =  0 Y ( I  I  
C A L L  G R A P H  (  4 0 0 ,  X I I 4 0 0 ,  D Y D 4 0 0  ,  0 , 2  ,  X S I  Z E  ,  Y S I  Z E  , 0  . 0  , 0  . 0  , 0 . 0  , 0 . 0  ,  
1 X L A B , Y L A B , G L A B I , G L A B  2 )  
C A L L  G R A P H  (  n o , X O A  T A  , C  ,  I  3 1 2 8 3 3 6 0 0 ,  7 , 0 .  0 , 0 , 0  , 0 , 0 , 0 , 0  , 3  , 0  , 0  )  
C  C A L C U L A T E  A V E R A G E  F I E L D  A N D  S E C O N D  M O M E N T  O F  C E N T R A L  L I N E .  
1 0 5  S U M = 0 . 0  
S U M S A T = n . 0  
S U M H = 0 . 0  
S U M H 2 = 0 . 0  
0 0  l O f ,  I  =  1 , 8 0  
S U M =  S U M + Y S A V E I  I  I  
S U M S A T = S U M S a T + G S A T ( N )  
1 0 6  S U M H = S U M H  +  Y S A V F ( I  I * X O A T A (  I  I  
A V G H = S U M H / S U M  
D O  1 0 7  1 = 1 , 8 0  
1 0 7  S U M H 2 = S U M H 2 f Y S A V F I  I ) * ( X O a T A ( I l - A V G H I * * 2  
S E C M 0 M = S U M H 2 / S U M  
R E T U R N  
1 0 0 0  F O R M A T  I 2 F 5 . 2 )  
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1001 FORMAT (20A4I  
C F INAL OUTPUT 
200 WRITE (3 ,30001AVGH,SEC MOM,SUM,SUMS AT 
W R I T E  ( 3 , 3 0 0 1 ) t I , X 0 A T 4 ( I I , Y D A T A t n , Y ( I l , G S A T ( I I , 1 = 1 , 8 0 )  
RETURN 
3000 FORMAT ( IHO,T20,«FINAL OUTPUT' /19X,15H AVERAGE FIELD=,E14.6/19X,  
I I5H SECOND MOMENT=,E14.6/ I9X,25H AREA UNDER CENTRAL L INE=,E14.6/  
21<)X,28H AREA UNDER SATFLLITF L I  NES =  ,E 14.  6 / / )  
3001 FORMAT TT1,•  I  'T18,•XDATA'T43,•YDATA•T70,•Y•T94, 'GSAT"/ /  
1(  15,  1PE25.6,3E25.6) )  
END 
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D I M E N S I O N  i n ( 2 0 )  
C  F U N C T I O N  G S O l I S O , H , H O I  
C  T H I S  F U N C T I O N  F V A L U A T E S  T H E  D I P O L A R  B R O A D E N E D  S E C O N D  O R D E R  
C  Q U A D R U P 3 L Ê  S H A P E  F U N C T I O N  P ( H - H O I  B Y  A  N U M E R I C A L  I N T E G R A T I O N  U S I N G  
C  T H E  G A U S S '  F I V E  P O I N T  Q U A D R A T U R E  F O R M U L A .  A  G A U S S I A N  B R O A D E N I N G  
C  F U N C T I O N  I S  U S E D  T O  A P P R O X I M A T E  T H E  D I P O L A R  L I N E S H A P E .  
C  _  
C  I S O = l  — S E T S  U P  T H E  F U N C T I O N  A N D "  T H E  F I R S T  A N D  S E C O N D  D E R I V A T I V E S  
C  W I T H  R E S P E C T  T O  H .  
C  I S 0 = 2 — C A L C U L A T E S  T H E  F U N C T I O N  B Y  I N T E R P O L A T I O N  F R O M  T H E  I N I T I A L  
C  V A L U E S  O F  T H E  F U N C T I O N .  
C  I S O = 3 — C A L C U L A T E S  T H E  S E C O N D  D E R I V A T I V E  W I T H  R E S P E C T  T O  H  B Y  
C  I N T E R P O L A T I O N  F R O M  T H E  I N I T I A L  V A L U E S  O F  T H E  F I R S T  D E R I V A T I V E .  
C  I S n = 4 — C A L C U L A T E S  T H E  S E C O N D  D E R I V A T I V E  W I T H  R E S P E C T  T O  H  B Y  
C  I N T E R P O L A T I O N  F R O M  T H E  I N I T I A L  V A L U E S  O F  T H E  S E C O N D  D E R I V A T I V E .  
C  H = P O S I T I O N  A T  W H I C H  T H E  F U N C T I O N  I S  T O  B E  E V A L U A T E D .  
C  H O = P O S I T I U N  O F  T H E  K N I G H T  S H I F T E D  " C E N T E R " O F  T H E  R E S O N A N C E  
C  P A T T E R N .  
C  
F U N C T I O N  G S n i I S D . A C H . A C H O )  
D I  M E N S  I O N  X t  1 0 0 ) , Y t l O O I . U A l S ) , W A ( 5 I  , Y N E W ( 5 )  , E X D C l ( 1 0 ) , E X D C 2 ( 1 0 ) ,  
l E N S U B l l t o ) , e N S U R 2 ( 1 0 ) , X N £ W ( 5 ) , X M E W I 5 ) , 0 Y ( 2 1 0 ) , D D Y ( 1 0 0  » , 0 3 Y ( I  0 0 )  
D O U B L E  P R E C I S I O N  X , Y , U A , W A , X S . X H , X L , D E L T A X , X 1 , X L  I  M I T , S U M  1 , S U M 2 ,  
I S U M , X 1 N E W , X 2 N E W , Z ? , X N E W , T H E T A , P X , E P 0 W E R , Y N E W , X I N T , X S I N T , D E L ,  
2 Y N 0 R M , X M E W , D Y , 0 0 Y , 0 3 Y , H , H 0  
C  
H =  A C H  
H O = A C H I )  
G O  T O  (  1 , 2 0 0 , 2 0 1 , 2 0 7 , 2 1 0 ) , I  S O  
1  R E A D  t  1 ,  1 0 0 0  ) S  I G M A , B H ,  X (  1 )  ,  X L I  M I  T , D X  
1 0 0 0  F O R M A T  ( 5 F 1 0 . 6 )  
H I N T  =  H O  
W R I T E  ( 3 , 2 0 0 0 ) I  X  S A V F , B H , S I G M A , 0 X , S U H . H I  N T  
2 0 0 0  F O R M A T  t l H 0 , 9 H  I  X S A  V E = ,  I  3  ,  5 H  B H  =  , E 1 4 . 6 , 8 H  S  I G M A =  ,  E  1 4 . 6  ,  
1 5 H  D X = , E 1 4 . 6 , 6 H  S U M = , E 1 4 . 6 , 7 H  H I N T = , E 1 4 . 6 )  
E X D C U  1 )  =  1 6  
E X D C U  2 )  =  1 5  
E X 0 C U 3 )  =  1  
E X 0 C 2 ( l ) = 2 5  
eX0C2 ( 2 ) = 2 4  
E X 0 C 2 ( 3 1 = 3  
E X 0 C 2 ( 4 ) = 2  
E X 0 C 2 ( 5 ) = 1  
E N S U B K  1  )  =  7  
E N S U B 1 ( 2 ) = 3  
E N S U B l ( 3 ) = I  
E N S U B 2 I 1 ) = 7  
E N S U f l 2 ( 2 ) = 3  
E N S U B 2 ( 3  ) = I  
E N S U B 2 ( 4  )  =  3  
E N S U B 2 ( 5 ) = 7  
U A ( 1 ) = 0 . 0  
U A ( 2 ) = 0 . 2 6 9 2 3 4 6 f i  
U A ( 3 ) = - U A (  2 )  
U A ( 4 ) = 0 . 4 5  3 0  8 9 9 ?  
U A ( 5 ) = - U A ( 4 )  
W A (  1 1 = 0 . 2 8 4 4 4 4 4 4  
W A ( 2 ) = 0 . 2 3 9 3 1 4 3 4  
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W A I 3 1 = 0 . 1 1 8 4 6 3 4 4  
X S = H O  
X H = H O - B H / H O  
X L = H O + l 1 6 . 0 / 9 . 0 I * B H / H 0  
W R I T E  ( 3 , 2 0 0 S I X S , X H , X L  
? 0 0 5  F O R M A T  ( 1 H 0 , 5 H  X S = , E 1 4 . 6 , 5 H  X H = , E 1 4 . 6 , 5 H  X L = . E 1 4 . 5 I  
D E L T A X = B H / ( 9 . 0 « H 0 I  
E N 1 = I 6  
E N 2 = 2 5  
I X = I  
C  C A L C U L A T E  S U M !  ( U S I N G  P O S I T I V E  S I G N  I N  C A L C U L A T I O N  O F  M U l  
2  X 1 = X S  
C  X L I M I T = X L  
I R O U T E = ?  
E N D E X =  I . O  
GO TO 4  
C  C A L C U L A T E  S U M 2  ( U S I N G  N E G A T I V E  S I G N  I N  C A L C U L A T I O N  O F  M U )  
3  X 1 = X H  
C  X L I M I T = X L  
I R 0 U T E = 1  
E N r ) E X = I , 0  
G O  T O  (5 ,4) , I R O U T E  
4  S U M I = 0 . 0  
S U M 2 - 0 . 0  
E N O E X = I . O  
5  S U M = 0 . 0  
X I N E W = X l  
X2NEW=XI+DEL TAX 
C  B R I N G  I N  S U B R O U T I N E  F O R  U S I N G  S U R D I V I O E D  I N T E R V A L S  
C  F I N D  P R O P E R  E X D C - G O  T O  S U B R O U T I N E  
A  L = I  
G O  T O  ( 1 0 , 7 ) , I R O U T E  
7  I F I E N O E X - E X D C K L  I  1 8 , 9 , 9  
a  L = L + l  
G O  T O  7  
9  I F (  E N S U B K L  ) - l . C )  1 3 ,  1 3 ,  1 0 0  
1 0  I F ( E N ( ) E X - E X D C 2 ( L  )  )  1 1 ,  1 ? ,  1 2  
1 1  L = L + 1  
G J  T O  1 0  
1 2  I F ( E N S U B 2 ( L ) - I - 0 1 1 3 ,  1 3 , 1 0 0  
C  
1 3  Z 2 = ( X l N E W + X 2 N E W ) / 2 . 0  
0 0  2 0  K = l , ' 5  
X N E W ( K )  =  D E L  T A X « U A ( K  I + Z  2  
X M E W  ( K  )  =  (  X N E W (  K  ) - M U  ) » H O / B H  
G O  T O  ( 1 5 , 1 4 1 , I R O U T E  
1 4  T H F T A = 5 . 0 « - D S 0 R T (  2  5 - 9 . 0 * (  1  +  X M E W I K I  I  I  
G O  T O  1 6  
1 5  T H E r A = 5 . 0 - D S 0 R T ( 2 5 - 9 . 0 * ( 1 + X M E W ( K ) ) )  
16 THETA=DSORT(THETA I /3 .0  
1 7  P X = ( H 0 / I 8 * H H I l / ( T M E T A * ( 9 * T H E T A * * 2 - 5 ) I  
P X = D A B S ( P X )  
E P O W E R : ( ( X ( I X ) - X N E W ( K ) ) / S I G M A  I * * 2  
I F ( E P 0 w E R - 5 0 . 0 ) 1 8 , 1 9 , 1 9  
1 9  e = 0 E X P ( - E P n w E R )  
YNFW(KI=PX#E 
G O  T O  2 0  
19 YNEW(K)=0.0 
2 0  C O N T I N U E  
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X I N T = O E L T A X * ( W A ( l l * Y N E W I  1 ) + W A ( 2 ) * ( Y N E H ( 2  I • Y N E W ( 3 ) l * W A ( 3 l * ( Y N E W ( 4 I  +  
1 Y N E W ( 5 ) I  I  
C  G O  B A C K  T O  S U B R O U T I N E  
G O  T O  ( 2 2 , 2 1 ) , R O U T E  
2 1  l F t E N S U B l ( L ) - 1 . 0 ) 2 3 , 2 3 , l l 0  
2 2  I F { E N S U B 2 ( L ) - l . 0 ) 2 3 , 2 3 , 1 1 0  
2 3  S U M = S U M + X I N T  
G O  T O  1 2 5 , 2 4 ) , I  R O U T E  
24 IF (ENDEX-ENn26 ,27,27 
2 5  I F ( E N D E X - E N 2 ) 2 6 , 2 7 , 2 7  
2 6  E N D E X = E N D E X + 1 . 0  
X l N E W = X 2 N e W  
X 2 N E W = X 2 N E W + 0 E L T A X  
G O  T O  6  
2 7  G O  T O  ( 2 9 , 2 8 1 , I R O U T E  
2 f l  S U M 1 = S U M  
G O  T O  3 0  
29  S U M 2 = S U M  
3 0  G O  T U  ( 3 1 , 3 1 , I R Q U T E  
3 1  Y (  I X I = S U M 1 + S I ; M 2  
N E W I X = I X + l  
X ( N E W I X I = X ( I X ) f O X  
I F (  X ( N E W  I X  ) - X L  I M I T  ) 3 2 ,  3 2 ,  3  3  
3 2  I X = I X + 1  
G O  T O  2  
C  S T A R T  O F  S U B R O U T I N E  F O R  U S I N G  S U B D I V I D E D  I N T E R V A L S  
1 0 0  D E L  =  O E L T A X  
E N 0 X S = 1 . 0  
G O  T O  ( 1 0 2 , 1 0 1  I , I R O U T E  
1 0 1 . D E L T A X = D E L T A X / t N S U B l ( L )  
G O  T O  1 0 3  
1 0 2  D E L T A X = D E L T A X / E N S U B 2 ( L )  
1 0 3  X S I N T = 0 . 0  
X 2 N E W = X l N E W f D E L T A X  
G O  T O  1 3  
1 1 0  G O  T O  I  I  1 2 , 1 1 1  I ,  I R O U T E  
1 1 1  I F (  E N D X S - E N S U B U L  )  I  1 1 3 , 1 1 4 , 1 1 4  
1 1 2  I F ( E N D X S - E N S U H 2 ( L I  I  1 1 3 , 1 1 4 , 1 1 4  
1 1 3  X 1 N E W = X 2 N E W  
X 2 N E W = X 2 N E W  +  D F l  T A X  
E N D X S = E N D X S + 1 . 0  
X S I N T = X S I N T t X I M T  
G O  T O  1 3  
114 XINT=XSLNTTXINT 
DEL TAX=I)EL 
GO TO 2  3 
C END OF SUBROUTINE 
3 3  I X S A V E = I X  
C  N O R M A L I Z A T I O N  O F  I N T E G R A T E D  I N T E N S I T Y  T O  U N I T Y .  
C  I N T E G R A T I O N  
S U M = 0 . 0  
0 0  3 4  I X = 1 , I X S A V E  
3 4  S U M = S U M t Y (  I X  I  
Y N r ) K M =  1 . 0 / (  l ) X » S U M  I  
D O  i 5  I X = 1 , I X S A V E  
3 5  Y (  I X )  =  Y V ( O P M « Y (  I X )  
IX= I  XSAVE- 1  
DO 70 1=IX,100 
7 0  Y ( r )  =  n . o  
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0 0  3 6  1 = 2 , 9 9  
3 6  0 Y ( 1  l = ( Y (  1  +  1 1 - Y M - I l  ) / (  2 * 0 X )  
D Y ( I ) = D Y < 2 t  
D Y ( I O O I = O Y ( 9 9 )  
0 0  3  7  1 = 2 , 9 9  
3 7  D I ) Y (  I  l = (  D Y (  1  +  U - 0 Y (  l - l l  ) / (  2 * 0 X 1  
D D Y m  =  0 D Y ( 2 )  
D O Y ( I O O I = D O Y t 9 9 )  
0 0  3 7 0  1 = 2 , 9 9  
3 7 0  D 3 Y ( 1 ) = ( D O Y ( l + l t - O O Y I 1 - 1 1 1 / ( 2 * 0 X 1  
D 3 Y ( 1 ) = 0 3 Y ( ? )  
D 3 Y (  1 0 0 I  =  D 3 Y ( 9 9 )  
C  D E F I N E  X  A X I S .  
o n  3 8  1 = 2 , 1 0 0  
3 8  X (  1  )  =  X (  1 - l l + D X  
C 
W R I T E  ( 3 , ? 0 0 1 I S U M  
2 0 0 1  F O R M A T  ( 1 H 0 , 1 0 H  N E W  S U M = , E 1 4 . 6 I  
W R I T E  ( 3 , ? 0 0 2 ) ( Y (  I X I , 1 X = 1 , 1 0 0 )  
2 0 0 2  F n R M A T ( l H 0 , 5 0 X , 9 H  Y T H E O R Y / / ( 5 F 1 4 . 6 ) )  
C 
W R I T E  ( 3 , 2 0 0 4 1 ( 0 Y { t X ) , I X = l , 1 0 0 )  
2 0 0 4  F O R M A T  ( 1 H 0 , 5 0 X , 4 H  D Y / / (  5 E  1 4 .  6 1  )  
W R I T E  ( 3 , 2 0 0 6 I ( U D Y ( 1 X I , 1 X = 1 , 1 0 0 I  
2 0 0 6  F O R M A T  ( I H 0 , 5 0 X , 5 H  0 0  Y / / (  5 E  1 4 .  6 1  I  
W R I T E  1 3 , 2 0 0 3 1 ( X ( I X I , t X = l , 1 0 0 1  
2 0 0 3  F O R M A T  ( 1 H 0 , 5 0 X , 3 H  X / / ( 5 E 1 4 . 6 ) )  
G S O =  1 2 3 . 4 5 6  
R E T U R N  
2 0 0  •  D E L T A = H ( I - H I N T  
H L Q = X ( 1 1  
H H I = X L I M I T  
IL0=1 
2 0 1  H O = H - D E L T A  
I F ( H D - H L O ) 2 0 2 , 2 0 2 , 2 0 3  
2 0 2  G S 0 = 0 . 0  
I N 0 E X = 0  
R E T U R N  
2 0 3  I F ( H D - H H I ) 2 0 4 , 2 C 2 , 2 0 2  
2 0 4  I F  ( H D - X (  I L U  I  1 2 0 6 , 2 0 5 , 2 0 5  
2 0 5  I L O = t L O + l  
G O  T O  2 0 4  
2 0 6  I L 0 = I L 0 - 1  
0 f c L = H D - X ( I L O I  
GSO=Y(ILO)+OEL*DY( I IU)  
I N n E X = l  
R E T U R N  
2 0 7  I F (  I N D E X ) 2 0 R , 2 0 8 , 2 0 9  
2 0 8  G S O = 0 . 0  
R E T U R N  
2 0 9  G S O  =  OY( ILni+ n E L » D r )Y(  I L O )  
R E T U R N  
2 1 0  I F (  I N D E X  ) 2 1 1 , 2 1 1 , 2 1 2  
2 1 1  G S 0 = 0 . 0  
R E T U R N  
2 1 2  G S 0 = 0 0 Y ( I L 0 ) < - D E L * 0 3 Y (  I L O )  
R E T U R N  
E N O  
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C  S U R R O U T I N E  O R D E R  
C  T H t  P U R P O S E  o r  T H I S  S U R R O I J T I N F  I S  O U T L I N E D  I N  T H E  T E X T .  T H F  
c  P A R A M E T F R S  Û R E  D E F I N E D  I N  V M M I N - M A I N ,  
C  
S U n « n u T I N E  : ) R D E ^ ( X » G )  
r .  
r t (  u ,  l ? >  , X 0 (  1 2 ) f C 0 r  1 2 )  , 5 1 1 2 »  f X P f l ? )  r C P U ? )  , r j  1 2 )  »  
I x n 4 0 0 ( 4 3 0 ) , Y 0 4 r 0 ( 4 0 0 ) , D Y 0  4 0 0 ( 4 0 0 ) , X T A T A l  0 O J . Y D A T A ( 4 3 ) , I f  D A T  A ( f l O ) t  
J Y t S O ) . n v l R O ) . D Y O Z I 8 0 » 1 0 ) t O D Y D Z ( R O . I D ) , C I  8 0 ) t N U M t ) . N S ( S ) ,  
x j . l  (  1 0 I . M D C (  1 0 )  , 2  I  5 ) ,  5 )  » ? H t  S )  , W (  9 )  , I  W ( 9 )  , W H ( < ? )  . F A C { 4 n )  . 0 7 1  n  ) ,  
4 n ' ) Z (  1 0 )  . D M  I  1 0 )  . X (  1 2 )  » G (  1 2 )  
C ' l M M O N  H , X 0 , G D , S » X P , r , P , T , G B » Y , 0 Y . D Y D Z , D D Y n 2 » Z . Z H , i ^ » W H , n / . . 0 n / , I J » » ,  
l F . \ r . G S , G S P , G T P . G S S » G T T f G S 3 . F , F P , F 9 i F n » F » T l l , « S . S L . Z A , . V t A , E L . - ) E L T A ,  ?RSJM,X0400,YI)400»DYn40CiXnATA,Yr>ATA,OYOATA,CtP»R.PLl>'.Sr.ALE» NJM, 
J J . N O C , I Z » I W , M G , N X , L » L S » M S , I T . K . N F . f J V t l O R D , 1 D Î t # I  E N D , J E N Q ,  
4 N T F ,  J l ,  1 = 1 
J  - 1  
(  r i < n - 2 l  I ,  U 3  
1  R C A O  ( l , 1 0 0 0 ) ( Z { N ) , I 7 ( N ) » \ « l « t n i S )  
R F A n  I u 1 0 0 1 ) ( W ( N t I t W ( N ) f N « L ( 9 )  
I F  ( I 1 R D - ? ) 3 , 2 , 2  
f  » F A T  I  1 »  i n 0 2 1 ( Z H I N  )  , N « l • I D l t )  
« ' • A ?  I I , 1 0 " ) ) I W H I N ) | N » 1 . 9 )  1000 r mF10.6#M)) 
1 0 0 1  F j R M A r  ( 5 ( F 1 1 . 5 , 1 4 1 / 4 1 k 1 1 , 5 , 1 4 ) I  
1 0 0 2  F - J R ^ A r  ( 5 F 1 5 . S )  
1 0 0 3  l - n k ^ A T  ( 9 E 1 5 . 5 / 4 E l 5 , b )  3 IF ii-inis-n<f,i2»i? 4 \y ( iM I )) iiai.b 
s  I F  ( I 3 R D - 3 ) 6 , A , R  
A  X ( J ) = Z ( I )  
r .  ( J  ) s n /  (  I  )  
I P  f I f ) R D - 2 ) i n . 7 , 1 0  
7  H ( J , J ) = Z H I  !  I  01 T(1 If! 
R  Z ( I ) = * ( J )  
0 Z ( I  )  = G(J  I  IP ( nun-4110,10,q 
o  Z 4 (  I  ) = H { J , J  I  
1 0  J  =  J  »  1  
1 1  1 =  I  M  
ry) rn 3 
1  /  J  1  =  . 1  -  I  
J ? r , l  
I  »  1  
n IC(I-10)14,22,?? 
1 4  I F  (  U ; (  I  )  )  2 1  , ? l ,  I S  
1 5  I F  (  I ' ) . < 0 -  i )  1 6 ,  1 ^ ,  l e  
\ f >  X  ( J )  -  H (  1 )  
I  )  
I F  {  J  . w , l ' V ) 2 0 ,  1 7 , 2 0  
1 r H(j, .11 =WH( {) f; 1 Tl) •/() 
1  H  W  I  I  I  =  X  (  J  I  
•)'/(! )^r,ij) 
I f -  (  I  T p n - 4 J 2 0 . 2 0 ,  1 9  
\ n  •  »  I  M  =  H  {  J  ,  J  )  
/ O  J  :  J  *  I  
M  I  -  I  M  
r.M 111 M 
? ?  N X = J - 1  
P  1  I ' 1 R I ) - 1 ) 2 Î , ? 3 , 2 6  
L  R L A t )  H  w A i m x  2 ^ n'i ?4 1 = 1,12 
nn 24 .jsi,i2 
2 4  M l  I  ,  J  )  =  0 . O  
0 0  P S  1 =  U - V X  
« F A H  (  I ,  1 0 0 4  )  t  H i  I . J ) , J = 1 , N X )  
1 ( ^ 4  t . j M M A r  I S F I S . M  
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C  S U B R O U T I N E  R E O R O  
C  T H E  P U R P O S E  O F  T H I S  S U B R O U T I N E  I S  O U T L I N E D  I N  T H E  T E X T .  T H E  
C  P A R A M E T E R S  A R E  D E F I N E D  I N  V M M ! N - M A I N .  
C  
S U B R O U T I N E  R E O R O  
D I M E N S I O N  H ( 1 2 , 1 2 l , X ( 1 2 l , G ( 1 2 1 , 5 1 1 2 1 , X P ( 1 2  I , G P ( 1 2 1 , T I 1 2 1 , G B ( 1 2 1 ,  
1 X D 4 0 0 ( 4 0 0 I , Y D 4 0 0 I 4 0 0 I , D Y 0  4 0 0 ( 4 0 0 I , X 3 A T A ( 8 0 ) , Y D A T A < 8 3 ) . D Y O A T A ( 8 0 ) ,  
2 Y ( 8 0 ) , D Y ( 8 0 ) , 0 Y O Z ( 8 0 , 1 0 1 , O D Y D Z ( 8 0 , 1 0 ) , C I  8 0 ) , N U M < 2 0 0 0 ) , N S ( 5 ) ,  
3 J J { 1 0 ) , N D C t 1 0 ) , Z ( 5 ) , I Z < 5 ) , Z H ( 5 ) , M ( 9 ) , I H < q ) , W H ( 9 ) , F A C ( 4 0 ) , D Z ( 1 0 ) ,  
4 D D Z (  1 0 ) , D W ( 1 0 ) , C D Y O Z 1 8 0 , 1 0 ) , C D O Y O Z ( 8 0 , 1 0 )  , C Y t 8 0 ) , C D Y ( R O ) ,  
5 D L 0 Y D Z ( 1 0 I , D O D Y D Z (  1 0 )  
C O M M O N  H , X , G , S , X P , G P , T , G B , Y , 0 Y , D Y D Z , 0 0 Y D Z , Z , Z H , W , W H , D Z , D D Z , D W ,  
1 F A C , G S , G S P , G T P , G S S , G T T , C S B , F , F P , F B , F O , E , T O , R S , S L , Z A , Q , A , E L , D E L T A ,  
? R S U M , X D 4 0 0 , Y D 4 0 0 , D Y D 4 0 0 , X D A T A , Y D A T A , O Y O A T A , C , P , R , P L I M , S C A L E , N U M ,  
3 N S , J J , N D C , I Z , I W , M O , N X , L D , L S , M S , I T , K , N F , N V , [ O R O , I D I $ , I E N O , J E N D ,  
4 I R T E , J l , J 2 , K A  
G O  T O  ( 1 , 1 8 ) , I R T E  
1  L = l  
J = l  
1 = 1  
?  I N C = N O C ( L )  
E N D C = I N C  
J H I = J J ( L ) - I N C  
J L O = J  
0 0  1 3  J = J L O , J H I , I N C  
C Y C J  ) = Y (  1 )  
D E L Y = ( Y (  I H ) - Y (  I  )  ) / E N D C  
D O  3  K K = l , K A  
C D Y D Z ( J , K K )  =  D Y D Z (  I , K K )  
3  D L D Y D Z ( K K )  =  ( O Y O Z (  I  < •  I , K K  ) - 0 Y O Z  (  I  , K K )  )  / E N D C  
I F ( S C A L E ) 6 , 6 , 4  
4  C O Y ( J ) = D Y ( I )  
D E L O Y = ( D Y (  I  +  U - D Y (  I  )  ) / E N D C  
D O  5  K K = 1 , K A  .  
C O D Y O Z ( J , K K ) = D O Y O Z ( I , K K )  
5  D O O Y D Z ( K K )  =  ( D D Y O Z (  I t  1 , K K ) - D O Y D Z ( [ , K K ) I / E N D C  
6  I F ( N D C ( L  ) - l  )  1 2 ,  1 2 ,  7  
7  J A = J + 1  
J B = J « - I N C - 1  
0 0  1 1  J I = J A , J B  
C Y ( J  n  =  C y (  J I - 1  ) + I ) E L Y  
0 0  8  K K = 1 , K A  
8  C n Y 0 Z ( J  I , < K )  =  C D Y D Z (  J I - 1 , K K ) < - D L D Y D Z ( K K )  
I F ( S C A L E ) l l , l l , q  
9  C D Y (  J  I )  =  C O Y (  J I - 1 ) 4 - D E L 0 Y  
D O  1 0  K K = 1 , K A  
1 0  C D D Y D Z ( J I . K K  J  =  C D D Y D Z ( J I - 1 , K K ) + O O O Y D Z ( K K )  
1 1  C O N T I N U E  
1 2  1 = 1 + 1  
1 3  C O N T I N U E  
L  =  L  +  1  
I F (  I - J E N O )  1 4 ,  1 5 , 1 5  
1 4  J = J + I N C  
G O  T O  2  
1 9  C Y ( 8 0 ) = Y ( I )  
C O Y ( 8 0 ) = D Y ( I )  
D O  1 6  K K = 1 , K A  
C D Y D Z ( B O , K K ) = D Y D Z ( I , K K )  
1 6  C D O Y O Z ( 8 0 , K K ) = D D Y O Z t I , K K )  
D O  1 7  1 = 1 , 8 0  
Y d  )  =  C Y (  t )  
D Y (  I  ) =  C O Y (  I  )  
D O  1 7  K K = l , K A  
D Y O Z ( I , K K ) = C O Y O Z I I , K K )  
1 7  O O Y O Z ( I , K K » = C O O Y O Z {  l , K K )  
1 8  R E T U R N  
E N D  
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C  C O N F I G U R A T I O N  O R D E R  
C  
C  T H I S  P R O G R A M  E V A L U A T E S  T H E  M O S T  P R O B A B L E  R A N D O M  C O N O I F U R A T  I O N S  
C  F O R  I M P U R I T I E S  3 N  U P  T O  5  N E I G H B O R I N G  S H E L L S .  T H E  I T H  C O N F I G -
C  U R A T I O N  I S  D E S I G N A T E D  B Y  A N  E I G H T  D I G I T  I N T E G E R  N U M d l .  T H E  
C  O R D E R E D  S E Q U E N C E  N U M  I S  P U N C H E D  O U T  O N  C A R D S  W H I C H  A R E  U S E D  
C  B Y  V M M  I N .  
C  
C  I D I t = N U M B E R  O F  S H E L L S  
C  C O M P = C O M P O S I T I O N  
C  N S( n = N U M B E R  O F  S I T F S  A V A I L A B L E  O N  T H  I T H  S H E L L .  
C  T H I S  P R O G R A M  C A L L S  S U B R O U T I N E  O R D E R  ( N O T  T O  B E  C O N F U S E D  W I T H  
C  O R D E R  U S E D  R Y  V M M I N )  W H I C H  O R D E R S  A N  A R R A Y  O F  N U M B E R S  A C C O R D I N G  
C  T O  M A G N I T U D E  I N  A  D E C R E A S I N G  S E Q U E N C E .  
C  
D I M E N S I O N  T I T L  F ( 1 9 ) , L I M H K  5 » , F ( 5 0 » , P ( 5 , 3 0 1 , P R 0 R ( 5 ) , N U M ( 5 ) , N S ( 5 1 ,  
I P R O B L ( I 5 0 0 I , N U M 8 R I  1 5 0 0 ) , P P S U M {  1 5 0 0 ) , P S T D R E I I 5 0 0 ) , N S T O R E (  1 5 0 0 ) ,  
? P S U M ( 5 , 3 0 )  
C O M M O N  P R D B L , N U M B R , P P S U M , P S T O P , I  S T O P , I N D E X  
1  R E A D  ( I , 2 ) K X , t T I T L E ( 1 1 , 1 = 1 , 1 9 )  
2  F O R M A T  ( 1 2 , 1 9 A 4 )  
W R I T E  ( 3 , 3 ) ( T I T L E (  I  )  , 1  =  1 , 1 9 )  
3  F O R M A T  ( 1 9 A 4 )  
I F  ( K X ) 4 , 5 , 1  
4  S T O P  8 8  
5  R E A D  ( I ,  1 0 0 0 ) I D I t . C H M P  
1 0 0 0  F O R M A T  ( I 5 , F 1 0 . 2 )  
R E A D  (  1 ,  l O O U  ( N S (  I  ) ,  r = l ,  5 1  - -
1 0 0 1  F O R M A T  I  2 0 1 4 )  
C  G E N E R A T E  F A C T O R I A L S - F ( J » 1 ) = J  F A C T O R I A L  
F ( l ) = l . n  
0 0  b  J = 2 , 3 7  
F J = J - 1  
A  F ( J ) = F ( J - l ) « F J  
C  G E N E R A T E  P R O B A B I L I T Y  F A C T O R S  
C H 1 = 0 . 9 9 5  
O U  1 1  1 = 1 , 5  
P S U M d ,  1 )  =  0 . 0  
K = N S ( 1 ) + l  
on  1 0  M = l , K  
L  =  K - M  
P ( I t M )  =  ( F ( K ) / ( K M ) * F ( L  +  l ) )  )  »  (  C O M P » »  (  M - 1  )  ) * [ 1 . 0 - C 0 M P ) » « L  
P S U M ( I , M  +  1 )  =  P S U M (  I , M )  +  P ( I , M I  
S U M M  =  P S U M (  I , M  +  1  )  
8  I F  ( S U M M - C H I  ) 1 0 , 9 , 9  
9  L  I M H I  (  t  l = M  
G O  T O  1 1  
1 0  C O N T I N U E  
1 1  C O N T I N U E  
I L  I M = L  I M H I  (  n  
J L  I M = L  I M H I  ( 2 )  
K L I M = L I M H I ( 3 )  
L L I M = L I M H I ( 4 1  
M L I M = L I M H I ( 5 )  
G O  T O  ( 1 2 , 1 3 , 1 4 , 1 5 , 1 6 ) , i n i $  
1 2  J L I M = I  
P ( 2 , l ) = 1 . 0  
1 3  K L I M = 1  
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P ( 3 ,  1 1 = 1 . 0  
1 4  L L I M = 1  
P I 4 , 1 1 = 1 . 0  
1 5  M L I M = 1  
P ( 5 , 1 1 = 1 . 0  
1 6  C O N T I N U E  
C  
I N D E X = 0  
D O  1 7  K = 1 , K L I M  
P R 0 B ( 1 I = P ( 3 , K )  
N U M ( 3 I = K » 1 0 * » 4  
0 0  1 7  J = l , J L  I M  
P R O B ( 2 l  =  P R O B t 3 l * P t  2 , J )  
N U M ( 2 t = N U M I 3 I + J * 1 0 * # 6  
0 0  1 7  I = 1 , I L I H  
P R 0 B ( 1 I = P R D B ( 2 ) » P (  I t  I  I  
N U M ( 1 ) = N U M I 2 I + I * 1 0 * * 7  
I N D E X = I N D E X + 1  
P R O B L ( I N D E X ) = P R O B ( 1 1  
1 7  N U H B R ( 1 N D E X ) = N U M (  1 )  
C 
C 
P S T O P = 0 . 9 9 5  
C A L L  O R D E R  
I F t I D I t - 4 1 1 8 , 2 0 , 2 0  
1 8  0 0  1 9  1 =  1 ,  I  S T O P  
1 9  N U M B R ( I ) = N U M B R ( I  1 + 1 0 1  
GO rn  30  
? 0  AP=1 . 0 E - 0 5  
D O  2 1  1 =  1 ,  I S T O P  
P S T O R E I I ) = P R 0 8 L ( I )  
2 1  N S T O R E d  )  =  N U M B R (  I  )
I N 0 E X = 0  
DO 23 L = 1 , L L I M  
D O  2 2  1 = 1 ,  I S T O P  
I N D E X = I M D E X + 1  
P R O B ( 4 1  =  P S T O R E I 1 1 * P I  4 , L I  
N U M I  4 ) = N S T r ) R e (  I  ) + L * I 0 « * 7  
P R O B L ( I N D E X )  =  P R O B t  4 )  
N U M B R I I N O F X ) = N U M (  4 1  
I F ( P R 0 8 ( 4 | - a P I 2 3 , 2 3 , 2 2  
2 2  C O N T I N U E  
2 3  C O N T I N U E  
r .  
PSTQP=0.99 
C A L L  O R D E R  
I F ( I D I t - 5 l 2 4 , 2 6 , 2 6  
2 4  o n  2 5  1 = 1 ,  I S T O P  
2 5  N U M B R I I ) = N U M B R (  I  1 + 1  
G O  T O  3 0  
2 6  AP=1 . 0 E - 0 6  
D O  2 7  1 =  1 ,  I S T O P  
P S T O R E I  I  l  =  P R O B L (  I  I  
2 7  N S T O R E I I )  =  N U M B R < I  I  
I N D E X = 0  
D U  2 9  M =  1 , M L  I M  
no  28  1=  1 ,  I S T O P  
I N D E X :  I N D E X +  I  
P R 0 B ( 5 )  =  P S T n R E (  I  ) » P ( 5 , M 1  
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N U M { 5 ) = N S T 0 R E ( I ) + M  
P R O B L { I N D E X » = P R n B ( 5 )  
N U M B R ( I N D E X ) = N U M ( 5 )  
1 F ( P R 0 B ( 5 ) - A P ) 2 9 , 2 9 , 2 8  
2 8  C O N T I N U E  
2 9  C O N T I N U E  
3 0  1 E N 0 = I S T 0 P  
o n  3 0 8  1 = 1 . 5  
K = N S ( r i + l  0 1 2 9 0  
K A = K - I  0 1 3 0 0  
W R I T E  ( 3 , ? 0 0 0 ) C 0 M P t K A  0 1 3 1 0  
? 0 0 0  F O R M A T  ( 1 H 0 . 1 3 H  C O M P O S I T I O N , F I O . 6 , 1 7 H  N U M B E R  O F  S I T E S = , 1 2 )  
W R I T E  I 3 , 2 0 0 1 ) I P (  I . H ) , P S U M ( I  , M ) , M = 1 , K )  0 1 3 3 0  
2 0 0 1  f o r m a t  t l H 0 , 1 0 X , 2 H  P . 1 0 X , 4 H  S U M / ( 2 F 2 0 . 8 I I  
3 0 8  C O N T I N U E  0 1 3 5 0  
W R I T E  (  3 . 2 0 0 2 ) ( P R O B L t l ) . P P S U M I I  I , N U M B R ( I t , 1  =  1 , l E N O )  0 1 3 6 0  
2 0 0 2  F O R M A T  ( 1 H 0 , 3 ( 8 X , 2 H  P , 1 0 X . 4 H  S U M , 8 X , 7 H  C O N F I G  » / / ( 1 P E 1 6 . 8 , E 1 6 . 8 ,  
I I 8 , E 1 6 - B . E 1 6 . 8 . I 8 . E 1 6 . 8 , E 1 6 . 8 , I 8 I )  
W R I r e  ( 2 , 2 2 2 2 ) ( N U M B R I I  )  . 1  =  1 , l E N O I  
2 2 2 2  F O R M A T  ( / / ( 5  1 1 0 1  I  
G O  T O  I  0 1 3 9 0  
E N D  0 1 4 0 3  
C  
c 
c 
C  S U B R O U T I N E  O R D E R  ( U S E D  B Y  C O N F I  C U R A T ! O N - O R O F R )  
C  T H I S  S U B R O U T I N E  O R D E R S  A N  A R R A Y  O F  N U M B E R S  A C C O R D I N G  T O  M A G N I T U D E  
C  I N  A  D E C R E A S I N G  S E Q U E N C E .  
C  
S U B R H U T I N F  O R D E R  
D I  M E N S  I O N  P R O B L { I  5 0 0 ) , N U M 8 R {  1 5 0 0  I , P P S U M (  1 5 0 0 )  
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