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Abstract
Environmental concerns are increasingly driving the evolution of the energy sector. A high share
of renewable energy sources (RES) into the power system will potentially support the reduction of
CO2 emissions; however, this presents considerable challenges for the power system operators.
Currently, transmission system operators (TSOs) and distribution system operators (DSOs) are
facing substantial change in the power system architecture, moving from centralized architecture,
where electricity is generated from large power plants by conventional synchronous generators,
centrally located and connected to the transmission network into a distributed architecture, where
electricity is generated by distributed energy resources (DER) converter connected to distribution
networks. The transition towards a higher share of DER replacing conventional power plants,
brings to the DSO new responsibilities and also new challenges to TSOs. The TSOs are no longer
able to monitor the total generation because the majority of DERs are connected to the distribution
network. Therefore, new requirements on control and supervision functionality to be integrated
into distribution management systems (DMS) need to be identified. Moreover, the displacement of
conventional generation by inertia-less resources (i.e. converter connected) entails an upsurge in
the requirement for balancing and system stabilization services. The reduction of system inertia is
leading to faster rate of change of frequency (RoCoF), resulting in possible cascade tripping of
embedded renewable generation and also higher frequency deviations (nadirs/zeniths), which can
potentially lead to load shedding and, in the worst case, system collapse.
This thesis deals with the requirements and challenges that TSOs and DSOs are facing due to the
high integration of distributed and inertia-less resources, and it sets out the various solutions.
Some of the new requirements and related functions to be integrated into the DMS platform to
cope with these challenges are summarized. This thesis focuses on the challenges and solutions of
the reduction of system inertia and the potential benefits of specialized control schemes to utilize
fast acting reserves (FAR) to compensate for the lack of inertia. State-of-the-art of control schemes
and technologies that could potentially compensate for reduction in system inertia and assist the
transition toward a RES based power system are presented and analyzed, emphasizing the benefits
and drawbacks of each solution. The two main control schemes that will be analyzed during the
course of the thesis are synthetic inertia control (SIC) (i.e. RoCoF based control) and fast frequency
control (FFC) (i.e. frequency deviation based control).
A trade-off analysis between SIC and FFC in a converter dominated network employing energy
storage systems is presented, using the power system simulation software PowerFactory. This aims
to define the constraints and abilities of the two controllers to improve the frequency performance,
in general, and limiting the RoCoF, in particular. Moreover, the potential benefits and drawbacks
of providing such services from electric vehicles (EVs) are investigated and analyzed.
Experimental activities were conducted to validate the technical feasibility of series produced EVs
to provide these frequency services, namely, SIC and FFC. Emphasis was placed on assessing the
two controllers’ ability to mitigate the RoCoF and improve the frequency performance, including
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assessing several EVs’ parameters, such as EVs’response time and EVs’ accuracy in following the
desired set-point.
Adopting the All Island Power System (AIPS) of Ireland as a test case, and employing the TSO’s
data and models, the ability of SIC and FFC to mitigate the RoCoF and compensate for the reduction
in system inertia is investigated. Exploiting more than 700 simulated dispatches of the all island
power system, a model based approach is proposed to quantify the relationship between FAR
(employing SIC or FFC) and synchronous inertia. The application of this methodology will assist
the system operator in increasing the penetration of converter connected resources while respecting
the grid code constraint of maximum RoCoF.
Overall it is shown that SIC or FFC can help to mitigate the RoCoF. It was demonstrated that SIC
does provide a slightly better performance in terms of RoCoF compared to FFC. Meanwhile, the
FFC performed better in terms of frequency nadir and steady state values. Moreover, it was shown
that SIC was more sensitive to time delays in low inertia systems, which can easily lead to system
oscillation.
Resumé
Der sker store ændringer i energisektoren på grund af den øgede miljømæssige bekymring i
samfundet. En stor andel af vedvarende energikilder (RES) i elsystemet kan potentielt understøtte
reduktionen af CO2-udledninger, men den udgør en stor udfordring for elsystemets drift.
Faktisk står operatørerne af transmissionsnettet (TSO) distributionsnettet (DSO) over for en
væsentlig ændring i strukturen af hele el-systemet. Det går fra en centraliseret arkitektur, hvor
elektriciteten produceres på store kraftværker med konventionelle synkrone generatorer, centralt
beliggende og forbundet med transmissionsnettet til en mere distribueret arkitektur, hvor elektricitet
produceres af distribuerede energiressourcer (DER) der er forbundet til distributionsnettet via
konvertere. Overgangen til et system hvor en højere andel af konventionelle kraftværker erstattes
af DER, skaber nye ansvarsområder for DSO’en og nye udfordringer for TSO’en. TSO’erne er
faktisk ikke længere i stand til at overvåge den samlede produktion, da størstedelen af DER er
forbundet til distributionsnettet. Derfor er det nødvendigt at identificere hvilke nye krav der skal
stilles til kontrol- og overvågnings-systemer, integreret i distributionsstyringssystemet (DMS). I
takt med, at færre synkrongeneratorer er forbundet til systemet vil systemets samlede inerti blive
reduceret, hvilket sætter meget højere krav til leverandørerne af balancerende og stabiliserende
ydelser. Reduktionen af systemets inerti fører til hurtigere frekvensændring (RoCoF), hvilket
resulterer i en mulig serie-afkobling af kraftværker, samt højere frekvensafvigelser (nadirs / zeniths),
der potentielt fører til afkobling af forbrugere og i værste fald systemkollaps. Denne afhandling
beskriver de krav og udfordringer, som TSO og DSO står overfor på grund af den store integration
af distribuerede ressourcer med mindre inerti, og de mulige løsninger. Nogle af de nye krav og
relaterede funktioner, der skal integreres i DMS-platformen for at klare disse udfordringer er her
opsummeret. Afhandlingen fokuserer primært på udfordringerne og løsningerne ved reduktion
af systemets inerti og de potentielle fordele ved specialiserede kontrolordninger til at udnytte
hurtigvirkende reserver (FAR) til kompensation for den manglende inerti.
De mest moderne reguleringssystemer og teknologier, der potentielt kan kompensere for en reduk-
tion af systeminerti og afhjælpe overgangen til et RES-baserede elsystem, præsenteres og analyseres
under henvisning til fordele og ulemper ved hver løsning. De to vigtigste reguleringssystemer, der
vil blive analyseret i afhandlingen, er syntetisk inerti (SIC) (dvs. RoCoF-baseret regulering) og
hurtig frekvens regulering (FFC) (dvs. baseret på frekvensafvigelsen). En analyse af fordele of
ulemper af SIC og FFC i et netværk domineret af enheder forbundet til el-nettet med en konverter
og med net-forbundne batteri-systemer er lavet ved hjælp af simuleringsværktøjet PowerFactory.
Det sigter mod at definere de to regulatorers begrænsninger og evner til at forbedre frekvensen
generelt og særdeles til begrænsning af RoCoF. Desuden undersøges og analyseres de potentielle
fordele og ulemper ved at levere sådanne ydelser med elbiler. Eksperimentelle aktiviteter blev
udført for at validere den tekniske kunnen af serieproducerede elbiler til at levere de ovennævnte
frekvensregulerings ydelser, SIC og FFC.
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Der lægges vægt på at vurdere de to regulatorers evne til at minimere RoCoF og forbedre kvaliteten
af frekvensen samt vurdere forskellige EV-parametre, såsom responstid og nøjagtighed i forhold
til at følge den ønskede reference.
Ved at vælge Irlands el-system som test case og anvende af TSO’ens data og modeller er SIC og
FFC evne til at afbøde RoCoF og kompensere for reduktionen i systeminertien undersøgt. Ved at
udnytte 700 simulerede producerende enheder på hele øen foreslås en modelbaseret tilgang til at
kvantificere forholdet mellem FAR (ved brug af SIC eller FFC) og synkron inerti. Anvendelsen af
den præsenterede metode kan hjælpe systemoperatøren med at øge delen af konverter-tilsluttede
ressourcer uden at bryde de tekniske forskrifter for begrænsning af maksimum RoCoF. Samlet set
er det fundet, at både SIC og FFC kan hjælpe med at reducere RoCoF. Det blev påvist, at SIC giver
en lidt lavere RoCoF i forhold til FFC. På den anden side viste FFC sig mere effektiv med hensyn
til frekvens nadir og steady-state. Desuden blev det vist, at i systemer med lav inerti er SIC mere
følsom overfor tidsforsinkelser, som kan føre til systemoscillation.
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CHAPTER1
Introduction
1.1 Background
The scientific evidence is now overwhelming: climate change is a serious global threat and
it demands an urgent global response [5]. Climate change has the potential to raise average
temperatures by over 5° C from pre-industrial levels. These changes would transform the physical
and human geography of our planet, including how and where we live our lives. Climate change
will affect the basic elements of life for people around the world, including access to water, food
production, health, and the environment. Hundreds of millions of people could suffer hunger,
water shortages, and coastal flooding as the world warms. CO2 emissions can be reduced through
increased energy efficiency and through the adoption of renewable energy resources, the so called
clean energy. Many countries and regions are taking action already and the EU is among those with
the most ambitious policies to reduce greenhouse gas emissions [5]. The 2030 framework proposes
new targets and measures to make EU’s energy system more secure and sustainable. This includes
targets for reducing greenhouse gas emissions and increasing the use of renewable energies (e.g a
renewable energy target of at least 27% of energy consumption in 2030) [6] Simultaneously, some
countries have set an interim and more ambitious goal to reduce CO2 emissions. For example, the
current Danish government platform includes a target of at least 50% renewable energy by 2030
and a long term goal of a fossil-free economy, meaning that the entire energy supply, electricity,
heating, industry and transportation is to be covered by renewable energy by 2050 [7].
The integration of renewable energy sources is growing at a tremendous pace. However, this
development presents a number of challenges for system operators to maintain and operate the
power system in a secure state. To understand the challenges of renewable energy integration and
the relevance of this research project, it is important to understand how the electric power system
is currently operated and how it is evolving. The following subsections will provide an overview
of how the power system is traditionally operated, the effects of replacing conventional plant by
renewable energy resources, and the system operator’s changing roles.
1.2 The electric power system
Traditionally, electric power systems have been designed to follow consumption by generating
electricity centrally through bulk power plants. The electricity is then transported through the
high voltage transmission network and distributed to the consumers through the medium and
low voltage distribution network, which is characterized by its unidirectional power flows, as
shown in Figure 1.1. Among the most important entities in the present power system configuration
are transmission system operator (TSO) and distribution system operator (DSO), who have pre-
established roles to maintain and operate the power system in a secure state. TSOs are responsible
for operating the power system in a secure state by maintaining a balance at all times between
supply and demand.
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Figure 1.1: The traditional electric power system. Used with permission from the author in [1]
System frequency is used as a metric for evaluating imbalances between generation and con-
sumption. To deal with these imbalances, TSOs must procure ancillary services that maintain
the system frequency at nominal value to ensure stable and reliable power system operation [8].
The classification of frequency ancillary services varies among countries; however, it is generally
divided into primary, secondary, and tertiary frequency control, as shown in Figure 1.2. Following
a large disturbance, which causes the frequency to significantly deviate from its nominal value, and
before the activation of ancillary services, the synchronous generators (SGs) releases the kinetic
energy that is stored in their rotating masses as an inertia response. The system’s total inertia is a
physical characteristic of the system and it has played a fundamental role in limiting frequency
changes caused by imbalances between supply and demand [9]. However, inertia response has
always been considered as an inherent characteristic of the system and it is proportional to the
number of connected conventional power plants and their inertia.
to upregulate the frequency to the nominal frequency. Once the
system frequency is restored to the nominal operating frequency
by the secondary reserves, the primary reserves are restored and
the system operator plans new power dispatch schedule as per
the latest power system operating conditions [6]. The tertiary con-
trol, activated manually and centrally at the TSO control center,
aims to restore the operating reserve, or to anticipate on expected
imbalances. Typically, the activation time is from 15 min up to sev-
eral hours [7]. The tertiary reserves are activated in the new sched-
ule to restore the secondary reserves. The power system operator
has the freedom to decide when the tertiary reserves have to be
activated [6].
In recent years, the adverse impact of greenhouse gases on the
environment has created an awareness to reduce carbon footprints
in every part of the world. For example, Denmark has the goal of
fossil-free energy usage in every sector, including transportation,
by the year 2050 [8]. As energy industries are being pushed to
reduce carbon footprints, the focus for energy sources is shifting
towards green and environmentally friendly renewable energies.
Future power systems will thus have to cope with the high pene-
tration and participation of renewable energy sources (RESs). RESs
such as solar and wind are ephemeral due to their nature and this
is reflected in their production [9]. Ref. [10] discusses the power
system frequency response due to the combined effect of high pen-
etration of wind and solar energy sources in the power syst m. One
very obvious option is to balance RES fluctuations via the use of
conventional generation units using AGC. The other option would
be to adjust the demand side to match production. Demand
response (DR) is typically employed to improve power system effi-
ciency in such scenarios [11], with the end consumer motivated to
adjust their demand in response to a signal, such as control/price
signal.
DR programsmainly focus on three sectors: industrial, commer-
cial and domestic [11–13]. In the industrial and commercial sec-
tors, the demand that could be adjusted by a single entity is very
large in comparison to that in the residential sector [14]. The focus
in the industrial sector is placed on improving efficiency and
energy shift from one ti e of day to another [11]. For power sys-
tem stability control via DR, a requirement for load reduction
may occur at any time and thus loads must respond sufficiently
rapidly to meet the control time requirements. Here the residential
sector could provide support; although the demand adjusted in a
single household is very small, the total aggregated demand from
multiple households will be large [15–18]. For power system oper-
ators such as TSOs, it is a challenge to aggregate small loads from
multiple consumers and to remain in control. A new type of busi-
ness entity known as an aggregator can act as a bridge between
power system operators and consumers [19–21] by installing the
required infrastructure for appliance control at the consumer pre-
mises, and trade the available capacity with the TSO. Aggregator
consumer commitments are covered by a service level agreement
(SLA) between two parties [22,23], with the aggregators delivering
the service provided by the BRP by reducing the load based on the
application of DR on consumer controllable loads. An illustration of
agg egat rs playing the role of BRPs is shown in Fig. 2, which rep-
resents a simplified scenario of power system set-up with demand
side management as pr sented in [24].
The service offered by appliances to consumers should not be
affected even if their operation is interrupted by power system sta-
bility control processes, such as secondary frequency control. Ther-
mostatic controlled loads (TCLs) such as heating ventilation and
cooling (HVAC) and electric water heaters (EWH) are considered
highly suitable for such applications [25,26] due to their fast
response [27] and their thermal inertia property. Chillers in both
Abbreviations
AGC automatic generation control
BRP balance responsible party
COP coefficient of performance
DR demand response
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HVAC heating ventilation and air conditioning
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Fig. 1. Primary and secondary frequency control and their response times.
V. Lakshmanan et al. / Applied Energy 173 (2016) 470–480 471
Figure 1.2: Primary, secondary, and tertiary control. Used with permission from the author in [2]
Primary frequency control occurs within the first few seconds following a change in system
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frequency to ensure that the balance between consumption and production is restored, stabilizing
the frequency close to, but deviating from nominal value. Primary reserve regulation is automatic
and it is usually provided by large generators that are equipped with droop control capabilities,
in which the power output change is proportional to the grid frequency deviations. Meanwhile,
secondary frequency control is a slower control that is used to restore frequency to a nominal value
following the stabilization of the frequency by means of primary regulation. Secondary frequency
control is automatically actuated by the central grid controller and it is usually provided by
generation or consumption units consisting of upward and downward regulation reserves [8, 10].
Finally, tertiary control is used for the relief of the secondary control reserve to restore a secondary
control volume and they are usually manually activated.
While various terminology and implementation details (e.g. activation time frames) may be used
in relation to frequency control among the different synchronous areas, the same control structure
is valid. In the European synchronous area, primary, secondary, and tertiary control reserves are
referred to as frequency containment reserves (FCR), frequency restoration reserves (FRR), and
replacement reserves (RR), respectively [11].
1.3 Challenges introduced by converter connected resources
In recent years, the electric power system has started to face radical changes due to the high
integration of distributed energy resources (DER), such as photovoltaic (PV) and wind turbines.
For example, the total global wind power capacity by the end of 2016 was nearly 487 GW. Similarly,
during 2016, at least 75 GW of PV capacity was added worldwide, which is equivalent to the
installation of more than 31000 solar panels every hour. The global solar PV capacity totaled nearly
303 GW by the end of 2016 [12].
The reliability of the power system operation is threatened by the shift towards a high share of
DER replacing conventional power plants. This leads to a new-generation of electrical power
system, which is generally known as the smart grid. This system is characterized by the increased
use of communication and information technology, and by producers of electric energy connected
to the distribution grid [13], as shown in Figure 1.3.
The transition towards the smart grid brings new responsibility to the DSOs, in addition to
new challenges to TSOs. For example, frequency ancillary services will be also provided by
resources connected to the distribution grid. This will raise new control objectives from the DSOs’s
perspective and require new functionality in the distribution management systems (DMS), it will
also require higher observability to provide effective support to the operator.
Moreover, the displacement of conventional generation by inertia-less resources (i.e. converter
connected) entails an increasing upsurge in the requirement for balancing and system stabilization
services. Conventional power systems rely on electricity generation from large rotating SGs. Due
to the continuous exchange of energy between the rotating masses of the SGs and the grid, the
dynamics of the grid frequency are limited and the frequency is maintained within an admissible
range. Following a large disturbance, which causes the frequency to significantly deviate from
its nominal value, the SGs release the kinetic energy that is stored in their rotating masses as an
inertia response. Additionally, the SGs participate in primary and secondary frequency control by
increasing/decreasing their active power generation [14]. The reduction of system inertia has two
implications for system frequency stability, namely: 1) faster rate of change of frequency (RoCoF),
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Figure 1.3: The future smart grid paradigm. Used with permission from the author in [1].
which results in possible tripping of grid components, especially embedded renewable generation,
conventional generation pole slipping and cascade tripping; and, 2) higher frequency deviations
(nadirs/zeniths), potentially leading to load shedding and, in the worst case, system collapse [15].
Moreover, the high volatility of renewable energy sources (RES) contributes to the frequency
stability issue by changing the grid inertia over time and increasing the need for better planning
due to higher uncertainty.
The growing number of electric vehicles (EVs) has concerned the DSOs. The uncertainty of EV
driving patterns, high penetration levels, and charging in the distribution network could result in
new system peaks and negative distribution system impacts, exceeding the load capacities of the
distribution lines and transformers [16, 17]. Given that EVs are essentially battery storage devices
with seconds range response time, the TSO can greatly benefit from EVs participation in frequency
service provision.
The EU ELECTRA Integrated Research Program on Smart Grids has been established to reinforce
and accelerate Europe’s transition towards a clean energy system with a high share of renewable
electricity production. ELECTRA proposes novel frequency and voltage control concepts to
maintain and operate the power system in a secure state [18]. Within the ELECTRA project, the
PhD project "Validation of decentralized and coordinated operation of frequency and voltage control
systems in the control room", which is part of this thesis, was formed to focus on the challenges
of system inertia reduction and its various solutions. Analytical investigation, simulations, and
experimental field test validation were carried throughout the project to asses and validate the
proposed solutions.
1.4 Research objectives
This thesis deals with the requirement and challenges that TSOs and DSOs are facing due to the
high integration of distributed and inertia-less resources, including the various solutions. It focuses
on synthetic inertia and fast frequency control services provided from fast acting reserves (FAR).
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In this thesis, different power system models with different degrees of complexity have been used.
Throughout this study, three main power system models have been used. First, a quasi mono-bus
representative network that is useful for providing first analysis of small power systems’ dynamics
was used. Second, experiments were executed in the experimental infrastructure SYSLAB, which
represents a small-scale low-voltage power system with a number of interconnected real power
components. Finally, an equivalent model of the All Island Power System (AIPS) of the Republic of
Ireland and Northern Ireland was used, which employs model, system parameters and dispatches
provided by the Irish TSO EirGrid.
The main research question that this thesis seeks to answer is: What are the effects of reduced
system inertia on a secure power system operation? And, how can we compensate for this
reduction? This question can be divided into the following sub-questions:
[Q1] What are the state-of-the-art of control schemes and technologies that could potentially compensate for
the effects of the reduction in system inertia and assist in the transition toward a RES-based power
system?
The current transition toward high share of RES is altering the power system’s characteristics,
imposing various challenges to maintain and operate the power system in a secure state. One
of these challenges is fast frequency dynamics and consequently faster RoCoF, due to the
reduction in system inertia. A literature review is required to summarize the most prominent
control approaches and technologies that are suitable to compensate for this reduction as
well as emphasizing the benefits and drawbacks of each solution.
[Q2] What are the properties of synthetic inertia and fast frequency control on the frequency dynamics?
Future frequency ancillary services, such as synthetic inertia and fast frequency control, are
gaining interest among system operators and power system components manufacturers,
such as wind turbine manufacturers. Therefore, an investigation of the trade-off analysis of
these control solutions, including their effects on the system’s stability, is required. Moreover,
it is of interest to analyze the technical limitations of the devices providing these services.
[Q3] What are the capabilities and limitations of series-produced EVs in providing frequency services in
terms of synthetic inertia and fast frequency control?
Electric vehicles can represent an effective and distributed solution to enhance frequency
stability due to their ability to respond quickly and their ability to provide a large amount of
aggregated power units. Therefore, an investigation of how the system could benefit from
this capability, including the possible detrimental impacts that it could have, is necessary.
[Q4] How to asses the equivalent amount of synchronous inertia replaced by fast acting reserves (FAR)?
FARs are seen as a possible solution that can improve the frequency dynamics. There is,
however, a lack of clarity regarding the volume of FARs that can potentially compensate for
the reduction in system inertia. During the dispatch phase, control room operators need to
guarantee the availability of a minimum amount of inertia (i.e. synchronous or emulated
inertia) to maintain and operate the system in a secure state. Therefore, a definition of the
quantitative relationship between MW of FAR and MWs of inertia is required.
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1.5 Thesis outline and research contributions
This thesis is organized in six chapters: an introduction, four self-contained technical chapters
and a conclusion. The eight scientific core publications Pub. [A] through Pub. [H] are attached
to this thesis. The main results are published in these scientific papers and they are referenced
throughout this thesis as needed. However, they may also be read independently of this thesis.
The description of each chapter is as follows.
Chapter 2 explains the current requirements and challenges that system operators are currently
facing due to the high integration of inertia-less resources. It defines the analytical inter-dependency
among synthetic inertia, fast frequency control, and frequency gradient, and it summarizes the
various solutions and technologies that could potentially compensate for the reduction in system
inertia. Moreover, new DMS functionality that could support system operators during the transition
toward higher share of RES is discussed. This chapter includes contents of Pub. [A] and Pub. [B]
Chapter 3 focuses on the properties of synthetic inertia control (SIC) and fast frequency control (FFC)
to improve the frequency dynamics, in general, and limit the frequency gradient, in particular, by
employing energy storage to provide these services. Additionally, by exploiting the EVs, which
are treated as distributed energy storage systems, this chapter presents the key requirements
and capabilities of EVs to flexibly provide SIC and FFC. This chapter also includes several
recommendations for overcoming the technical limitations. This chapter includes contents of
Pub. [C], Pub. [D] and Pub. [E].
Chapter 4 focus on validating the technical feasibility of series-produced EVs to provide frequency
support in terms of SIC and FFC through a set of field and laboratory experiments, which are
presented in Pub. [F] and Pub. [G]. Moreover, this chapter investigates the impact of the system’s
characteristics, such as system inertia, primary frequency control reserves and EV’s response, time
on the frequency stability and the performance of the provided service.
Chapter 5 investigates the ability of mitigating the RoCoF by SIC and FFC in an equivalent model
of the AIPS. This study employs an equivalent model of the Republic of Ireland and Northern
Ireland power system, which is provided by the Irish TSO, and it uses simulated system dispatches.
Additionally, this chapter focuses on implementing a methodology that can define the quantitative
relationship between FAR (using SIC or FFC) and conventional inertia, characterizing each unit by
an equivalent inertia value in MWs. although the proposed methodology has been tested on an
equivalent model of AIPS, that does not limit its applicability on other systems because no direct
connection between the equivalent model and the methodology is present. This chapter includes
contents of Pub. [H].
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CHAPTER2
Requirements and
State-of-the-Art
This chapter opens by highlighting the necessity of defining new functions and control algorithms
because of the high share of distributed energy resources (DER), which will support the control
room operators in maintaining and operating the power system in a secure state. Next, identification
of new requirements for distribution management systems (DMS) in the smart grid context are
summarized. Moreover, focusing on one of the new required functions within the DMS, namely
emulated inertia control (EIC), a comprehensive summary of the state-of-the-art of the power
system inertia requirements, challenges and solutions are presented. This chapter includes results
of papers Pub. [A] and Pub. [B].
2.1 Overview
Power system operators need to maintain the power system in a secure state under increasingly
complex conditions. The increasing share of renewable energy sources (RES) over the distribution
and transmission grid, and the introduction of new components and services, such as energy
storage, electric vehicles (EVs) and demand side management (DSM), introduce further complexity
and challenges to the system’s operation. The current monitoring, analysis and control room
functionalities of transmission system operators (TSOs) and distribution system operators (DSOs)
are unable to meet these increasingly diverse challenges. Consequently, it is necessary to enhance
these functionalities to maintain and operate the power system in a secure and reliable manner.
The future power system, which is usually addressed as the smart grid, will accommodate a large
share of weather dependent RES, such as wind and solar energy sources, which will be both
centralized and distributed [19]. At the moment, one of the main challenges is the shift from
centralized conventional power plants that are connected to the transmission grid, to distributed
converter-based resources that are connected to the distribution grid. This paradigm shift imposes
considerable challenges for today’s control centers, where the TSOs is no longer able to monitor the
total power generation through the energy management system (EMS) because a large share of the
generation is connected to the distribution grid. Meanwhile, the DSOs are required to introduce
new functionalities into the DMS to observe and control these units.
This chapter will present some of the future control room functionalities, in general, and the
DMS future requirements, in particular. It also focuses and details one of the control centers
functionalities that are required due to the of high share of converter-based resources, namely EIC.
This function can be included in the DMS and/or the EMS.
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2.2 Future control room functionality
The control centre has been described as the "central nervous system" of a power system [19].
It supervises, controls, optimizes and manages generation to balance electricity demand, and
to ensure the system’s security and reliability. Due to the increased flexibility within the power
system, the increased market influence and automation, among others, significantly improved
information and visualization techniques are essential for future control rooms [20].
The ELECTRA IRP EU FP7 project has investigated several innovative approaches for real-time
operation to accommodate a higher share of DER [21]. One entire work package, namely WP8,
focused on the development of the functionalities and requirements for future control rooms. The
full results of the work package are presented in [20] and [22]. This package aims to derive new
metrics and associated visualizations for future control rooms. The existing trends from vendors
were examined by focusing on the experience in updating an actual DMS and in understanding
the current landscape. Simultaneously, support for the final set of requirements for future control
centers has been received from various European DSOs, who answered the questionnaire that was
developed within WP8 and which described the experiences they are having with smart grid demo
projects. The main requirements are categorized as follows:
1. Distributed local controllers
From the various analyzed sources, the future power system will be characterized by the
presence of distributed local controls that are applied on parts of the distribution network.
The control room operator needs to have an overview of the status of the local controllers and
a topological view of the distribution system with a clear indication of the network managed
by each local controller.
2. ICT network status
Due to the distributed nature of the control system and the importance of the information
and communication technology (ICT) network in this frame, control centers will need to
have access to the status of the ICT network. The status of the distributed controllers will
include indicators related to the health status of the associated ICT infrastructure. In case of
errors or the anomalous operation of one controller, the control room operator should be
able to switch off the automatic controller and control the unit remotely. Further, he or she
should be able to access the controller input/output data useful to diagnose the controller and
to apply corrective actions in the event of malfunction. When employing adaptive control
algorithms, the operator should be informed of the currently active mode and they should
be alerted in case of any change in the control mechanisms.
3. Distributed resource flexibility
The direct involvement of flexible regulating resources in the network management will
require the control systems to interact with them by exchanging measurements and set-points.
The control room operators need to be aware of the forecast and actual behaviour of the
connected resources and the available flexibility. Therefore, a set of observables for each
controlled area should be made available for the operator, including load and generation
forecasts in addition to available flexibility in terms of inertia, active and reactive power
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4. System architecture and modularity
In the forecast dynamic evolution of the future energy scenarios, and with the increasing
involvement of new services, resources, and actors in the control of the power system, it
is crucial to enable fast and seamless upgrading of control centers. Consequently, open
and modular control room architectures are highly recommended. This will allow an agile
integration of new applications and/or visualization modules to replace the existing ones.
Similarly, standard protocols and interfaces must be used to facilitate the maintenance and
update of the various applications.
2.3 Requirements for control room management systems
Controlling many small and distributed generation units instead of controlling few large generation
units is a considerable challenge. The system has to be kept stable and balanced using a centralized
control action, as it is currently from TSOs. In this case, an advanced ICT infrastructure with
a huge amount of data to be centrally transmitted to the TSO will be needed. An alternative
solution is the transition towards distributed and decentralized control actions where distributed
units could be locally or remotely controlled. System operators need to address these challenges.
Meanwhile, increased collaboration between TSO and the various DSOs needs to be established
because many of the DER units are connected to the distribution grid but are not sufficiently
observed. When implementing a distributed architecture, it is expected that the DSOs will also be
responsible for local active power balancing and voltage control, and will share some of the TSOs’s
roles. Therefore, it is expected that there will be a core change in the TSOs and DSOs control
rooms, in general, and in the EMS and DMS, in particular, to better serve the new requirements.
Figure 2.1 presents a graphical representation of how the DMS and EMS are expected to change.
In the following, some of the current DMS’s functionalities are presented, including some of the
future requirements that could also be included in the EMS.
2.3.1 DMS functionalities
DMS coordinates real-time functions within the distribution network with the non-real-time
(manually operated devices) information needed to properly control and manage the network on a
regular basis. The key to a DMS is the organization of the distribution network model database,
access to all supporting ICT infrastructure, and providing the applications that are necessary
to populate the model and support the other daily operating tasks. DMS functionalities can be
divided into the following three categories, as shown in Figure 2.2.
1. System monitoring,
2. Control actions,
3. Decision support.
System monitoring provides an accurate state of the system using a significant number of real-time
and near real-time information about the current status. Real-time information includes data
from remote terminal units (RTU) in substations and feeders. Near real-time information includes
the measurement equipment (e.g. distribution substation transformers, load tap changers and
distributed generating resources).
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Figure 2.1: DMS and EMS’s current and future requirements
The control action is able to control the power system apparatus that is located at distribution
substations and field locations. The DMS platform makes available different control actions, such
as automated control and operator control. The automated control action is realized directly by
the DMS without the need for operator intervention, for example opening a switch breaker to
interrupt a fault. Meanwhile, the operator control functions can be divided into two categories:
remote control and manual control. Remote control allows the operator to remotely control the
various apparatus using the supervisory control and data acquisition (SCADA) system. Manual
control enables the operator to call the field crew to open or close a switch that is not remotely
controlled [23]. Decision support provides the operator with a set of solutions to enhance the
system’s reliability and efficiency. This provides decision support solutions and also appropriate
control actions.
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Figure 2.2: DMS functionalities
The DMS platform is provided by various vendors with different functions. The common and
main functions can be regrouped under the previously mentioned categories:
1. System monitoring: State estimation, Power flow.
2. Control actions: Volt / Var control.
3. Decision support: Fault management and system restoration, Short circuit analysis, Load
management.
2.3.2 DMS future requirements
Based on different EU projects, it is expected that by 2030 between 52% and 89% of electricity
production will be generated by renewable energy resources, mainly connected to the distribution
grid [24, 25]. To provide solutions for the different challenges that DSOs are facing today, advanced
DMS functions are needed. Figure 2.3 presents some of the current and future requirements to be
integrated into the DMS.
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Figure 2.3: DMS current and future requirements.
In the following, an overview of the different functions to be integrated into the DMS are presented.
1. Emulated inertia control:
The system inertia in the power system limits frequency fluctuations after a disturbance,
keeping the rate of change of frequency (RoCoF) within acceptable limits. The system RoCoF
is mainly limited by the amount of kinetic energy that is stored in the rotating mass at
conventional power plants. Due to the high integration of converter connected resources
replacing conventional plants, system operators are currently facing many different challenges
in maintaining the RoCoF within tolerable values, leading in some cases to cascade tripping
of DER. Various system operators, such as EirGrid and National Grid, have identified
this issue to be of a critical significance and they have initiated mitigating measures and
established new requirements [26, 27]. Wind turbine manufactures, such as General Electric
and ENERCON, have started to integrate controllers on modern wind turbine generators to
emulate the inertia response [28, 29]. Therefore the DMS should include a new function to
provide the operator with the available amount of inertia response and also the capability of
activating emulated inertia services.
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2. Energy storage monitoring:
Electrical storage prices are projected to drop according to the recommendations of the
European energy storage technology development road-map [30]. Therefore, energy storage
will become a cost effective solution for dealing with the power fluctuations that are mainly
caused by forecast errors and renewable resources intermittency, they can also offer ancillary
services. The DMS should provide the operator with the energy storage schedules, location,
and the related energy prices in such a way to enable the operator to activate the desired
service from the desired energy storage.
3. Load estimation:
Because the distribution system was mainly passive, there was no need to measure and
monitor the different bus loads. Nowadays, with the integration of active consumers, such as
EVs and residential photovoltaic (PV) systems, load estimation and forecasting has become a
complicated but a more fundamental function for operational planning and real time control
of the grid. Hence, advanced ICT and new measurement devices need to be installed and
integrated within the DMS platform to support the load estimation function.
4. Load geographical information system:
The high share of RES that is directly connected to the distribution grid requires the DSOs
to know the location of the DER units and to identify any vulnerabilities that might cause
outages. The load geographical information system (GIS) can serve as a solution for this
purpose. It can also assist distribution utilities in determining the right location for the
installation of new RES and new devices, such as smart grid sensors and smart meters.
2.4 Electric power system inertia and grid requirements
Conventional power systems rely on electricity generation from large rotating synchronous
generators (SGs). Due to the continuous exchange of energy between the rotating masses of the SGs
and the grid, the dynamics of the grid frequency are limited and the frequency is maintained within
an admissible range. Following a large disturbance, which causes the frequency to significantly
deviate from its nominal value, the SGs releases the kinetic energy that is stored in their rotating
masses as an inertia response.
Traditionally, inertia response has not been considered to be an ancillary service but has instead
been considered as a natural characteristic of the power system. Due to the high integration
of converter connected resources, which replace SGs, several TSOs in different countries have
begun to recognize the value of the inertia response that can be provided by wind power plants,
synchronous condensers, and emulated inertia [31–34].
To better comprehend the role of system inertia, Figure 2.4 shows how the system frequency could
change after a contingency event in high and low inertia cases. The key parameters involved are:
1) RoCoF, 2) frequency nadir, and 3) steady state frequency.
Because the capacity of the primary frequency reserve (PFR) is the same in both inertia cases, the
steady state frequency after the event settles at the same value. However, the lower inertia in the
system exhibits a lower frequency nadir and a faster RoCoF.
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Figure 2.4: Effects of lower inertia on system frequency performance
To maintain and operate the power system in a secure state, the three parameters that characterize
the system frequency should be constrained to avoid further implications, such as load shedding,
cascade tripping, and, in the worst case, system collapse. The secure operation area for a
given operating point can be represented by considering the previously mentioned frequency
constraints. The authors in [3] represent the secure operation area by combining the PFR and
inertia requirements, as shown in Figure 2.5. The secure area is delimited by the maximum allowed
RoCoF (vertical line), the steady state frequency requirement (horizontal line), and the frequency
nadir (red curve).
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Figure 2.5: Frequency response requirements, adopted from [3]
Figure 2.5 shows that for high inertia cases, the PFR requirement is prevalent on the frequency
nadir. In fact, due to the high inertia and the PFR reserve that is required to satisfy the steady state
limit, the frequency nadir constraint will automatically be respected. This is also shown by the blue
curve in Figure 2.4, where the steady state frequency is lower than the frequency nadir. In other
words, due to the high inertia, the steady state requirement is reached before the nadir constraint.
Nevertheless, moving towards low inertia system, the frequency nadir requirement starts to
dominate on the steady state requirement. This requirement can be respected by acting on both
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PFR and/or system inertia, as shown by the dashed curves in Figure 2.4. Indeed, the frequency
nadir can be improved by adding PFR (purple dashed curve) and/or by augmenting system
inertia (green dashed curve). The lower the system inertia, the faster the frequency will decline
following an event (e.g. the loss of a generator). Hence, a faster primary reserve response is
needed. In contrast, in high inertia grids, slower-acting primary reserves are adequate to cope
with the imbalance. Figure 2.5 also shows that for low inertia cases, the RoCoF requirement starts
to dominate on the frequency nadir. This is an indicator of how the grid requirements are evolving
towards a new paradigm due to the high penetration of inertia-less resources.
2.4.1 Grid requirements
From the system operator’s perspective, the reduction of system inertia has two implications with
regards to system frequency stability:
1. Faster RoCoF increases the likely-hood of tripping of grid components. In particular,
embedded renewable generation.
2. Higher frequency deviations (nadirs/zeniths) potentially leading to unintentional load
shedding.
Various system operators have identified these issues to be of critical significance and they have
consequently initiated mitigating measures and established new requirements. In the following,
an overview of some of the new requirements and grid code modifications is presented.
National Grid, which is UK’s TSO, started to procure fast reserves to provide the rapid delivery of
active power through either increased output from a generator or the reduction of the demand to
control frequency changes [27]. The applied control mechanism is a frequency deviation based
control, and it is further addressed in this thesis as fast frequency control (FFC).
EirGrid, the Republic of Ireland’s TSO , has proposed a RoCoF modification in the grid code to
facilitate the delivery of the 2020 renewable targets while maintaining operational security on
the power system. Generators are required to withstand a RoCoF event of 1 Hz/s over 500 ms
instead of 0.5 Hz/s [35]. Within the DS3 program and the RoCoF alternative studies, EirGrid and
SONI (TSO of Northern Ireland) investigate the deployment of synchronous and non-synchronous
inertia to maintain the RoCoF at 0.5 Hz/s for a non-synchronous penetration of up to 75 % [26].
EirGrid and SONI have established a minimum value of rotational kinetic energy as an operational
constraint during the dispatch phase, namely 20000 MWs [36]. The total rotational energy of the
system, which is generally addressed as the system inertia floor [37], is defined as the sum of each
machine’s rated power multiplied with the relative inertia constant and can be written as:
Esyskin =
n∑
i=1
HiSr,i (2.1)
where Hi is the inertia constant of the i-th generator, Sr,i is the rated apparent power of the i-th
generator,Esyskin is the total rotational kinetic energy of the system and n is the number of generators.
The Hydro-Quebec TransÉnergie (HQT)’s transmission connection requirement stipulates in detail
that wind power plants must be equipped with an inertia emulation system. HQT is now in
the process of procuring and validating the manufacturers’ models integrating inertia emulation
features [38, 39]. This control mechanism is a RoCoF based control and is addressed further as
synthetic inertia control (SIC).
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2.4.2 Synchronous inertia and mathematical background
Traditionally, the total inertia of a power system was determined by the large rotating masses of
conventional power plants; that is, the generator and turbine connected to the same shaft. Due to
the synchronous coupling of the machines with the grid, their rotational speed (i.e. ωm) was linked
with the angular velocity of the electromagnetic field (i.e. ωe). During a disturbance that causes an
imbalance between the two opposing torques, the net torque on the rotor is different from zero and
this leads to an acceleration or deceleration according to the electro-mechanical swing equation:
J
dωm
dt
= Tm − Te = Ta (2.2)
where J is the combined moment of inertia of the generator and the turbine, Tm and Te are the
mechanical and electrical torque, respectively, and Ta is the acceleration/deceleration torque.
SGs are characterized by their inertia constant H , which is defined as the kinetic energy Ekin that
is stored in the rotating mass at rated speed, divided by the machine rating power Sr, as follows:
H = Ekin
Sr
=
Jω2m,0
2Sr
(2.3)
where ωm,0 is the rated mechanical angular velocity.
ωe = pωm, where p is the number of pole pairs. Assuming p=1, equation (2.2) and (2.3) can be
reformulated as:
Pm − Pe = ωm 2HSr
ω2m,0
dωm
dt (2.4)
where ωe is the angular velocity of the electromagnetic field and Pm and Pe are the mechanical and
electrical power, respectively.
For limited angular velocity variation, one can assume ωm = ωm,0, thus (2.4) can be rewritten as:
Pm − Pe = 2HSr
ωm,0
dωm
dt (2.5)
Assuming that Pm is constant and that the frequency regulation is only from the load side, then
one can consider that Pe is composed of frequency dependent loads (PD), devices participating in
FFC (PFFC) and devices participating in SIC (PSIC):
Pe = PD + PFFC + PSIC (2.6)
Where each is composed by a base value and frequency dependent value:
PD = PD0 +KD(ωe − ωm,0) (2.7)
PFFC = PFFC0 +KFFC(ωe − ωm,0) (2.8)
PSIC = PSIC0 +KSIC
dωe
dt (2.9)
PD0 , PFFC0 and PSIC0 represent the base electric power in steady state and addressed further
as Pe0 = PD0 + PFFC0 + PSIC0 . KD is a damping factor, which considers the electrical loads
that change their active power consumption due to frequency changes. KFFC = KFFC(t − t0)
is the FFC proportional control coefficient. KSIC = KSIC(t− t0) is the SIC proportional control
coefficient. KFFC and KSIC are represented as function of the time to represent the time required
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from those devices to get activated (i.e. time delay). Therefore, the electric power Pe can be
expressed as:
Pe = Pe0 + (KD +KFFC)(ωe − ωm,0) +KSIC
dωe
dt + ∆Pe (2.10)
where ∆Pe is the perturbation and in the steady state the Pm is equal to Pe0 .
The swing equation can be reformulated as:
2H dωedt
ωm,0
= −(KD +KFFC)(ωe − ωm,0)−KSIC dωedt −∆Pe (2.11)
Solving the differential equation (2.11) yields:
ω(t) = ωm,0 +
e− (KD+KFFC )ωm,0KSICωm,0+2HSr t
KD +KFFC
− 1
KD +KFFC
∆Pe (2.12)
dω(t)
dt = −ωm,0
e
− (KD+KFFC )ωm,0KSICωm,0+2HSr t∆Pe
kSICωm,0 + 2HSr
(2.13)
It can be observed that both FFC and SIC affect the RoCoF variation during the transient. This
turns out to be a complex time-variant term because of the response time of FFC and SIC and
the power ramp-rate limitations of the used resource (e.g. battery ramp-rate). Nevertheless, the
presented swing equation shows that mitigating the impact of power imbalances in terms of RoCoF
can be achieved by increasing the system rotational inertia H and/or employing fast reserves with
EIC approaches.
2.5 Emulated inertia control
Emulated inertia control approaches can be distinguished into three categories, namely: virtual
synchronous machines (VSM), SIC and FFC. Figure 2.6 presents an overview of the different
solutions that are capable in mitigating the RoCoF.
Various Solutions
Emulated Inertia Control
Synchronous
Inertia Reserves
Virtual Synchronous
Machines
Fast Frequency
Control
Synthetic Inertia
Control (df/dt based)
Figure 2.6: Various solutions that are capable of mitigating the RoCoF
Energy resources connected to the grid by means of power electronics could provide artificial
inertia if the active power absorbed or generated is achieved through a control strategy that is based
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on the frequency variation over time (∆f∆t ), which emulates the synchronous inertia behaviour.
Emulated inertia is a combination of control algorithms, renewable energy resources, energy
storage systems and power electronics that emulate the inertia of a conventional power system [40].
The general concept of the EIC is presented in Figure 2.7. The core of the system is the emulated
inertia algorithm, which varies among the different solutions, based on the application and the
desired level of model sophistication [41]. Some typologies try to mimic the exact behaviour of the
SG through a detailed mathematical model that represents the SG’s dynamics, which are generally
addressed as VSM. Meanwhile, other approaches have tried to simplify this by using just the
swing equation, which is further indicated as SIC.
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Figure 2.7: Emulated inertia concept
2.5.1 Virtual synchronous machines
The first proposal of a VSM was published by Beck and Hesse in 2007, who labeled as VISMA [42].
The underlying idea behind the VSM concept is to emulate the essential behaviour of a real SG by
controlling a power electronic converter. The inertia emulation is a common feature for every VSM
control scheme and it is based on the desired degree of accuracy in reproducing the SG dynamics,
while additional aspects can be included or neglected (e.g transient and sub-transient dynamics).
If the purpose of VSM is to accurately replicate the dynamic behaviour of a SG, then a full order
model of the SG has to be included in the converter control system, which results in a 7th order
model [43, 44]. An example of a VSM type is presented in Figure 2.8 [45, 46].
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Figure 2.8: Virtual synchronous machine type
Various control schemes for VSM, which represents the interface between the SG models and the
power electronic converter, have been presented and discussed in the literature [41–44, 47]. The
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control schemes proposed in literature can be categorized into two main groups based on the
nature of the output reference from the SG model, namely: voltage reference and current reference
models.
• Voltage reference: This control scheme is configured to provide a voltage reference out-
put [48]. If a reduced order model of the SG is applied, then the power flow will be mainly
related to the inertia emulation and the phase angle resulting from the swing equation. How-
ever, protections can be implemented at the hardware level or as parallel loops, over-riding
the references from the VSM; however, their interaction with the inertia emulation and the
resulting behaviour can be difficult to predict [47].
• Current reference: This control approach generates a current reference. This scheme allows
the implementation of high order electrical models for the SG [42]. Nevertheless, in practical
implementations, this scheme can lead to numerical instability, especially with high order
SG models [49].
2.5.2 Synthetic inertia control
The inertia response can be also emulated by tracking the RoCoF and representing the SG only by
the swing equation, as shown in (2.9). The control structure is shown in Figure 2.9-a and is only
emulating the inertia effect with respect to the response to changes in the frequency gradient. A
key parameter in this controller is the RoCoF measurement, which will be discussed in further
detail later on.
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Figure 2.9: a) SIC control diagram, b) FFC control diagram
2.5.3 Fast frequency control
Fast frequency control is frequency deviation based control. It employs the same control mechanism
as the currently applied primary frequency control (PFC) to conventional power plants, which
is generally achieved using droop controllers, so that governors operating in parallel can share
the load variation according to their rated power [4]. The frequency variation, ∆f = f − fnom,
which is referred to the nominal frequency of the system, is therefore given as a function of the
relative power change ∆P , as reported to the nominal machine power, as shown in Figure 2.10
and mathematically expressed as follows:
R = − ∆f/fnom∆P/Pnom (2.14)
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where R is generally addressed as speed regulation or droop. However, the governors’ dynamics
(e.g. time response and ramping rate) limit the PFR’s capability in improving the RoCoF. By
employing fast acting reserves (FAR) such as energy storage, it is possible to mitigate the RoCoF
by applying the same control approach as in PFC [50]. The FFC control diagram is presented in
Figure 2.9-b and (2.14) can be rewritten as:
R = 1
KFFC
= − ∆f/fnom∆P/Pnom (2.15)
where KFFC is the proportional control’s gain value.
fn
f
Pn P
Figure 2.10: Frequency control droop characteristic
Table 2.1 highlights the key features and weaknesses of the various inertia control schemes
previously presented.
Table 2.1: Overview of the various control schemes
Control schemes Key features Weaknesses
VSM
• Accurate representation of SG model
• Frequency derivative not required
• Black-start capability
• Can lead to numerical instability
• Protections of the voltages and currents of
the converter cannot be easily included
SIC • Simple implementation compared to VSM
• Frequency derivative required
• No black-start capability
• System susceptible to noise
FFC
• Control type similar to conventional droop
control in SGs
• Local control (i.e. communication-less)
• Stable performance
• Slow transient compared to the previous
solutions
• No black-start capability
2.5.4 Key parameters and challenges
Emulated inertia services are mainly characterized by the controller and the device dynamics.
Different parameters can radically change the units response and can also present a challenge in
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applying EIC and, therefore, limit their ability in delivering such services. The key parameters
can be divided into four groups: 1) signal measurement, 2) response time, 3) deadband and
4) quantitative relationship between MW and MWs.
2.5.4.1 Signal measurement and processing
Conventionally, utilities have used the speed of SGs as a proxy for the grid frequency because it
is relatively easy and accurate to measure. In contrast, converter connected resources delivering
frequency support and also protection relays (e.g. under-frequency and RoCoF relays) need to
measure the frequency directly from the grid. In the following, an overview of the most common
methods to measure the system frequency and the RoCoF, including the associated key challenges,
are presented:
• Frequency measurement: The system frequency indicates the dynamic balance between
power generation and consumption, and it is measured from voltage or current signals,
which originate from the synchronous machines whose rotating speed are proportional to
the frequency of the generated voltage. The zero crossing algorithm which uses a pulse
counting between zero crossings of the signal was the mostly commonly adopted method [51].
Nowadays, with the technological progress in microprocessors and cheaper computational
power, many numerical methods for frequency measurement are applied and proposed (e.g.
digital Fourier transformation, least square optimization, artificial intelligence etc. ) [52–57]
Most frequency estimation algorithms employ a window of data to derive the frequency,
which causes estimation delay because the frequency is time-varying. On the one hand, a
small window of data will reduce the estimation delay while, on the other hand, it reduces
the measurement accuracy due to the presence of noise and harmonics. One can see that
frequency measurement is quite a challenging task and measurement errors or latency can
lead to malfunction of protection or control schemes.
• RoCoF measurement: The RoCoF measurement is one of the most critical parameters in
delivering synthetic inertia. The RoCoF is the time derivative of the power system frequency
(df/dt), which varies in function of the chosen measurement window. A key issue in the
measurement of RoCoF across the system is that the frequency measured at different points
in the system can vary significantly under transient conditions. To obtain a consistent system
wide measurement of RoCoF, the electrical transients need to be removed from the analysis
and only the mechanical transients on the system should be considered [37]. By extending the
measurement window, the electrical transients can be removed from the RoCoF measurement,
allowing for a more consistent system RoCoF to be determined [58]. Meanwhile, relatively
large measurement windows might also eliminate the mechanical transients leading to false
RoCoF values. Figure 2.11 illustrate the effect of using different measuring windows on the
RoCoF value. For example, employing a measuring window of 100 ms, the calculated RoCoF
is 2.1 Hz/s versus 0.9 Hz/s for a 500 ms measuring window. Therefore, the chosen measuring
window, over which the RoCoF is calculated, is just as important as the RoCoF value itself.
This issue is also of concern for various system operators because the DERs employs protection
schemes for loss-of-mains to ensure that, should a part of the distribution network become
islanded from the rest of the distribution system, that there is no generation left operating on
that local system, keeping it live [59]. Many of these schemes utilize under and over-frequency
relays, in addition to RoCoF relays.
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Figure 2.11: Illustration of frequency change and the effect of using different measuring windows
From the TSO perspective, "false" RoCoF values that are influenced by the electrical transients
might lead to unintended cascade tripping of distributed energy resources connected by
means of RoCoF relays [60, 61]. Moreover, different studies have shown that commercially
available RoCoF relays from different manufacturers respond differently to the same event,
even when they are configured with the same settings [62–64]. This phenomenon is most
likely due to the different measurement techniques that are employed by these relays.
Generally, the grid code establishes the required RoCoF relays’ characteristics (e.g. measure-
ment window and threshold), which varies among countries. For example, the Irish grid
code defines 1 Hz/s as the RoCoF relays’ threshold measured over 500 ms moving window.
EirGrid determined that 1 Hz/s would be sufficient to cover for the loss of the current largest
single infeed (i.e. East-West interconnector exporting 500 MW) [59].
2.5.4.2 FAR response time
The response time is defined as the total time required from the unit to actively supply the grid
with its service. Converter connected technologies delivering emulated inertia are characterized
by a delay between the event and the device’s response [65]. The response time can be represented
by a combination of the following four different parameters:
• Measurement time, which is the time needed to detect and measure the desired control
parameter (e.g. RoCoF).
• Signal time, which is the time required to get the activation signal from the measurement
device to the FAR device.
• Activation time, which is the time required from the FAR to deliver the initial power response
once it received the activation signal.
• Ramping time, which is the time required from the FAR to ramp up to the required active
power set-point.
2.5.4.3 Deadband
Deadbands are generally categorized into unintentional and intentional deadbands. Unintentional
deadband terminology is used to describe the inherent effect of a unit; for example, to describe the
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mechanical effect of a turbine-governor system, such as sticky valves, loose gears, and hydraulic
system non-linearity, which are unavoidable and unadjustable [66].
In contrast, an intentional deadband is commonly applied for control purposes. For example, in
the case of PFC, an intentional deadband is applied to the governor control systems to reduce
excessive controller activities for acceptable frequency fluctuations. Deadband values are generally
established by the grid code [67]. However, one should differentiate between contingency based
and regulation based services. When employing EIC for regulation based services, the controller
should employ the same deadband established by the grid code for the governors control system.
In the case of contingency based services, defining a deadband is a more complicated task, which
depends on the system’ characteristics (such as the system inertia).
2.5.4.4 The quantitative relationship between MW and MWs
One of the main challenges in applying EIC to compensate for the reduction in system inertia is to
establish a quantitative relationship between MW of FAR and MWs of synchronous inertia, which
take into account the FAR dynamics and measurements delays. For example, how much MW of
FAR will compensate for the reduction of 1 MWs of synchronous inertia?
2.6 Suitable technologies for inertia support
This section will assess the different technologies suitable to mitigate the RoCoF. The various
technologies can be distinguished into two groups: synchronous inertia and emulated inertia
employing fast acting reservess (FARs). The synchronous reserves are characterized by their
inherent inertia response, which does not require any measurement or control schemes. The
assessment is based on the following criteria: 1) geographic limitation, 2) additional system services
(e.g. voltage control and black start), 3) type of inertia service provided, 4) inertia constant H (s)
and the typical power capacity (MW), and 5) capital cost.
1. Synchronous condensers
synchronous condenserss (SCs) are machines that are synchronized with the power system
and which operate as free spinning motors. SCs have played an important role in reactive
power compensation and they have contributed to voltage stability in power systems for
more than 50 years [68, 69]. Currently, several TSOs have started to investigate SCs effect
in mitigating the RoCoF and enhancing the frequency stability [70]. Nevertheless, SCs are
characterized by a lower inertia compared to conventional plants because the prime mover’s
mass is missing. However, in some cases, SCs can be equipped with additional masses to
increase the inertia.
• Geographic limitation: SCs are not influenced by the geographic location and, in
principle, are flexible to install. Moreover, existing power plants can be converted to
synchronous condensers.
• Additional system services: As previously mentioned, SCs have been used for many
years for reactive power compensation to improve voltage stability.
• Type of the inertia response: Due to grid connection without power converters, they are
able to provide an inherent inertia response without the need for measurements and
controls.
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• Inertia constant and power capacity range: Typical inertia constant 2H = {2− 3} s and
power capacity range of {50− 250}MVA [37].
• Capital cost: SCs have a large cost range, which depends on the installation of new SC
or converting exiting power plants into SC. However, an average cost for an SCs varies
between {9− 35} EUR/kVAr [71].
2. Pumped storage hydro
Although utility-sized energy storage systems are a small percentage of the total generating
capability of the power system, they are increasingly gaining attention for their role in
enabling higher penetrations of variable renewable resources into the grid [72]. Currently,
pumped hydroelectric storage (PHS) is the most common type of utility-scale storage [73].
The authors of a 2012 white paper by the National Hydro power Association’s Pumped Storage
Development Council indicated that the development of new PHS, particularly in areas with
increased wind and solar capacity, would significantly improve system reliability while
reducing the need to construct new fossil-fuel generation [74]. Simultaneously, the power
range of pumped storage devices are suitable for delivering sufficient synchronous inertia,
although significantly lower than that of a gas or coal fired power plant [73]. However,
this technology requires the construction of an upper and a lower basin, which delimits its
application in some countries due to geographical limitations.
• Geographic limitation: The geographical circumstance is a key requirement to be able
to employ this technology. It requires the construction of an upper and a lower basin,
which delimits its application to areas which fulfill these requirements.
• Additional system services: PHS is able to provide various system services as conven-
tional power plants. Additionally, pumped hydro power plants can also consume active
power from the grid to pump water from the lower basin to the higher basin.
• Type of the inertia response: Synchronous inertia response due to direct grid connection.
• Inertia constant and power capacity range: Inertia constant in the range of 2H = {2−4} s
and power capacity of {1− 3000}MW [75, 76].
• Capital cost: Capital costs for PHS differ widely. Reliable, experimentally confirmed
numbers are only available for traditional geographically determined installations and
are reported to be in the range of {800− 1000} EUR/kW [77].
3. Compressed air energy storage
Energy storage systems are effective for supporting the integration of renewable energy and
delivering system services. Compressed air energy storage (CAES) is a promising energy
storage technology due to its high efficiency, cleanness and long service life [78]. CAES makes
use of underground caverns where air is compressed for storage and later decompressed
to release the stored energy. A CAES plant consists of a large volume that can store the
compressed air (the battery) and, what is in principle, a gas turbine. The plant stores the
compressed air underground in caverns or rock formations [79].
• Geographic limitation: Geology plays a significant role for this technology because it
requires an underground cavern, which limits its applicability.
• Additional system services: CAES is capable of providing multiple system services,
such as frequency and voltage support.
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• Type of the inertia response: CAES is characterized by its synchronous inertia response.
• Inertia constant and power capacity range: Inertia constant in the range of 2H = {3−4} s
and power capacity that range between {15− 600}MW [75].
• Capital cost: Based on the analysis on 2nd generation CAES, estimated capital costs
range between {750− 1000} EUR/kW [77].
4. AC Interconnection
An AC interconnection between two power systems, by means of overhead lines or cables,
will lead to a single synchronous network. In case of loss of generation, the inertia of both
power systems will start to supply the power imbalance, leading to lower RoCoF and better
frequency performance [37, 80].
• Geographic limitation: Geographical flexibility and large distance play a significant
role regarding AC interconnectors installation. For example, if an interconnector was
to be built between the Island of Ireland and United Kingdom, the distance would be
one of the world’s longest sub-marine AC cables, which is likely to challenge current
technology.
• Additional system services: The power system will be strengthened due to the connection
of the two subsystems. However, due to the long high voltage cables, the charging
current limits the power transfer capability [81].
• Type of the inertia response: The inherent inertia response improves the overall
frequency performance.
• Inertia constant and power capacity range: For AC inerterconnectors, the inertia constant
depends on the inertia of the two interconnected systems. The power capacity depends
on the interconnecting link.
• Capital cost: AC interconnection depends on the distance of the two connected systems
and on the geography, which determines the possibility of using overhead lines or
cables.
5. Power plant technical minimum reduction
One possible solution for maintaining the same inertia level while allowing greater headroom
for non-synchronous generation is by operating SGs at low power set-points. Most conven-
tional power plants are designed to run in the upper capacity range closer to the rated power
with a minimum low power set-point. Reducing the minimum set-point value is another
option that has the same benefits. However, the power plant type plays a fundamental role
for the provision of this service. For example, thermal power plants operating in the lower
output range are characterized by high CO2 emissions [82].
• Geographic limitation: There are no location restrictions because it uses existing power
plants.
• Additional system services: The same system services of a conventional plant operating
in normal conditions but reduced down-regulation reserves.
• Type of the inertia response: Synchronous inertia response.
• Inertia constant and power capacity range: The inertia time constant is not altered and
is the same as for conventional plants, which is in the range of 2H = {2− 9} s and power
capacity of {0.1− 1} GW [75].
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• Capital cost: This depends on the type of plant and if a refurbishment is needed.
6. Wind turbines
Wind Turbines are generally classified into Type 1, Type 2, Type 3 and Type 4 [83, 84].
Early wind turbines of Type 1 and Type 2 were used with a constant speed asynchronous
generator, which is directly connected to the power system and, thus, capable of providing
synchronous inertia. Modern wind turbines (i.e. Type 3 and Type 4) are designed to operate
at a wider range of rotor speeds. Their rotor speed varies with the wind speed or other
system variables, based on the design employed. Additional speed and power controls allow
variable-speed turbines to extract more energy from a wind regime than fixed-speed turbines.
Nevertheless, for Type 3 and Type 4 turbines, power converters are required to interface
the wind turbine with the grid and, thus, do not provide any inherent inertia response [85].
However, several wind turbines manufacturers offer synthetic inertia response control for
their Type 3 and Type 4 wind turbines (e.g. ENERCON inertia emulation control and General
Electric WindINERTIA) [29, 86].
• Geographic limitation: Location plays a significant role for the presence of the wind
turbine itself. However, for existing wind turbines the geographic location should not
present any limitation for providing these services.
• Additional system services: Wind turbines of Type 3 and Type 4 are capable of providing
a wide range of system services thanks to their controllability. Nevertheless, they can
only provide system services if sufficient wind is present.
• Type of the inertia response: Wind turbines of Type 1 and Type 2 provide inherent inertia
response while Type 3 and Type 4, in principal, can only provide emulated inertia.
• Inertia constant and power capacity range: Wind turbines of Type 1 and Type 2 with
rated power more than 1 MW have values of inertia constant in the range of 2H =
{3 − 5} s [87]. Meanwhile, in Type 3 and Type 4 turbines, the mechanical inertia is
decoupled from the grid. The machine power capacity spans between {1− 10}MW [75].
• Capital cost: The capital cost of wind turbines varies among technologies. However,
for onshore installation capital cost varies between {1100− 1950} EUR/kW while for
offshore wind turbines, the capital cost varies between {2300− 4300} EUR/kW [88].
7. HVDC interconnectors
High-voltage DC (HVDC) transmission links provide a means of non-synchronously con-
necting two (or more) AC power systems whilst maintaining control of the power flow over
the HVDC-link. An HVDC-link is an economical way of transferring electrical power over
long distances [89]. Due to the asynchronous interconnection between the interconnected
power systems, no inherent inertia response is available because the DC connection fully
decouples the two areas. Nevertheless, several studies have investigated the ability of HVDC
to provide frequency control services, including inertia emulation and primary frequency
control [90–92]. Frequency control can be achieved by including frequency control loop,
either in the active power controller or the DC voltage controller [93].
• Geographic limitation: The location of the HVDC interconnectors plays a fundamental
role in its applicability. Generally, the main challenge is related to the long distance and
high costs.
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• Additional system services: HVDC interconnectors are able to provide a large number
of system services, depending on the employed converter technology.
• Type of the inertia response: Due to the decoupling between the two subsystems, only
emulated inertia can be provided.
• Inertia constant and power capacity range: HVDC interconnectors do not provide
an inherent inertia response. HVDC power capacity depends from the employed
technology. The current installed HVDC links are characterised by a power capacity in
the range of {3− 8000} MW [75].
• Capital cost:HVDC capital cost depends on the applied technology and the distance
over which the two areas are connected.
8. Various Energy Storage Technologies
Batteries are energy storage units that store electrical energy and which operate at direct
current. Thus, power electronic converters are needed to interface the batteries with the grid.
Batteries can provide multiple benefits to the power system in terms of ancillary services
and RoCoF enhancement. Nevertheless, the battery’s technology plays a fundamental
role in deciding the suitability in providing such services. For example, Sodium-Sulfur
batteries (NaS) are characterized by their fast response time and, as claimed by certain
manufacturers, the response time is within 1 ms [94], allowing the provision of synthetic
inertia services and/or fast frequency control services. Meanwhile, hydrogen storage system
and synthetic natural gas have a relatively slow response time (i.e. in the range of seconds),
which limits their capabilities for synthetic inertia services [95, 96].
• Geographic limitation: Generally, battery technologies do not have locational restrictions
and are flexible to install. However, some minor exceptions might occur for flow batteries
due to the additional space required for the auxiliary services and for the more complex
technology.
• Additional system services: Due to their controllability, batteries are able to offer
multiple system services.
• Type of the inertia response: In principal, they can provide only emulated inertia.
• Inertia constant and power capacity range: Batteries do not have any inherent inertia
response. Batteries’ power capacity depends on the applied technology, however, typical
power capacity is generally up to several MW.
• Capital cost: The capital coast of batteries varies among the applied technologies.
However, it can range between {250− 2600} EUR/kW [76].
9. Demand side management
In theory, demand and generation can participate in frequency control. In the current control
schemes, adopted by the majority of TSOs, demand is used to restore severe power imbalance
that cannot be alleviated by fast acting generators (i.e. load shedding). Nevertheless, demand
capability to contribute to frequency control has previously been underestimated due to
the complexity involved in the real-time monitoring and control of aggregated loads [97].
In contrast, with the advancements in measuring and monitoring techniques, DSMs have
started to gain more consideration and application from various TSOs in managing the power
system efficiently and in accommodating a higher share of renewable energy generation [98].
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Simultaneously, different projects and studies are investigating the use of DSM technology to
provide additional system services as fast primary frequency control and SIC from aggregated
loads. Various studies have conducted simulations and field tests to analyze the ability of
electric vehicles to deliver frequency support and system services [50, 99].
• Geographic limitation: Location plays a crucial role in allowing the aggregation of a
number of loads to provide adequate response power.
• Additional system services: DSM is able to provide multiple system services such as
frequency and voltage control, which depends from the nature and capability of the
aggregated units.
• Type of the inertia response: DSM is able to provide regulating power in terms of
emulated inertia.
• Inertia constant and power capacity range: DSM does not provide inherent inertia
response and, therefore, an inertia constant cannot be provided. Similarly, a power
capacity range cannot be provided because it depends on the number of the aggregated
electrical loads.
• Capital cost: DSMs have a large range of cost depending on the applied technology and
infrastructure
10. Flywheel
Flywheels store kinetic energy in the rotation of a wheel. The moving mass is accelerated and
decelerated by a motor/generator and, therefore, can charge or discharge the system [37]. High
speed flywheels are interfaced with the grid through power electronics and, thus, are only
capable of delivering synthetic inertia. Flywheels energy storage systems are characterized
by their fast ramping ability and long-term durability. Due to their fast response time (i.e. in
order of milliseconds), flywheels can provide ancillary services, including synthetic inertia
and frequency response to power grids [100].
• Geographic limitation: Flywheels do not have location restrictions and can easily be
installed.
• Additional system services: Flywheels are able to provide frequency support in terms
of regulating power.
• Type of the inertia response: Due to the connection to the grid through power electronics,
flywheels are only able to provide emulated inertia.
• Inertia constant and power capacity range: Flywheels are not characterized by an inertia
constant due to the connection to the grid through power electronics. Their typical
power capacity range between {0.1− 20}MW [75, 76].
• Capital cost: Flywheels have a capital cost that ranges between {210−300} EUR/kW [76].
An overview of these technologies discussed is presented in Table 2.2. This table reports the inertia
typology, the average relative inertia value for synchronous inertia, power capacity, geography
limitations, possible additional services and capital cost.
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Table 2.2: Overview of the various technologies
Technology Synch. /EIC Inertia (H)
Power
capacity
Geographic
limitations Additional services Capital cost
Voltage
support
Energy
supply Black start
Synchronous
condensers synch. {2 - 3} s
{50 - 250}
MVA Low YES NO NO
{9- 35}
EUR/kVAR
Pumped storage
hydro synch. {2 - 4} s {1 - 3000} MW High YES Limited YES
{800-1000}
EUR/kW
Compressed air
energy storage synch. {3 - 4} s {15 - 600} MW High YES Limited YES
{750-1000}
EUR/kW
AC interconnec-
tion synch.
Depends on
the intercon-
nected
systems
Depends on
the line rating Medium Limited YES Limited -
Parking or re-
duction of the
minimum MW
generation
synch. {2- 9} s Plantdependent Low YES YES Limited -
Wind turbines
(Type 1 & 2)
Synch. &
EIC {3 - 5} s 0.5 -2 Medium Limited YES NO
Onshore: {1100
- 1950}
EUR/kW
Wind turbines
(Type 3 & 4)
Synch. &
EIC - 0.5 -2 Medium YES YES NO
Offshore: {2300
- 4300}
EUR/kW
HVDC inter-
connectors
(VSC-based)
EIC - {100 - 1000}MW Average YES YES YES
Electrochemical
and chemical
batteries
EIC - 0.1 - 100 MW Low YES Limited YES {250 - 2600}EUR/kW
Demand side
management EIC -
Depends on
the
aggregated
units
Low Limited NO NO -
Flywheels EIC - {0.1 - 20} MW Low YES NO NO {210 - 300}EUR/kW
2.7 Summary
This chapter gives a general overview of future control room requirements and functionalities to
facilitate and support the increasing share of RES. Based on different EU projects, in general, and
on the EU ELECTRA IRP project, in particular, focus was given to the DMS functionalities. This
choice is motivated by the fact that it is expected that by 2030 between 52% and 89% of electricity
production will be generated by RES, mainly connected to the distribution network [24, 25].
However, this chapter focuses on emulated inertia services, which is one of these functionalities.
To better comprehend the need for this new function, a detailed and analytical analysis of the
consequences of reduction in system inertia and employment of emulated inertia have been
presented. This chapter has demonstrated the ability of EIC to mitigate the RoCoF and improve
the frequency performance. This chapter has provided an overview of the currently available EIC
schemes, including their key features and weaknesses. Finally, the key parameters and challenges
in applying such services have been detailed.

CHAPTER3
Frequency support from converter
connected units
The focus of this chapter is twofold. It begins by presenting the trade-off analysis between synthetic
inertia control (SIC) and fast frequency control (FFC) employing converter connected units, which
is further addressed as fast acting reserves (FAR). Emphasis is placed on the energy storage’s
response time and its effect on the two controllers performance and, consequently, on the frequency
performance. The focus is then moved toward analyzing the capabilities and limitations of electric
vehicles (EVs) in providing such services. This chapter presents a simulation analysis, which will
be further complemented in Chapter 4 by experimental validation. It should be noted that this
chapter includes results from the following papers: Pub. [C], Pub. [D] and Pub. [E].
3.1 Overview
As pointed out in Chapter 2, the large scale deployment of inertia-less generation displacing
conventional generators will have a considerable impact on the system frequency. Reduced system
inertia is a core issue regarding frequency stability. This will lead to faster rate of change of
frequency (RoCoF) and lower frequency nadir values, which presents a challenge in hosting higher
share of renewable energy sources (RES).
With the increased penetration of RES, the regularity and severity of frequency events is expected
to increase as high share of RES leads to more variable and less predictable supply [101]. However,
energy storage systems (ESSs) are expected to play a crucial role in the ancillary services market.
The fast development of ESSs creates an opportunity to provide a frequency response that is
significantly faster than conventional primary frequency reserves (PFRs), which can mitigate the
increasing challenges in maintaining the grid reliability and will also enable a higher share of
RES [102].
Similarly, EVs could play a significant role in the ancillary services market due to their high degree
of flexibility. In fact, EVs should not be considered only as passive assets but rather should be seen
as an integrated active resource [99]. EVs could adapt their active power consumption to improve
the grid conditions and support further integration of RES. They are a quick-response unit with an
attached storage and potentially bi-directional power flow capabilities [103].
This chapter focuses on the ability to mitigate the RoCoF and limiting the frequency nadir by
investigating the trade-off analysis between the following two controllers: SIC and FFC. It will
employ energy storage systems and then series produced EVs models.
3.2 SIC and FFC employing energy storage systems
This analysis aims to investigate the impact of the high penetration of converter connected resources
on frequency dynamics. The abilities and limitations of SIC and FFC in mitigating the RoCoF
are presented and discussed. The system is studied with different levels of converter connected
resources, namely, 0%, 27% and 55% of the total load.
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3.2.1 Controller specifications
This section will give a detailed explanation of the two implemented controllers. The two controllers
and also the network model have been implemented in the power system simulation software
DIgSILENT-PowerFactory.
3.2.1.1 Synthetic inertia controller
When active power consumption exceeds the active power generation, due for example to the loss
of a generation unit, the system frequency will decline. Simultaneously, synchronous rotating
machines will release the kinetic energy stored in their rotating mass, which limits the frequency
gradient. The developed SIC attempts to emulate the same effect in connection with an energy
storage system and the block diagram is shown in Figure 3.1.
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Figure 3.1: Synthetic inertia control block diagram: (a) the SIC frame, and (b) the SIC control
algorithm, including the energy storage dynamics.
The controller consists of three main blocks: a frequency measurement device, a SIC controller (i.e.
control algorithm), and energy storage. Energy storage is represented by a simplified model of an
energy source. For simplicity, the energy storage dynamics (e.g. time response) are included in
the control algorithm block. The control algorithm block includes the following functions: a time
delay function, a RoCoF calculation function, a RoCoF-power droop function, a first order filter
function, a limiter function to represent the energy storage’s rated power limitation and finally a
normalization block function. The time delay function takes into account various delays, such as
communication delay, measurement delay, and activation delay. A time delay of 100 ms is applied.
The value is inspired by different studies; for example, the Hawaiian Electric Companies have
proposed a fast frequency regulation service with a total reaction time of 100 ms [104, 105]. In this
study, the RoCoF is measured over 4 ms as the sampling time of the simulation platform and a
low-pass filter of T=10 ms is used to eliminate high-frequency transients. It should be noted that
the 4 ms measuring window is very small and might include electrical transients. However, the
measuring window and the low-pass filter are inspired by the RoCoF relay parameters that are
used for islanding detection [106]. The analytical relationship between RoCoF and active power
can be expressed as:
∆P = K∆f∆t (3.1)
where ∆P is the active power variation from the participated unit, K is proportional gain, and
∆f
∆t is the RoCoF. Nevertheless, it is not possible to define an univocal analytical formulation of
a RoCoF-power droop because the ∆f∆t reference cannot be defined univocally as the case with
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the frequency-power droop, where fn = 50 Hz. Furthermore, a simplification of energy storage
model to a first order system has been used in many studies [107–110]. In this study, a T1=200 ms
is used. However, this value varies among the different technologies. The various parameters are
summarized in Table 3.1.
Table 3.1: SIC block diagram parameters
Time delay
(Tdel)
RoCoF
window
RoCoF
filter (T)
ESS dynamics
(T1)
100 ms 4 ms 10 ms 200 ms
3.2.1.2 Fast frequency control
Conventionally, PFR is provided by conventional power plants and it aims to contain the system
frequency deviation after an incident within a pre-defined range [11]. The activation is done locally
in a decentralized manner by applying a droop control in every participating unit. The analytical
relationship between frequency control and active power was shown in Chapter 2, and is reported
here for convenience:
R = − ∆f/fnom∆P/Pnom (3.2)
where R is the speed regulation or droop constant, and ∆P and Pnom are the generator’s active
power variation and nominal power, respectively. Similarly, ∆f and fnom are frequency variation
and nominal frequency, respectively. However, due to the slow dynamics of prime movers of
the participating generators, primary frequency control (PFC) is unable to mitigate the RoCoF in
the first instance following a contingency or at least has a very limited effect. On the one hand
FFC employs the same control approach as PFC, namely a decentralized droop control approach
based on frequency deviation from the nominal value [4]. On the other hand, FFC uses FAR; for
example, in this study, energy storage systems have been used. Also in this case, the controller is
implemented in DIgSILENT-PowerFactory, the block diagram is shown in Figure 3.2 This consists
of three main blocks: a frequency measurement device, a FFC controller (i.e. control algorithm),
and energy storage. While the frequency measurement device and the energy storage blocks
are similar to the SIC case, the core concept of the control algorithm is different. In fact, RoCoF
calculation is not needed and a frequency-power droop is applied. The same time delay and
energy storage first order system parameters are used and summarized in Table 3.2
Table 3.2: FFC block diagram parameters
Time delay
(Tdel)
ESS dynamics
(T1)
100 ms 200 ms
3.2.1.3 Network model
The modelled power system in which the two controllers are analyzed is shown in Figure 3.3,
which includes the following components: a constant power load equal to 180 MW, which is
divided into 60% of asynchronous machines and 40% of static loads as recommended in [111].
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Figure 3.2: Fast frequency control block diagram: (a) the FFC frame, and (b) the FFC control
algorithm, including the energy storage dynamics.
A total of 13 transformers with rated power 120 MVA and 220/33 kV rated voltage, 24 transformers
with rated power 7 MVA and 33/6.6 kV rated voltage, a photovoltaic (PV) farm with 100 MW
rated power, an energy storage system with 1 MW rated power, and six conventional generation
units. Table 3.3 summarizes rated power of the generation units together with their relative inertia
values.
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Figure 3.3: Power system network
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Table 3.3: Generators’ rated power
Generation Gen. 1 Gen. 2 Gen. 3 Gen. 4 Gen. 5 Gen. 6 PV
Rated power 120 MVA 60 MVA 60 MVA 30 MVA 30 MVA 3 MVA 100 MW
Inertia 2H (s) 4 2 2 2 2 2 -
It is assumed that all conventional generators are equipped with the following IEEE standard
models [112]:
• Governor: gov_TGOV2, steam turbine gov. with fast valving.
• Excitation system: avr_IEEET1, 1968 IEEE type 1 excitation system.
• Power system stabilizer (only Generator 1): PSS2A, 1992 IEEE type PSS2A dual input signal
stabilizer.
3.2.1.4 Analyzed scenarios
Three different scenarios are analyzed. In these three scenarios, the system response is triggered by
the loss of one of the synchronous generators of group B (i.e. Generator 6), determining around 1%
loss of the production related to the total consumption. The loss of 1% of generation is inspired by
the ENTSO-E network guidelines [11]. The system is studied with different levels of PV penetration:
0%, 27% and 55% PV generation of the total load. Table 3.4 shows the generators set points for the
three levels of PV penetration.
Table 3.4: Generator set points
Generation 0%PV 27%PV 55%PV
Generator 1 50 MW 50 MW 50 MW
Generator 2 50 MW 50 MW disconnected
Generator 3 50 MW disconnected disconnected
Generator 4 15 MW 15 MW 15 MW
Generator 5 15 MW 15 MW 15 MW
Generator 6 1.8 MW 1.8 MW 1.8 MW
PV - 50 MW 100 MW
An overview of the three scenarios follows:
• The first scenario highlights the impact of converter connected resources on frequency
dynamics (i.e. RoCoF, frequency nadir and steady-state value). This shows the effects of the
reduced system inertia and the PFR provided by conventional power plants.
• The second scenario carries out a sensitivity analysis of the response time of the two analyzed
controllers. In this case, the PV penetration level is set to 55% of the total load. The following
response times have been considered: 10 ms, 100 ms, 1 s and 2 s.
• The third scenario presents a performance analysis of the FFC versus the SIC on the frequency
behaviour. This highlights the effects of the two controllers on the frequency gradient, nadir,
and steady-state value.
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3.2.1.5 Results and discussion
This section will present and discuss the results of the previously detailed scenarios. As previously
mentioned, the first scenario aims to investigate the frequency behaviour after the loss of a
conventional generator, namely Generator 6. The conventional unit is tripped at 0 seconds of
the simulation. It should be noted that in case of replacement of a conventional plant providing
PFR by RES (e.g. PV production), the same amount of reserve should be covered by another
plant. However, it has been decided not to compensate for the reduced PFR. This choice is also
done to highlight the future need for reserves that provide primary frequency support. Figure 3.4
illustrates how the system frequency behaves after a sudden event when the amount of kinetic
energy in the system and also PFR are reduced. As analytically demonstrated and explained in
Chapter 2, the reduced system inertia imposes an increase in the frequency gradient, leading to
larger frequency variation, as shown by the green curve versus the red curve. Similarly, due to the
reduced amount of PFR, the frequency nadir and steady-state values are reduced. However, as
analytically presented in Chapter 2, and graphically shown in Figure 2.4 and Figure 2.5, a direct
correlation among frequency nadir, gradient, PFR, and system inertia is present. In other words,
the lower nadir value is partially due to the reduced inertia and is partially due to the reduced
PFR.
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Figure 3.4: Frequency behaviour with different levels of PV penetration
The second scenario aims to highlight the effects of response time due to unavoidable delays on the
controllers’ performance. It should be noted that the response time includes the measurement time,
activation time, and communication time. The following delay values are analyzed: 10 ms, 100 ms,
1 s and 2 s. The chosen values are drawn from the datasheets of energy storage manufacturers [94–
96]. The droop parameters of each controller are not constant among the different delays. The
gain of each controller is determined using the Ziegler-Nichols method, which is a heuristic
method for tuning PID controllers. In this method, the system is made to oscillate by increasing
the proportional gain until it reaches the ultimate gain Ku at which the output frequency of the
system begins to oscillate with ultimate period Tu. The final proportional gain is calculated as
Kp = 0.5 Ku [113].
The following droops have been considered for SIC:  (the RoCoF limits are ±0.0125 Hz/s),
ζ (±0.075 Hz/s), ι (±0.25 Hz/s), and λ (±0.75 Hz/s). If the RoCoF exceeds the limits, then the active
power limits of the energy storage are set (±1 MW). The different droops are presented in Figure 3.5a.
Similarly, four droops have been considered for FFC: 0.0025% (frequency limits of 49.99875-
50.00125 Hz), 0.015% (frequency limits of 49.9925-50.0075 Hz), 0.25% (frequency limits of 49.875-
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50.125 Hz) and 0.4% (frequency limits of 49.8-50.2 Hz). The different droops are presented in
Figure 3.5b. It was possible to apply these steep droops (i.e. high gain parameter) because of the
limited energy storage flexibility versus the total installed power, namely 1 MW versus 181.8 MW,
respectively. When using a 180 MW machine, the equivalent required four droops will be 0.45%,
2.7%, 45 % and 72%. The frequency performance following the event for SIC and FFC is shown in
Figure 3.6a and Figure 3.6b, respectively.
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Figure 3.5: (a) RoCoF-power droop employed in the SIC controller for each response time, and (b)
frequency-power droop employed in the FFC controller for each response time.
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Figure 3.6: Sensitivity analysis of the different time response: (a) the frequency curves for the SIC
with RoCoF window 4 ms, and (b) the frequency curves for the FFC.
Because the SIC is a RoCoF based control, one can notice that its implementation is useless for
relatively large delays. In fact, it does not influence the steady-state value and has a limited effect
on the frequency nadir. Similarly, the large delay reduced the FFC performance; however, it still
contributing positively to the steady-state value because it is acting on the frequency deviation
from the nominal value.
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The third scenario carries on a performance analysis of SIC and FFC. In this scenario, a total delay
of 100 ms with its corresponding droop characteristic have been considered, as shown in Figure 3.5,
namely ζ droop and 0.03% droop for SIC and FFC, respectively. The main objective is to analyze
and compare the impacts of the two controllers on the system frequency after the loss of the same
conventional unit as in the previous scenarios. The frequency trend and the produced active power
from the energy storage are shown in Figure 3.7.
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Figure 3.7: Frequency and active power output from the battery during both SIC and FFC. 100 ms
time delay is used and RoCoF window 4 ms for SIC.
It is observed from the active power output of the energy storage that SIC is participating marginally
faster than the FFC around the first 200 ms following the event. Meanwhile, FFC is performing
much better in terms of frequency nadir and steady-state values. The SIC’s active power curve
is similar to the inertia response of synchronous machines. This behaviour could be explained
as follows: after an active power imbalance between generation and consumption, synchronous
rotating machines start to release the stored kinetic energy in their rotated mass. Once the maximum
instantaneous frequency deviation is reached, the lost kinetic energy needs to be recovered, which
explains the reason to absorb active power in the case of SIC and also the longer time needed
for the frequency to reach the steady-state value. This negative side effect can be avoided by
implementing a control algorithm that limits the energy storage from absorbing active power
in these circumstances. However, this behaviour cannot be eliminated when providing inertia
support by wind turbines because the controllers aim to extract the stored inertial energy from the
moving parts of the wind turbine generator [114]. Table 3.5 shows the maximum RoCoF calculated
over the first 200 ms, the frequency nadir, and the steady-state value. A slightly better performance
in terms of RoCoF from the SIC has been observed. However, the FFC performed better in terms
of frequency nadir and steady-state value.
This investigation has shown that the high share of converter connected resources replacing
conventional power plants reduces the system inertia and the primary frequency reserves. However,
it was also shown that SIC and FFC can help support the system while increasing the share of RES.
The performance of the two controllers could be summarized as follows: the SIC is characterized
by slightly better performance in terms of RoCoF while FFC has a much better performance in
terms of frequency nadir and steady-state value. Simultaneously, the response time plays a crucial
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Table 3.5: Frequency characteristics
RoCoF Nadir Steady-state
No additional control 0.128 Hz/s 49.953 Hz 49.98 Hz
SIC 0.111 Hz/s 49.965 Hz 49.98 Hz
FFC 0.1220 Hz/s 49.975 Hz 49.99 Hz
role in providing frequency support by any of the two controllers. However, response time has
a much higher effect on SIC’s performance by limiting its participation because in FFC positive
effects would still be present on the steady state value given that it acts on ∆f .
3.3 SIC and FFC employing single phase EVs
Essentially, EVs are energy storage devices and most of the time they are plugged into a charging
spot. Therefore, a transmission system operator (TSO) can greatly benefit from EVs’ participation
in frequency services provision. In principle, EVs are capable of providing fast regulating power
in both directions in case of Vehicle-to-Grid (V2G) or they can simply modulate the charging
power [103]. The majority of EVs that are present in the market comply with the IEC 61851 and
SAE J1772 standards [99], according to which, the EV charging current should be limited between
the minimum charging current of 6 A and the maximum value, which is the electric vehicle supply
equipment (EVSE)’s rated current (10 A, 16 A, 32 A, etc.) in discrete 1 A steps [115, 116]. These
standards are valid for both single phase and three phase connections. For example, 16 A is
equivalent to 3.6 kW and 11 kW for single phase and three phase connections, respectively. In this
study, only unidirectional charging is possible.
This study aims to investigate the capabilities, benefits and drawbacks of single phase EVs
in providing frequency services in terms of SIC and FFC. The implemented EV models are
characterized by unidirectional charging and they comply with the IEC 61851 and SAE J1772
standards. Therefore, they are capable of modulating the charging current between 6 and 16 A in
discrete 1 A steps [4].
3.3.1 Controller specifications
As in Section 3.2, two controllers are implemented in this study, namely: SIC and FFC. In recent
experimental activities for frequency control by series produced EVs, the authors have noticed
frequency oscillations under certain circumstances (e.g. steep droops, low-inertia, large response
time, etc.), due mainly to the 1 A granularity of the EV’s charging current foreseen by IEC 61851 [115]
and SAE J1772 [116] standards. The reason for this is the calculated charging current, which, in
case it falls near the exact middle of two consecutive set-points, will be continuously rounded up
and down. For example, if the calculated current is 7.51 A, then the set-point will be 8 A, which is
sent to an aggregated number of EVs. The difference between the required 7.51 A and the actual
8 A in all the EVs would cause a significant change in the power flow in terms of total absorbed
active power. This will affect the frequency behaviour, resulting in a new calculated current of
around 7.49 A, which is then rounded down to 7 A. This process will turn into a loop, which creates
the 1 A-oscillations.
Various solutions have been suggested to overcome these oscillations. For example, by imple-
menting an adaptive droop slope which is dependent on the specific grid parameters and the EV’s
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response time or by implementing an additional hysteresis characteristic [117]. Therefore, it has
been decided in this study to integrate the two controllers, namely SIC and FFC, with a stabilizer
algorithm. The modified version of the two controllers are further addressed as SIC_S and FFC_S,
respectively.
3.3.1.1 SIC & SIC_S controllers
The controllers’ participation is provided by a droop control. It represents how much the controllers
are sensible to the RoCoF. In this study, the RoCoF is measured over a 100 ms window. The
measuring window is inspired by the RoCoF relays’ parameters. These parameters are used
for islanding detection [106] in connection with the concern expressed by generators connected
to the Irish transmission system, that the RoCoF level calculated over 100 ms period could be
significantly higher than the 1 Hz/s calculated over 500 ms, as required by the grid code [118].
Similarly to the previous study, the gain of each controller is determined using the Ziegler-Nichols
method. The following three droops have been considered: α (the RoCoF limits are ± 0.0625 Hz/s),
β (± 0.125 Hz/s), and γ (± 0.1875 Hz/s). If the RoCoF exceeds the limits, then the current limit
value (6 or 16 A) is set. The three droops are RoCoF-I droops and they are presented in Figure 3.8
by the dashed lines. The amount of regulated power from the three EVs is 3.4 kW. This represents
around 17% of the generated power (3.4 kW/19.5 kW) and around 6% of the installed power
(3.4 kW/58 kW).
To comply with the [115] and [116] standards, the calculated current values need to be rounded.
This results in step functions, as shown by the solid lines in Figure 3.8. To ensure that there is room
to increase and decrease the charging level equally (±5 A), the EVs’ initial current set-point is set
to 11 A, which is the central point.
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Figure 3.8: RoCoF-Current droops: ideal droop (dashed lines) and 1 A steps droop (solid lines).
The two controllers are implemented in DIgSILENT-PowerFactory and the block diagram is shown
in Figure 3.9a. Basically, it is composed of three main blocks: the frequency measurement device,
the control algorithm and the EV model. The control algorithm is presented in Figure 3.9b. This
algorithm receives the frequency measurement, calculates the RoCoF, and provides the EV with a
current set-point according to a particular RoCoF-I droop. The EVs and the control/communication
dynamics are modelled by considering the appropriate response times and latencies for all of
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the operational steps. The EV’s response characteristics are based on the experimental finding
described in [4]. The EV model is composed by:
• A time constant block, to imitate the EV’s battery dynamics.
• A time delay block, to represent the delay due to internal EV’s communication and activation
of the inverter (T_EV = 1.5 s). The EV’s activation time varies among models and year of
production [99].
• A block that converts the current to a power signal. As for RMS simulations in PowerFactory,
these loads need power inputs.
• A load block, which is the EV unit in the modelled grid.
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Figure 3.9: SIC and SIC_S block diagram. The highlights show the additional blocks for SIC_S.
(a) shows the measurement block, a layout of SIC and SIC_S controllers and the EV model.
(b) shows the SIC and SIC_S’ control algorithm block diagram.
A more detailed description of the two control algorithms (i.e. SIC and SIC_S) follows.
1. SIC controller: The SIC is a RoCoF based controller. It calculates the RoCoF and, according
to a predefined droop, it changes the EV’s charging current set-point. The SIC control
algorithm is composed by the following functions:
• Delay function, representing the measurement and communications delays (Tmc = 0.5
s), due mainly to the DEIF MTR-3 device [119].
• A RoCoF calculation block.
• A low-pass filter.
• A block with the RoCoF-I droop.
• A round function to comply with the standards to recreate the 1 A steps.
2. SIC_S controller: The SIC_S is composed by the SIC controller that has been enhanced by
a stabilizer algorithm, as highlighted in green in Figure 3.9. The stabilizer algorithm aims
to avoid the 1 A current oscillations that were previously described. Practically, it prevents
the 1 A current oscillations, while allowing larger and highly less probable 2 A or higher
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oscillations. This will reduce the overall probability of current oscillations and, consequently,
frequency oscillations. Basically, it freezes the current set-point if a 1 A oscillation is detected.
The stabilizer algorithm’s flow-chart is presented in Figure 3.10.
The controller calculates the current set-point (Iout) based on an algorithm that evaluates
two conditions: the current set-point and an internal parameter (Test). The first condition is
obtained by comparing the new calculated set-point (Iround) with the one from the previous
time-step (IoutOld). The second condition is evaluated through a consideration of a memory
status (TestOld), which is the Test from the previous time-step. Test indicates whether or
not, and how, the current set-point is going to change compared to the value of the previous
time-step. It will take values of -1, 0 or 1: where -1 indicates that in the previous time-step
the current set-point has been reduced, 1 indicates it has been increased, while 0 initializes
the controller. Because the aim of the controller is to avoid 1 A oscillations, the algorithm
prevents 1 A steps from one time-step to the next one under certain conditions. To do so,
the algorithm compares Iround with IoutOld, taking into account the value of TestOld. For
instance, where Iround is greater than IoutOld by 1 A difference, and TestOld is -1, then Iout
will be kept as IoutOld. In contrast, Iout will be changed only when the difference is at least
2 A. For example, if Iround is 9 A, IoutOld is 8 A and TestOld is -1, then the controller will
prevent the current changing. Iout will take the same value of Ioutold and Test will be kept
as TestOld. In case Iround increases to 10 A (or decrease to 7 A), then the current change will
be allowed: Iout will be 10 A (or 7 A) and Test will be 1 (or -1).
3.3.1.2 FFC & FFC_S controllers
In this case, the controllers’ participation is provided by a droop control. The control concept is
similar to the conventional PFC [11], which is commonly provided by droop controllers applied to
synchronous generators. As previously mentioned in Section 3.2, the droop constant represents
how much the machine is sensible to frequency variation and it quantifies its contribution to
primary frequency/power control. The relationship between active power and frequency variation
is shown in (3.2) and reported here for convenience:
R = − ∆f/fnom∆P/Pnom (3.3)
whereR is the so called speed regulation or droop constant, ∆P and Pnom are the generator’s active
power variation and nominal power, respectively. Similarly, ∆f and fnom are frequency variation
and nominal frequency, respectively. Nevertheless, in this study, the regulation is provided by
modulating the EVs’s active power consumption, and according to [115] and [116], this could be
achieved by modulating the charging current. Therefore, (3.3) can be rewritten as:
R = −∆f/fnom∆I/Inom (3.4)
where ∆I is the current variation and Inom is the nominal current. Because the technical
requirements delimit the EV’s charging current between 6 and 16 A, this available range of the
regulating current of 10 A has been assumed as the EV’s Inom.
Three different f − I droops have been considered: 2% (frequency limits of 49.5-50.5 Hz), 4% (49-51
Hz) and 6% (48.5-51.5 Hz). If the frequency exceeds the limits, then the current limit value (6 or 16
A) is set. The three droops are shown in Figure 3.11 by the dashed lines.
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- Test=1-means Iout went step down
Figure 3.10: Stabilizer algorithm flow-chart.
To comply with the [115] and [116] standards, the calculated current values need to be rounded.
This results in step functions, as shown by the solid lines in Figure 3.11. To ensure that there is
room to increase and decrease the charging level equally (±5 A), the EVs’ initial current set-point
is 11 A, which is the central point.
The two controllers, namely FFC and FFC_S, are implemented in DIgSILENT-PowerFactory and
the block diagram is shown in Figure 3.12. Similarly to the SIC, this is composed of three main
blocks: the frequency measurement device, the control algorithm, and the EV model. The same
EV model that was used in SIC and which was previously presented is used. A more detailed
description of the two control algorithms, namely FFC and FFC_S is presented in the following.
1. FFC controller: The FFC is a frequency deviation based control that measures the frequency
and determines the EV’s current set-point according to a certain droop. The FFC control
algorithm is composed of the following functions:
• Delay function, representing measurements and communications’ delays (Tmc = 0.5 s).
• A block with the f-I droop.
• A round function block, to comply with the standards to recreate the 1 A steps.
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Controller model:
- F meas block for frequency measurement
- time delay block for digital time delay due to
measurement and communication (Tmc=0.5 s)
- f-I droop block
- Round block, to round the calculated current
- Stabilizer Algorithm
EV model:
- time constant block for the EV battery dynamics
- time delay block for digital time delay due to
internal EV communication and activation of the
inverter (TEV=1.5 s)
- I to P block to covert the current to a P signal
- load block (the EV unit in the modelled grid)
Figure 3.12: FFC and FFC_S’ block diagram. The highlights show the additional blocks for FFC_S.
(a) shows the measurement block, a layout of FFC and FFC_S c ntrollers and th EV mod l.
(b) shows the FFC and FFC_S’ control algorithm block diagram.
2. FFC_S controller: The FFC_S controller is composed of the FFC controller that has been
enhanced by a stabilizer algorithm. This employs the same stabilizer algorithm as the SIC_S,
as previously presented and detailed.
3.3.2 Grid layout
As previously mentioned, the analysis has been carried out by means of the simulation software
DIgSILENT-PowerFactory. The modelled power system, in which the analyses are carried out, is
a reproduction of an islanded configuration of the experimental low voltage (LV) grid SYSLAB
PowerLabDK infrastructure. SYSLAB is a research laboratory facility that is used to develop and
test control and communication technology for active and distributed power systems, which is
located at the Technical University of Denmark, Risø campus.
To allow future experimental validation in the SYSLAB infrastructure, the modelled grid is based
on real available power system components. The following units are used for the proposed
simulation studies:
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• Three controllable EVs, each equipped with single-phase 16 A (230 V) charger and 24 kWh
Lithium-ion battery. The chargers only allow unidirectional power flows; that is, V2G
capability is not available. The charging current can be modulated between 6 and 16 A, with
1 A granularity. The EVs’s initial current set-point is 11 A, which is the central point and
which assures room to increase and decrease the charging level equally. The total amount of
regulating power by the three EVs is 3.4 kW.
• A 60 kVA diesel synchronous generator, with active power provision up to 48 kW. This
provides inertia to the islanded grid. The diesel’s governor is activated to provide primary
frequency support in case of SIC or SIC_S and deactivated in case of FFC or FFC_S. Inspired
from [4], a diesel inertia of 2H = 50 s is used.
• A controllable 45 kW resistive load unit with up to 15 kW per phase, adjustable with steps of
0.1 kW.
• A 10 kW Aircon wind turbine (nominal wind speed 11 m/s), equipped with full converter.
Figure 3.13 shows a single line diagram representation of the whole SYSLAB experimental facility.
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Figure 3.13: Single line diagram representation of the whole SYSLAB PowerLabDK experimental
LV grid. The components that are used to compose the analyzed system are highlighted.
The highlights represent the various components that are used for the proposed simulations
studies. As can be seen from the highlights, a 725 m Aluminium cable is used to connect the two
bus-bars at which the units are connected. Both the synchronous and the wind turbine generators
are connected to the same busbar, while the resistive load and the EVs are placed on the other
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terminal of the line. The active power set-points of the different units for the two investigated
scenarios are summarized in Table 3.6.
Table 3.6: Active power set-points
Device Scenario 1 Scenario 2
Diesel 19.5 kW ∼ 15.5 kW
Wind turbine - ∼ 4 kW
Resistive load 12 kW 12 kW
EVs 7.5 kW 7.5 kW
3.3.3 Simulation scenarios and results
Two scenarios have been considered to evaluate the various controllers’ effectiveness under
different operating conditions. To better investigate the EVs’s ability to mitigate the frequency
deviation, the automatic frequency controller of the diesel’s governor has been disabled for the FFC
and FFC_S. Because SIC and SIC_S are RoCoF based control and not capable to compensate for the
active power imbalance, the diesel’s governor frequency controller was enabled. Nevertheless, this
study does not aim to compare FFC and SIC capabilities but aims instead to identify the benefits
and drawbacks of EVs in providing ancillary services in terms of frequency support.
The first scenario aims to provide a general evaluation of the different controllers in case of
contingencies taking place during stationary situations. The various controllers are investigated
using the previously presented droops, namely 2%, 4% and 6% droops for FFC and FFC_S; and α, β
and γ droops for SIC and SIC_S. This scenario aims to evaluate the various controllers’ effectiveness
on the frequency dynamics in terms of frequency nadir and RoCoF values (in case of SIC and
SIC_S), including an evaluation of the stabilizer algorithm’s ability to limit the EV’s charging
current set-point oscillation.
The second scenario aims to evaluate the effectiveness of the different controllers in a more
realistic and challenging situation, where continuous power fluctuations are present and, therefore,
continuous actions of the controllers are needed. Consequently, the Aircon wind turbine was
connected and a 10 minutes registered wind production profile, in terms of active and reactive
power, has been considered.
3.3.3.1 Scenario 1
As previously mentioned, the first scenario aims to evaluate the stabilizer algorithm’s capabilities
in limiting the EV’s charging current set-point oscillations. The various controllers are evaluated
by monitoring the frequency and EV’s charging current, in addition to the RoCoF trends in case of
SIC or SIC_S. Balanced load events have been used to destabilize the system’s frequency.
For FFC and FFC_S, the governor frequency control is disabled. Therefore, the system frequency
requires a larger time to stabilize compared to SIC or SIC_S. Consequently, the simulations
have been carried out for 20 minutes, during which the events took place in 5 minute intervals.
Meanwhile, only 3 minutes of simulation were needed to analyze the SIC and SIC_S controllers
for the same number of events. The frequency was stabilized much more quickly thanks to the
activated frequency control of the diesel governor. Table 3.7 presents the amplitude of each load
event and the time at which it took place. The events’ size amounts to ±3 kW, which corresponds
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Table 3.7: Load events to destabilize the frequency
Time (SIC) Time (FFC) Load event
10 s 10 s +3 kW
50 s 310 s -3 kW
90 s 610 s -3 kW
130 s 910 s +3 kW
to ±15.4% of the total generated power and to ±5% of the rated power of the diesel generator.
Simulations have been carried out for each of the presented droops.
FFC and FFC_S: Figure 3.14 presents the system frequency. In the case of a 2% droop, the first and
third load events led to undesired frequency fluctuations because of the previously mentioned 1 A
oscillations. However, they are substantially reduced by the FFC_S controller, which reduces the
number of switches from one set-point to the other, as shown in Figure 3.15 and Table 3.8. An
enlargement of the frequency deviations appears because the controller’s action is stopped until a
larger frequency change is present. Although similar effects are noticeable after the first event in
the case of 6% droop, now no larger fluctuation is caused. For the 4% droop, the two controllers
are characterized by a similar performance in terms of frequency.
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Figure 3.14: Frequency trends employing FFC and FFC_S.
In terms of frequency nadir and steady state values, the two controllers perform in a similar
manner. Nevertheless, the FFC_S was able to reduce the number of EVs’s charging current set-point
switching, which can also be appreciated from the reduced frequency oscillations.
Table 3.8: Number of switchings
Droop FFCNr. switching
FFC_S
Nr. switching
2% 128 22
4% 28 12
6% 62 10
SIC and SIC_S: Similarly, the same analysis are carried out. Figure 3.16 presents the system
frequency and RoCoF for the 3 minute simulation.
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Figure 3.15: EV’s current set-point signals employing FFC and FFC_S: (a) for 2% droop, (b) for 4%
droop, and (c) for 6% droop.
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Figure 3.16: Frequency and RoCoF trends employing SIC and SIC_S: (a) the frequency trends, and
(b) the RoCoF trends. The RoCoF is measured over a 100 ms measuring window.
Because of the large system inertia and the activated primary frequency control from the diesel’s
governor, Figure 3.16 does not give a very clear comprehension of the controllers’ effects in terms
of frequency and RoCoF. Therefore, it has been decided to concentrate only on the first 40 s of
the simulations. The frequency and RoCoF trends are shown in Figure 3.17a and Figure 3.17b,
respectively.
It is noticeable from Figure 3.17a that the system frequency oscillates when applying the α droop.
This effect is due to the combination of having a steep droop and relatively large delay in terms of
synthetic inertia control (i.e. 2 s). Frequency oscillations could also be noticed from the RoCoF
behaviour presented in Figure 3.17b.
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Figure 3.17: Frequency and RoCoF trends employing SIC and SIC_S for the first 40 s: (a) the
frequency trends, and (b) the RoCoF trends. The RoCoF is measured over 100 ms measuring
window.
The RoCoF takes positive values in the event of shortage of generation. However, due to the high
inertia of the analyzed grid, the two controllers (i.e. SIC and SIC_S) have similar effects on the
frequency behaviour. In contrast, Figure 3.18 and Table 3.9 show that SIC_S has substantially
reduced the number of switchings of the EV’s charging current set-point.
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Figure 3.18: EV’s current set-point employing SIC and SIC_S: (a) α droop, (b) β droop, (c) γ droop.
3.3.3.2 Scenario 2
This scenario considers 10 minutes wind production profile in terms of active and reactive power,
as reported in Figure 3.19. This allows a better evaluation of the controllers’ performance in a more
realistic and challenging situation, where continuous actions are required to follow the continuous
frequency variations.
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Table 3.9: Number of switchings
Droop SICNr. switching
SIC_S
Nr. switching
α 184 70
β 52 19
γ 24 11
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Figure 3.19: 10-minute active and reactive power wind generation profile.
FFC or FFC_S: Due to the continuous active power fluctuation from the wind turbine, no load
events were required. The system frequency is shown in Figure 3.20. As in Scenario 1, Figure 3.20
shows that the two controllers have a very similar performance in terms of frequency containment.
Meanwhile, the FFC_S provides absolute benefits in terms of the number of EVs current set-point
adjustments, as deducible from Figure 3.21. As reported in Table 3.10, for the 2%, 4% and 6%
droops, the switching operations have been reduced by 48% (from 166 to 87), 59% (from 106 to 43)
and 67% (from 88 to 29), respectively. However, this limited effect in improving the frequency is
due to the limited number of EVs.
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Figure 3.20: Frequency trends employing FFC and FFC_S when a wind profile is considered.
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Figure 3.21: EV’s current set-point signals employing FFC and FFC_S when a wind profile is
considered: (a) 2% droop, (b) 4% droop, and (c) 6% droop.
Table 3.10: Number of switchings
Droop FFCNr. switching
FFC_S
Nr. switching
2% 166 87
4% 106 43
6% 88 29
SIC and SIC_S: The wind profile that was reported in Figure 3.19 is applied in this scenario.
However, due to the governor’s automatic frequency controller and the high system inertia, load
events were required to better appreciate the controllers’ response. Four load events have been
applied by changing the load consumption by 25% of its rated power as flows, by +25%, -25%,
-25% and +25%, respectively at, 0 s, 180 s, 360 s and 540 s.
This analysis aims to present a comparative performance between SIC and SIC_S in terms of
frequency dynamics and EV’s current set-point oscillations. The system is analyzed by using the
previously proposed droops in Figure 3.8. Frequency and RoCoF trends are shown in Figure 3.22a
and Figure 3.22b, respectively.
Figure 3.22 shows the effectiveness of the two controllers in slightly improving the RoCoF
compared to the non-controlled case. This limited improvement is due to the limited number of
EVs participating in the control. Meanwhile, Table 3.11 and Figure 3.23 show the much better
performance of SIC_S compared to SIC in terms of total number of switchings of the EV’s current
set-point.
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Figure 3.22: Frequency and RoCoF trends employing SIC and SIC_S when a wind profile is
considered: (a) the frequency trends, and (b) the RoCoF trends. The RoCoF is measured over a
100 ms measuring window.
Table 3.11: Number of switchings
Droop SICNr. switching
SIC_S
Nr. switching
α 528 300
β 120 38
γ 36 14
The number of switchings has been reduced by 43%, 68% and 61% for the α, β and γ droop,
respectively. This result is valuable from the perspective of integrating EVs for ancillary services
(e.g. frequency support). Given that EVs will participate in the ancillary services during the whole
charging process, this can help in providing the same frequency support performance with less
degradation of the battery performance [120, 121].
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Figure 3.23: EV’s current set-point signals employing SIC and SIC_S when a wind profile is
considered: (a) α droop, (b) β droop, and (c) γ droop.
3.4 Summary
This chapter has presented the impacts of the high penetration of converter connected resources
on frequency dynamics. Two control solutions were proposed and detailed, namely: SIC and FFC.
First, this chapter began with a trade-off analysis between the two controllers employing energy
storage. The benefits and drawbacks of each controller were then presented and discussed. It has
been shown that SIC limits the RoCoF slightly more than FFC. Meanwhile, FFC presented a better
performance in terms of frequency nadir and steady state values. However, the analysis showed
that the response time plays a crucial role in providing these services, including its drawback
in causing frequency oscillation. Consequently, it has been decided not to compensate for the
primary frequency reserves eliminated by turning off the machines due to the high penetration of
PV. This choice is made to highlight the future need for more reserves that can provide primary
frequency support, which is experienced by the reduced frequency steady state values.
Second, because EVs are essentially energy storage devices and most of the time they are plugged
into a charging spot, the EVs’s ability to provide frequency support was investigated. The analysis
aimed to investigate the technical feasibility, benefits, and drawbacks of single phase EVs to provide
frequency services employing the SIC and FFC controllers. The simulation analysis was carried out
in an islanded configuration of the experimental LV grid SYSLAB. To allow future experimental
validation (i.e. further addressed in Chapter 4), the modeled grid as well as the EV model are
based on real available power system components and standards. In this case, two controllers
were tested, namely: SIC and FFC. This study has shown that EVs are generally able to provide
frequency support. However, due to some technical requirements established by the [115, 116]
standards, the EVs participation in frequency services might lead to frequency oscillations under
certain circumstances. A stabilizer algorithm was proposed to overcome this issue. A modified
version of the two controllers that was enhanced by the stabilizer algorithm was proposed and
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tested. The modified version showed a much better performance in damping the oscillation while
maintaining approximately the same frequency performance.
Nevertheless, the question remains: Are series produced EVs able to improve the overall system
frequency in terms of RoCoF, frequency nadir and steady-state value? What are the technical
limitations and the performance of each controller (SIC and FFC) when series produced EVs are
used as flexibility resources. Chapter 4 will conduct a validation study and a trade-off analysis
between the two controllers employing series produced EVs as flexibility resources.
CHAPTER4
Experimental validation of EVs
frequency support
The main results of Pub. [F] and Pub. [G] focus on validating the capability of series-produced
electric vehicles (EVs) in providing frequency support services, which will be presented in this
chapter. The focus of this chapter is twofold. First, it aims to describe and validate synthetic inertia
control (SIC) and fast frequency control (FFC), while employing distributed energy resources (DER)
units as flexibility resources. In this case, series produced single phase EVs are used. Second, it
will make a comparison between SIC and FFC, and it will also outline the technical limitations
of EVs in providing frequency support. The main results of experimental trials are given. This
chapter will conclude with a discussion and a summary of the results and recommendations.
4.1 Motivation for experimental validation
As described in Chapter 2, and as recognized in Chapter 3 by simulation analysis, EVs can provide
frequency support services by modulating their charging current. However, a distinction between
the EV’s current set-point and the actual EV charging current must be made. In principal, the
EV charging current set-point can be allocated to each EV through a predefined control strategy.
Nevertheless, the internal EV charging controller might choose not to follow the set-point due; for
example, to battery-dependent constraints such as the temperature or state of charge (SOC). Most
of the previous literature has focused on simulation-based studies, assuming an ideal EV response
while neglecting the potential latencies and the response inaccuracies. However, these issues do
have a crucial role when dealing with fast frequency services and synthetic inertia.
The authors in [122] present the limitations of employing classic simulations using simplified
distributed generators (DG) models due to the complexity of the adequate modeling of power
electronic interfaces. This study emphasizes the importance of the hardware-in-the-loop tests for
evaluating the ancillary services provision of converter connected units. The results show that pure
digital simulation approaches cannot reproduce the true system behaviour in all circumstances
and, therefore, testing real hardware is of crucial importance. The same reasoning can be extended
to the importance of testing the ability of series-produced EVs to provide frequency support.
Simultaneously, experimental activities are required to examine the technical feasibility of the
various control strategies with commercially available EVs. Moreover, further experimental studies
are required to better evaluate and update the accuracy of existing models for further theoretical
studies.
This chapter focuses on validating the use of SIC and FFC controllers to provide frequency support
services with commercially available EVs. In particular, this chapter aims to identify any potential
challenges that might arise when dealing with real components and also possible recommendations.
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The majority of EVs that are present in the market comply with the IEC 61851 and SAE J1772
standards [99], according to which, the EV charging current should be limited between the
minimum charging current of 6 A and the maximum current, which is the electric vehicle supply
equipment (EVSE)’ rated current (10 A, 16 A, 32 A, etc.) in discrete 1 A steps [115, 116]. To better
investigate the effects of the 1 A granularity imposed by the aforementioned standards, a sensitivity
analysis of the different granularity values is carried out in the simulation platform DIgSILENT
PowerFactory. .
4.2 Smart charging controller, grid layout, and EV model
A universal smart charging controller is developed to validate the technical feasibility of commer-
cially available EVs to provide frequency support, which is applicable to any EV that is compliant
with the IEC 61851 and SAE J1772 standards [115, 116]. The developed controller can be used for
centralized control architecture, such as sending set-point to a large number of EVs by the EV
aggregator, or for a decentralized control architecture that is implemented directly in the EVSE.
4.2.1 Control logic
The implemented control logic for both FFC and SIC is based on conventional droop controls, which
are commonly used in the power system. As shown in Chapter 3 and in various studies [123–125],
EVs equipped with a droop control can provide frequency support in terms of FFC and SIC.
Nevertheless, to define the EV droop characteristic, the following parameters are needed:
• The input signal to which the EV is responding (e.g. rate of change of frequency (RoCoF),
frequency).
• The minimum and the maximum EV charging current, I_EV min and I_EV max, respectively.
• The minimum and maximum threshold for the provided service, Thresholdmin and
Thresholdmax, respectively. This defines the range within which the EV should provide
support to the system.
Figure 4.1 shows an example of how the droop characteristic is calculated.
I EVmin
IEVmax
Thresholdmin Thresholdmax
(A)
(Hz)/(Hz/s)
[A]
[Hz]/[Hz/s]ThresholdmaxThresholdmin
I EVmax
I EVmin
Figure 4.1: Schematic overview of the droop calculation, ideal droop (red lines) and 1 A steps
droop (green lines).
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As detailed in Section 3.3, due to the IEC 61851 and SAE J1772 standards, the EVs charging current
must be limited to between 6 A and the maximum EVSE rated current in discrete 1 A steps.
Therefore, the effective droop characteristic cannot be linear, as the ideal theoretical one, and this
results in a step-wise droop. In this study the IEVmax is set to 16 A as the EVSE rated current and
the IEVmin is set to 6 A, as established by the standards. Thus, the EV charging current, IEV , is
defined as follows:
IEVmin ≤ IEV ≤ IEVmax (4.1)
where IEV is an integer number.
The thresholds are defined by the system operator as a function of the desired response. Generally,
the thresholds can either be constant or they can dynamically change, based on the grid conditions
or the desired power that the aggregator wants to offer. Given that this study will focus on
assessing the FFC and the SIC controllers, and also the EVs technical parameters such as response
time, the threshold has been set to constant values.
4.2.1.1 Fast frequency control
As explained in Section 3.3.1, the FFC is achieved by a joint action of FFC providing units and
it is a frequency deviation based control. In this study, the frequency thresholds are chosen as
48 and 52 Hz, for Thresholdmin and Thresholdmax, respectively.
The droop is presented in Figure 4.2a, where the dashed line represents the ideal droop and the
solid line represents the real droop with 1 A granularity. To provide a bidirectional regulation
capability of ±5 A, the EVs’ initial current set-point is set at 11 A. During the tuning process, due
to the 1 A granularity and the established operating point, the EVs’ current set-point oscillated
between 11 and 12 A when the system frequency was oscillating around 50 Hz. To avoid this
oscillation, the droop characteristic was shifted so that the frequency limits became 48.2 and 52.2 Hz.
The control diagram for FFC is presented in Figure 4.3a. The frequency is also measured every
200 ms.
4.2.1.2 Synthetic inertia control
The SIC control is a RoCoF based control where the EV’s charging current is calculated as a function
of a RoCoF-current droop characteristic, as detailed in Section 3.3.1. The droop is implemented
by defining the RoCoF thresholds, namely ±2 Hz/s, with zero RoCoF corresponding to 11 A. The
RoCoF is measured over 200 ms. The droop characteristic is shown in Figure 4.2b, where the
dashed line represents the ideal droop and the solid line represents the 1 A granularity. Defining
a deadband is a challenging task that depends on the grid characteristics (e.g. system inertia)
and the desired output. To identify a suitable deadband value, a tuning process was carried out.
This consisted of applying different deadband values (i.e. spanning from ±0.2 to ±0.8 Hz/s), and
examining the performance of the system and the controller. For deadband values lower than
±0.8 Hz/s, frequency oscillations were experienced due to the combination of low inertia, diesel’s
active power fluctuation, and the EVs’ response time. Therefore, a deadband of ±0.8 Hz/s has
been chosen. However, this choice results in a very limited contribution from the EVs. The control
diagram for the SIC is presented in Figure 4.3b.
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Figure 4.2: (a)FFC droop characteristic, (b) SIC droop characteristic
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Figure 4.3: (a) FFC control diagram, (b) SIC control diagram
4.2.1.3 EV dynamic model
To successfully integrate EVs into power systems, it is necessary to correctly understand and
characterize their dynamic behaviour. Therefore, a detailed model is derived by considering
the battery charging and discharging characteristics, the battery dynamics (e.g. time response,
ramping time, etc.), the 1 A granularity, and the control/communication delays.
The EV model is presented in Figure 4.4. Since this chapter aims at investigating and validating
the EV’s capabilities and limits in providing FFC and SIC, the battery state of charge is neglected.
The EV model is presented in Figure 4.4.
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Figure 4.4: EV dynamic model
The EV dynamic model in this chapter is slightly different then that presented in Chapter 3, which
focuses on energy storage dynamics in general. In this chapter the EV dynamic model is inspired
by different studies where series produced EV were used [4, 99, 126]. From the dynamic point of
4.2. SMART CHARGING CONTROLLER, GRID LAYOUT, AND EV MODEL 61
view, it is possible to identify two main latencies between the set and the actual current due to
the communication delay and the EV activation delay, the sum of which varies between 150 ms
and 2 s. The communication delay depends mainly on latencies in the IT infrastructure, which is
in the range of tens of milliseconds. The EV activation delay varies among brands and it heavily
depends on the embedded power electronics. The most recent models show a faster response time,
as demonstrated during the experimental validation. The current standard IEC 61851 only requires
the car to respond within 3 s. The total delay observed in the experimental trials ranges between
200 and 400 ms. Therefore, in the simulation study, the total delay is considered to be 250 ms. As a
final note with respect to the voltage dependency, the EVs are modelled as constant current loads.
4.2.2 Experimental layout
The experiments are executed in the experimental infrastructure SYSLAB, which is part of the
PowerLabDK platform [127]. SYSLAB represents a small scale, low voltage power system. This
infrastructure consists of a number of real power components interconnected by a three-phase
400 V AC power grid, distributed over the Risø campus of the Technical University of Denmark [4].
SYSLAB is also characterized by its communication and control nodes, which allow a strong
controllability over the grid and the ability to employ different control architectures. The different
components that are used during the experiment are listed in Table 4.1. The system may be
connected to the utility network or it can be islanded if desired. The experimental layout is shown
in Figure 4.5.
Table 4.1: Properties of the devices used in the experiments
Device Capability Description 2H
Diesel genset 0 - 48 kW−20 - 30 kVAr
IVECO genset
S = 60 kVA, 2 pole pairs 1 s
Aircon wind turbine 10 kW @ 11 ms Wind turbine type 4 -
Battery ±15 kW±12 kVA
Vanadium redox battery,
120 kWh -
Dump-load 0 - 78 kW Resistor load bank -
EV1 6 - 16 A1.4 - 3.7 kW
Nissan leaf 2016,
30 kWh lithium battery -
EV2 6 - 16 A1.4 - 3.7 kW
Nissan e-NV200 2014,
24 kWh lithium battery -
EV3 6 - 16 A1.4 - 3.7 kW
Nissan e-NV200 2015,
24 kWh lithium battery -
The experimental setup is composed of two busbars that are connected by a 675 m underground
cable. The vanadium redox battery (VRB) is connected to Busbar 2 and it is installed in Building 2,
where the busbar is located. The other components are connected to Busbar 1 and they are installed
in the same building as the busbar. The Aircon wind turbine is installed around 10 m from Busbar 1.
The VRB, the Aircon wind turbine and the dump-load are controlled through a MATLAB/Java
interface, while the EVs are controlled through a Python interface.
Given that all of the components are three-phase, except the EVs, it has been necessary to create an
intermediate phase splitter. Each EV is supplied on a different phase via a standard Mennekes
(IEC 62196 Type 2) connector, as shown in Figure 4.6. The three Mennekes plugs are controlled
separately by three different EVSEs.
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Busbar 1-A
Busbar 2
650m
Cable 2
25m
Cable 1
Busbar 1
Figure 4.5: Experimental layout.
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Figure 4.6: Three-phase splitter: three Mennekes plugs used to connect each EV to a separate
phase. Used with permission from the author in [4].
The experiments are executed in an islanded configuration, where the diesel generator-set acts as
the grid forming unit and is the only unit providing synchronous inertia (2 H=1 s). The diesel
generator also compensates for the small amount of inductive reactive power drawn by each EV,
corresponding to 200 VAr each.
4.2.3 Communication architecture
Each of the three single phase EVs are connected to a different phase of the grid by means of three
EVSEs. The control and communication setup is shown in Figure 4.7.
This setup consists of the following components:
• The smart charging controller−which receives the measurements from the multi-instrument,
calculates the response, and sends the control signals to the EVSE.
• DEIF MIC-2 − which is a multi-instrument measurement device that shows the voltage,
current and power measurements with 0.5% accuracy. This device is only used for data
logging.
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Figure 4.7: The communication architecture for the implemented smart charging controller.
• DEIF MTR-3 −which is a multi-instrument measurement device that is used here for fast
frequency measurements, which are polled every 200ms.
• EVSE −which is rated for 16 A
• EV −which is the tested vehicle.
• Grid −which is the grid connection at the SYSLAB experimental facility.
The smart charging controller consists of the following sub-components:
• Controller logic −which reads the latest frequency measurements from the message bus and
then calculates the ∆f /∆t and the ∆f . The calculated set-points are directly sent to the EVSE
controller.
• EVSE controller −which acts as an interface between the physical EVSE and the controller
logic.
• Frequency poller − which acts as an interface to the frequency measurement device. In this
case, the DEIF MTR-3 instrument is used for frequency sampling every 0.2 s with accuracy of
±10 mHz.
• MIC-2 poller −which is a multi-instrument device interface.
• Data logger − which monitors the data exchange on the message bus and logs it to the
database.
• ZMQ message bus −which is the message bus that is used to represent the data exchange
between the previously mentioned controller components.
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The timing of the response is crucial for the provision of fast frequency services in terms of FFC
and SIC. Therefore, the timing of each component in the control loop is important, as follows:
frequency and RoCoF are measured every 200 ms, the controllers’ response is almost instantaneous
and communication delay in the order of 10–20 ms. Each EV/EVSE pair is controlled independently.
This uses multi-threading and each EVSE only receives a new control signal if the set-point has
changed. Finally, the EV’s reaction time is approximately 200–300 ms and, therefore, the whole
control and actuator chain has an overall latency equal to 400–500 ms.
4.2.4 Simulation layout
The simulations are carried out by means of the simulation software DigSILENT PowerFactory. The
modelled power system, in which the analysis is carried out, is a reproduction of the experimental
facility at SYSLAB. The same components that were previously mentioned in Section 4.2.2 and
summarized in Table 4.1 are used.
4.3 Simulation analysis
As previously mentioned, the simulation analysis is carried out in the simulation platform
DigSILENT PowerFactory. This aims to investigate the effects of synthetic inertia control and
fast frequency control, and to achieve preliminary results before experimentally validating the
controllers. To explore the effects of the 1 A granularity that is imposed by the standard, a
sensitivity analysis of different granularity values is also conducted. It should be noted that the
simulation analyses in Chapter 3 were intended to investigate the capabilities and limitations of
DER (including EVs) in providing frequency support services. In contrast, the simulation analysis
in this chapter are intended to provide a more detailed investigation of series produced EVs with
validated models from previous experimental studies and the controllers’ performance before the
experimental validation. To better replicate the same response between simulation and validation,
the same active power set-points are used and the active power fluctuations due to the diesel’
dynamics are emulated during the simulation analysis.
The same components and grid configurations that are presented in Figure 4.5 have been modelled
here. A load event with amplitude of 2 kW (8.7% of the total consumption) is applied at t = 10 s.
Three scenarios are investigated. In the first scenario, the EVs are treated as a constant load;
that is, constant current set-point equal to 11 A (Base case scenario). In the second scenario, the
EVs participate with SIC. In the third scenario, the EVs participate with FFC. The active power
set-points of the various components are listed in Table 4.2.
Table 4.2: Device set-points used in the simulation
Device Active power set-point(kW)
Diesel genset 24
Aircon wind turbine -
Battery 9
Dump-load 7
EV1 2.5
EV2 2.5
EV3 2.5
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To make this study as realistic as possible, an oscillatory frequency trend has been introduced in
the system. This has been induced by fluctuating the active power absorbed by a three-phase
resistive load as a function of a measurement file, which contains a 10 min SYSLAB frequency
measurement. This has made it possible to emulate the realistic frequency oscillation that the real
diesel synchronous generator would generate in such an islanded grid configuration. Both the
SIC and FFC controllers are implemented according to the control diagrams in Figure 4.3, thus
applying integer EV current set-points to assure standard-compliance. Figure 4.8 shows the grid
frequency, the RoCoF, and the EVs’ current set-point.
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Figure 4.8: Simulation results obtained by applying ±0.8 Hz/s deadband for SIC: (a) frequency,
(b) RoCoF measured over 200 ms, and (c) EV current set-points for the three analysed scenarios, in
case of granularity of 1 A.
As expected, Figure 4.8a shows that FFC improves the frequency behaviour in terms of frequency
nadir and steady state value. It also shows that SIC ameliorates the frequency slope, which is a
typical behaviour of introducing more synchronous and/or synthetic inertia into the system. In
contrast, unexpectedly, Figure 4.8b shows that FFC has a relatively better performance in terms of
RoCoF compared to SIC .
A steeper droop and/or smaller deadband for SIC would have led to better performance regarding
the RoCoF and the frequency slope. To demonstrate this point, the same simulations were executed
by changing the deadband of SIC to ±0.5 Hz/s instead of ±0.8 Hz/s. The results are presented in
Figure 4.9.
Figure 4.9a shows an improvement regarding the frequency slope compared to the previous case.
Figure 4.9b shows a marginal improvement regarding the RoCoF. However, it should be noted that
the RoCoF depends mainly on the time window over which the RoCoF is measured. Compared to
the previous scenario, Figure 4.9c shows that the EVs were participating more by changing the
current set-point.
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Figure 4.9: Simulation results obtained by applying ±0.5 Hz/s deadband forSIC: (a) frequency,
(b) RoCoF measured over 200 ms, and (c) EV current set-points for the three analyzed scenarios, in
case of granularity of 1 A.
A sensitivity analysis is performed to better understand the effects of the 1 A granularity imposed
by the standard IEC 61851 [115] on the performance of the two controllers in terms of system
frequency. A series of simulations were carried out employing different load steps and different
granularities. Frequency drops have been obtained by increasing the active power absorbed by the
VRB by 20%, 40%, and 60%, which represent a load event of 8.7%, 15.7% and 23.5% of the total
consumption, respectively. For the evaluation of the influence of the granularity, the following
values of granularity have been applied, which are expressed as a fraction of the actual granularity
of 1 A: 14 ,
1
2 and 1. Moreover, for the sake of completeness, the case of continuous regulation (no
granularity) and the uncontrolled case have also been included in the analysis.
Figure 4.10 reports 3D bar plots of the results for all of the performed simulations. The results are
reported by means of standard deviations (SD) for both frequency and RoCoF for FFC and SIC.
As expected, Figure 4.10 shows that, in all of the cases, the standard deviations depend on the
size of the load step. On the one hand, they are mostly constant for the different considered
granularities while, on the other hand, higher values are found in the uncontrolled cases. Moreover,
it is noticeable that beneficial effects on the frequency are found in case of FFC. As presented in
Figure 4.9, the EVs contribution makes the frequency rise to a higher steady-state value. It is of
interest to highlight that the FFC shows an unexpected better contribution to the RoCoF limitation
in comparison to the SIC. This is due to the limited number of control actions that took place
in case of SIC, which is caused by the implemented RoCoF deadband (as shown in Figure 4.2b).
Instead, when providing frequency support via FFC, no deadband is applied. This activates the
controller more often, thus contributing more to the RoCoF containment.
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Figure 4.10: a) SD of the frequency applying SIC and b) SD of the frequency applying FFC, c) SD
of the RoCoF applying SIC, and d) SD of the RoCoF applying FFC.
This sensitivity analysis shows that, in this islanded microgrid, the granularity does not influence
the results. However, it should be noted that under a certain combination of system attributes
(system inertia and stiffness of the power system) and control units parameters (amount of power
involved in the regulation, droop and response time of the control actions), the granularity might
lead to system instability or oscillation between two consequent set-points, as was experienced
during the validation phase and discussed in Section 3.3.1.
4.4 Experimental validation
The experimental validation is executed in the islanded configuration that is shown in Figure 4.5,
where the diesel generator is the grid forming unit. Two study cases are analyzed. In the first study
case (SC1), the system includes a set of load steps. An alternate load-increase and load-decrease
are applied, so that both over and under frequency dynamics can be analyzed. In the second study
case (SC2), wind power generation is added to the system. This adds random power fluctuations
over the tested period, which allows the possibility of investigating the behaviour of the two
controllers and the EVs in a more realistic and challenging situation.
The two study cases are each composed of three scenarios. In the first scenario, the EVs are treated
as constant loads; that is, constant current set-point equal to 11 A (Base case scenario). In the
second scenario, the EVs participate with a synthetic inertia response. In the third scenario, the
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EVs participate with a fast frequency response. The grid units and also the initial conditions are
reported in Table 4.3.
Table 4.3: Device set-points used in the experimental validation
Device SC1
P0 (kW)
SC2
P0 (kW)
Diesel genset 24 24
Aircon wind turbine - ∼4
Battery 9 -
Dump-load 7 21
EV1 2.5 2.5
EV2 2.5 2.5
EV3 2.5 2.5
4.4.1 Study Case 1
In the first study case, the frequency variation is triggered by several load steps. A set of load
events from the VRB of the same amplitude is applied (≈ ±2 kW), namely: 8.7% of the initial
installed load. To better investigate the controllers and also the frequency dynamics, an additional
set of load events with a different amplitude is applied, specifically: (≈ ±4 kW), 17% of the initial
installed load.
The three scenarios are characterized by the same initial conditions and load steps. The first
scenario (S1) is a base case, in which the EVs receive a constant current set-point; that is 11 A,
absorbing around 2.5 kW. In the second scenario (S2), the EVs are controlled by means of the
synthetic inertia controller, which modulates the charging level between 6 and 16 A with steps
of 1 A as a function of the RoCoF-current droop characteristic presented in Figure 4.2b. In the
third scenario (S3), the EVs are controlled by means of a fast frequency controller. The controller
modulates the EVs’ charging level between 6 and 16 A with steps of 1 A as a function of the
frequency-current droop characteristic presented in Figure 4.2a. The results of the experiments are
presented in Figure 4.11.
Figure 4.11a shows the system frequency for the three scenarios. Figure 4.11b shows the RoCoF
measured over 200 ms in grey and the filtered signal after applying the deadband in red (±0.8 Hz/s
deadband is considered). In Figure 4.11c the controllers’ current set-point is plotted versus the
EVs’ absorbed current. Because the three EVs act similarly, only the current of EV1 is presented.
Figure 4.11c shows that the EVs change the absorbed current as desired by the different controllers.
However, due to the 1 A granularity and the implemented droop, the 2 kW load event results in
an operating condition in which the FFC implies the EV’s current set-point to oscillate between
12 and 13 A, and between 9 and 10 A. To highlight the affects of the operating condition on the
current set-point oscillation, a 6 kW load event was introduced for Scenario 3. In fact, Figure 4.11c
shows that the EV’s current did not oscillate for this load event (around t = 450 s). However, this
oscillation can be reduced by implementing a hysteresis function.
Figure 4.11a shows that FFC limits the maximum frequency deviation compared to the base case,
while the SIC does not effect it. In contrast, due to the oscillation between the different set-points in
case of FFC, Figure 4.11b shows that the RoCoF was outside the deadband more frequently when
compared to Scenarios 1 and 2.
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Figure 4.11: a) Frequency, b) RoCoF measured over 200 ms in grey and the filtered signal after
applying the deadband in red (±0.8 Hz/s deadband is considered), and c) EV1’s set-point vs
absorbed current.
Due to the response delay of the EVs and the dynamics of the diesel generator, which led to a
continuous frequency oscillation, it is difficult to perceive a valuable improvement in terms of the
RoCoF from SIC.
To better compare the performance of the two controllers in terms of RoCoF and frequency, the
standard deviation and the energy contained in the signal (also addressed as normalized energy)
is calculated and presented in Table 4.4. For a discrete signal x(n), the normalized energy is
calculated as 1N
∑N
n=1 x(n)2, where N represents the number of samples taken for computation.
This shows that the two controllers do not improve the RoCoF when compared to the base case.
Table 4.4: SC1—Standard deviation and normalized energy
RoCoF Frequency
SD Normalized energy SD
Base 0.29 0.083 0.77
SIC 0.31 0.093 0.79
FCC 0.33 0.11 0.48
To understand the effects of the SIC on the frequency compared to the base case, Figure 4.12 shows
a zoom of the frequency, the RoCoF, and the EV’s absorbed current for the three scenarios. In
Figure 4.12a, one can notice that the SIC has improved the frequency slope as expected and as
experienced during the simulations. Due to the embedded deadband, the SIC contribution is very
limited. However, since the three EVs are characterized by the same delay and granularity (i.e.
acting simultaneously with steps), one can observe a sharp change in frequency. This will lead
to worse RoCoF compared to the base case, as shown in Figure 4.12b. To overcome this issue, it
might be of interest to study different delays and droops among the EVs. This might induce a
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more smooth frequency change and, therefore, a better RoCoF. However, the potential unbalances
due to the use of single phase EVs should be considered. It is of interest to notice from Table 4.4,
where the SD is reported, and Figure 4.12b that the FFC has worsened the RoCoF when compared
to the SIC and the base case.
48.5
49.5
50.5
51.5
Fr
eq
ue
nc
y 
(H
z)
a)
-2
-1
0
1
2
3
R
oC
oF
 (H
z/s
)
b)
365 367 369 371 373 375 377 379 381 383 385
Time (s)
7
8
9
10
11
12
13
14
Cu
rre
nt
 (A
)
c)
Base SIC FCC
Figure 4.12: a) Frequency, b) RoCoF measure over 200 ms window, c) EV1’s absorbed current.
4.4.2 Study Case 2
In the second study case, the two controllers are analyzed when the Aircon wind turbine is
connected. The VRB is set to zero during this study case. The same scenarios and droop
characteristic as the previous study case are applied. Due to the random stochasticity of the wind
generation and the diesel generator’s dynamics, the initial and boundary conditions are not exactly
identical. Nevertheless, this study case aims to investigate the performance of each controller
and the EVs in a more challenging and realistic configuration rather than comparing the different
scenarios. The experimental results for SC2 are presented in Figure 4.13.
Figure 4.13a shows the grid frequency for the three scenarios. Figure 4.13b shows the RoCoF
measured over 200 ms in grey and the filtered signal after applying the deadband in red. In
Figure 4.13c, the controllers’ current set-point is plotted versus the EVs’ absorbed current. Given
that the three EVs are acting similarly, only the current of EV1 is presented.
The three scenarios were executed over a total period of 30 minutes. The average wind production
did not differ so much among the three scenarios and, therefore, the different scenarios are still
comparable. Figure 4.13a shows that the FFC does have a remarkable effect in limiting the
maximum frequency deviation. Figure 4.13b shows that by applying the SIC, the RoCoF is outside
the deadband more frequently.
To better compare the three scenarios, the mean value and standard deviation of the wind
production together with the standard deviation of the frequency and the RoCoF are calculated
and presented in Table 4.5.
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Figure 4.13: a) Frequency, b) RoCoF measured over 200 ms in grey and the filtered signal after
applying the deadband in red (±0.8 Hz/s deadband is considered), and c) EV1’s set-point vs
absorbed current.
Table 4.5: SC2—Standard deviation and normalized energy
Wind generation RoCoF Frequency
Mean SD SD Normalized energy SD
Base 3.5 1.4 0.31 0.098 0.71
SIC 4.6 1.68 0.45 0.2 0.83
FFC 3.1 1.28 0.34 0.11 0.36
As mentioned previously, due to the random wind production and the non-perfect replicability
of the same conditions, the comparison among the different scenarios is not completely accurate,
especially in terms of RoCoF due to the continuous variation of the wind profile.
However, the mean value of the wind production among the three scenarios does not differ
excessively, which allows a comparison to be made of the standard deviation of the frequency
among the scenarios. Table 4.5 and Figure 4.13a shows the remarkable positive effect of FFC on the
frequency.
4.5 Summary
This chapter has investigated the technical ability of current series-produced EVs to provide
frequency support by improving RoCoF, frequency nadir, and steady state value. A decentralized
smart charging controller based on droop control has been developed and used by the FFC and
SIC controllers. The experimental analysis focused on presenting the capabilities and limitations
of the two controllers, and consequently of the EVs in providing these services when both load
events and exogenous wind generation profiles are applied. To better investigate the effects of the
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1 A granularity imposed by the standards, a sensitivity analysis was carried out in the simulation
platform DIgSILENT PowerFactory.
Employing the FFC, the experimental validation the controller ability in limiting the maximum
frequency deviation, both following a series of load events or considering wind power generation.
Although in simulation the sensitivity analysis showed a very limited effect of the granularity, in
the experimental phase, due to the 1 A granularity, the FFC caused the EV absorbed current to
oscillate between two consecutive set points, which worsened the calculated RoCoF. It should
be noted that this oscillation was due to the combination of 1 A granularity, the implemented
droop, and the operating point. By changing the amplitude of the load event, the oscillation was
eliminated.
Similarly for the SIC, the experiments were conducted by following a series of load events and
then considering wind power generation. In terms of frequency nadir and steady state values,
the SIC effects were negligible for both cases. When only load events were applied, even if the
EVs were able to follow the desired set points, the SIC did not show a noticeable improvement
in terms of RoCoF. Considering wind power generation, the SIC had negative effects in terms of
RoCoF. It should be noted that this effect might have been limited by employing less steep droop
parameters; however, this would have limited the EVs participation (i.e. flexibility margin).
All in all, it can be concluded that the actual series produced EVs are able to provide ancillary
services in terms of fast frequency response and synthetic inertia by solely relying on unidirectional
charging. In contrast, the experiments show that with the actual EV’s response time, the system
inertia and the diesel dynamics, a large deadband was needed for the SIC and this limited its
contribution. To achieve better performance, new requirements in terms of the EV’s response time
need to be set.
CHAPTER5
The quantitative relationship
between converter connected
reserves and synchronous inertia
The focus of this chapter is twofold. First, it aims to investigate the ability of fast frequency
control (FFC) and synthetic inertia control (SIC) to mitigate the rate of change of frequency (RoCoF),
using an equivalent model of the All Island Power System (AIPS) and simulated system dispatches
provided by the transmission system operator of the Republic of Ireland. Second, it will analyze the
quantitative relationship between the MW of converter connected reserves and the correspondent
MWs of synchronous inertia that they will replace. This chapter includes results of the separate
paper Pub. [H].
5.1 Overview
As previously discussed in Chapter 2, the increasing share of distributed and inertia-less resources
requires balancing and system stabilization services. The reduction of system inertia has two
implications for system frequency stability: the first is faster RoCoF, resulting in possible tripping
of grid components, especially embedded renewable generation, conventional generation pole
slipping and cascade tripping.; and the second is higher frequency deviations (nadirs/zeniths),
which can potentially lead to load shedding and, in the worst cases, system collapse.
Various transmission system operators (TSOs) with limited AC interconnections have identified
these issues to be of critical significance and they have initiated mitigation measures. To deal with
the implications of the reduction of system inertia, TSOs are generally interested in investigating
the capability of SIC and FFC in augmenting system inertia through fast acting reserves (FAR).
They are also interested in evaluating the volume of FAR that can potentially compensate for the
reduction in system inertia [26, 27, 37].
In this chapter, an equivalent model of the AIPS is used, which is the synchronized power system
linking the Republic of Ireland and Northern Ireland. First, this chapter will examine the possibility
of mitigating the RoCoF by using SIC and FFC. Second, this chapter will use 780 simulated
dispatches to define a quantitative relationship between the MW of converter connected reserves
and the MWs of synchronous inertia.
5.2 System model and methodology
Similarly to Chapter 3, SIC and FFC controllers are implemented and energy storage system (ESS)
is used as a flexibility resource. However, this study is characterized by the use of an equivalent
73
74
CHAPTER 5. THE QUANTITATIVE RELATIONSHIP BETWEEN CONVERTER CONNECTED
RESERVES AND SYNCHRONOUS INERTIA
power system model and generation units data of the AIPS. The data of the AIPS are provided
by the TSO of the Republic of Ireland (EirGrid). This study will also assess the quantitative
relationship between the MW of FAR and the MWs of synchronous inertia. A detailed description
of the power system model and the proposed methodology is presented in the following section.
5.2.1 System model and generating units
A single busbar equivalent model of the AIPS, which is the synchronized power system linking
the Republic of Ireland and Northern Ireland, has been considered as the study case system [128].
The AIPS is projected for the year 2020, has been developed as a single busbar dynamic model,
and has been employed to assess system frequency stability. This model will be described as the
single frequency model (SFM). The AIPS is an islanded system with two HVDC connections to
Great Britain. An overview of the system installed capacity is represented in Table 5.1. The system
has a total dispatchable power of 10064 MW [129].
Table 5.1: The AIPS installed capacity and load
Fuel Type Installedcapacity
Gas and/or distillate oil 6249 MW
Pumped storage hydro 292 MW
Milled peat and biomass 346 MW
Coal and/or heavy fuel oil 1961 MW
Hydro 216 MW
DC interconnector 1000 MW
All wind
(partially/non-dispatchable) 5000 MW
Peak load 6900 MW
Specifically, the SFM is used to examine the frequency behaviour of the power system follow-
ing the loss of the largest single infeed (LSI). The model had been previously developed on
MATLAB/Simulink platform and more details can be found in [130]. The SFM employs a single
busbar that concentrates on the energy imbalance of the power system, while ignoring any of
the transmission characteristics. The SFM assumes a single busbar and it represents the dynamic
interactions of turbines, governors, boilers and load. This model has been developed over many
years for the power system of Ireland and Northern Ireland, and it has been validated based on the
manufacturers’ data and real event traces to provide accurate traces of the overall system frequency
response in the first 30 s following significant generation/demand imbalance events [131, 132].
The SFM model includes all of the generators present in the AIPS fed by any desired dispatch. All
generation units are assumed to be grid code compliant with droop settings of approximately
4%. The characteristics of individual plants, such as plant inertia, are based on data provided by
the manufacturers. Fixed speed wind turbines and variable speed wind turbines are modelled
separately to recognize the inertia contribution from the fixed speed turbines. A schematic layout
of the single bus frequency model is shown Figure 5.1. The Plexos production cost modelling tool
was used to simulate hourly dispatch schedules for the year 2020 [128]. The key assumptions of the
Plexos 2020 model include installed wind generation of 5 GW and system peak load of 6900 MW.
In this study, 780 dispatches that are representative of different operational scenarios, are used.
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Figure 5.1: The single frequency model representation
5.2.2 Methodology
This study applies a bottom-up inductive approach for a quantitative evaluation of synchronous
inertia, which can be potentially replaced by a specified magnitude of FAR. The inductive approach
provides a systematic set of procedures for analyzing data that can produce reliable and valid
findings. This study employs two different control mechanisms for FAR, namely SIC and FFC.
The method begins by examining the RoCoF following the loss of the LSI and it then removes one
conventional plant and its associated inertia, which is substituted with FAR. An equivalence is
established when the RoCoF value from the pre-plant removal and post FAR addition equalizes.
This process will be done over a large number of dispatches. It has been decided to calculate
the RoCoF over a 500 ms moving window, similar to the RoCoF relay’s requirements in the Irish
grid code [37]. A flow chart of the applied method is presented in Figure 5.2 and the following
procedure is used:
1. Apply a simulated system dispatch (e.g. dispatch A) to the SFM, and then evaluate the
system frequency and RoCoF following the loss of the LSI.
2. Dispatch A is modified by removing a conventional plant and its associated inertia, and then
re-dispatching the power of the removed plant over the remaining ones (dispatch A’). The
LSI must remain the same as in dispatch A.
3. Add FAR reserves to the modified dispatch to compensate for the removed inertia. An
equivalence between the MW of FAR and the MWs of synchronous inertia is established
when the maximum average RoCoF from the pre-plant removal and post FAR addition
equalizes.
The implemented control diagrams of the SIC and FFC are represented in Figure 5.3-a and
Figure 5.3-b, respectively. The proportional control (KSIC and KFFC) are calculated through
an iteration process to determine the required amount of reserves that are able to compensate
for the reduced synchronous inertia, as previously explained in the methodology. As detailed
in Section 3.2, FAR’s dynamics can be represented through a transport delay and a first order
system, as have been used in many studies [107–110]. The values of the two parameters are
determined based on various studies and energy storage data-sheets [95, 96]. For example, Sodium
Sulphur batteries (NaS) are characterized by their fast response time and, as claimed by certain
manufacturers, the response time is within 1 ms [94] .
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Figure 5.2: Applied methodology flow chart
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Figure 5.3: a)SIC control diagram, b)FFC control diagram
5.3 Results
Four different scenarios are analyzed. In all four scenarios, the system response is triggered by the
loss of the LSI, which varies over the different dispatches. A brief description of different scenarios
follows:
• Scenario 1: The first scenario investigates the ability of SIC and FFC in mitigating the RoCoF
and their effects on the system stability. Applying the proposed methodology, this scenario
presents the performance of the two control mechanisms when two different dispatches are
applied: high inertia and low inertia dispatches.
• Scenario 2: This scenario uses 780 dispatches and applies the proposed methodology. The
second scenario determines the relationship between MW of FAR and MWs of equivalent
synchronous inertia.
• Scenario 3: The third scenario carries out a sensitivity analysis of the FAR’s response time. It
highlights the response time’s effects on the system stability, and on the relationship between
MW and MWs. Response times of 50 ms, 100 ms and 150 ms are used.
• Scenario 4: This scenario carries out a sensitivity analysis of the deadband applied on the
control signal. The following values are used for FFC: 80 mHz, 120 mHz and 300 mHz.
Similarly, for the SIC the following values are used: 80 mHz/s, 120 mHz/s and 300 mHz/s.
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5.3.1 Scenario 1: FFC’s and SIC’s ability to mitigate the RoCoF
The first scenario analyzes the capability of FFC and SIC to limit the RoCoF and their effects on
the system stability. The following deadbands are used: 80 mHz and 80 mHz/s for FFC and SIC,
respectively, and 50 ms response time is applied. Using the system inertia as a metric, two different
dispatches are investigated: high inertia case and low inertia case, respectively, 36855 MWs and
16649 MWs. It should be noted that although AIPS is currently not operated with such a low value
of inertia, these values are considered low or high in relationship to the AIPS. It should be noted
that the SFM does not consider the loads’ inertia contribution and, therefore, the system inertia is
composed only by the generations’ inertia. The system frequency, RoCoF and energy storage’s
active power for the high inertia case are presented in Figure 5.4.
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Figure 5.4: a) Frequency, b) RoCoF measured over 500 ms, c) Energy storage active power - high
inertia.
Because of the different control approaches (i.e. FFC and SIC) and the applied deadbands, different
amounts of MW were needed to replace the same amount of MWs of synchronous inertia. This
point will be further addressed in Scenarios 2 and 3 by employing more dispatches. It can, however,
be noted that the FFC required roughly the double amount of MW compared to SIC, which is
due to the different deadbands. Employing 80 mHz deadband for a high inertia case where the
frequency deviation is relatively small delays the FFC participation. Due to this effect, the FFC
starts responding when the frequency deviation is larger compared to the start point of SIC and,
therefore, it requires a larger amount of MW. Applying a 50 mHz deadband for the same study
case, the FFC required only 63 MW of active power opposed to 108 MW with 80 mHz deadband.
Although this study does not aim to improve the system frequency (i.e. in terms of nadir and
steady state value), the FFC has a better performance compared to the SIC. In other words, the
employment of FFC to mitigate the RoCoF will implicitly support the system frequency, improving
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the overall system stability. Figure 5.4 shows that FFC continues to deliver power, even after the
mitigation of the RoCoF, because it is a frequency deviation based control.
In the case of low inertia (i.e. 16649 MWs), Figure 5.5 shows the ability of FFC and SIC to mitigate
the maximum average RoCoF value by compensating for the reduced generation’s inertia. Because
of the system’s low inertia, the frequency deviation was larger and steeper. This led to faster
activation of the FFC compared to the high inertia case. However, the FFC still requires a larger
amount of MW to compensate for the reduced generators’ inertia compared to the SIC. In this case,
the SIC was triggered before FFC due to the different deadband.
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Figure 5.5: a) Frequency, b) RoCoF measured over 500 ms, c) Energy storage active power - low
inertia.
5.3.2 Scenario 2: Relationship between MW of FAR and MWs of synchronous inertia
In the second scenario, 780 dispatches are used. This scenario aims to define the relationship
between 1 MW of FFC (or SIC) and MWs of synchronous inertia. Applying the previously
proposed methodology over the various dispatches, Figure 5.6 shows the relationship between
MW to MWs and maximum average RoCoF (i.e. measured over 500 ms) for the FFC control
approach. The Y axis represents the MWs that can be replaced by 1 MW of FFC while the X axis
represents the maximum average RoCoF following the loss of the LSI. The blue dots represent
the different dispatches. Although the relationship between MW to MWs is not constant over the
different dispatches, one can see a clear trend between the MW to MWs and the system maximum
average RoCoF. Using MATLAB’s fitting algorithm, it was possible to determine the 3rd order
polynomial regression among the different dispatches, which is represented by the following
function: y = −3.3e03x3 − 3.8e03x2 − 1.4e03x− 1.2e02.
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Figure 5.6: Relationship between MW/MWs and RoCoF - FFC
For low inertia cases and/or larger infeed loss (i.e. fast RoCoF), the equivalent MWs of inertia
that can be substituted with 1 MW of FFC is falling. Meanwhile, due to the applied deadband as
shown and explained in Scenario 1, for high inertia cases and/or small infeed loss, the equivalent
MWs of inertia to 1 MW of FFC is also falling.
The same study is performed with the SIC controller. Figure 5.7 shows the relationship between
MWs to MW and the system maximum RoCoF for the SIC control approach. The same dispatches
are used. As in the FFC, for low inertia cases and/or larger infeed loss (i.e. fast RoCoF ), the
equivalent MWs of inertia that can be substituted with 1 MW of SIC are lower than for high inertia
cases. In contrast, for high inertia cases, the equivalent MWs of inertia to 1 MW of SIC are not
decreasing, as for FFC. This behaviour is mainly due to the different deadband between the two
controllers. In other words, the 80 mHz/s deadband does not limit the SIC participation, as the
80 mHz does for FFC.
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Figure 5.7: Relationship between MW/MWs and RoCoF - SIC
5.3.3 Scenario 3: Sensitivity analysis of the FAR’s response time
A sensitivity analysis of the device’s response time is carried out to better understand the effects
of the fast acting reserves’ time response on the relationship between MW and MWs, and on
the overall system stability. The following time delays (i.e. response time) are applied: 50 ms,
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100 ms and 150 ms. The chosen values are inspired from different energy storage manufacturers’
data-sheets [94–96].
Figure 5.8 shows the time delay effect on the relationship between MW and MWs when FFC is
applied. It can be noted that the larger response time reduced the FFC effects on mitigating the
RoCoF, leading to the need of larger reserves. However, in some dispatches, the larger response
time led to frequency oscillations and, therefore, no solution was found. Due to the delay, the
controller is acting on system conditions that were occurring, for example, 150 ms in the past
and not on the current conditions [133]. For dispatches with high inertia and/or small infeed
loss, employing 150 ms delay with the 80 mHz deadband, the controller was unable to mitigate
the maximum average RoCoF because it was occurring before the unit’s response (i.e. which is
represented by zero on the x axes). Figure 5.8 points out that the units’ characteristics (e.g. response
time, ramp rate etc.) will influence the 3rd order regression and, therefore, the method needs to be
applied for each group of units of certain characteristics that are allowed to participate in this grid
service.
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Figure 5.8: Response time sensitivity analysis - FFC
To emphasis the effects of the reserves’ response time on the overall system stability, Figure 5.9
divides the dispatches into two groups: stable and unstable. This shows the number of dispatches
in which the system frequency becomes unstable due to the FFC controller. Frequency oscillations
cases were only present with response time of 150 ms.
Similarly to the FFC, Figure 5.10 shows the time delay effects when the SIC is applied. Also in this
case, the larger response time reduced the effect of SIC in improving the RoCoF, which can be seen
from the 3rd order polynomial regressions of the three utilized response times.
To highlight the effects of the reserves’ response time on the overall system stability when the
SIC is applied, Figure 5.11 presents the cases for which the system frequency became unstable.
Compared to the FFC, Figure 5.11 shows the increased vulnerability of the system stability when a
SIC control approach is applied.
Nevertheless, due to the different deadbands used by the two controllers, SIC was able to participate
in mitigating the RoCoF for all of the tested dispatches. However, applying SIC, the system was
more vulnerable to oscillation in a much higher number of dispatches compared to FFC and the
larger response time has amplified the amplitude of the oscillation.
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Figure 5.9: Response time effects on system stability - FFC
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Figure 5.10: Response time sensitivity analysis - SIC
5.3.4 Scenario 4: Sensitivity analysis of the applied deadband
To better investigate the effects of the deadband used on the controllers’ performance, and on the
relationship between MW of converter connected reserves and MWs of synchronous inertia, this
scenario carries out a sensitivity analysis of the deadband applied on the control signal. Given
that this study assumes that this inertia service is a contingency based service, it has been decided
to use deadband values relatively larger than the frequency deadband present on conventional
generators and interconnectors established by the grid code [67]. For example, the Republic of
Ireland’s grid code requires that a frequency deadband of no greater than±15 mHz may be applied
to the operation of the governor control system [59]. In this study, the following deadband values
are used for FFC: 80 mHz, 120 mHz and 300 mHz. Similarly, for the SIC the following deadband
values are used: 80 mHz/s, 120 mHz/s and 300 mHz/s.
Figure 5.12 shows that the larger deadband reduced the effects of FFC in mitigating the RoCoF.
Employing 120 mHz deadband, for high inertia cases and/or small infeed loss, the controller was
unable to influence the maximum average RoCoF because it was occurring within the applied
deadband. Applying 300 mHz deadband, FFC was unable to participate in any of the dispatches
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Figure 5.11: Response time effects on system stability - SIC
because all of the congestions were occurring within the deadband. On the one hand, employing a
large deadband will limit the FFC participation to large congestion cases avoiding its activation
following normal load change. On the other hand, Figure 5.12 points out that employing a large
deadband will reduce the equivalent MWs that can be replaced by 1 MW of FFC as might also
make the controller completely useless as the case with 300 mHz deadband.
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Figure 5.12: Deadband sensitivity analysis - FFC
Figure 5.13 shows that the larger deadband reduces the equivalent MWs that can be replaced by
1 MW of SIC. For low inertia cases and/or larger infeed loss (i.e. fast RoCoF), one can notice that
when applying 120 mHz/s deadband the SIC performance did not differentiate so much from
80 mHz/s deadband. Employing 300 mHz/s deadband limited the SIC participation for the majority
of dispatches and imposed oscillation for the remaining ones.
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Figure 5.13: Deadband sensitivity analysis - SIC
5.4 Summary
This chapter investigated the ability of FFC and SIC to mitigate the RoCoF and compensate for
the system inertia reduction. A technology neutral approach was applied to allow generic results
and to guarantee the applicability of the methodology on any system and with any FAR unit.
This allows any technology that is capable of providing this service to be eligible. For example,
this service may be provided by technologies such as HVDC interconnectors, energy storage
and other emerging technologies. Although the proposed methodology has been tested on an
equivalent model of the Republic of Ireland and Northern Ireland power system, this does not
limit its applicability on other systems because no direct connection between the equivalent model
and the methodology is present.
The application of the presented methodology can assess the system operator in increasing the
penetration of renewable energy by reducing the minimum synchronous inertia required while
respecting the grid code constraint of maximum RoCoF. For example, during the dispatch phase,
the system operator knows the maximum RoCoF by knowing the generation inertia and the LSI.
Access to the 3rd order polynomial regression will enable the operator to find the relationship
between MW and MWs, and, therefore, he or she will be able to replace the desired amount of
MWs by FFC or SIC.
The analysis has shown that with the tested deadbands and response times, 1 MW of SIC was able
to compensate for a higher amount of MWs compared to FFC. Meanwhile, it also showed that SIC
has a higher probability in leading to system oscillation compared to FFC. It also showed that FFC
was able to improve the frequency nadir and the steady state value improving the overall system
stability. However, it should be noted that although FAR can replace inertia from conventional
plant, they may still be needed for synchronous torque and short circuit contribution. FAR will
need to be used in conjunction with other technologies (e.g. rotating condensers and FACTS
devices) for large scale integration.
This work has shown the ability of FAR to mitigate the RoCoF when these reserves are controlled
by frequency deviation based control or by RoCoF based control. By exploiting more than 700
simulated dispatches of the AIPS, it was possible to define an analytical relationship between MW
of reserve and MWs of synchronous inertia for the two applied control mechanisms (i.e. FFC and
SIC).

CHAPTER6
Conclusion and future work
This thesis has focused on the challenges that are imposed by the high integration of converter
connected resources and the consequent reduction in system inertia on the system frequency.
The presented work covers in detail two solutions, namely fast frequency control (FFC) and
synthetic inertia control (SIC) exploiting fast acting reserves (FAR) flexibility, such as energy
storage system (ESS) and electric vehicles (EVs), which could actively help with the system’s
operation. In Section 1.4, four research questions have been outlined for the PhD project. In this
chapter, the results are concluded.
[Q1] What are the state-of-the-art control schemes and technologies that could potentially compensate
for the effects of reduction in system inertia and assist in the transition toward a renewable energy
sources (RES)-based power system?
First, the impacts of high integration of converter connected resources on power system
stability have been discussed in Chapter 2. The current transition toward a high share of
RES, mainly converter connected, is altering the power system characteristics and imposing
various challenges in maintaining and operating the power system in a secure state. Based
on the literature review and on the simulations, it can be concluded that the reduced system
inertia will mainly lead to faster rate of change of frequency (RoCoF) and lower frequency
nadir values.
From the literature review and the simulations, it can be concluded that the reduced system
inertia has two main implications with regards to system frequency stability: faster RoCoF,
which increases the likelihood of tripping of grid components; and, higher frequency
deviations (nadirs/zeniths), which can potentially lead to unintentional load shedding.
The literature review examined the most prominent control approaches and technologies
suitable to compensate for reduction in system inertia, and it also presented and discussed
the benefits and drawbacks of each solution. The various solutions were grouped under two
main categories, namely: synchronous inertia and emulated inertia services. The emulated
inertia services were divided into three groups control approaches: FFC, SIC and virtual
synchronous machines (VSM), whose key features and weaknesses were discussed.
An overview of the most common methods to measure system frequency and the RoCoF,
and the associated key challenges were presented. One of the most critical parameters in
delivering SIC is the RoCoF measurement, which can vary significantly across the system
under transient conditions. Generally, the electrical transients need to be removed and only
the mechanical ones should be considered. Choosing the appropriate measuring window
over which the RoCoF is calculated plays a fundamental role in eliminating these transients.
However, the measuring window for SIC needs to be defined as a function of each system,
where the system inertia and RoCoF protection relays play a fundamental role.
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[Q2] What are the properties of synthetic inertia and fast frequency control on the frequency dynamics?
Due to the high integration of inertia-less resources, SIC and FFC are currently gaining
interest among system operators. However, the employment of these controllers and their
effects on the system’s stability presents several challenges. A trade-off analysis between SIC
and FFC employing converter connected resources was presented in Chapter 3. In particular,
this thesis has investigated the capabilities and limitations of ESS and EVs in providing
these services. First, the results showed that the high share of converter connected resources
replacing conventional plants imposes an increase in the frequency gradient, leading to
larger frequency variation. It also showed that the energy storage response time plays a
crucial role in providing frequency support by any of the two controllers. Because SIC is a
RoCoF based control, it was shown that the controller implementation was ineffective for a
relatively large response time (i.e. 1 s). The controller was found to be incapable of limiting
the frequency gradient, nadir or improving the steady-state value. However, given that FFC
is a frequency deviation based control, the controller was capable of improving the frequency
steady-state value for the same response time. For a smaller response time (e.g. 100 ms), the
two controllers performed similarly in terms of RoCoF. Nevertheless, it was shown that the
FFC had a much better performance in terms of frequency nadir and steady-state value.
A similar investigation was carried out but employing EVs as flexibility resources. It was
shown that FFC was able to improve the overall performance of the system frequency
dynamics in terms of frequency nadir and steady-state value. In contrast, SIC showed a
limited improvement in terms of frequency nadir. Because of the IEC 61851 and SAE J1772
standards, according to which the EV charging current can change in discrete 1 A steps,
frequency oscillation was experienced by employing any of the two controllers. Therefore, a
stabilizer algorithm was implemented and integrated into the two controllers, which showed
a better performance in damping the oscillations.
All in all, it was shown that, in principle, FFC and SIC can mitigate the RoCoF and limit the
frequency nadir. However, the flexible resource response time and characteristics play a
fundamental role in providing these services. It was also shown that SIC can easily lead
to frequency oscillation, which in theory can be mitigated by employing a less steep droop
characteristic but in practice leads to the reserve capabilities not being exploited (e.g. applying
a very small gain value).
[Q3] What are the capabilities and limitations of series-produced EVs in providing frequency services in
terms of synthetic inertia and fast frequency control?
Electric vehicles can represent an effective solution to enhance frequency stability thanks to
their property of being quick-response units. In Chapter 4, three single-phase series produced
EVs were used in an experimental validation by employing SIC and FFC. A simulation study
was also carried out by employing EVs as flexibility resources. It should be noted that the
simulation analysis in Chapter 4 differentiates from the analysis in Chapter 3 by employing
EV dynamics model, which was validated in the laboratory facility by using series produced
EVs.
The simulation analysis showed the better performance of FFC compared to SIC, mainly
in terms frequency nadir and steady state value, while the two controllers were similar in
terms RoCoF. However, for SIC, a deadband of ±0.8 mHz/s was needed to avoid frequency
oscillation, which limited the controller’s participation. A sensitivity analysis was carried
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out to better understand the effects of the 1 A granularity imposed by the IEC 61851 and
SAE J1772 standards on the two controllers. It was shown that the granularity did not
influence the results in the tested islanded microgrid. However, it should be noted that under
a certain combination of system attributes (i.e. system inertia and stiffness of the power
system) and control units parameters (i.e. amount of power involved in the regulation, droop
and response time of the control actions), the granularity might lead to system instability or
oscillation between two consequent set-points; as was experienced during the validation
phase.
The experimental validation showed the ability of series produced EVs to participate in
frequency services. It was shown that FFC had a very noticeable effect in improving the
frequency dynamics in terms of frequency nadir and steady-state value. However, due to the
1 A granularity and certain combination of system attributes, the FFC implied that the EV’s
absorbed current to oscillate between two set-points, which led to a worse RoCoF compared
to the base case. In contrast, SIC did not have any noticeable effect in terms of frequency
nadir, steady-state value or RoCoF. It should be noted the the SIC had a negligible effect on
the RoCoF due to the applied deadband, as was experienced in the simulation. To better
investigate the two controllers and the EVs capability under more challenging circumstances,
a wind turbine was connected by imposing a continuous power fluctuation. Similarly to
the previous study case, the FFC did have a particularly noticeable effect in mitigating the
frequency fluctuation. However, it did lead to slightly worse behaviour in terms of RoCoF.
In contrast, the SIC did not show an improvement in terms of frequency performance and it
had a noticeable negative effect in terms of RoCoF.
All in all, it should be noted that for such a small system with low inertia, the actual series
produced EVs are capable of improving the frequency performance when FFC is applied.
However, with the actual EV’s response time, the FFC had only marginal effects in terms of
RoCoF. With the actual EV’s response time, a large deadband was needed for the SIC, which
limited its contribution. Nevertheless, one should consider that, in principle, EVs were not
intended to provide frequency services and, therefore, new requirements in terms of the EV’s
response time need to be set to achieve better performance.
[Q4] How to asses the equivalent amount of synchronous inertia replaced by fast acting reserves (FAR)?
As previously discussed in Chapter 3 and Chapter 4, FAR are seen as a possible solution to
improve the frequency dynamics, in general, and to mitigate the RoCoF, in particular. There
is, however, a lack of clarity regarding the volume of FAR that can potentially compensates
for a reduction in system inertia.
By employing an equivalent and validated model of the All Island Power System (AIPS),
which is the synchronized power system linking the Republic of Ireland and Northern
Ireland, it was shown that the SIC and FFC are able to mitigate the RoCoF. However, as in
the previous chapters, the FFC showed a much better performance in terms of frequency
nadir and steady-state value.
A bottom-up inductive approach to quantitatively evaluate synchronous inertia, which
can be potentially replaced by a specified magnitude of FAR, was applied. The proposed
methodology was applied for SIC and FFC, separately. By employing 780 dispatches, which
are representative of different operational scenarios, it was shown that it was not possible
to establish a constant relationship between MW of FAR and MWs of synchronous inertia.
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However, a clear relationship trend between MW and MWs as a function of the system
RoCoF was found. By employing MATLAB’s fitting algorithm, it was possible to determine
the 3rd order polynomial regression, which represents the relationship between the MW of
FAR and the MWs of synchronous inertia.
For the FFC, it was shown that for fast RoCoF (i.e. low inertia cases and/or larger infeed loss),
the equivalent MWs of inertia that can be substituted with 1 MW of FFC was lower. Due to
the applied deadband on the control signal, or high inertia cases and/or small infeed loss, the
equivalent MWs of inertia to 1 MW of FFC were also lower. Similarly, the same methodology
was applied for SIC. Likewise for the FFC, for low inertia cases and/or larger infeed loss (i.e.
fast RoCoF), the equivalent MWs of inertia that can be substituted with 1 MW of SIC was
lower than for high inertia cases. For high inertia cases, the equivalent MWs of inertia to
1 MW of SIC was not decreasing, as it was for FFC. This behaviour was mainly due to the
different deadband between the two controllers.
A sensitivity analysis was carried out to better understand the effects of the units’ time
response on the relationship between MW of FAR and MWs of synchronous inertia. It was
shown that the relationship between MW and MWs was reduced as a function of the time
response for both controllers. However, it was noticeable that system stability was more
vulnerable when the SIC approach was applied with larger response time.
6.1 Future work
The results obtained in this thesis have also uncovered several possible topics for further research,
as follows:
• As seen in this thesis, many of the FARs providing frequency support are connected to the
distribution system; however, the effects of these units on voltage stability remain an open
research question. Due to the dominant resistive nature of the distribution grid, active power
regulation heavily affects the voltage levels. Therefore, the classic approach of decoupling
V/Q and f/P control loops is challenged.
• The effects of using a large aggregated number of single phase EVs characterized by different
delays has not been investigated, which could help to define an aggregation scheme to
prevent frequency oscillation.
• It should be noted that during the experimental validation using series-produced EVs,
different response delays were experienced among EVs. Therefore, more experimental
investigations are needed for other EVs models to test their ability to comply with the service
requirements and to establish dynamic models of different EVs.
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Abstract The displacement of conventional generation
by converter connected resources reduces the available
rotational inertia in the power system, which leads to
faster frequency dynamics and consequently a less stable
frequency behaviour. This study aims at presenting the
current requirements and challenges that transmission
system operators are facing due to the high integration
of inertia-less resources. The manuscript presents a re-
view of the various solutions and technologies that could
potentially compensates for reduction in system inertia.
The solutions are categorised into two groups, namely
synchronous inertia and emulated inertia employing fast
acting reserves (FARs). Meanwhile, FAR are divided
into three groups based on the applied control approach,
namely virtual synchronous machines, synthetic inertia
control and fast frequency control. The analytical inter-
dependency between the applied control approaches and
the frequency gradient is also presented. It highlights the
key parameters that can influence the units’ response
and limit their ability in participating in such services.
The manuscript presents also a trade-off analysis among
the most prominent control approaches and technologies
guiding the reader through benefits and drawbacks of
each solution.
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1 Introduction
Conventional power systems rely on electricity genera-
tion from large rotating synchronous generators (SGs).
Due to the continuous exchange of energy between the
rotating masses of the SGs and the grid, the dynamics
of the grid frequency are limited and the frequency is
maintained within an admissible range. Following a large
disturbance, which causes the frequency to significantly
deviate from its nominal value, the SGs inherently re-
lease the kinetic energy stored in their rotating masses
as inertia response. Additionally, SGs participate in
primary and secondary frequency control by increas-
ing/decreasing their active power generation [1].
Traditionally, inertia response has not been consid-
ered an ancillary service, but rather a natural character-
istic of the power system. Due to the high integration
of converter connected resources, which replace SGs,
several transmission system operators (TSOs) in differ-
ent countries began to recognise the value of inertia
response provided by wind power plants, synchronous
condensers and synthetic inertia [2,3,4,5,6].
In order to better comprehend the role of system
inertia, Fig 1 shows how the system frequency could
change after a contingency event in high and low in-
ertia cases. The key parameters involved are: 1) Rate
of change of frequency (RoCoF), 2) Frequency nadir,
and 3) Steady state frequency. Since the capacity of the
primary frequency reserve (PFR) is the same in both
inertia cases, the steady state frequency after the event
settles at the same value. However, the lower inertia
system experiences a lower frequency nadir and a higher
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Fig. 1: Effects of lower inertia on system frequency
performance
RoCoF. In order to maintain and operate the power
system in secure state, the three aforementioned param-
eters that characterise the system frequency, should be
constrained to avoid further implications such as load
shedding, cascade tripping, and in worst case, system
collapse.
The secure operation area for a given operating point
can be represented by considering the system constraints.
The authors in [7] represent the secure operation area by
combining the PFR and inertia requirements as shown
in Fig 2. The secure area is delimited by the maxi-
mum allowed RoCoF (vertical line), the steady state fre-
quency requirement (horizontal line) and the frequency
nadir (red curve). The frequency nadir constraint is
determined through the swing equation presented in (2)
which depends on the PFR and the system inertia.
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Fig. 2: Frequency response requirements [7]
Fig 2 shows that for high inertia cases the PFR re-
quirement is prevalent on the frequency nadir. In fact,
due to the high inertia and the PFR reserve required to
satisfy the steady state limit, the frequency nadir con-
straint will be automatically respected as also shown by
the blue curve in Fig 1, where the steady state frequency
is lower than the frequency nadir. In other words, due to
the high inertia, the steady state requirement is reached
before the nadir constraint.
Nevertheless, moving towards low inertia system,
the frequency nadir requirement start to dominate on
the steady state requirement. This requirement can be
achieved by acting on both PFR and/or system inertia
as shown by the dashed curves in Fig 1. Indeed, the
frequency nadir can be improved by adding PFR (purple
dashed curve) and/or by augmenting system inertia
(green dashed curve). The lower the system inertia, the
faster the frequency will decline following an event (e.g.
the loss of a generator). Hence, faster primary reserve
response is needed. In contrast, in high inertia grids,
slower-acting primary reserves are adequate to cope
with the imbalance. Fig 2 also shows that for low inertia
cases, the RoCoF requirement starts to dominate on the
frequency nadir which is an indicator of how the grid
requirements are evolving towards a new paradigm due
to the high penetration of inertia-less resources.
TSOs with limited AC interconnection and high
share of converter connected renewable energy sources
(RES) have identified these issues to be of critical signifi-
cance. For example, EirGrid, the Irish TSO has initiated
the ”Delivering a Secure Sustainable Electricity System
(DS3)” programme to address those challenges [8]. From
TSO perspective, the reduction of system inertia has
mainly two implications with regards to system fre-
quency stability:
1. Faster RoCoF possibly results in tripping of grid
components. In particular embedded renewable gen-
eration and SGs due to reduced transient stability
margins.
2. Higher frequency deviations (nadirs/zeniths) poten-
tially leading to unintentional load shedding.
This manuscript presents the analytical background
of frequency variations and the capability of emulated
inertia control (EIC) in mitigating the RoCoF and im-
proving the frequency response. Challenges and solutions
regarding the large-scale integration of converter-based
units are discussed. In addition, the state-of-the-art of
possible solutions and devices to improve the frequency
response are discussed.
This study is part of the EU project ELECTRA1, in
which novel frequency and voltage control concepts to
1 The ELECTRA Integrated Research Programme on Smart
Grids brings together the partners of the EERA Joint Pro-
gramme on Smart Grids to reinforce and accelerate Europe’s
medium to long term research cooperation in this area and
to drive a closer integration of the research programmes of
System Inertia Assessment 3
maintain and operate the power system in secure state
are proposed. ELECTRA considers the grid inertia (i.e.
synchronous and emulated inertia) as an active part of
the frequency control process [9,10].
This paper is structured as follows: Section 2 presents
the grid requirements and some of the grid code mod-
ifications to maintain and operate the power system
in secure state. It also presents the background for fre-
quency variations and the inter-dependency between
EIC and RoCoF. Section 3 presents the Various control
approaches to mitigate the RoCoF and the advantages
and drawbacks of each. The key parameters and chal-
lenges of each control approach are presented in Section
4. Section 5 presents the suitable technologies that can
reduce the frequency gradient as well as the characteris-
tics of each technology. Lastly, Section 6 presents the
conclusion.
2 Grid Requirements & Synchronous Inertia
2.1 Grid Requirements
The increasing share of distributed and inertia-less re-
sources entails an upsurge in the requirements for bal-
ancing and system stabilisation services. Various TSOs
have identified these issues to be of critical significance
and have initiated mitigating measures and established
new requirements. In the following, an overview of some
of the new requirements and grid code modifications is
presented.
EirGrid, the TSO of the Republic of Ireland has pro-
posed a RoCoF modification in the grid code in order
to facilitate the delivery of the 2020 renewables targets,
whilst maintaining operational security on the power
system. Generators are required to withstand a RoCoF
event of 1 Hz/s over 500 ms instead of 0.5 Hz/s [11].
Within the DS3 program and the RoCoF alternative
studies, EirGrid and SONI (TSO of Northern Ireland)
investigate the deployment of synchronous and non-
synchronous inertia to maintain the RoCoF at 0.5 Hz/s
for a non-synchronous penetration up to 75 % [12].
EirGrid and SONI defined the minimum of rotational
kinetic energy in the system as an operational constraint
during the dispatch phase. The total rotational energy
of the system is defined as the sum of each machine’s
rated power multiplied with the relative inertia constant
as in (1), and generally referred to as system inertia
floor [13].
Esyskin =
n∑
i=1
HiSr,i (1)
the participating organisations and of the related national
programmes.
Hi - inertia constant of the i-th generator (s)
Sr,i - rated apparent power of the i-th generator (VA)
Esyskin - total rotational kinetic energy of the system (Ws)
n - number of generators
Due to the high share of inertia-less resources, UK’s
TSO, National Grid, procures fast reserves to provide
the rapid delivery of active power through either in-
creased output from a generator or the reduction of the
demand to control frequency changes [14].
This control mechanism is a frequency deviation
based control and is addressed in this manuscript as fast
frequency control (FFC). The Hydro-Quebec Transen-
ergie’s (HQT) transmission connection requirement stip-
ulates in detail that wind power plants must be equipped
with an inertia emulation system. HQT is now in the pro-
cess of procuring and validating manufacturers’ models
integrating inertia emulation features [15,16]. This con-
trol mechanism is a RoCoF based control and addressed
further as synthetic inertia control (SIC).
This manuscript will demonstrate analytically the
ability of FFC and SIC in limiting the frequency gradient
and improving the frequency response. Advantages and
drawbacks of each controller are also discussed.
2.2 Synchronous Inertia
Inertia is defined as the resistance of a physical object
to a change in its state of motion including changes in
speed and direction [17]. With reference to the power
systems, the inertia refers to the rotating machines
directly connected to the electrical grid without any
power converter (e.g. SGs, induction generators and
motors, etc.). The resistance to change in rotational
speed is expressed by the moment of inertia of the
rotating mass. Traditionally, the total inertia of a power
system is determined by the large rotating masses of
conventional power plants, i.e. the generator and turbine
connected to the same shaft. Due to the synchronous
coupling of the machines with the grid, their rotational
speed (i.e. ωm) is linked with the angular velocity of
the electromagnetic field (i.e. ωe). During a disturbance
which causes an imbalance between the two opposing
torques, the net torque on the rotor is different from
zero leading to an acceleration or deceleration according
to the electro-mechanical swing equation in (2).
J
dωm
dt
= Tm − Te = Ta (2)
J - combined moment of inertia of the generator and
the turbine (kg·m2)
Tm - mechanical torque (N·m)
Te - electrical torque (N·m)
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Ta - acceleration/deceleration torque (N·m)
SGs are characterised by their inertia constant H
which is defined as the kinetic energy Ekin, stored in the
rotating mass at rated speed, divided by the machine
rating power Sr as shown in (3).
H =
Ekin
Sr
=
Jω2m,0
2Sr
(3)
ωm,0 - rated mechanical angular velocity (rad/s)
ωe = pωm, where p is the number of pole pairs.
Assuming p=1, equation (2) and (3) can be reformulated
as:
Pm − Pe = ωm 2HSr
ω2m,0
dωm
dt
(4)
Pm - mechanical power (W)
Pe - electrical power (W)
ωe - angular velocity of the electromagnetic field (rad/s)
For limited angular velocity variation, one can as-
sume ωm = ωm,0, thus (4) can be reformulated as:
Pm − Pe = 2HSr
ωm,0
dωm
dt
(5)
Assuming that Pm is constant and that the frequency
regulation is only from the load side, then one can
consider that Pe is composed by: frequency dependent
loads (PD), devices participating in FFC (PFFC) and
devices participating in SIC (PSIC):
Pe = PD + PFFC + PSIC (6)
Where each is composed by a base value and frequency
dependent value:
PD = PD0 +KD(ωe − ωm,0) (7)
PFFC = PFFC0 +KFFC(ωe − ωm,0) (8)
PSIC = PSIC0 +KSIC
dωe
dt
(9)
PD0 , PFFC0 and PSIC0 represent the base electric power
in steady state and addressed further as Pe0 = PD0 +
PFFC0 +PSIC0 . KD is a damping factor, it considers the
electrical loads that change their active power consump-
tion due to frequency changes. KFCC = KFCC(t− t0)
is the FCC proportional control coefficient. KSIC =
KSIC(t− t0) is the SIC proportional control coefficient.
KFCC and KSIC are represented in function of the time
to represent the time required from those devices to get
activated (i.e. time delay). Therefore the electric power
Pe can be expressed as:
Pe = Pe0 +(KD+KFFC)(ωe−ωm,0)+KSIC
dωe
dt
+∆Pe
(10)
Where ∆Pe is the perturbation and in steady state
the Pm is equal to Pe0 . The swing equation can be
formulated as:
2H dωedt
ωm,0
= −(KD+KFFC)(ωe−ωm,0)−KSIC dωe
dt
−∆Pe
(11)
Solving the differential equation:
ω(t) = ωm,0+
e− (KD+KFFC )ωm,0KSICωm,0+2HSr t
KD +KFFC
− 1
KD +KFFC
∆Pe
(12)
dω(t)
dt
= −ωm,0 e
− (KD+KFFC )ωm,0KSICωm,0+2HSr t∆Pe
kSICωm,0 + 2HSr
(13)
One can notice that both FFC and SIC affect the
RoCoF variation during the transient. One can notice
that due to the response time of FFC and SIC and
the power ramp-rate limitations of the used resource
(e.g. battery ramp-rate), it turns out to be a complex
time-variant term. Nevertheless, the presented swing
equation shows clearly that mitigating the impact of
power imbalances in terms of RoCoF can be achieved
by increasing the system rotational inertia H, employing
fast reserves with RoCoF based control and/or with
frequency deviation based control.
3 Various Solutions to for EIC
As analytically shown in (13), the system RoCoF can
be mitigated by one of the following actions: increasing
the system rotational inertia H and/or employing fast
reserves with EIC approaches. EIC can be distinguished
in three categories, namely virtual synchronous machines
(VSM), SIC and FFC. Fig 3 presents an overview of the
different solutions. In the following, a qualitative analysis
of EIC approaches is presented.
For machines/units which are connected to the grid
by means of power electronics, the electromagnetic cou-
pling between grid and prime mover does not exist, e.g.
Type 4 wind turbines [18]. Therefore, frequency changes
will not induce a natural power change from the device
and, in principle, they can only provide emulated inertia
response.
Devices which are connected to the grid through
power electronics could provide emulated inertia if the
active power absorbed or generated is achieved through
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Introduction
The displacement of conventional generation by converter connected resources reduces the available rotational inertia in the power 
system, which leads to faster frequency dynamics and consequently a less stable frequency behavior.
This PhD work focuses on development and validation of robust and coordinated Synthetic Inertia Control (SIC) and Fast Frequency Control 
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Synchronous
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Machines
Fast Frequency
Control
Synthetic Inertia
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Fig.1. Various Solutions to Mitigate the RoCoF Fig.2. Frequency response requirements Fig.3. Illustration of the effect of using different measuring windows
Fig.5. Frequency and RoCoF performance.�
Fig.4. Experimental layout.�
-Could FPC and SIC mitigate the RoCoF?
-What are the technical requirement for the reserves to
participate in such services (e.g. maximum allowed response
time)?
What are the requirement for RoCoF measurement
-How to deﬁne a quantitative relationship between MW of reserve
and the correspondent MWs of synchronous inertia that those will
be able to replace?
-How to Validate the inertia response claimed by the reserves?
(A) Employing Energy storage systems to mitigate the RoCoF
https://orcid.org/0000-0002-7328-6770
Various simulations were carried on, using different power systems 
grids representation (e.g. SYSLAB, Ireland and Northern Ireland 
power system) in PowerFactory and MATLAB/Simulink. Various 
experiments were also carried on in our SYSLAB PowerLabDK
facilities using Electric Vehicles (EVs) as flexibility resources.
Fig.6. Relationship between MW/MWs and RoCoF - FFC
(B) Quantitative Relationship between MW of reserve and MWs of
inertia using TSO data (EirGrid, Ireland)
Fig. 3: Various Solutions
control strategy based on the frequency variation over
time (∆f∆t ), emulating the synchronous inertia behaviour.
Emulated inertia could also be achieved by extracting
the kinetic en rgy stored in th rotating par s through
dedi ated control s hem as th cas with wind turbines
Type 3 and Type 4 [19,20].
Emulated inertia is a combination of control algo-
rithms, renewable energy resources, energy storage sys-
tems and power electronics that emulate the inertia of
a conventional power system [21]. The general concept
of EIC is presented in Fig 4. The core of the system is
the emulated inertia algorithm which varies among the
different solutions, based on the application and the de-
sired level of model sophistication [22]. Some typologies
try to mimic the exact behaviour of the SG through a
detailed mathematical model that represents the SG’s
dynamics, generally addressed as virtual synchronous
machines (VSM). Other approaches try to simplify this
by using just the swing equation, further indicated as
SIC.
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Fig. 4: Emulated inertia concept
3.1 Virtual Synchronous Machines
The first proposal of a VSM was published by Beck and
Hesse in 2007 and labeled as VISMA [23]. The under-
lying idea behind the VSM concept is to emulate the
essential behaviour of a real SG by controlling a power
electronic converter. Thus, any VSM implementation
contains more or less explicitly a mathematical model
of a SG [24]. The inertia emulation is a common feature
for every VSM implementation. Depending on the de-
sired degree of complexity and accuracy in reproducing
the SG dynamics, additional aspects can be included or
neglected (e.g transient and sub-transient dynamics).
If the purpos of VSM is to accurately replicate
the dynamic behaviour of a SG, a full order model of
the SG has to be included in the converter control sys-
tem. This includes a 5th order electrical model with
dq-representation of stator windings, damper windings
and the field winding, together with a 2nd order me-
chanical model resulting in a 7th order model [25,26].
A VSM type is presented in Fig 5. This type is used
by the European VSYNC research group [27,28] and
has demonstrated the effectiveness of inertia emulation
through real-time simulations [29] and field test [30].
Grid
Inverter
Reference Generation and Current Control
PWM
Generator
Current 
Controller
PVSM → Id
Iq = 0 A*
*Id
*
Phase 
Locked Loop
Δω d(Δω)/dt 
v
i
Fig. 5: Virtual Synchronous Machine Type
Various control schemes for VSM, which represents
the interface between the SG models and the power elec-
tronic converter, are presented and discussed in various
studies [22,24]. The control schemes proposed in litera-
ture can be categorised into two main groups based on
the nature of the output reference from the SG model,
namely: Voltage Reference and Current Reference mod-
els.
1. Voltage Reference: This control scheme is config-
ured to provide a voltage reference output [31]. If a
reduced order model of the SG is applied, the power
flow will be mainly related to the inertia emulation
and the phase angle resulting from the swing equa-
tion. However, protections can be implemented at
the hardware level or as parallel loops overriding the
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references from the VSM, but their interaction with
the inertia emulation and the resulting behaviour
can be difficult to predict [24].
2. Current Reference: This control approach gen-
erates a current reference. This scheme allows the
implementation of high order electrical models for
the SG [23]. Nevertheless, in practical implementa-
tions this scheme can lead to numerical instability
especially with high order SG models [32].
3.2 Synthetic Inertia Control
The inertia response can be also emulated by tracking
the RoCoF and representing the SG only by the swing
equation as shown in (9). This approach is only emu-
lating the inertia effect with respect to the response to
changes in the frequency gradient. The control structure
is shown in Fig 6-a. A key parameter in this controller is
the RoCoF measurement which is further addressed in
Section 4.1. However, this control system does not have
the inherent capability for black-start since it requires
the system frequency as an input.
f(t)-f(t-Δt)
Δt KSIC
f KFFCΔf
fref
+
-
a)
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Pmin≤ P≤Pmax Psetpoint (t-t0)
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Delay
First order 
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Fig. 6: SIC and FFC control diagram
3.3 Fast Frequency Control
FFC is a frequency deviation based control and is achieved
by a joint action of FFC providing units within the
synchronous area. FFC employs the same control mech-
anism as PFR which is generally achieved using droop
controllers, so that governors operating in parallel can
share the load variation according to their rated power.
The droop constant represents the ratio of frequency
deviation to change in power output [33]. The frequency
variation, ∆f (Hz), referred to the nominal frequency of
the system is therefore given as a function of the relative
power change ∆P (W) reported to the nominal machine
power as shown in (14) and in Fig 7. However, governors’
dynamics (e.g. time response and ramping rate) limit
the PFR capability in improving the RoCoF. On the
other hand, FFC is characterised by employing FAR,
for example, energy storage and electric vehicles [34].
The FFC control diagram is presented in Fig 6-b.
−1
KFFC
=
∆f/fnom
∆P/Pnom
(14)
fn
f
Pn P
Fig. 7: Frequency control droop characteristic
The authors in [35] present a trade-off analysis of
SIC and FFC. Fig 8 shows the system frequency and
RoCoF following the loss of the largest single infeed. It
shows the effects of the two controllers on the system
frequency. One can notice that both controllers were able
to improve the system RoCoF. Nevertheless, the FFC
shows a much better performance in terms of frequency
nadir and steady state value.
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Fig. 8: System frequency and RoCoF performances
A summary which highlights the key features and
weaknesses of the various inertia control schemes is
presented in Table 1.
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Table 1: Overview of the Various Control Schemes
Control Schemes Key Features Weaknesses
VSM
• Accurate representation of SG model
• Frequency derivative not required
• Black-start capability
• Can lead to numerical instability
• Protections of the voltages and currents
of the converter cannot be easily in-
cluded
SIC
• Simple implementation compared to
VSM
• Frequency derivative required
• No black-start capability
• System susceptible to noise
FFC
• Control type similar to conventional
droop control in SGs
• Local control (i.e. communication-less)
• Stable performance
• Slow transient compared to the previous
solutions
• No black-start capability
4 Key Parameters & Challenges
The synthetic inertia and fast primary responses are
characterised mainly by the controller and the device
dynamics. Various parameters can radically change the
controller and the device response and therefore their
ability in delivering such services. The key parameters
can be divided into four groups: 1) Signal measurement,
2) Response time, 3) Dead-band and 4) Device perfor-
mance. Moreover, there is a lack of clarity regarding
the volume of FAR that can potentially compensate for
reduction in system inertia and the effects of the pre-
viously mentioned parameters on the required volume
of FAR. In other words, the quantitative relationship
between MW of reserve and the corresponding MWs of
synchronous inertia that those will be able to replace.
In the following an overview of the different key param-
eters are presented as well as the challenge of defining
a quantitative relationship between MW of reserve and
the corresponding MWs of inertia.
4.1 Signal Measurement and Processing
Traditionally, the common practice of utilities is to use
the speed of SGs as proxy for the grid frequency because
measuring the speed is easy and accurate. Generators’
governors have been using deviations in rotor speed
as measure for frequency deviation from the reference
ever since. Nowadays, non synchronous resources deliv-
ering frequency support as well as protection relays (e.g.
under-frequency and RoCoF relays) must measure the
frequency directly from the grid. In the following, an
overview of the most common methods to measure the
system frequency and the RoCoF, and the associated
key challenges are presented:
• Frequency Measurement:
The system frequency is an important operating pa-
rameter of an electrical power system which indicates
the dynamic balance between power generation and
consumption. The grid frequency is measured from volt-
age or current signals which are originated from the
synchronous machines whose rotating speed are propor-
tional to the frequency of the generated voltage. The
system frequency and its rate of change are used di-
rectly in various protections and control schemes and
low measurement accuracy (e.g. due to harmonics, ran-
dom noise electromagnetic interference, etc.) can cause
false operation leading to system instability.
In the past, a zero crossing algorithm which uses a
pulse counting between zero crossings of the signal was
the mostly adopted method [36]. Nowadays, with the
technological progress in microprocessors and cheaper
computational power, many numerical method for fre-
quency measurement are applied and proposed:
– Modified Zero-crossing method [37,38,39]
– Digital Fourier Transformation [40,41,42]
– Phase locked loop [43,44,45]
– Orthogonal decomposition [46,47]
– Least square optimisation [48,49]
– Taylor approximation [50,51]
– Numerical analysis [52,53]
– Artificial intelligence [54,55,56]
To evaluate the performance of a frequency estima-
tion method, the following three aspects should be con-
sidered: the accuracy, the estimation of latency and the
robustness. The maximum error, the average error and
the estimation delay could be used as the performance
indexes for frequency measurements. The maximum er-
ror is the difference between the actual frequency and
the estimated frequency. The average error is based on
a number of data points in which the average values are
taken for both, the actual and estimated frequency [36].
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Most frequency estimation algorithms employs a window
of data to derive the frequency, which causes estima-
tion delay since the frequency is time-varying. Small
window of data will reduce the estimation delay, on the
other hand, it reduces the measurement accuracy due to
the presence of noise and harmonics. One can see that
frequency measurement is quite a challenging task and
measurement errors or latency can lead to malfunction
of protections or control schemes.
• RoCoF Measurement:
A key parameter in delivering synthetic inertia is the
RoCoF measurement. The RoCoF is the time derivative
of the power system frequency (df/dt) which varies
in function of the chosen measurement window. This
quantity was traditionally of minor relevance for systems
with generation mainly based on SGs, because of the
inertia of these generators, which inherently counteract
to power imbalances and thus limiting the RoCoF.
A key issue in the measurement of RoCoF across
the system is that the frequency measured at different
points in the system can vary significantly under tran-
sient conditions. During transient events generator rotor
speeds may also differ from each other due to local and
inter-area interactions [57]. In order to obtain a consis-
tent system wide measurement of RoCoF, the electrical
transients need to be removed from the analysis and
only the mechanical transients on the system should be
considered [13]. Extending the measurement window the
electrical transients can be removed from the RoCoF
measurement allowing for a more consistent system
RoCoF to be determined [58]. On the other hand, rela-
tively large measurement window might also eliminate
the mechanical transients leading to false RoCoF values.
Fig 9 illustrate the effect of using different measuring
windows on the RoCoF value. For example, employing
a measuring window of 100 ms, the calculated RoCoF is
2.1 Hz/s versus 0.9 Hz/s for a 500 ms measuring window.
Therefore, the chosen measuring window, over which the
RoCoF is calculated, is just as important as the RoCoF
value itself.
This issue is also concerning various TSOs since
distributed energy resourcess (DERs) employ protec-
tion schemes for loss-of-mains. Generally these schemes
utilise under- and over-frequency relays as well as RoCoF
relays. These schemes aim to ensure that should a part
of the distribution network become islanded from the
rest of the distribution system, that there is no gen-
eration left operating on that local system, keeping it
live [59]. From the TSO perspective, ”false” RoCoF val-
ues influenced by the electrical transients might lead
to unintended cascade tripping of distributed energy
resources connected by means of RoCoF relays [60,61].
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Fig. 9: Illustration of frequency change and the effect of
using different measuring windows
Besides, different studies shows that commercially avail-
able RoCoF relays from different manufacturers respond
rather differently to the same event, even when they
are configured with the same settings [62,63,64]. This
phenomenon is most likely due to the different mea-
surements techniques employed by those relays. On the
other hand, from the rotary electrical machine perspec-
tive, the use of a relatively large measurement window
might lead to neglecting the mechanical transient and
thus increasing the mechanical stress on the rotating
machines [65,66].
RoCoF relays’ characteristics (e.g. measurement win-
dow and threshold) are established by the grid code,
which varies among countries. For example, the Irish
grid code defines 1 Hz/s the RoCoF relays’ threshold
measured over 500 ms moving window. EirGrid deter-
mined that 1 Hz/s would be sufficient to cover for the
loss of the current largest single infeed (i.e. East-West
interconnector exporting 500 MW) [59]. In [35], the au-
thors recommend that the RoCoF measurement window
for the SIC should be the same as for the RoCoF re-
lays’ requirements present in the grid code. This choice
is to guarantee the triggering of the reserves only for
events which can threat the system stability by trigger-
ing RoCoF relays.
4.2 FAR Device Response Time
The response time is the total time that is needed for a
FAR device to actively supply the grid with its service.
For power electronic connected technologies, delivering
synthetic inertia and/or fast frequency control, there
is a delay between the event the device’s response [67].
The response time is a combination of the following four
different parameters:
– Measurement time, which is the time needed to
detect and measure the RoCoF (or frequency in case
of FFC)
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– Signal time, which is the time required to get the
activation signal from the measurement device to
the FAR device.
– Activation time, which is the time required from
the FAR device to deliver the initial power response
once it received the activation signal.
– Ramping time, which is the time required from
the FAR to ramp up to the required active power
setpoint.
However, an adequate time response depends on the
characteristics of the power system.
Generally, for low inertia system, the time response
is of more importance than for high inertia systems.
The authors in [68] present a sensitivity analysis of the
response time and highlight its importance and impacts
on the system stability.
4.3 Deadband
Deadbands are generally categorised into unintentional
and intentional deadbands.
The unintentional deadband is used to describe the
inherent effect of a unit, for example to describe the
mechanical effect of a turbine-governor system, such
as sticky valves, loose gears, and hydraulic system non
linearity, which are unavoidable and unadjustable [69].
Intentional deadband is generally adopted in order
to reduce excessive controller activities for normal power
system frequency variations. For the governor control
system, deadband values are established by the grid
code [70]. For example, Republic of Ireland’s grid code
requires that a frequency deadband of no greater than
±15 mHz maybe applied to the operation of the gov-
ernor control system [59]. In the Continental Europe
a frequency deadband of ±20 mHz is permitted. On
the other hand, some grid codes such as in the Nordic
area, require that primary frequency support must be
made without deadband [71]. However, one should dif-
ferentiate between contingency based and regulation
based service. In case of employing FAR for regulation
based services, the controller should employ the same
deadband established by the grid code for the governors
control system. On the other hand, defining a deadband
for contingency based services is less straight forward. In
fact it depends on the system characteristics such as the
system inertia. The authors in [35] present a sensitivity
analysis of the deadband applied on the control signal
for both FFC and SIC. The study shows that employing
a large deadband will limit the FAR participation to
large congestion cases avoiding its activation following
normal load change. On the other hand, it shows that
employing large deadband will reduce the FAR effects
imposing the need of a higher number of reserves to
limit the RoCoF.
4.4 Device performance
As previously mentioned, the FAR response is highly
influenced by the controller as well as the device dy-
namics. In the following the key parameters that can
influence the FAR response are presented:
– Response time: The time required by the device to
react to frequency fluctuation.
– Active power ramp: The rate at which the active
power will ramp after a frequency changes.
– Active power amplitude: The amount of active power
delivered from the device in function of frequency
changes.
– Active power duration: The time period for which
the device will provide active power before its energy
has been depleted. In case of employing FAR for
synthetic inertia, this parameter can be neglected
since it focuses on small time frame post event.
4.5 Quantitative relationship between MW and MWs
The high integration of converter connected resources is
resulting in the reduction of the system inertia and con-
sequently deterioration of frequency stability. FAR units
controlled through SIC or/and FFC is seen as a possi-
ble solution and various control approaches have been
previously proposed in different studies. Nevertheless,
there is a lack of clarity regarding the volume of FAR in
terms of MW that can potentially compensate for the
reduction of a certain MWs of synchronous inertia.
In [35], the authors introduced this challenge and
presented a methodology to determine the quantitative
relationship between FAR and conventional inertia. The
method was tested on an equivalent model of the Repub-
lic of Ireland and Northern Ireland power system using
more than 700 simulated dispatches. The study shows
that the equivalent MW of FAR to replace 1 MWs of
inertia is influenced by the system characteristics and
dispatches as well as the controller performance (e.g.
response time, deadband and system inertia). For exam-
ple, in function of the analysed system characteristics
and dispatches, 1 MW of FFC is able to replace between
{20− 45} MWs, while 1 MW of SIC is able to replace
between {30− 70} MWs. To be noted, a higher number
of system oscillation is seen employing the SIC. However,
more investigation needs to be done in this area.
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5 Suitable Technologies
This section provides a high level assessment of the dif-
ferent technologies that may be used to mitigate the
RoCoF. The various technologies can be distinguished
into two groups: synchronous inertia and emulated in-
ertia employing fast acting reserves (FARs). The syn-
chronous reserves are characterised by their inherent
inertia response which does not require any measure-
ment or control schemes. In the following, an overview
of the different technologies including a high level assess-
ment of each is presented. The assessment is based on
the following criteria: 1) Geographic limitation, 2) Ad-
ditional system services (e.g. voltage control and black
start), 3) Type of the provided inertia service, 4) Inertia
constant H (s) and the typical power capacity (MW)
and 5) Capital cost.
1. Synchronous Condensers
synchronous condenserss (SCs) are machines that
are synchronised with the power system and operate
as free spinning motors. SCs have been playing an
important role for reactive power compensation and
have been contributing to voltage stability in power
systems for more than 50 years [72,73]. Currently,
different TSO started to investigate their effect in
mitigating the RoCoF and enhancing the frequency
stability [74]. Nevertheless, SCs are characterised by
a lower inertia compared to conventional plants since
the prime mover’s mass is missing. However, in some
cases SCs can be equipped with additional masses
to increase the inertia.
• Geographic limitation
Synchronous condensers are not influenced by
the geographic location and in principle are
flexible to install. Moreover, existing power
plants can be converted to synchronous con-
densers.
• Additional system services
As previously mentioned, SCs have been used
for many years for reactive power compensa-
tion to improve voltage stability.
• Type of the inertia response
Due to grid connection without power convert-
ers, they are able to provide an inherent inertia
response without the need for measurements
and controls.
• Inertia constant and power capacity range
Typical inertia constant 2H = {2 − 3} s and
power capacity range of {50− 250} MVA [13].
• Capital cost
Large cost range because it depends on the
installation of new SC or converting exiting
power plants into SC. However, an average cost
for SCs varies between {9−35} EUR/kVAr [75].
2. Pumped Storage Hydro
Utility-sized energy storage systems are a small per-
centage of the total generating capability of the
power system, but are gaining more and more atten-
tion for their role in enabling higher penetrations
of variable renewable resources into the grid [76].
Currently, the most common type of utility-scale
storage is pumped hydroelectric storage (PHS) [77].
The authors of a 2012 white paper by the National
Hydropower Association’s Pumped Storage Develop-
ment Council indicated that development of new
PHS, particularly in areas with increased wind and
solar capacity, would significantly improve system
reliability while reducing the need to construct new
fossil-fuel generation [78]. Simultaneously, the power
range of pumped storage devices are suitable for
delivering sufficient synchronous inertia although
significantly lower than that of a gas or coal fired
power plant [77]. However, this technology requires
the construction of an upper and a lower basin which
delimits its application in some countries due to ge-
ographical limitations.
• Geographic limitation
The geographical circumstance is a key require-
ment to be able to employ this technology. In
fact, it requires the construction of an upper
and a lower basin which delimits its application
to areas which fulfil these requirements.
• Additional system services
Capability to provide various system services
as conventional power plants. Additionally, pumped
hydro power plants can also consume active
power from the grid to pump water from the
lower basin to the higher one.
• Type of the inertia response
Synchronous inertia response due to direct grid
connection.
• Inertia constant and power capacity range
Inertia constant in the range of 2H = {2−4} s
and power capacity of {1− 3000} MW [79,80].
• Capital cost
Capital costs for PHS differ very much. Re-
liable, experimentally confirmed numbers are
only available for traditional geographically de-
termined installations and reported to be in
the range of {800− 1000} EUR/kW [81].
3. Compressed Air Energy Storage
Energy storage systems are effective for support-
ing the integration of renewable energy and deliver-
ing system services. Compressed air energy storage
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(CAES) is a promising energy storage technology
due to its high efficiency, cleanness and long service
life [82]. CAES makes use of underground caverns
where air is compressed for storage and decompressed
in order to release the stored energy. A CAES plant
consists of a large volume that can store the com-
pressed air (the battery) and what is in principle
a gas turbine. The plant store the compressed air
underground in caverns or rock formations [83].
• Geographic limitation
One can notice that the geology plays a signifi-
cant role for this technology since it requires an
underground cavern limiting its applicability.
• Additional system services
CAES is capable of providing multiple system
services as frequency and voltage support.
• Type of the inertia response
CAES is characterised by its synchronous in-
ertia response.
• Inertia constant and power capacity range
Inertia constant in the range of 2H = {3−4} s
and power capacity that range between {15−
600} MW [79].
• Capital cost
Based on the analysis on 2nd generation CAES,
estimated capital costs range between {750−
1000} EUR/kW [81].
4. AC Interconnection
An AC interconnection between two power systems,
by means of overhead lines or cables, will lead to a
single synchronous network. In case of loss of gener-
ation, the inertia of both power systems will start to
supply the power imbalance, leading to lower RoCoF
and better frequency performance [84,13].
• Geographic limitation
Geographical flexibility and large distance play
a significant role regarding AC interconnectors
installation. For example, if an interconnector
was to be built between the Island of Ireland
and United Kingdom, the distance would be
one of world’s longest sub-marine AC cables
which is likely to challenge current technology.
• Additional system services
The power system will be strengthened due to
the connection of the two subsystems. How-
ever, due to the long high voltage cables, the
charging current limits the power transfer ca-
pability [85].
• Type of the inertia response
Inherent inertia response improving the overall
frequency performance.
• Inertia constant and power capacity range
For AC inerterconnectors, the inertia constant
depends on the inertia of the two intercon-
nected systems. The power capacity depends
on the interconnecting link.
• Capital cost
AC interconnection depends on the distance
of the two connected systems as well as the
geography which determines the possibility of
using overhead lines or cables.
5. Power Plant Technical Minimum Reduction
One possible solution for maintaining the same in-
ertia level while allowing greater headroom for non-
synchronous generation is by operating SGs at low
power setpoints. Most conventional power plants are
designed to run in the upper capacity range closer to
the rated power with a minimum low power setpoint.
Reducing the minimum setpoint value is another
option with the same benefits. However, the power
plant type plays a fundamental role for the provision
of this service. For example, thermal power plants
operating in the lower output range are characterised
by high CO2 emissions [86].
• Geographic limitation
No location restrictions since it concerns exist-
ing power plants.
• Additional system services
The same system services of a conventional
plant operating in normal conditions but re-
duced down-regulation reserves.
• Type of the inertia response
Synchronous inertia response.
• Inertia constant and power capacity range
The inertia time constant is not alterated and
it is the same as for conventional plants which
is in the range of 2H = {2 − 9} s and power
capacity of {0.1− 1} GW [79].
• Capital cost
It depends on the type of plant and if a refur-
bishment is needed.
6. Wind Turbines
Wind Turbines are generally classified into Type 1,
Type 2, Type 3 and Type 4 [18,87]. Early wind tur-
bines of Type 1 and Type 2 were used with a constant
speed asynchronous generator, directly connected to
the power system and thus, capable of providing syn-
chronous inertia. Modern wind turbines (i.e. Type 3
and Type 4) are designed to operate at a wider range
of rotor speeds. Their rotor speed varies with the
wind speed or other system variables, based on the
design employed. Additional speed and power con-
trols allow variable-speed turbines to extract more
energy from a wind regime than fixed-speed turbines.
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Nevertheless, for Type 3 and Type 4 turbines, power
converters are needed to interface the wind turbine
with the grid and thus do not provide any inherent
inertia response [88]. However, several wind turbines
manufactures offer synthetic inertia response con-
trol for the Type 3 and Type 4 wind turbines (e.g.
ENERCON inertia emulation control and General
Electric WindINERTIA) [89,90].
• Geographic limitation
The location plays a significant role for the
presence of the wind turbine itself. However, for
existing wind turbines the geographic location
should not present any limitation for providing
such services.
• Additional system services
Wind turbines of Type 3 and Type 4 are capa-
ble of providing a wide range of system services
due to their controllability. Nevertheless, they
can only provide system services only if suffi-
cient wind is present.
• Type of the inertia response
Wind turbines of Type 1 and Type 2 provide
inherent inertia response while Type 3 and
Type 4 in principal can only provide emulated
inertia.
• Inertia constant and power capacity range
Wind turbines of Type 1 and Type 2 with rated
power more than 1 MW have values of inertia
constant in the range of 2H = {3− 5} s [91].
On the other hand, in Type 3 and Type 4 the
mechanical inertia is decoupled from the grid.
The machine power capacity spans between
{1− 10} MW [79].
• Capital cost
Wind turbines capital cost varies among tech-
nologies. However, for onshore installation capi-
tal cost varies between {1100−1950} EUR/kW
while for offshore wind turbines, the capital
cost varies between {2300−4300} EUR/kW [92].
7. HVDC Interconnectors
High-voltage DC (HVDC) transmission links provide
a means of non-synchronously connecting two (or
more) AC power systems whilst maintaining control
of the power flow over the HVDC-link. HVDC-link
is an economical way of transferring electrical power
over long distances [93]. Due to the asynchronous
interconnection between the interconnected power
systems, no inherent inertia response is available
since the DC connection fully decouples the two ar-
eas. Nevertheless, various studies have investigated
the ability of HVDC in providing frequency control
services, including inertia emulation and primary
frequency control [94,95,96]. Frequency control can
be achieved by including frequency control loop ei-
ther in the active power controller or the DC voltage
controller [97].
• Geographic limitation
The location of the HVDC interconectors plays
a fundamental role in its applicability. Gener-
ally, the main challenge is related to the long
distance and high costs.
• Additional system services
HVDC interconectors are capable of providing
a large number of system services depending
on the employed converter technology.
• Type of the inertia response
Due to the decoupling between the two subsys-
tems, only emulated inertia can be provided.
• Inertia constant and power capacity range
HVDC interconnectors do not provide an in-
herent inertia response. HVDC power capac-
ity depends from the employed technology.
The current installed HVDC links are char-
acterised by a power capacity in the range of
{3− 8000} MW [79].
• Capital cost
HVDC capital cost depends on the applied
technology and the distance over which the
two areas are connected.
8. Various Batteries Technologies
Batteries are energy storage units that store electri-
cal energy and operate at direct current, thus, power
electronic converters are needed to interface the bat-
teries with the grid. Batteries can provide multiple
benefits to the power system in terms of ancillary
services and RoCoF enhancement. Nevertheless, the
battery’s technology plays a fundamental role in de-
ciding the suitability in providing such services. For
example, Sodium-Sulfur batteries (NaS) are charac-
terised by their fast response time and as claimed
by certain manufactures, the response time is within
1 ms [98] allowing the provision of synthetic inertia
services and/or fast frequency control services. On
the other hand, hydrogen storage system and syn-
thetic natural gas do have a relatively slow response
time (i.e. in the range of seconds) which limits their
capabilities for synthetic inertia services [99,100].
• Geographic limitation
Generally, batteries technologies do not have
locational restrictions and are flexible to install.
However, some minor exceptions might occur
for flow batteries due to the additional space
required for the auxiliary services and for the
more complex technology.
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• Additional system services
Due to their controllability batteries are able
to offer multiple system services.
• Type of the inertia response
In principal, they can provide only emulated
inertia.
• Inertia constant and power capacity range
Batteries do not have any inherent inertia re-
sponse. Batteries’ power capacity depends on
the applied technology, however, typical power
capacity is generally up to several MW.
• Capital cost
Batteries’ capital cost vary among the applied
technologies. However, it can range between
{250− 2600} EUR/kW [80].
9. Demand Side Management
In theory, demand and generation can participate
in frequency control. In the current control schemes,
adopted by the majority of TSOs, demand is used
to restore severe power imbalance that cannot be
alleviated by fast acting generators (i.e. load shed-
ding). Nevertheless, demand capability to contribute
to frequency control has been underestimated in the
past due to the complexity involved in the real-time
monitoring and control of aggregated loads [101]. On
the other side, with the advancements in measur-
ing and monitoring techniques, demand side man-
agement (DSM) starts to gain more consideration
and application from various TSOs in managing the
power system efficiently and in accommodating a
higher share of renewable energy generation [102].
Simultaneously, different projects and studies are in-
vestigating DSM technology in providing additional
system services as fast primary frequency control
and SIC from aggregated loads. Various studies are
analysing through simulations and field tests the
capability of electric vehicles in delivering frequency
support and system services [34,67].
• Geographic limitation
Location plays a crucial role to allow the aggre-
gation of a number of loads to provide adequate
response power.
• Additional system services
DSM is able to provide multiple system ser-
vices such as frequency and voltage control.
However, it depends from the nature and ca-
pability of the aggregated units.
• Type of the inertia response
DSM is able to provide regulating power in
terms of emulated inertia.
• Inertia constant and power capacity range
DSM does not provide inherent inertia response
and therefore an inertia constant can not be
provided. Similarly, a power capacity range
can not be provided because it depends on the
number of the aggregated electrical loads.
• Capital cost
A large range of cost depending on the applied
technology and infrastructure
10. Flywheel
Flywheels store kinetic energy in the rotation of a
wheel. The moving mass is accelerated and deceler-
ated by a motor/generator and therefore charging or
discharging the system [13]. High speed flywheels are
interfaced with the grid through power electronics,
thus, are only capable of delivering synthetic inertia.
Flywheels energy storage systems are characterised
by its fast ramping capability and long-term durabil-
ity. Due to their fast response time (i.e. in order of
milliseconds), flywheels can provide ancillary services
including synthetic inertia and frequency response
to power grids [103].
• Geographic limitation
Flywheels do not have a locational restrictions
and can be easily installed.
• Additional system services
Flywheels are capable of providing frequency
support in terms of regulating power.
• Type of the inertia response
Due to the connection to the grid through
power electronics, flywheels are capable of pro-
viding only emulated inertia.
• Inertia constant and power capacity range
Flywheels are not characterised by an inertia
constant due to the connection to the grid
through power electronics. Typical power ca-
pacity range between {0.1− 20} MW [79,80].
• Capital cost
Flywheels have a capital cost that range be-
tween {210− 300} EUR/kW [80].
6 Conclusion
The paper presented an overview of the various chal-
lenges which TSOs and distribution system operators
(DSOs) are facing due to the increasing share of inertia-
less resources. It focuses generally on the frequency
performance and in particular on the RoCoF. The ef-
fects of the system inertia and the primary frequency
response on the RoCoF, frequency nadir and steady
state value are presented graphically and analytically.
The study presented also the various methods that can
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Table 2: Overview of the various technologies
Technology
Synch.
/ EIC
Inertia
(2H)
Power
capacity
Geography
limitations
Additional services
Capital
cost
Voltage
Support
Energy
Supply
Black
start
Synchronous Con-
densers
Synch. {2 - 3} s {50 - 250}
MVA
Low YES NO NO
{9- 35}
EUR/kVAR
Pumped Storage
Hydro
Synch. {2 - 4} s {1 - 3000}
MW
High YES Limited YES
{800-1000}
EUR/kW
Compressed Air En-
ergy Storage
Synch. {3 - 4} s {15 - 600}
MW
High YES Limited YES
{750-1000}
EUR/kW
AC Interconnection Synch.
Depends
on the
intercon-
nected
systems
Depends on
the line
rating
Medium Limited YES Limited -
Parking or Reduc-
tion of the mini-
mum MW genera-
tion
Synch. {2- 9} s Plant
dependent
Low YES YES Limited -
Wind Turbines
(Type 1 & 2)
Synch.
& EIC
{3 - 5} s 0.5 -2 Medium Limited YES NO
Onshore:
{1100 -
1950}
EUR/kW
Wind Turbines
(Type 3 & 4)
Synch.
& EIC
- 0.5 -2 Medium YES YES NO
Offshore:
{2300 -
4300}
EUR/kW
HVDC interconnec-
tors (VSC based)
EIC -
{100 -
1000} MW Average YES YES YES
Electrochemical
and Chemical
Batteries
EIC -
0.1 - 100
MW
Low YES Limited YES
{250 - 2600}
EUR/kW
Demand Side Man-
agement
EIC -
Depends on
the
aggregated
units
Low Limited NO NO -
Flywheels EIC -
{0.1 - 20}
MW
Low YES NO NO
{210 - 300}
EUR/kW
be employed to improve the frequency gradient, cat-
egorised into two groups, namely synchronous inertia
and emulated inertia. The emulated inertia methods are
divided into three groups, based on the applied control
scheme, namely VSM, SIC and FFC.
The manuscript presented the key features and weak-
nesses of each control schemes detailing also the key
parameters and challenges in applying those methods.
However, more attention was given to SIC and FFC,
showing that both schemes are able to mitigate the
RoCoF with a better performance in terms of frequency
nadir and steady state frequency when the FFC is ap-
plied. The quantitative relationship between MW of re-
serves (applying SIC or FFC) and MWs of synchronous
inertia was also discussed, highlighting the effects of the
controllers’ performance.
Moreover, a qualitative investigation of the most
prominent technologies that can be used to mitigate the
RoCoF is presented. Each technology is assessed based
on five criteria, namely, 1) Geographic limitation, 2) Ad-
ditional system services (e.g. voltage control and black
start), 3) Type of the provided inertia service, 4) Inertia
constant H (s) and the typical power capacity (MW)
and 5) Capital cost. The assessment showed that the
adequate solution will depend mainly from the system
requirement and the geographic restriction which can
limit the applicability of certain technologies.
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Abstract-The integration of significant volumes of distributed 
and renewable energy resources directly connected to the 
distribution network raises new requirement to maintain and 
operate the power system in secure state. Thus the Distribution 
Management System (DMS) needs to be updated and integrated 
with new functionality to provide effective support for the 
operators. The DMS is a control center solution that provides 
the needed functionality for the management of medium and low 
voltage distribution networks. This paper aims to provide an 
overview of the main functions present in today´s DMS 
platforms and to identify the new requirements to better serve in 
a smart grid context.  
Index Terms—active distribution networks, distribution 
management system, frequency control, smart grid, synthetic 
inertia. 
I. INTRODUCTION 
To ensure the integration of significant volumes of 
distributed energy resources (DER) connected to different 
voltage levels, adequate observability of the system operating 
state is a requirement for a reliable and secure supply of 
electricity. From a control system perspective, transmission 
system operators (TSOs) are able to keep the system stable 
and balanced because they can observe the transmission grid 
and control a significant share of the total generation. TSOs 
control and maintain the system in secure state using energy 
management system platform (EMS). Energy system 
management and distribution system management (DMS) 
have different control objectives. Since the majority of 
generation resources are connected to the transmission grid, 
the EMS has an energy focus and provides different 
functionality compared to the DMS.  
The high integration of renewable energy sources (RES) 
and distributed generation (DG) directly connected to the 
distribution grid (e.g. wind plants, photovoltaic plants, and 
active consumers such as electric vehicles) and the 
deployment of demand response technique transforms the 
distribution grid from passive grid to active grid. However, 
the majority of the power flow will be managed by the 
distribution system operators (DSOs) instead of TSOs. 
A great challenge is to control many small and distributed 
generation units instead of controlling few large generation 
units. The system could be kept stable and balanced using a 
centralized control action as it is today (from TSO). In this 
case we need advanced information communication 
technology (ICT) infrastructure with huge amount of data to 
be transmitted to the TSO. Alternative solution is the 
transition to distributed control action where distributed units 
could be locally or remotely controlled from the operator. In 
this case the operator control area is much smaller than TSO´s 
area. Therefor DSO needs to address the challenges since the 
majority of generation units are connected to the distribution 
grid which is not sufficiently observed. Implementing a 
distributed architecture, DSOs will be responsible for local 
balancing and voltage control replacing some of TSO´s role. 
Therefore, the distribution management system should be 
updated to better serve the new requirements. 
The DMS has a control room focus in assisting the operator 
to maintain and operate the system in secure state, 
minimizing losses and optimizing the lines power flow 
capacity. DMS coordinates real-time functions within the 
distribution network with the non-real-time (manually 
operated devices) information needed to properly control and 
manage the network on a regular basis. The key to a DMS is 
the organization of the distribution network model database, 
access to all supporting ICT infrastructure and applications 
necessary to populate the model and support the other daily 
operating tasks. DMS functionality can be divided into three 
categories: 
1) System monitoring 
2) Decision support 
3) Control actions 
Moreover, different vendors describe DMS using the 
combination of two different terms or products, supervisory 
control and data acquisition (SCADA) and human machine 
interface (HMI). The major function of SCADA is acquiring 
data from remote devices such as transmitters and providing 
an overall control remotely from a SCADA host software 
platform. The HMI provides a user interface with a graphics-
based visualization to monitor and control the system. 
This analysis of DMS functionality is conducted as a part 
of EU FP7 project ELECTRA IRP[1]. ELECTRA aims to 
develop new control schemes for the real time operation of 
the 2030 power system to ensure dynamic balance and 
stability in a future power system with a high share of 
decentralized generation. The future power system envisaged 
in the ELECTRA project will consist in web of cells, defined 
as a network area with distributed energy resources and loads 
in a delimited geographical area. Each cell managed by a 
single operator who takes responsibility of frequency and 
voltage control. An inter-cell coordination control layer will 
support system-wide optimized reserves activation if the cell 
state and system state allows, which imply advanced 
communication infrastructure and new functionality to be 
integrated into the DMS. 
This paper is divided into five sections: in section II we 
present state of the art of the DMS defining the main 
functions present in different DMS platforms. In section III 
we present the future DMS platform requirements to maintain 
and operate the system in secure state. In section IV 
conclusion and future work are reported. 
II. STATE OF THE ART 
DMS functionality can be divided into three categories as 
shown in Fig. 1. 
1) System monitoring 
2) Control actions  
3) Decision support 
The system monitoring provides an accurate state of the 
system using a significant number of real time and near real 
time information about the current status. The real-time 
information would include data from remote terminal units 
(RTU) in substations and feeders. The “near real time” 
information would include measurement equipment (e.g. 
distribution substation transformers, load tap changers and 
distributed generating resources). 
The control action is able to control power system 
apparatus located at distribution substations and field 
locations. The DMS platform makes available different 
control actions such as direct control and operator control. 
The direct control action is realized directly by the DMS 
without any operator intervention, for example opening a 
switch breaker to interrupt a fault. The operator control can 
be divided into two categories, the remote control and the 
manual control. The remote control is when the operator able 
to control remotely the apparatus using the SCADA system. 
The manual control is when the operator needs to call the 
field crew to open or close a switch which is not remotely 
controlled [2]. 
The decision support provides the operator with a set of 
solutions to enhance the system reliability and efficiency. It 
provides a decision support solutions as well as appropriate 
control actions. 
 
  Fig. 1 DMS functionality 
The DMS platform is provided by various vendors with 
different functions. The common and main functions can be 
summarized as: 
1) State estimation  
2) Power flow 
3) Volt / Var control 
4) Fault management and system restoration 
5) Short circuit analysis 
6) Load management 
Following the DMS functionality classification as 
described in the beginning of this section, the above 
mentioned functions can be regrouped into the three different 
categories. 
1) System monitoring 
• State estimation 
• Power flow 
2) Control actions 
• Volt / Var control 
3) Decision support 
• Fault management and system restoration 
• Short circuit analysis 
• Load management 
The three categories interact with each other and the 
operator in order to maintain the system in secure state and 
optimize the system operation. The different functions are 
linked to each other even if they belong to a different group. 
For example, the state estimation belongs to the system 
monitoring category but at the same time the state estimation 
evaluation is used in the Volt / Var tool. In Fig. 2 we 
represented the interaction between the three functionality 
categories. 
 
Fig. 2  Interaction between the different DMS functionality categories; solid 
arrow means control actions, dotted arrow means data and measurements 
A. State estimation 
The state estimation has a fundamental role in monitoring 
and controlling the system and is a key functionality in   the 
EMS, being responsible for estimating the state of the power 
system. As the distribution grid is becoming active due 
mainly to the integration of distributed renewable generators 
directly connected to the low and medium voltage grid, the 
state estimation started to be a key function in the DMS. The 
state estimation recreates values for different distribution 
system variables using the available data present in the 
SCADA system[3]. 
B. Power flow 
The power flow function is a numerical analysis of the 
power flow in an interconnected system. These calculations 
are initiated on periodic basis or in case of any significant 
change in the network. The operator can also initiate the 
calculation if needed. This tool use different visualization 
technique, for example a single line diagram to provide the 
operator with the electrical conditions as well as the power 
distribution on the different lines, assisting the operator to 
understand the system state and abnormal conditions e.g. 
overload in line sections [2]. 
C. Volt / Var control 
Volt / Var control determines the best control action to 
maintain the voltage profile within a desired range and 
minimizing system losses controlling the reactive power flow 
in the distribution system [4]. This function provides the 
operator with the best actions and recommendations to 
maintain the high quality voltage profile minimizing the 
losses and the reactive power demands. During this operation 
different resources can be used such as Tap Changer, Facts 
devices and capacitor banks. 
D. Fault management and system restoration 
This is a restoration functionality which improves 
reliability and power quality reducing the number of customer 
affected by the fault and the outage time duration. The tool 
detects and isolates the faulted section, then restores the 
service using a new configuration of the network. In the 
following paragraph is presented a use case with three loads 
and a fault between Load 1 and Load 2 as shown in  Fig. 3. 
The logical intelligent devices identify the fault location 
and decide the best action to isolate the fault and restore the 
service to the unaffected customers. The programmed logic 
based on the RTU will isolate the fault by opening Breaker 2 
to interrupt the power flow to Load 2 and Load 3, as shown in 
Fig. 4. Afterwards the normally open Breaker 4 will be closed 
to restore the service to Load 3 minimizing the number of 
customers affected by the fault, as it is shown in Fig. 5[5]. 
 
Fig. 3 Load 1, Load 2 and Load 3 are connected to substation 1 
 
Fig. 4 The fault management tool will isolate the fault opening Breaker 2 and 
isolating Load 2 and Load 3 
 
Fig. 5 The fault management tool will restore the service to Load 3opening 
Breaker 3 and closing Breaker 4 
E. Short circuit analysis 
Short circuit analysis allows the operator to calculate the 
current after an estimated fault condition in the system, 
providing him the estimated value to be compared with the 
switchgear breaking capabilities and limits. This function 
assists the operator during the network reconfiguration. 
F. Load management 
Since base load peak load ratio can be very high in 
distribution network which cause a stress on both lines and 
feeders, the load management must reconfigure the network 
to handle this situation achieving high efficiency in the 
system operation. Fig. 6 shows a normal configuration of the 
network where all the three loads are connected to Grid A. 
Assuming an overloading on the connection line between 
Grid A and the others loads, the DMS will propose a different 
switching configuration to optimize the grid operation as 
shown in Fig. 7. 
 
Fig. 6 Load 1, Load 2. and Load 3 are connected to Grid A 
 
Fig. 7 Load 1and Load 2. are connected to Grid B while Load 3 is connected 
to Grid C 
III. FUTURE REQUIREMENTS 
Based on different EU projects, it is expected that by 2030 
between 52% and 89% of electricity production will be 
generated by renewable energy resources mainly connected to 
the distribution grid [6], [7]. The integration of distributed 
generators and renewable resources into the grid raises new 
needs to control and maintain the system in secure state. To 
provide solutions for the different challenges that DSOs are 
facing today (addressed in the first section), advanced DMS 
applications are needed. The authors foresee new needs to 
operate and control the system and consequently new 
functions to be integrated into the DMS. Fig. 8 presents an 
overview of the DMS platform new requirements. 
 
Fig. 8 DMS presentation with the actual and future needs 
On the left side of Fig. 8 we have the current functions 
related to the current needs while on the right side we have 
new needs and the related functions. This section defines 
different uses cases taking into account the smart grid context 
and the ELECTRA project. 
A. Load Estimation 
Since the distribution system was mainly passive there was 
no need to measure and monitor the different bus loads. 
Nowadays with the integration of active consumers such as 
electric vehicles (EV) and residential photovoltaic (PV) 
systems, the load estimation and forecasting become 
complicate but more fundamental for operational planning 
and real time control of the grid. One of the solutions to 
overcome the lack of measurement in the distribution grid is 
the use of intelligent devices (IED) that can be programmed 
to perform certain automated tasks. IED can replace the 
traditional electromechanical relays providing additional 
functionality such as measurement of instantaneous volts, 
amp and power improving the load estimation reliability [5]. 
One of the challenges is to collect and communicate in real 
time those values to the DMS database updating the load 
estimation algorithm. Thus advanced communication 
technologies and new measurement devices need to be 
integrated between the DMS and the field to support the load 
estimation function. For example, different RTU devices are 
integrated with Modbus/TCP/IP/ fiber optic ports to improve 
the communication between field devices and RTU. 
B. Load Geographical Information System (GIS) 
Following the distributed control architecture and the 
transition of the power production from few large generation 
units to many small generation units, raise new needs for the 
system operator. The system operator could be a cell operator 
referred to the ELECTRA project or the DSO referred to the 
current architecture. The system operator need to control 
voltage deviation and power flow imbalances using resources 
located as close as possible to the occurring problem to 
minimize the reactive power flow distance and consequently 
the losses. Therefore the operator needs to be aware of the 
resources position. The geographical Information System 
should be integrated into the network model providing the 
operator with a geographical representation of the network, as 
it is shown in Fig. 9. 
 
Fig. 9 A portion of the LV network operated by DONG-Denmark [8] 
Different Distribution System Operators (DSO) started to 
upgrade the DMS to achieve better real time visualization. 
For example, Dong Energy in collaboration with Schneider 
Electric started to integrate a new DMS system. The new 
DMS can represent the network as a schematic representation 
as well as a geographical representation. Thus the operator 
will have a better overview of the system and will be also 
able to guide more efficiently the field crew [8]. 
C. Synthetic inertia 
The system inertia in the power system smooths both small 
and large frequency variations after a disturbance, keeping 
the rate of change of the frequency (ROCOF) within 
acceptable limits. In today´s power system the ROCOF is 
limited mainly by the kinetic energy in the rotating 
generators. The variation in the rotor speed implies a 
variation in the kinetic energy transformed into electric power 
to be changed with the grid.  This dynamic is described by the 
equation of motion[9]: 
𝑇𝑇𝑚𝑚 − 𝑇𝑇𝑒𝑒 = 𝐽𝐽 𝑑𝑑𝜔𝜔𝑚𝑚𝑑𝑑𝑑𝑑      (1) 
The rotational rate of change dωm
dt
 of the machine is 
proportional to the difference between the mechanical input 
torque to the machine Tm and the electrical load on the 
machine Te. The rotational rate of change is scaled by the 
moment of inertia J.  
In the future power system we are facing a new challenge 
due to the integration of static generators (converters) 
replacing the rotating machines. Thus the direct coupled 
inertia provided by direct-coupled machines decreases [10]. 
For example PV systems and wind turbines connected to the 
grid with full converter. A solution could be the synthetic 
inertia response which is a facility able to replicate the inertia 
response of rotating machines. For example some wind 
turbine manufactures such as General Electric and 
ENERCON have started to integrate controllers on modern 
wind turbine generators in order to provide synthetic inertia 
[11], [12]. Synthetic inertia can also be provided using energy 
storage connected to converter coupled generators. 
As envisioned in the ELECTRA architecture, also the 
inertia needs to be properly handled by the DMS [10]. 
Therefore the DMS should include a new function to provide 
the operator in real time the total available amount of inertia 
response within the cell, the available amount that could be 
delivered to neighbor cells and the available amount that 
could be received from neighbor cells. 
D. Energy storage monitoring  
According to the recommendations for the European 
Energy Storage Technology Development Roadmap [13] , 
electrical storage prices are projected to drop. Therefore 
storage will be a cost effective solution for offering ancillary 
service. Electrical storage could deal with the fluctuations 
caused mainly by forecast errors and renewable resources 
intermittency. The storage technology started to be tested in 
different EU projects such as Grid4EU. The DMS should 
provide the operator with the battery schedules, location and 
the related energy prices in such a way to enable the operator 
to use energy storage systems available within the cell as well 
as energy storage systems from neighbor cells. 
E. Vehicles to grid 
Electric Vehicles have become quite popular in some 
countries due to climate change concerns and different 
advantages such as cheaper fuel and more silent operation. 
For example, in Norway are present more than 13.000 EVs 
[14]. Through smart grid, EVs can offer a unique benefit 
called vehicle to grid (V2G) technology. Electric vehicles 
with V2G capabilities can be considered as controllable loads 
responding to frequency fluctuations [15]. The operator needs 
to take advantage of the connected EVs to the grid and the 
relative percentage of power that could participate in the 
primary frequency control [16], [17]. Therefore the DMS 
needs to integrate new algorithms to allow the participation of 
EVs in the primary frequency control. 
F. Scaling DMS for supervisory control 
The increasing penetration of distributed generation units 
into distribution grids implies new requirement to control the 
system from TSOs and DSOs level. The deployment of DER 
units increases the responsibility of DSOs. Increasingly TSO 
and DSO are required to communicate to maintain the system 
in secure state. We observe a development to more active 
distribution grids, which we can classify into four stages:  
1) Increased observability 
2) Active network management 
3) Transfer of (control) responsibility to DSOs 
4) Self-responsible distribution system operation 
Stage 1: In the near future DSOs need to increase the 
distribution grid observability due to the high integration of 
DER units and renewable resources which are weather 
dependent[18]. For example in Germany PV are monitored 
and support frequency by local control. According to the 
German VDE AR-N 4105 guidelines for the low and medium 
voltage grid, frequencies over 50.2 Hz lead to smooth power 
reduction of PV systems according to a predefined 
characteristic curve [19].  
Stage 2: Active power management of DER units is 
becoming increasingly important for solving congestions in 
both transmission and distribution grid. For example, German 
feed-in tariff law has required owners of PV systems with 
active power less than 30 kWp to either limit the reactive 
power output to 70% of the installed capacity or install a 
remote control interface to receive temporal power reduction 
signals from the DSO, if necessary. Units with more than 30 
kWp must be controllable remotely[19].  
Stage 3: We foresee that DSO in the feature will support 
more actively TSO in controlling the system, transferring 
some of TSO´s responsibility to DSO. For example, reactive 
power management could be handled by the DSO. In line 
with that, Swissgrid, the Swiss TSO, developed a concept for 
the coordinated voltage control of the 220/380 kV 
transmission system that enables, along with transmission 
connected power plants, the active participation of underlying 
distribution grids[20]. 
Stage 4: Following the ELECTRA web of cells concept, 
the DSO will be completely responsible of the voltage and 
frequency control of his own cell. For example, active and 
reactive power management. 
It can be observed that stages 1 and 2 already led to more 
TSO-DSO interaction. For example TSOs having access to 
online measurement of DER units connected to the MV grid 
which belong to the DSO´s grid; and able to curtail those 
units in case of necessity by an official communication to the 
DSO (e.g. phone call). 
To analyze how the supervisory control supported by the 
DMS, we distinguish three types of control approaches: local, 
centralized and distributed control.  
The local control of Stage 1 does not require 
communication with the DMS since the DER units react to 
specific situations according to predefined parameters. For 
example, disconnection of PV inverters at over frequency 
values predefined from DSOs. Here, no supervisory control, 
but only increased observability is needed. 
The central control technique is a communication based 
approach where the distribution system operator able to 
control remotely and individually each DER unit. For 
example, remotely curtail the active power of a wind plant to 
resolve congestion issues [19]. Supervisory control for 
centralized control systems is straightforward, due to a clear 
command hierarchy. 
The distributed control techniques are communication 
based control strategy. For example, different DER units 
clustered into different cells with integrated autonomous 
control to support grid stability and optimize the economic 
efficiency. Practical application is implemented in the PV 
systems. Different PV units are clustered together and 
controlled from a micro DMS in the substation and monitored 
by the DSO. Supervising such is more complex, as it requires 
observation of both the internal state and goals of the 
distributed controller as well as the of the detailed network 
state. 
In a realistic distribution grid, the need for supervision and 
control will depend on the actually deployed resources. 
Therefore a flexible, layered or modular DMS architecture 
will be required.  
IV. CONCLUSION AND FUTURE WORK 
The introduction of distributed energy resources into the 
power system requires new control schemes and coordination 
between different actors. This paper presented the state of the 
art of the distribution management system related to the 
current needs and detailing some of the functions present in 
different platform. This paper also presented the new 
requirement of the system operator to maintain and operate 
the system in secure state and identify the related new 
function to be integrated in the DMS. Supervisory control of 
the DMS, new roles of DSOs and the interaction between 
TSOs and DSOs have been presented. 
Future work will deal with the definition of analytics for 
power systems supervisory controls and with the 
investigation of new control architecture and DMS system 
architecture. 
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Abstract—Traditionally the electricity generation is based on
rotating synchronous machines which provide inertia to the
power system.The increasing share of converter connected energy
sources reduces the available rotational inertia in the power
system leading to faster frequency dynamics, which may cause
more critical frequency excursions. Both, virtual inertia and
fast primary control could serve as a solution to improve
frequency stability, however, their respective impacts on the
system have different consequences, so that the trade-off is not
straightforward.
This study presents a comparative analysis of virtual inertia
and a fast primary control algorithms with respect to ROCOF,
frequency nadir and steady state value considering the effect
of the dead time which is carried out by a sensitivity analysis.
The investigation shows that the virtual inertia controller is
effective in reducing the ROCOF compared to fast primary
control. However, it is worsening frequency nadir and steady state
value. Moreover, the sensitivity analysis shows the very limited
effect of the two controllers on the voltage magnitude.
I. INTRODUCTION
In traditional power system operation with a reduced amount
of renewable sources converter driven (such as PV and wind
turbines type 3 and 4) [1], the amount of inertia is assumed
to be constant. The power supply is mainly provided by
conventional generators such as hydro plants, thermal power
plants or nuclear power plants involving synchronous machines.
Through their rotating masses they add rotational inertia to
the power system which has an important implication on
frequency dynamics and system stability [2]. Due to the electro-
mechanical coupling between the machine and the grid, the
generators rotating mass continuously exchanges kinetic energy
with the grid in case of power imbalances between generation
and consumption. Following a relevant load/generation event,
the system frequency starts to deviate from its nominal value.
This initial frequency dynamic is dominated by the inertial
response of the rotating machines connected to the grid. The
provided kinetic energy released or absorbed by the generators
reduces the initial rate of change of frequency (ROCOF)
and increases the available response time allowing governor
actions to contribute to frequency stabilization [3]. The large
scale deployment of converter based generation displacing
conventional generators will have a large impact on the system
frequency stability. In [4], different impacts on the primary
frequency control due to the increased penetration of variable
renewable generation have been identified. The lower system
inertia is identified as one of those impacts that would increase
the requirements for primary frequency control reserves in order
to arrest frequency at the same nadir (i.e. lowest frequency
reached) following the sudden loss of generation. Also the
reduced number of primary frequency control (PFC) reserves
has been mentioned in [4] since conventional generators
providing PFC are displaced by renewable generation which
currently does not provide PFC. As a consequence the ROCOF
increases and the nadir decreases [5].
In this study, two different techniques have been implemented
and investigated to enhance the frequency dynamics after a
power imbalance [6], [7]. Both Virtual Inertia Control (VIC) [8]
and Fast Primary Control (FPC) [9] have been implemented
and analyzed using the power system simulation software
PowerFactory.
The study aims also at highlighting the constraints of the
two controllers on a power system with high penetration of
converter connected resources and the time delay effect on the
proposed droop and consequently on the frequency stability.
The system is studied with different levels of converter driven
generation such as photovoltaic (PV): 0%, 27% and 55% of the
total load. In the following study the impact of high integration
of converter connected resources on the frequency behavior is
illustrated and discussed, highlighting the reduced grid inertia
impact as well as the reduced primary frequency reserve impact.
A sensitivity study for the two controllers considering different
time delays is carried out. A comparison between the two
controllers effect on the frequency dynamics is also presented.
This paper is divided into five sections: Section II presents the
mathematical background and the frequency variation. Section
III presents the controllers specifications and the study cases
setup. Section IV presents the results of the different scenarios
and comparison between VIC and FPC. In section V conclusion
and future work are reported.
II. ASSESSING THE FREQUENCY VARIATIONS
Active power imbalance between generation and consump-
tion is reflected instantaneously as a change in the electrical
torque output of the generator. This creates a mismatch between
the electrical and mechanical torque resulting in acceleration
or deceleration as described by the swing equation in (1) [10]:
J
dωm
dt
= Ta = Tm − Te (1)
Ta is the accelerating torque [Nm],
Tm is the mechanical torque[Nm],
Te is the electrical torque[Nm].
J is the combined moment of inertia of the generator and the
turbine [kgm2],
ωm is the angular velocity of the rotor [rad/s].
The combined inertia of the generator and prime mover
is accelerated by the imbalance of the applied torques. As
a consequence of a frequency deviation, the kinetic energy
stored in the rotating mass of the generator will be released.
The kinetic energy is expressed as Ekin = 12J(2pifm)
2 where
fm is the rotating frequency of the machine. fm is equal to
the electrical frequency fe for a 2 poles machine (i.e. fm = feP
where P is the pair number of poles).
Rotating generators are characterized by an inertia constant
H measured in seconds (H = EkinSB where SB is the rated
power of the generator [VA]). It denotes the time duration
during which the machine can supply its rated power solely
with its stored kinetic energy. Typical values for H are in
the range of 2-10 seconds. Following a frequency deviation,
kinetic energy stored in the rotating masses of the generator is
released, determining slower frequency dynamics and hence,
increasing the available response time to take counteractions
to an event [3].
Following a power imbalance, the change in the frequency
fe can be described reformulating the swing equation:
˙Ekin =
2HSB
fe
f˙e = Pm − Pe (2)
Pm is the mechanical power supplied to the generator [W],
Pe is the electric power demand [W].
Since the frequency excursions are usually small deviations
around the reference value, it is possible to assume that fe = f0
where f0 is the reference frequency.
f˙e =
f0
2HSB
(Pm − Pe) (3)
To complete the classical swing equation it is possible to
add the frequency-dependent load damping, a self-stabilizing
property of the power system due to the presence of frequency
dependent loads such as electric motors.
f˙e = − f0
2HSBDload
fe +
f0
2HSB
(Pm − Pe) (4)
f˙e is the frequency deviation,
Dload is the frequency dependent load damping [p.u.].
Modelling an interconnected power system with n generators,
j loads and l lines leads to the aggregated swing equation:
f˙ = − f0
2HSBDload
f +
f0
2HSB
(Pm − Pload − Ploss) (5)
f =
∑n
i=1HiSBifi∑n
i=1HiSBi
(6)
SB =
n∑
i=1
SBi (7)
H =
∑n
i=1HiSBi∑n
i=1 SBi
(8)
Where Pm =
∑n
i=1 Pmi, Pload =
∑j
i=1 Ploadi and
Ploss =
∑l
i=1 Plossi.
The term f is the center of inertia (COI) grid frequency and
can be considered as a definition of ”system frequency” [3].
H is the aggregated inertia constant of n generators [s],
SB is the total rated power of the generators [VA],
Pm is the total mechanical power of the generators [W],
Pload is the total system load of the grid [W],
Ploss the total transmission losses of l lines which identify the
grid topology [W].
The above section has been included to point out the power
system aspects influencing the frequency dynamics.
III. CONTROLLER SPECIFICATION AND STUDY CASES
A. Virtual Inertia Controller
In case the active power generation exceeds the active power
consumption, the system frequency will rise, resulting in a
deviation from the nominal frequency (vice versa in case of an
opposite event). The gradient of frequency deviation depends
on both, the load/gen step amplitude and the amount of kinetic
energy stored and released by the synchronously connected
rotating masses after a disturbance. The developed controller
attempts to emulate the same effect in connection with an
energy storage system. The controller is sensitive to df/dt.
The controller has been implemented in PowerFactory and
its block diagram is shown in Fig. 1.
VIC Controller: 
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Fig. 1. Virtual Inertia Controller Block Diagram
The controller consists of three main blocks: The phase-
locked loop (PLL), the control algorithm and the energy storage.
The PLL measures the frequency and the control algorithm
calculate the ROCOF and the energy storage active power
set-point. If a variation is detected, the controller sends the
power set point according to a particular droop to the energy
storage system.
As shown in Fig. 1 the controller is composed by two big
rectangles, the red one represents the controller while the blue
one represents the battery dynamic model. The controller is
composed by:
• A time delay block to represent the digital time delay (e.g.
communication delay).
• ROCOF calculation block.
• ROCOF-Power droop represented by a look-up table.
The battery dynamic model is composed by:
• Time constant block.
• Limiter to represent the energy storage limits.
• Normalization block.
The same dead time has been considered for the two controllers
(i.e. VIC and FPC).
B. Fast Primary Controller
The primary control reserve aims at containing the frequency
fluctuation after a relevant load/generation event within a pre-
defined range. The activation is done locally and independently
employing a droop control in every participating unit.
The relation between frequency and active power variation can
be written as:
∆P = −R∆f (9)
R is the system frequency regulation constant, also called
frequency droop, given in MW/Hz.
Due to the slow dynamics of prime movers of the generators,
the PFC can not contribute with a faster response on the
frequency behaviour. A solution could be achieved by using a
fast primary control (FPC) employing energy resources without
a mechanical delay (e.g. energy storage systems, electric
vehicles) [8], [11].
The controller has been implemented in PowerFactory and
its block-diagram is shown in Fig. 2. The FPC is composed
by the three main blocks as in the VIC. As shown in Fig. 2
the FPC is also composed by two big rectangles, the red one
represent the controller while the blue one represent the battery
dynamic model which is exactly the same as in the VIC. The
controller is composed by:
• A time delay block to represent the digital time delay (e.g.
communication delay).
• Frequency-Power droop represented by a look-up table.
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Fig. 2. Fast Primary Controller Block Diagram
C. Network model
The modeled power system is shown in Fig. 3. It contains
a constant power load equal to 180 MW and is divided
into 60% of asynchronous machines and 40% of static loads
as recommended in [10]. Thirteen transformers with rated
power 120 MVA and 220/33 kV rated voltage. Twentyfour
transformers with rated power 7 MVA and 33/6.6 kV rated
voltage. Six generators with rated voltage of 33 kV . Table I
summarizes the generation units rated power with their relative
inertia values. All connected generators operate in Power-
Voltage mode where the net active power and the voltage
magnitude are specified. PV farm with a rated power of 100
MW is installed. The energy storage system used by the two
controllers has a rated power of 1 MW .
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Fig. 3. Power system network
TABLE I
GENERATION DATA
Generation Ratedpower
Inertia
2 H(s)
Generator 1 120 MVA 4 s
Generator 2 60 MVA 2 s
Generator 3 60 MVA 2 s
Generator 4 30 MVA 2 s
Generator 5 30 MVA 2 s
Generator 6 3 MVA 2 s
PV 100 MW -
The system is studied with different levels of PV penetration:
• 0% PV generation of the total load (0 MW).
• 27% PV generation of the total load (50 MW).
• 55% PV generation of the total load (100 MW).
Table II shows the generators set points for the three levels
of PV generation. It is assumed that all conventional generators
are equipped with IEEE standard models [12]:
• Governor: gov TGOV2, steam turbine gov. with fast
valving.
• Excitation System: avr IEEET1, 1968 IEEE type 1 exci-
tation system.
Generator 1 is equipped also with a power system stabiliser
• Stabilizer Model: pss PSS2A, 1992 IEEE type PSS2A
dual input signal stabiliser.
TABLE II
GENERATORS SET POINTS
Generation 0%PV 27%PV 55%PV
Generator 1 50 MW 50 MW 50 MW
Generator 2 50 MW 50 MW disconnected
Generator 3 50 MW disconnected disconnected
Generator 4 15 MW 15 MW 15 MW
Generator 5 15 MW 15 MW 15 MW
Generator 6 1.8 MW 1.8 MW 1.8 MW
PV - 50 MW 100 MW
D. Scenarios
Three different scenarios are analysed. In the three scenarios
the system response is triggered by the loss of one of
the synchronous generators of group B (i.e. Generator 6)
determining around 1% loss of the production related to the
total consumption. The loss of 1% of generation is inspired
by the ENTSO E network guidelines [13].
In the following an overview of the three scenarios is
presented:
• The first scenario highlights the impact of converter
connected resources on frequency dynamics (i.e. ROCOF,
frequency nadir and steady state value). The first analysis
aims at highlighting the importance of the inertial response
as well as the primary frequency reserve provided by
conventional machines versus the converter connected
resource contribution.
• The second scenario carries out a sensitivity analysis of
the dead time for both, VIC and FPC. In this case the
PV penetration level is set to 55% of the total load. The
considered dead times are 10 ms, 100 ms, 1 s and 2 s.
• The third scenario presents a performance analysis of the
FPC versus the VIC on the frequency behaviour. It higlits
the effect of the two controllers on the ROCOF, the nadir
and the steady state value.
IV. RESULTS
This section is composed by three subsections which present
the results of the three scenarios presented and detailed in
section III. Subsection IV-A presents the effect of replacement
of rotating generators by converter connected resources on the
frequency behaviour. Subsection IV-B presents the time delay
effect of the two controller on the frequency behaviour in case
of high penetration of converter connected resources (i.e. low
inertia). And finally, considered the same time delay and the
same level level of PV penetration, subsection IV-C presents a
performance analysis of FPC and VIC.
A. Scenario 1: Frequency dynamics
The first scenario investigates the frequency behaviour after
the loss of a conventional generation unit (i.e. generator 6)
with different levels of PV generation replacing conventional
generators. The conventional generator is tripped at 0 seconds
of the simulation. Three sub-scenarios have been implemented
corresponding to the three levels of PV penetration. The
frequency behaviour of the three sub-scenarios is shown in
Fig. 4. It illustrates how the system frequency behaves after a
sudden event when the amount of kinetic energy in the system
varies. As already explained in (4), the ROCOF increases due
to the lower inertia in the system, determining a larger variation
in the frequency (i.e. green curve versus red curve). Due to the
lower amount of primary frequency reserves, frequency nadir
and steady state values are lower (i.e. green curve versus red
curve).
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Fig. 4. Frequency behaviour with different levels of PV penetration
B. Scenario 2: Sensitivity analysis of the dead time
This scenario aims to highlight the dead time importance
and impact on the two controllers in case of high penetration
of converter connected resources. The dead time implemented
in this study is a digital time delay which represent the
communication delay as well as the required time to activate
the energy resource participating in the control (e.g. activation
of electric vehicles). The different dead times are 10 ms, 100
ms, 1 s and 2 s. It has been used a different droop for each
time delay and each controller. Each droop is chosen as the
steepest allowed droop (i.e. less steep droop from the chosen
one will imply a lower contribution from the energy storage
and steeper droop will create a frequency instability). The
simulation results are shown in Fig. 5.
Since the VIC is activated when df/dt 6= 0 reducing the
ROCOF, its implementation with relatively large dead time
would make it useless. Namely because it does not influence the
steady state value and has a limited influence on the frequency
nadir. The large dead time reduces also the FPC efficiency but
in contrast the FPC is able to increase the steady state value.
Since large voltage variations could influence and distort
the analysis, the voltage course during the different simulation
is shown in Fig. 6.
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It shows the voltage magnitude employing VIC or FPC at the
bus "Bus_33kV_Control", represented respectively by
dashed lines and solid lines. It can be seen clearly that the
voltage variation during the different simulations is marginal
due to the effective control of the automatic voltage regulator
(AVR).
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Fig. 6. Voltage behaviour during both VIC and FPC
C. Scenario 3: Performance analysis of FPC and VIC
In the last scenario the same triggering event as the
previous cases has been used. A dead time of 100 ms has
been considered. The main objective is to compare the two
controllers impacts on the system frequency after the loss of a
conventional generation unit corresponding to 1% of the total
load. The frequency trend and the produced active power from
the energy storage are shown in Fig. 7.
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Fig. 7. Frequency behaviour and active power output from the battery during
both VIC and FPC
As it can be notice from the active power behaviour of
the energy storage, the VIC is participating slightly faster
than the FPC during the first 200 ms following the event.
Afterwards the FPC limits the frequency fluctuations more than
the VIC providing constant power. The provided active power
from the VIC has the same behaviour as the kinetic energy
produced by synchronous machines. This behaviour could
be explained as following: once the maximum instantaneous
frequency deviation has been reached, synchronously connected
rotating machines begin to accelerate and inertial response
changes from positive to negative. The frequency stabilises
once mechanical power from the turbine equals to the electrical
power from the generator. At that point the inertial response
is zero.
Table III shows the average ROCOF during the first 200
ms, the frequency nadir and the steady state value. The overall
performance of the two controllers could be summarized as:
On one hand VIC has a slower ROCOF compared to FPC and
on the other hand lower nadir and steady state values.
As in the second scenario, Fig. 8 shows the voltage
magnitude to guaranty the limited voltage deviation between
the two controllers.
TABLE III
FREQUENCY CHARACTERISTICS
ROCOF Nadir Steady state
No additional control 0.128 Hz/s 49.953 Hz 49.98 Hz
VIC 0.111 Hz/s 49.965 Hz 49.98 Hz
FPC 0.1220 Hz/s 49.975 Hz 49.99 Hz
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Fig. 8. Voltage behaviour during both VIC and FPC
The simulation results of the three subsections can be
summarized as: The replacement of rotating generators with
converter connected resources has two main effects on the
frequency behaviour, it increases the ROCOF due to the
lower inertia in the system and decreases the frequency nadir
and steady state value due to the replacement of generators
participating in the primary frequency control. Moreover, the
sensitivity analysis shows the advantages of FPC compered to
VIC and how the controllers parameters influence the frequency
stability. In fact the time delay represent a constraint to the
droop slope for the two controllers with much higher effect
on the VIC.
V. CONCLUSION AND FUTURE WORK
The analysis showed that the high share of converter con-
nected resources replacing conventional synchronous machines
significantly influences the frequency behaviour due to the
reduced system inertia and primary frequency reserves. It was
shown that the implementation of a VIC or FPC employing
an energy resource can enhance the frequency behaviour of
the power system. It has been shown that on one hand the
VIC limits the ROCOF slightly more than the FPC. On the
other hand the FPC has a better performance on the nadir and
the steady state values. The study reported the effect of the
time delay on the controllers behaviour and frequency stability.
The time delay has a worse effect on the VIC compared to
the FPC. Therefore, the VIC needs a less sensitive droop in
order to avoid instability problems, leading however to minor
effectiveness. Further analysis will be carried out to implement
a fast primary controller using EVs taking into account the
state of charge of the battery which has been neglected in this
study. Future work will also consider the implementation of
a distributed controller architecture employing smaller units
such as electric vehicles for providing either inertia or fast
primary control using randomly different time delays. Finally,
aggregated response from multiple single-phase units will be
assessed in order to evaluate, on standard three-phase systems,
consequences on voltage phase unbalances.
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Abstract—The displacement of conventional generation by
converter connected resources reduces the available rotational
inertia in the power system, which leads to faster frequency
dynamics and consequently a less stable frequency behavior.
Virtual inertia, employing energy storage systems, could be used
to limit the rate of change of frequency of power systems,
thus, improving frequency dynamics. Electric vehicles (EVs)
can represent a reliable solution to enhance frequency stability
due to their fast response and capability to provide a large
amount of aggregated power. On one hand, EVs are capable
of adjusting the battery charging process (i.e., power flow)
according to pre-defined algorithms. On the other hand, in
case of islanded operation (i.e., low inertia), some of the EV's
technical constraints might cause oscillations. This study presents
two control algorithms which show that the EVs are capable of
providing virtual inertia support. The first controller employs a
traditional droop control, while the second one is equipped with
an innovative control algorithm to eliminate likely oscillations.
It is shown that, the proposed innovative control algorithm
compared to the traditional droop control, assures same effects
in terms of frequency but reducing significantly the number of
variation of the EV's current set-point.
Index Terms—Electric Vehicle, Virtual Inertia, Grid Inertia,
Time Domain Simulation, Converter Connected Resources
I. INTRODUCTION
In conventional power systems, the electricity generation is
based on rotating synchronous machines. The grid frequency is
maintained within an admissible range all the time to guarantee
a secure and stable operation. Following a large disturbance that
causes the frequency to significantly deviate from its nominal
value, the synchronous generators (SGs) inherently release the
kinetic energy stored in their rotating masses, and the SGs that
have operating reserve increase their active power via primary
and secondary controls [1].
Traditionally, inertial response has not been considered as
an ancillary service, but rather as a natural characteristic of
the power system. Due to the high integration of converter
connected resources, replacing conventional generation, several
transmission system operators in different countries began to
recognize the value of inertial response by wind power plants
[2]–[5].
Different impacts on the primary frequency control due to
the increased penetration of renewable energy are presented
in [6]. The lower system inertia is one of those impacts
that would increase the requirements for primary frequency
control reserves in order to arrest frequency at the same nadir
(i.e., lowest frequency reached) following the sudden loss of
generation.
The growing number of Electric Vehicles (EVs) is typically
seen as an additional load on the grid from system operators
perspective [7], [8]. However, EVs are also one of the imminent
candidates for providing grid regulation services (i.e., frequency
and voltage control), since most of the time they are plugged
into a charging spost. In principle, they are able to provide fast-
regulating power in both directions in case of Vehicle-to-Grid
(V2G), or just to modulate the charging power [9]. Nevertheless,
EV's technical characteristics arise different challenges such
as: the limited energy capacity of each EV, the requested
activation time (i.e., the time of full transition response of the
active power from the moment of activation of the controller)
[10]. The EV's limited energy capacity could be solved by
aggregating a large number of EVs, while the time delay issue
could be solved employing high quality measurement devices
to reduce measurement time and therefore reducing the overall
response time.
In this study, the modeled EVs are not equipped with V2G
capability. To comply with the IEC 61851 standard, they are
capable of modulating the charging current between 6 and 16
A with 1-A steps [11], [12]. This technical constraint might
cause the EV's current to oscillate.
This study presents the EV's capability of providing fre-
quency support by employing a virtual inertia controller. Two
different controllers are implemented and investigated, virtual
inertia controller and virtual inertia controller integrated with
a stabilizer algorithm. A comparative analysis between the
two controller is conducted. Moreover, a sensitivity analysis
is carried out, to emphasise the EV's time delay effect on the
frequency stability.
In order to test the EVs capability of providing virtual
inertia, an islanded microgrid is modeled. The modeled grid is
a reproduction of an islanded configuration of the experimental
low voltage grid SYSLAB PowerLabDK research infrastructure,
which is located at the DTU Risø campus. Both, controllers
and the analysed grid are implemented in the power system
simulation software PowerFactory DIgSILENT.
This paper is divided into four sections: Section II presents
the specifications of the two controllers and the analysed
scenarios. Section III presents the results of the comparison
between the controllers and the time delay influence on the
virtual inertia controller. In section IV conclusion and future
work are reported.
II. CONTROLLER SPECIFICATION AND STUDY CASES
Virtual inertia in the power system could be emulated if the
active power delivered (or absorbed) through the converter of
an energy storage system is controlled in inverse proportion to
the derivative of the grid frequency (df/dt).
This section presents the specifications of the two controllers,
the network model and the different scenarios.
A. Controllers specifications
In this study, two controllers are implemented and inves-
tigated, namely virtual inertia controller (VIC) and virtual
inertia controller integrated with a stabilizer algorithm (VIC S).
Both controllers use single-phase electric vehicles as an
energy source, taking advantages of the installed batteries,
by modulating the charging current.
The controllers’ participation is provided by a droop control,
which represents how much the controllers are sensible to
the rate of change of frequency (ROCOF). In this study three
different droops have been considered: α (the ROCOF limits
are ± 0.0625 Hz/s), β ( ± 0.125 Hz/s) and γ (± 0.1875
Hz/s). The three droops are ROCOF-Current droops and are
presented in Fig. 1. The solid lines represent the 1-A steps
function required by the IEC 61851 standard [11].
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Fig. 1. α, β and γ ROCOF-Current droops: ideal functions (solid lines) and
step functions (dashed lines).
The two controllers are implemented in PowerFactory and
the block diagram is shown in Fig. 2. It consists of three main
blocks as shown in Fig. 2 A: The frequency measurement
device, the control algorithm and the EV model. The control
algorithm block diagram is presented in Fig. 2 B. The green
blocks and arrows are not needed in case of VIC.
1) Virtual Inertia Controller (VIC): The VIC is based on
a traditional droop control sensitive to the ROCOF, and no
dead-band has been considered. It calculates the ROCOF, and
according to a predefined droop, it changes the EV's current
set-point.
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Fig. 2. Controller block diagram. The highlights show the parts added for
VIC S. (A) shows the measurement block, the control algorithm (VIC or
VIC S) and the EV model. (B) shows the control algorithm block diagram.
The VIC controller is composed by:
• A time delay block to represent the digital time delay due
to measurement and communication, called Tmc.
• A ROCOF calculation block.
• A time constant block as low-pass filter.
• A block with the ROCOF-Current droop.
• A round function block to recreate steps of 1 A.
The EV model used by the two controllers is composed by:
• A time constant block to model the EV battery dynamics.
• A time delay block to represent the delay due to internal
EV communication and activation of the inverter, called
TEV .
• A block that converts the current to a power signal.
• A load block representing the EV.
2) Virtual Inertia Controller Stabilizer (VIC S): The VIC S
controller is composed mainly by the VIC integrated with a
stabilizing algorithm. The controller block diagram is shown
in Fig. 2 B.
As mentioned before, the modeled EVs respect the technical
constraint of changing the current set-point only in 1-A steps.
To comply with the mentioned limitation, the round block
rounds the current set-point calculated as function of the
ROCOF. This might cause 1-A oscillations, especially in
presence of steep droops, low inertia grid, large response times
and high share of EV's power employed as reserve . The reason
is, if the calculated current set-point is close to the midpoint
between two consecutive set-points, it may be continuously
rounded up and down.
For example, if the calculated current is 7.51 A, then the
set-point will be 8 A. The same set-point signal is sent to
an aggregated number of EVs. The difference between the
required 7.51 A and the actual 8 A in all the EVs would
cause a significant change in the power flow in terms of total
absorbed active power. This will affect the frequency trend,
resulting in a new calculated current around 7.49 A, rounded
down to 7 A. This process will turn in a loop that determines
the 1 A-oscillations.
The aim of the stabilizer algorithm is to avoid 1-A oscilla-
tions while allowing larger but less-probable ones (e.g., 2-A
oscillations). This will reduce the overall probability of current
oscillations.
The stabilizer algorithm flow-chart is presented in Fig. 3.
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Fig. 3. Stabilizer Algorithm Flow-Chart of the VIC S
The controller calculates the current set-point Iout based on
the stabilizer algorithm which evaluates two conditions: The
current set-point Iout and an internal parameter Test.
The first condition is obtained by comparing the new
calculated current set-point Iround with the one from the
previous time step IoutOld. The second condition is evaluated
through a consideration of a memory status TestOld, which is
the Test from the previous time step. Test indicates whether or
not, and how, the current set-point is going to change compared
to the value of previous time step. It will take the values of
-1, 0 or 1. The -1 indicates that, the current set-point has been
reduced in the previous time step, 1 that it has been increased,
while 0 is utilized for the initialization of the controller.
Since the aim of the controller is to avoid 1-A oscillations,
the algorithm prevents 1-A step from one time step to the
next one under certain conditions. To do this, the algorithm
compares Iround with IoutOld taking into account the value of
TestOld. For instance, in case Iround is greater than IoutOld
by 1 A difference, and TestOld is -1 then Iout will be kept as
IoutOld. Iout will be changed only when the difference is at
least 2 A up or 1 A down.
To give a practical example, if Iround is 9 A, IoutOld is 8
A and TestOld is -1 then the controller prevents the current
change. In fact Iout will take the same value of IoutOld and
Test will be kept as TestOld. In case Iround will increase to
10 A (or decrease to 7 A), then the set-point change will be
allowed: Iout will be 10 A (or 7 A) and Test will be 1 (or -1).
B. Network model
This study has been carried out by means of root-mean-
square (RMS) simulations activities in DIgSILENT PowerFac-
tory software environment.
In order to allow a future practical experimental validation
study, the modelled microgrid, has been built considering real
available power system components. Specifically, the following
devices have been considered for the proposed simulation
studies:
• Three controllable EVs, each equipped with single-phase
16 A (230 V) charger and 24 kWh Lithium-ion battery.
The charging current can be modulated between 6 and
16 A with steps of 1 A to comply with the technical
constraints imposed by the IEC 61851 standard [11]. The
EVs initial current set-point is 11 A, the central point,
which assures room to increase and decrease the charging
level equally.
• A 60 kVA diesel synchronous generator, with active power
provision up to 48 kW. It provides inertia to the microgrid.
Since designed for operating in microgrid contexts, the
inertia of the unit is relatively high, i.e., 2H= 50 s. The
diesel's governor is activated to provide primary frequency
control.
• A controllable 45 kW (i.e., 15 kW per phase, adjustable
with steps of 0.1 kW) resistive load unit.
• A 10 kW Aircon wind turbine equipped with full converter
and active stall power control.
The modelled microgrid is composed by two bus-bars
connected by a 725 m cable. The diesel generator and the
wind turbine are connected at the first bus-bar, while the three
EVs and the load are connected at the second one.
C. Scenarios
In order to test the EVs capability of providing virtual
inertia support and to evaluate the effectiveness of the two
controllers, three scenarios have been analyzed. In the three
scenarios, the system response was triggered by changing the
load consumption. The total absorbed active power is 19.5 kW,
split into 12 kW from the load unit and 7.5 kW from the three
EVs (3*2.5 kW). In the first two scenarios, the total absorbed
active power is delivered only by the diesel generator. In the
third scenario the active power is delivered also by the Aircon
wind turbine.
The purpose of the first scenario is to emphasize the time
delay effect on the VIC. The load event takes place at zero
seconds of the RMS simulation by a 25 % (3 kW) increase
of the load consumption. It represents around 15% increase of
the total generated active power and around 5% of the diesel
rated power. The choice of this large load step has been done
to compensate the large inertia. The system has been analysed
employing the β droop and applying the following time delays:
2, 3.5 and 5.5 s. The considered time delay represents the total
response time of the vehicle and the controllers to the detected
frequency deviation (i.e., TEV +Tmc).
The 5.5 s is chosen as maximum acceptable time delay in
accordance with the experimental results presented in [10]. In
[12], the authors claim that most of the times the total time
delay is between 2 to 3 s. For this reason, in the following
analysis, 2 s is assumed to be the lowest time delay. The 3.5 s
is chosen as intermediate value.
The second scenario aims at providing a general evaluation
and comparison between VIC and VIC S in case of contingen-
cies. To better evaluate the two controllers, the system response
is analysed employing the three different droops, namely α, β
and γ, adapting as time delay 2 s. The same load event was
initiated to evaluate the behavior of the controller.
In the third scenario, the Aircon wind turbine is connected
to the analysed microgrid. It originates continuous fluctuations
of power generation and consequently less stable frequency
behaviour. This made it possible to evaluate the efficiency of the
two controllers in a more realistic situation, where frequency
is always fluctuating. A 10 minutes wind production profile,
in terms of active and reactive power, has been considered and
reported in Fig. 4.
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Fig. 4. 10-minutes active and reactive power wind generation profile.
In this case, the load events include load-increase and load-
decrease, so that both over and under frequency dynamics can
be analysed. Four load events have been applied, by changing
the load consumption by 25% of it’s rated power as flows, by
+25%, -25%, -25% and +25%, respectively at, 0 s, 180 s, 360
s and 540 s.
The third scenario is divided into two study cases, the first
study case reports a comparison between the two controllers
employing the three droops. The second one reports the
improvements and advantages of applying a combined droop
in case of VIC S, specifically combining the α and β droops.
III. RESULTS
This section is composed by three subsections, which present
the results of the three scenarios.
A. Scenario 1: Sensitivity analysis of the time delay
The first scenario presents the time delay effect on the
controller and consequently on the frequency behaviour. The
frequency and the ROCOF trends (signal ”ROCOF1” in Fig.
2 B) are presented in Fig. 5 A and Fig. 5 B, respectively.
Fig. 5 shows that the frequency starts to have undesired
behaviour by adapting 5.5 s time delay. In fact, Fig. 5 A
shows that the frequency has a fast ramping at t=5.5 s, which
is an index of likely oscillations. The described behavior might
be more perceptible from the ROCOF trend present in Fig.
5 B. It can be seen that the ROCOF arrives to have positive
values in case of shortage of generation, in contrary with what
described by the swing equation [13], [14] .
One can note that, large time delays lead to a less stable
frequency behaviour. An explanation is that the controller
0 5 10 15 20 25
Time (s)
49.84
49.88
49.92
49.96
50
Fr
eq
ue
nc
y 
(H
z)
4 6 8 10 12 14 16 18 20
49.84
49.86
49.88
49.9
0 5 10 15 20 25
Time (s)
-0.08
-0.06
-0.04
-0.02
0
0.02
R
O
CO
F 
(H
z/s
)
Time delay= 2 s
Time delay= 3.5 s
Time delay= 5.5 s
No controller
Fig. 5. Sensitivity Analysis, Fig. 5 A reports the frequency trends and Fig.
5 B reports the ROCOF trends.
performance is dependent from three parameters: System inertia,
time delay and droop characteristic. The three parameters are
strongly connected to each other. In fact, a high grid inertia
allows the implementation of a steep droop, and employing a
steep droop imposes the use of small time delay.
Since virtual inertia services must be delivered as fast as
possible, and considering the results in this scenario, it has
been decided to employ time delay of 2 s for Scenario 2 and
Scenario 3.
B. Scenario 2: Comparative analysis between VIC and VIC S
This scenario aims at evaluating the VIC and VIC S
effectiveness on the frequency dynamics, and at comparing
the EV's current set-point. The frequency and ROCOF trends
are shown in Fig. 6 A and Fig. 6 B, respectively. The VIC is
represented with solid lines while VIC S is represented with
dashed lines.
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Fig. 6. Frequency and ROCOF trends employing VIC and VIC S, Fig. 6 A
reports the frequency trends and Fig. 6 B reports the ROCOF trends.
As shown in Fig. 6 A, the system frequency oscillates
applying the α droop, and that is due to the combination
of having a steep droop and relatively long time delay in terms
of virtual inertia control (i.e., 2 s). The frequency oscillations
could also be noticed from the ROCOF behavior presented in
Fig. 6 B. In fact, also in this case the ROCOF begun to have
positive values in the event of shortage of generation.
Due to the high inertia of the analysed grid, the two
controllers, namely VIC and VIC S have a similar effects
on the frequency behaviour. On the other hand, from Table I,
one can note that the number of switching between the EV's
current set-point is substantially reduced by the VIC S.
TABLE I
NUMBER OF SWITCHINGS
Droop VIC Nr. Switchings VIC S Nr. Switchings
α 48 22
β 14 5
γ 6 3
C. Scenario 3: Performance analysis of VIC and VIC S
This scenario is composed by two study cases, the first one
presents a comparative performance analysis between the two
controllers in terms of frequency dynamics and EV's current
oscillation. The second study case shows the advantages of
applying a combined droop in case of VIC S. Contrary to
the previous scenario, the frequency is fluctuating around 50
Hz due to the wind generation. In the two study cases the
system response is triggered by four load events as mentioned
in section II-C.
1) Study case 1: ) The system is studied by using the three
droops. The frequency and the ROCOF trends are presented in
Fig. 7 A and Fig. 7 B, respectively. The VIC is represented
with solid lines while VIC S with dashed lines.
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Fig. 7. Frequency and ROCOF trends employing VIC and VIC S, Fig. 7 A
reports the frequency trends and Fig. 7 B reports the ROCOF trends.
Fig. 7 shows the effectiveness of the VIC as well as VIC S
in reducing slightly the ROCOF compared to the non controlled
case. It needs to be taken into account that this limited
improvement is due the limited number of EVs participating in
the control (i.e., three EVs). As explained in scenario 2, due to
the high inertia of the modeled microgrid, the two controllers
have a similar effects on the frequency behaviour. On the other
hand, to highlight the higher performance of VIC S compared
to VIC on the EV's current set-point, the total number of
switchings from one set-point to the other is reported in Table
II.
TABLE II
NUMBER OF SWITCHINGS
Droop VIC Nr. Switchings VIC S Nr. Switchings
α 528 300
β 120 38
γ 36 14
As deducible from Table II, the VIC S has reduced signifi-
cantly the number of switchings operations for the different
droops. The number of switchings has been reduced by 43%,
68% and 61% for the α, β and γ droop, respectively. This result
is very valuable in the future perspective of integrating EVs for
ancillary services (e.g., virtual inertia and frequency support).
Since EVs will participate in the ancillary services during the
whole charging process, they might be able to provide the
same support performance with less degradation of the battery
performances.
2) Study case 2: Generally speaking, the controller partici-
pation is proportional to the droop steepness. On one hand the
controller should always participate with all the available power
reserve to reduce the ROCOF. On the other hand, continuous
regulation will result in reducing the reserves availability (i.e.,
the state of charge of the battery will be reduced).
To overcome this issue, it has been decided to impose
a combined droop with a deadband. The idea is to avoid
the controller participation in case of very small ROCOF
by imposing a deadband (i.e., ±0.01 Hz/s). Exceeded the
deadband, to avoid the full participation of the controller, it has
been applied a droop with the same slope as the β droop, with
a threshold at ±0.035 Hz/s. To allow a higher participation of
the controller in case of large events, exceeded the threshold,
a droop with the same slope as the α droop will be applied,
the ROCOF limits are ±0.079 Hz/s. The implemented droop
and the frequency behaviour are presented in Fig. 8 and Fig.
9, respectively.
Contrary to the previous scenarios, the results show the very
limited participation of the controller. This response presents an
advantage in terms of EVs. In fact, since EVs are not dedicated
to provide ancillary services, they can not be handled as the
traditional reserves. On one hand, they must guarantee a certain
state of charge for the end user. On the other hand, they must
assure the reserve availability in case of large events. Fig. 9
shows that the controller participates in the regulation very
few times, mainly in case of contingencies and thats due to
the preselected droop. The desired participation rate could
be achieved by combining different droops and/or different
deadbands.
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IV. CONCLUSION AND FUTURE WORK
The analysis showed the EVs capability of providing virtual
inertia services and the time delay effect on the controller
response and consequently on the frequency aspect. It was
shown that the implementation of VIC employing EV might
causes oscillations on the EVs current set-point. But It has
also been demonstrated that the presented stabilizer algorithm
was able to reduce the oscillations significantly.
It has been shown, that the controller can be applied,
respecting the technical constraints imposed by the IEC 61851
standard, in a realistic situation with continuous frequency
fluctuations due to wind generation.
Moreover, a combined droop has been applied in case of
VIC S to limit the controller participation in case of small
ROCOF and allow a higher participation in case of large events.
Further analysis will be carried out to test the VIC and VIC S
developed controllers in the experimental facilities SYSLAB-
PowerLABDK. Future work will take into account the state
of charge of the battery (SOC) in the developed controller to
guaranty a certain SOC for the end user. Future work will also
focus on modelling the battery considering the combination of
the SOC and the implemented droop to represent the possible
equivalent inertia of the battery.
ACKNOWLEDGMENT
Michel Rezkalla is Ph.D. student at the Technical University
of Denmark (DTU) and is supported by the EU FP7 project
ELECTRA (grant: 609687) and the Danish Research Project
ELECTRA Top-up (grant: 3594756936313). More information
at www.electrairp.eu
REFERENCES
[1] T. Ackermann, Wind Power in Power Systems. John Wiley, 2011.
[2] M. Marinelli, S. Massucco, A. Mansoldo, and M. Norton, “Analysis
of Inertial Response and Primary Power-Frequency Control Provision
by Doubly Fed Induction Generator Wind Turbines in a Small Power
System,” in 17th Power Systems Computation Conference, pp. 1–7, Aug
2011.
[3] P. W. Christensen and G. T. Tarnowski, “Inertia of wind power plants
State-of-the-art review,” in The 10th International Workshop on Large-
Scale of Wind Power, Aarhus, Denmark, 2011.
[4] E. Muljadi, V. Gevorgian, and M. Singh, “Understanding Inertial and
Frequency Response of Wind Power Plants,” in IEEE Symposium on
Power Electronics and Machines in Wind Applications, pp. 1–8, IEEE
Symposium on Power Electronics and Machines in Wind Applications,
2012.
[5] S. Sharma, S. H. Huang, and N. D. R. Sarma, “System inertial frequency
response estimation and impact of renewable resources in ERCOT
interconnection,” IEEE Power and Energy Society General Meeting,
pp. 1–6, 2011.
[6] J. H. Eto, “Use of Frequency Response Metrics to Assess the Planning and
Operating Requirements for Reliable Integration of Variable Renewable
Generation,” tech. rep., Lawrence Berkeley National Laboratory, 2011.
[7] K. Clement-Nyns, E. Haesen, and J. Driesen, “The impact of charging
plug-in hybrid electric vehicles on a residential distribution grid,” IEEE
Transactions on Power Systems, vol. 25, pp. 371–380, Feb 2010.
[8] M. Rezkalla, K. Heussen, M. Marinelli, J. Hu, and H. W. Bindner,
“Identification of requirements for distribution management systems in
the smart grid context,” in Power Engineering Conference (UPEC), 2015
50th International Universities, pp. 1–6, Sept 2015.
[9] W. Kempton and J. Tomic, “Vehicle-to-grid power implementation: From
stabilizing the grid to supporting large-scale renewable energy,” Journal
of Power Sources, J. Power Sources, J Power Sou, J Power Sources,
vol. 144, no. 1, pp. 280–294, 2005.
[10] S. Martinenas, M. Marinelli, P. Andersen, and C. Traholt, “Implemen-
tation and demonstration of grid frequency support by v2g enabled
electric vehicle,” in Power Engineering Conference (UPEC), 2014 49th
International Universities, pp. 1–6, Sept 2014.
[11] IEC 61851-1:2010, “Electric vehicle conductive charging system Part 1:
General requirements,” 2010.
[12] M. Marinelli, S. Martinenas, K. Knezovic´, and P. B. Andersen, “Validating
a centralized approach to primary frequency control with series-produced
electric vehicles,” J. of Energy Storage, vol. 7, pp. 63–73, Aug. 2016.
[13] P. Kundur, Power System Stability and Control. McGraw-Hill, 1994.
[14] A. Ulbig, T. Borsche, and G. Andersson, Impact of Low Rotational Inertia
on Power System Stability and Operation. The 19th World Congress of
the International Federation of Automatic Control (IFAC14), Cape Town,
South Africa, Aug. 2014.

[E] Grid Frequency Support by Single-Phase Electric
Vehicles: Fast Primary Control Enhanced by a
Stabilizer Algorithm
143
Grid Frequency Support by Single-Phase Electric 
Vehicles: Fast Primary Control Enhanced by a 
Stabilizer Algorithm 
Antonio Zecchino, Michel Rezkalla, Mattia Marinelli 
Center for Electric Power and Energy, Department of Electrical Engineering, DTU – Technical University of Denmark 
Contact person: Antonio Zecchino (antozec@elektro.dtu.dk) 
 
Abstract―Electric vehicles are growing in popularity as a 
zero emission and efficient mode of transport against traditional 
internal combustion engine-based vehicles. Considerable as 
flexible distributed energy storage systems, by adjusting the 
battery charging process they can potentially provide different 
ancillary services for supporting the power grid. This paper 
presents modeling and analysis of the benefits of primary 
frequency regulation by electric vehicles in a microgrid. An 
innovative control logic algorithm is introduced, with the 
purpose of curtailing the number of current set-point variations 
that the battery needs to perform during the regulation process. 
It is shown that, compared to traditional droop-control 
approaches, the proposed solution assures same effects in terms 
of frequency containment, by employing a considerably lower 
number of variations of battery current set-point. The modeled 
low voltage microgrid is built to reproduce a real configuration 
of the experimental facility SYSLAB-PowerLabDK. Root-mean-
square simulation studies have been carried out in DIgSILENT 
PowerFactory environment for the validation of the controller. 
Index Terms-- Distributed Energy Resources, Electric 
Vehicle, Fast Primary Control, Frequency Support. 
I. INTRODUCTION
Traditionally, frequency stability is assured relying on 
ancillary services provided by conventional large power 
plants, which nowadays are being replaced by renewable 
energy sources. This leads to the need of providing such 
services relying more and more on small aggregated units 
mostly connected to LV grids. Therefore, aiming at deferring 
grid reinforcement investments, system-wide ancillary
services from distributed energy resources (DERs) need to be 
provided without violating distribution grids constraints.  
Electric vehicles (EVs) can represent a reliable source of 
such services, since they can boast technical properties 
suitable for offering flexibility to the grid operators. In fact, 
they can be considered as distributed energy storage systems 
with large potential for network regulation [1], [2], and are 
almost continuously plugged into a LV charging post [3]. 
Furthermore, they are capable of adjusting the battery 
charging process according to pre-defined algorithms [4]–[8].  
In [9]–[11] it is shown that EVs with or without vehicle-to-
grid (V2G) capability can be effective in primary frequency 
regulation, both in isolated microgrids and larger systems. 
However, an ideal EV response to the control signals was 
assumed, in terms of response time and power, while 
communication and control latencies were neglected. These 
simplifications may greatly impact the results. 
To fill this gap, in the here-presented paper both the EVs 
and the control/communication procedure are modelled 
considering appropriate response times and latencies for all 
the operational steps. EV response characteristics are based 
on the experimental finding described in [12]. Modeling and 
analysis of the effects of primary frequency regulation by 
single-phase EVs without V2G capability in an islanded LV 
microgrid are presented. Specifically, the work proposes an 
original controller to reduce the number of EV current set-
point variations. The controller prevents undesired unstable 
situations due to frequency oscillations caused by the 1-Amp 
granularity for the setting of the charging current, foreseen by 
IEC61851 [13] and J1772 [14] standards. 
For the characterization of the proposed controller, 
different droop functions are set, and, with the purpose of 
reproducing the real different behaviors that EVs may have, 
different response times are considered. In this way, 
situations of load unbalance among the three phases are 
introduced. These considerations allowed a further validation 
of the proposed controller. The implemented control 
algorithm complies with contemporary standards for limiting 
the EV charging rate. This means that it can be applied with 
all currently available EVs complying with [13] and [14]. For 
the validation of the controller, root-mean-square (RMS) 
simulations are carried out in DIgSILENT PowerFactory 
software environment. Both load events to destabilize the 
system frequency, and a realistic wind generation profile to 
create continuous frequency deviations are considered. To 
allow a future practical experimental validation study, the 
modelled microgrid, is built to reproduce a real configuration 
of the experimental facility SYSLAB-PowerLabDK. 
The paper is structured as follows. Section II presents the 
modelled microgrid. Primary frequency regulation control by 
EVs is reported in Section III, together with a detailed 
description of the proposed innovative controller. Section IV 
presents the simulation studies: three scenarios are defined, 
and results are presented and discussed. Conclusions are 
reported in Section V. 
II. MICROGRID LAYOUT
The study has been carried out by means of RMS 
simulation activities in DIgSILENT PowerFactory software 
environment. The modelled grid is a reproduction of an 
islanded configuration of the experimental LV grid SYSLAB-
PowerLabDK. SYSLAB-PowerLabDK is a research 
laboratory facility for development and test of control and 
communication technology for active and distributed power 
systems, located at the DTU Risø campus. 
In order to allow a future practical experimental validation 
study, the modelled microgrid, was built considering real 
available power system components. Specifically, the 
following units were considered for the proposed simulation 
studies: 
- 3 controllable EVs, each equipped with single-phase 16 A
(230 V) charger and 24 kWh Lithium-ion battery. The
chargers allow only unidirectional power flows, i.e., not any
V2G capability is utilized. The charging current can,
however, be modulated between 6 and 16 A with
granularity of 1 A [13], [14].
- A 60 kVA diesel synchronous generator, with active power
provision up to 48 kW. Since designed for operating in
microgrid contexts, the inertia of the unit is rather high (2H
= 50 s). To allow the analysis of primary frequency
regulation by EVs, the automatic frequency control of the
governor of the diesel generator has been disabled.
- A 45 kW (up to 15 kW per phase) resistive load unit with
active power independently settable on each phase.
- A 10 kW Aircon wind turbine (nominal wind speed: 11
m/s) with full converter and active stall power control.
As deducible from the highlights in the single line diagram
representation of the whole mentioned experimental facility 
in Fig. 1, a 725 m Aluminum cable line  is utilized to connect 
the two buses which the components are connected to (AC-
Resistance at 20 °C and Reactance are respectively 0.313 and 
0.077 Ohm/km). Both the synchronous and the wind 
generators are connected to the same bus, while the resistive 
load and the EVs are placed on the other terminal of the line.  
III. CONTROLLERS
This Section introduces a first possible approach for 
primary frequency regulation by EVs. Secondly, it describes 
the problem of undesired current oscillations. Finally, it 
presents the innovative logic algorithm to enhance the 
performances of the controller by preventing the oscillations. 
A. FPC controller 
By exploiting the high ramping times and precision that
EVs can assure for primary frequency regulation [12], the 
regulation service here presented will be called Fast Primary 
Control (FPC). 
Commonly, primary frequency control is provided by 
droop controllers, which modulate the synchronous machines’ 
generation according to the power rating. The droop constant 
kdroop represents how much the machine is sensible to 
frequency changes, and quantifies its contribution to primary 
frequency/power regulation. The contribution in terms of 
active power variation ΔP [kW] referred to its nominal power 
Pn [kW] is correlated to the frequency variation Δf [Hz] 
referred to the nominal value fn (50 Hz) by kdroop, as in (1). 
Δf/fn = kdroop · ΔP/Pn (1) 
In our application, the regulation is provided by EVs 
(loads), by modulating their power consumption. According 
to [13] and [14], the charging process is modulated by setting 
the charging current. Therefore, Equation (1) can be rewritten 
as in (2), where, for a defined droop, ΔI [A] is the current 
variation that the EV will assure in case of a certain Δf. 
Δf/fn = kdroop · ΔI/In (2) 
It is clear that, in order to define the droop value, the 
nominal current In – the correspondent of Pn in (1) – needs to 
be set. So, as the technical requirements delimit EV’s 
charging current between 6 and 16 A, this available range of 
regulating current of 10 A has been assumed as the EV’s In.  
For this study, three different proportional f-I droops have 
been considered: 2% (frequency limits of 49.5 – 50.5 Hz), 4% 
(49–51 Hz), and 6% (48.5–51.5 Hz). If the frequency exceeds 
the limits, then the current limit value (6 or 16 A) is set. The 
three droops are showed in Fig. 2 by the dashed lines.  
In order to comply with the aforementioned [13] and [14] 
standards, the calculated current values need to be rounded. 
This results in step functions, showed by the solid lines in 
Fig. 2. To assure room to increase and decrease the charging 
level equally (±5 A), the EVs’ initial current set-point is 11 A, 
the central point.  
Fig. 1.  Single line diagram representation of the whole SYSLAB- 
PowerLabDK experimental LV grid. Highlighted are the components 
utilized to compose the microgrid. 
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Fig. 2.  2%, 4% and 6% f-I droops: ideal and step functions. 
Technically, EVs are largely capable of satisfying the 
requirements in terms of activation time for participating in 
the Danish market for primary frequency reserve in both the 
synchronous regions DK1 and DK2 [12]. In fact, DK1 
requires the supply of the first half of the activated reserve 
within 15 s and the rest within 30 s, while DK2 requires the 
activation of the full reserve within 150 s. In practice, the 
participation in the Danish market is hindered by the 
minimum bid of 0.3 MW. This would correspond to a 
minimum number of EVs of about 260, considering a ±5 A 
flexibility per vehicle. Therefore, it is clear that an aggregator 
is needed to manage such a large number of units.  
In this context, with the aim of reproducing a realistic 
scenario in which more EVs are managed by one single 
aggregator, the charging process of the three EVs is here 
managed by the same controller, which relies on a unique 
frequency measurement device. So, the EVs’ inverters receive 
the same current set-point signal. It is clear that, in an ideal 
case of perfectly equal response time and inverter 
performance, the cars would charge exactly in the same way. 
The controller’s block diagram is shown in Fig 3-a. 
Basically, it is composed by three main blocks: the frequency 
measurement device, the control algorithm and the EV model. 
As explained, the control algorithm in Fig. 3-b receives the 
frequency measurement and provides the EV current set-point 
according to a particular f-I droop. To comply with the 
standards, the ‘Round’ block rounds the calculated current 
value. To represent the digital time delay due to measurement 
and communication, a time delay block is inserted inside the 
control algorithm block (Tmc = 0.5 s). The rounded current 
signal is sent to the EV model, which is composed by: 
- A time constant block to imitate the EV battery dynamics.
- A time delay block to represent the delay due to internal EV
communication and activation of the inverter (TEV = 1.5 s).
- A block that converts the current to a power signal, as for
RMS simulations in PowerFactory loads need power inputs.
- A load block, i.e., the EV unit in the modelled grid.
B. Current oscillations
In occasion of recent frequency regulation experimental
and simulation activities in a microgrid using FPC by EVs, 
the authors have experienced some frequency oscillations 
[12]. The oscillations are due mainly to the technical 
requirement of 1-Amp granularity for the setting of the 
changing current. In fact, the rounding provided by the 
‘Round’ block can cause 1-Amp oscillations, especially in 
presence of steep droops, low-inertia grid, large response 
times and high share of EVs power employed as reserve. The 
reason is the calculated current, which, in case it falls near the 
exact middle of two consecutive set-points, will be 
continuously rounded up and down. 
For example, if the calculated current is 7.51 A, then the 
set-point will be 8 A. The same set-point signal is sent to an 
aggregated number of EVs. The difference between the 7.51 
A and the 8 A in all the EVs would cause a significant change 
in the power flow in terms of total absorbed active power. 
This will affect the frequency, resulting in a new calculated 
current of 7.49 A, rounded down to 7 A. This process will 
turn in a loop that determines the 1-Amp oscillations.  
C. Addition of a Stabilizer Algorithm: FPC_S controller 
With the aim to avoid the mentioned 1-Amp current
oscillations, an innovative controller called FPC_S is 
implemented. The proposed controller prevents 1-Amp 
current oscillations, while allows larger and highly less-
probable 2-Amp or higher ones. This will reduce the overall 
probability of current oscillations.  
To build the FPC_S controller, in addition to the presented 
FPC controller, the ‘Stabilizer Algorithm’ block is inserted. 
It, as the retroaction arrows, is highlighted in the block 
diagrams in Fig. 3. Basically, the Stabilizer Algorithm freezes 
the current set-point if a 1-Amp oscillation is detected. The 
Stabilizer Algorithm’s flow-chart is presented in Fig 4. The 
controller calculates the current set-point (Iout) based on an 
algorithm which evaluates two conditions: the current set-
point and an internal parameter (Test). The first condition is 
obtained by comparing the new calculated set-point (Iround) 
with the one from the previous time step (IoutOld). The 
second condition is evaluated through a consideration of a 
memory status (TestOld), which is the Test from the previous 
time step. Test indicates whether or not, and how, the current 
set-point is going to change compared to the value of the 
Fig. 4.  Stabilizer Algorithm Flow-Chart of the FPC_S. 
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previous time step. It will take the values of -1, 0 or 1: the -1 
indicates that in the previous time step the current set-point 
has been reduced, the 1 that it has been increased, while 0 is 
utilized for the initialization of the controller. 
Since the aim of the controller is to avoid 1-Amp 
oscillations, the algorithm prevents 1-Amp steps from one 
time step to the next one under certain conditions. To do this, 
the algorithm compares Iround with IoutOld taking into 
account the value of TestOld. For instance, in case Iround is 
greater than IoutOld by 1-A difference, and TestOld is -1 then 
Iout will be kept as IoutOld. On the other hand, Iout will be 
changed only when the difference is at least 2 A.  
To give a practical example, if Iround is 9 A, IoutOld is 8 
A and TestOld is -1 then the controller prevents the current 
change. In fact Iout will take the same value of Ioutold and 
Test will be kept as TestOld. In case Iround will increase to 
10 A, then the current change will be allowed: Iout will be 10 
A and Test will be 1. 
IV. SIMULATIONS: SCENARIOS’ DEFINITION AND RESULTS
In order to evaluate the controller’s effectiveness under
different operating conditions, three scenarios have been 
considered and straightaway introduced. The purpose of the 
first scenario is to provide a general evaluation of the 
innovative FPC_S controller in case of contingencies taking 
place during stationary situations. On the other hand, the 
other two scenarios are characterized by continuous 
fluctuations of generation from the wind turbine, which now 
has been considered connected. This made it possible to 
evaluate the effectiveness of the controllers in a more realistic 
case, i.e., when continuous actions of the controllers are 
needed to follow continuous frequency deviations.  
For Scenario #1, in the initial situation, the diesel power 
generation amounts to 19.5 kW, which corresponds to 12 kW 
of the resistive load (i.e., 4 kW per phase) plus 7.5 kW of the 
three EVs (i.e., 2.5 kW each, which corresponds to the 
mentioned initial condition of 11 A). For Scenarios #2 and 
#3, both load and EVs are kept as in #1, while, instead, the 
wind turbine is now considered connected.  
A. Scenario #1
The first scenario aims at evaluating the FPC_S controller,
by monitoring the frequency trends in case of balanced load 
events. The events have been used to destabilize the 
microgrid frequency, whose deviations will be contained by 
the FPC_S. The simulations have been carried out for a time 
slot of 20 minutes, during which, with intervals of 5 minutes, 
the events took place, as in Table I. The events’ size amounts 
to ±3 kW, which corresponds to ±15.4% of the total generated 
power and to ±5 % of the rated power of the diesel generator. 
TABLE I 
LOAD EVENTS FOR DESTABILIZING THE FREQUENCY 
Time Load event 
10 s + 3 kW 
310 s - 3 kW 
610 s - 3 kW 
910 s + 3 kW 
Comparisons of results with and without the Stabilizer 
Algorithm have been repeated for each one of the three 
droops presented in Section III-A, namely 2%, 4% and 6%. In 
this way, the effectiveness of the proposed controllers in case 
of different frequency limitations and slopes of the 
proportional controller has been tested. 
Results from Fig. 5 show that, in case of 2% droop, the first 
and third load events led to undesired frequency fluctuations, 
due to the mentioned 1-Amp oscillations. It is possible to 
notice that they are substantially reduced by the FPC_S 
controller, which drastically reduces the number of switches 
from one set-point to the other (Fig. 6-a and Table II). An 
enlargement of the frequency deviations appears since it 
imposes to wait until the frequency change is big enough to 
make the set-point change by 2 A at the time. Similar effects 
are noticeable after the first event in case of 6% droop, with 
the difference that now not any larger fluctuation is caused. 
Fig. 5.  Frequency trends employing FPC and FPC_S in Scenario #1. 
Fig. 6.  EV current set-point signals employing FPC and FPC_S in Scenario
#1. For 2% droop (a), for 4% droop (b), for 6% droop (c). 
As general result for the three cases, it can be concluded 
that the primary frequency regulation effects are basically the 
same and potential oscillation conditions are avoided, with an 
absolute minor number of EV current set-point switching, as 
deducible from Fig. 6 and Table II. 
TABLE II 
RESULTS’ OVERVIEW FOR SCENARIO #1 
Droop 
FPC FPC_S 
Nr. 
switchings fmax fmin fmean 
Nr. 
switchings fmax fmin fmean 
2% 128 50.37 49.64 50.00 22 50.38 49.63 50.00 
4% 28 50.70 49.36 50.02 12 50.70 49.36 50.01 
6% 62 50.77 49.23 50.01 10 50.76 49.24 50.02 
B. Scenario #2 
Scenario #2 considers a 30-minute wind production profile,
in terms of active and reactive power, reported in Fig. 7. This 
allows an evaluation of the controllers in case of a realistic 
case, i.e., when continuous actions of the controllers are 
needed to follow continuous frequency variations. 
Fig. 8 shows that, as it was for Scenario #1, for all the 
considered droops the overall primary frequency containment 
benefits are not so influenced by the use of the additional 
Stabilizer Algorithm. A confirmation of this is provided by 
the numerical results in Table III, in terms of maximum, 
minimum and mean frequency values. Table III reports also 
frequency information in case of totally uncontrolled 
situation, the case presented by the black line in Fig. 11.  
On the other hand, the FPC_S controller provides absolute 
benefits in terms of EV current set-point adjustments number, 
as deducible from Fig. 9. In fact, as reported in Table III, for 
the 2%, 4% and 6% droops, the switch operations have been 
reduced by 48% (from 166 to 87), 59% (from 106 to 43) and 
67% (from 88 to 29), respectively.  
This result is very significant, especially if considered in a 
future scenario with EVs providing frequency regulation for 
the whole duration of the charging process. In fact, the 
FPC_S solution, allows significantly less degradation of the 
EV battery, assuring same performances in terms of 
frequency regulation.  
Also the phase-neutral voltages at the EVs’ connection 
point are monitored. It has been verified that the FPC_S 
controller does not influence them significantly. 
TABLE III 
RESULTS’ OVERVIEW FOR SCENARIO #2 
Droop 
FPC FPC_S 
Nr. 
switchings fmax fmin fmean 
Nr. 
switchings fmax fmin fmean 
2% 166 50.43 49.82 49.99 87 50.41 49.82 50.00 
4% 106 50.60 49.73 49.99 43 50.58 49.72 50.02 
6% 88 50.71 49.69 49.99 29 50.72 49.74 50.03 
No Contr. - 51.11 49.34 49.99 - - - - 
C. Scenario #3 
The main purpose of Scenario #3 is analyzing a situation
characterized by different response times of the three EVs. In 
this way it is possible to reproduce the real different 
behaviors that EVs may have, although simultaneously 
receiving the same signal. As EVs are connected to different 
phases, controllers are tested in case of random unbalanced 
conditions, caused by the unsynchronized set-point variations. 
Scenario #3 considers the same 30-minute wind production 
profile utilized for Scenario #2. However, only the 4% droop 
is considered. With the purpose of obtaining different EV 
response times, with reference to the block scheme 
representation of the EV model (in Fig. 3-a), it has been 
decided to modify the digital delay-time TEV. For each time-
Fig. 7.  30-minutes active and reactive power wind generation profiles. 
Fig. 8.  Frequency trends employing FPC and FPC_S in Scenario #2. 
Fig. 9.  EV current set-point signals employing FPC and FPC_S in Scenario 
#2. For 2% droop (a), for 4% droop (b), for 6% droop (c). 
step of the RMS simulation, TEV has been randomly changed 
for each EV, with values of 1.5 s, 2 s, 2.5 s or 3 s. 
Fig. 10 reports a zoom-in capture of the switching events of 
the three EVs. It is possible to notice how the three EV set-
points are changed in a non-synchronous way. The trends for 
the whole 30-minutes simulation is not reported, since it 
appears exactly as in Fig. 9-b (orange line).  
As deducible from Fig. 11, the microgrid frequency is not 
subject to any kind of oscillations. This leads to the 
conclusion that, although the frequency is regulated by units 
with different response times that introduce unbalance 
conditions to the system, the proposed FPC_S controller does 
not cause any kind of system instability. Results also show 
that the Voltage Unbalance Factor (VUF%, defined in [15]) is 
contained below 0.18%. It would increase up to 0.3% in case 
the diesel generator would have only half of its apparent 
power or one tenth of its inertia. In any case, the unbalance 
introduced by the EVs in the microgrid is rather small, 
considering that the maximum acceptable limit is 2%. 
V. CONCLUSIONS AND FUTURE WORKS
This work presented modeling and analysis of frequency 
regulation provided by single-phase EVs connected to an 
islanded LV microgrid. By exploiting the high ramping times 
and precision that EVs can assure, the analyzed grid service 
was named Fast Primary Frequency Control (FPC).  
The paper proposed an original solution to reduce the 
number of EV current set-point adjustment actions, which in 
a microgrid might become extremely high in case of standard 
droop-based primary frequency regulators. Specifically, the 
implemented logic prevented the undesired 1-Amp 
oscillations that the authors had experienced in occasion of 
previous frequency regulation experimental and simulation 
activities in a microgrid using FPC by EVs. Therefore, the 
paper presented a practical solution to the problem that 
appeared due to the 1-Amp granularity foreseen by the IEC 
61851 and SAE J1772 technical standards. 
Results showed that the addition of a Stabilizer Algorithm 
to the controller (now called FPC_S) certainly provided 
benefits in terms of EV current set-point switchings number, 
assuring same performances in terms of primary frequency 
regulation. The FPC_S controller has been further validated: 
it assured system stability in case of unbalances induced by 
the unsynchronized responses of the 3 single-phase EVs.  
As future works, the innovative controller will be 
implemented in a real EV charging station at the experimental 
facility SYSLAB-PowerLabDK. The FPC_S controller will 
be validated in the same microgrid that has been utilized for 
the here-presented simulation studies. 
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The increasing share of distributed and inertia-less resources entails an upsurge in balancing
and system stabilisation services. In particular, the displacement of conventional genera-
tion reduces the available rotational inertia in the power system, leading to high interest in
synthetic inertia solutions. The objective of this paper is twofold: firstly, it aims at imple-
menting and validating fast frequency control and synthetic (virtual) inertia control, em-
ploying single phase electric vehicles as flexibility resources. Secondly, it proposes a trade-off
analysis between the two controllers. The interdependency between frequency containment
and synthetic inertia control on the transient frequency variation is analytically showed.
Capabilities and limits of series produced EVs in providing such services are investigated,
first on a simulation based approach and subsequently by using real hardware. Results show
that fast frequency control can improve the transient frequency behaviour. However, both
on simulation and experimental level the implementation of synthetic inertia control is more
challenging. In fact, due its derivative nature and the system dynamics, its performance is
limited. Furthermore, the crucial importance of the EVs’ response time for both controllers
is highlighted.
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Nomenclature
T¯D Frequency dependent loads
T¯FCC Electric torque of devices participating in FCC
T¯SIC Electric torque of devices participating in SIC
δ Electrical rotor angle
δ0 Rotor angle at t=0
ωe Angular velocity of the electrical rotor
ωm angular velocity
ω0m Rated angular velocity
f Frequency
H Kinetic energy in Watt-per-seconds at rated speed
I EV absorbed Current
J Moment of inertia
KD Load damping factor
KFCC FCC proportional control coefficient
KSIC SIC proportional control coefficient
P EV absorbed active power
p Number of pole pairs
Sb Generator’s rated power
2
t time
Ta Acceleration or deceleration torque
Te Electrical torque
Tm Mechanical torque
1. Introduction
The rising share of inverter-coupled distributed energy resources (DER) raises new chal-
lenges in maintaining stable grid operation. One of the main issues is the reduction of
the system inertia due to the replacement of rotating generators by converter-connected
resources as well as the expansion of high-voltage direct current (HVDC) connections, de-
coupling the inertial response between the interconnected areas [1]. Thus, the system’s
ability to withstand frequency changes by releasing or absorbing the energy stored in the
rotating masses is notably reduced, leading to faster frequency dynamics [2]. Moreover, high
volatility of renewable energy sources (RES) contributes to the frequency stability issue by
changing the grid inertia over the time and increasing the need for better planning due to
the higher uncertainty.
The inertia is the parameter that represents the capability of rotating machines (including
loads, when applicable) to store and inject their kinetic energy to the system [3]. The amount
of inertia influences the frequency gradient, generally addressed as rate of change of frequency
(RoCoF), and the transient frequency values during a system incident. The RoCoF and the
transient frequency values have a fundamental role in maintaining and operating the power
system in secure state. A large RoCoF and/or transient frequency deviations can lead to
automatic trip of conventional generators and DER units [4], since those are connected to
the grid by means of RoCoF or frequency relays [3]. The RoCoF relay limit is established
by the grid code, which varies among countries.
3
Several transmission system operators (TSOs) started to address the challenge, recognis-
ing the potential value of the inertial response of wind power plants, synchronous condensers,
and synthetic inertia [5, 6]. One of the main concerns of TSOs is the RoCoF, which might
lead to a cascade tripping of conventional and DER units connected by means of RoCoF
relays [4, 7]. According to [8], an RoCoF relay has a typical delay in the range of 50 ms to
500 ms.
Further, the growing number of electric vehicles (EVs) concerns distribution system oper-
ators (DSOs). The uncertainty of EV driving patterns, high penetration levels and charging
in the distribution network could result in new system peaks and negative distribution sys-
tem impacts, exceeding the load capacities of distribution lines and transformers [9, 10].
The effects of EVs on future power systems are investigated in several studies as in
[11, 12]. In [11], the negative effects of uncoordinated charging of EVs on the power system
was addressed. The authors presented the impacts that EV charging can have in an actual
working wholesale electricity market. In [12] it was analysed how a large scale implemen-
tation of plug-in hybrid electric vehicles and full electric vehicles would influence the power
system. It shows that smart management of EVs bidirectional charging can alleviate peak
power demand.
On the other hand, unscheduled high penetration of EVs may have detrimental effects
on power system performance. Reliability and stability are the most aspects of grid that
face challenges when EVs used widely. As a result there is an exigent need to predict the
EVs’ customers in order to avoid irreparable effects, especially for the distribution network.
Different studies investigate those challenges as in [13, 14]. In [13] the authors propose a
simultaneous approach for allocation of EV parking lots and DRRs in power distribution net-
work to achieve a more reliable supply of the load demand. In [14] a probabilistic modelling
of EVs’ charging demand is presented.
A noticeable amount of research is focusing on the transition from the traditional system,
where frequency is controlled by a small set of large generating units, to the future one where
it is controlled by a vast amount of small distributed resources [15, 16].
As EVs are essentially battery storages with a seconds-range response time, the TSO
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can greatly benefit from EV participation in frequency service provision. As analysed in [17]
EV participation in the ancillary service market appears to be one of the most promising
applications as it can offer substantial earnings to EV aggregators and EV owners. Ref. [18]
concluded that V2G capable EVs can provide great benefits to the ancillary service market,
but battery degradation may represent a challenge for the viability [19, 20].
EVs are able to provide fast regulating power bidirectionally using Vehicle-to-Grid or
just to modulate the charging power unidirectionally [21, 22]. In this context EVs can play
a fundamental role in the future ancillary service market. In [23] the potential benefits of
exploiting the V2G capability for ancillary services was introduced but the study did not
investigate the uni-direction EVs charging in providing such services.
Due to the reduced system inertia, various studies show the techno-economic benefits
and challenges of primary frequency provision from EVs as in [24–26]. In [24] the authors
present the impact of declining system inertia on the primary frequency control (PFC) and
future requirements. It also presents the impact of PFC provision from EVs on the system
frequency performance. In [25] the authors present the general ability of EV fleets to utilize
fluctuating renewable energy sources for charging and their effects on the power system. The
authors in [26] summarise the challenges to control a system with low inertia. In the actual
study, unlike in [11, 12, 23], EVs have been controlled by only modulating the charging
current between 6 and 16A with steps of 1 A to comply with the technical constraints
imposed by the IEC 61851 standard [27, 28].
Simultaneously, very few literature investigated the EVs ability in providing synthetic
inertia services. In [29] the authors presented a single-phase virtual synchronous machine
(VSM) and its possible application for providing V2G services from EVs’ batteries, the work
was supported by experimental setup based on the Opal-RT platform. On the contrary, this
paper presents a different approach in providing synthetic inertia services supported by an
experimental investigation using series produced EVs.
The scope of this study is twofold: Firstly, the EVs capabilities as flexibility resources are
investigated. In particular, the study looks at synthetic inertia control (SIC) and frequency
containment control (FCC) as exemplary services. Secondly, it analyses and evaluates the
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pros and cons of SIC and FCC on the frequency dynamics (e.g. RoCoF and frequency nadir
and zenith). The general objective is to determine if SIC and FCC delivered by converter
connected resources, which are relatively fast compared to conventional units, can replace
or at least reduce the need for conventional inertial response.
Ultimately, the research question the study is tackling is: given the trend of decreasing
system inertia, can fast frequency containment compensate or replace the need for synthetic
inertia?
The method and the results presented in this study are part of the EU-funded project
ELECTRA IRP, which proposes novel frequency and voltage control concepts to maintain
and operate the power system in a secure state [30]. It considers the grid inertia (i.e. the
synchronous and synthetic inertia) as an active part of the frequency control process and
addressed as inertia response power control (IRPC). In this study the synthetic inertia is
considered an active part of the IRPC process.
This paper is divided into 5 sections: Section 2 presents the frequency control in Europe
and the analytical interdependency between frequency containment and synthetic inertia.
Section 3 presents the frequency containment and the synthetic inertia controllers, along with
the experimental layout. Simulations and experimental results are shown and discussed in
section 4. Lastly, section 5 presents the conclusions and outlines future research points.
2. Frequency Control in Europe and Analytical Formulation
This section presents a summary of the current framework for frequency control in Europe
and an overview of synthetic inertia and frequency assessment.
2.1. Framework for Frequency Control in Europe
Based on the network code defined by the European Network of Transmission System Op-
erators for Electricity (ENTSO-E), frequency control is divided into three phases: (i)Primary
frequency control, (ii)Secondary power-frequency control and (iii)Tertiary control. ENTSO-
E refers to the reserves for frequency control as operating reserves, and specifically, indicates
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the above mentioned controls respectively as: (i)Frequency Containment Reserves (FCR),
(ii)Frequency Restoration Reserves (FRR) and (iii)Replacement Reserves (RR).
The Frequency containment stabilises the frequency, after a disturbance, at a steady-
state value within the permissible maximum steady-state frequency deviation. That is done
by a joint action of FCR within the synchronous area [31]. The frequency restoration
process controls the frequency towards its set-point value by activation of FRR and replaces
the activated FCR. The reserve replacement process replaces the activated FRR and/or
supports the FRR activation by activation of RR. One can notice that the inertial response
is considered as natural characteristic of the power system.
2.2. Analytical Interdependency Between Frequency Containment and Synthetic Inertia
According to IEEE/CIGRE task force, frequency stability is the ability of the power
system to maintain steady state frequency, following a severe system upset, resulting in a
significant imbalance between generation and load [32]. Frequency stability depends on the
system ability to restore the equilibrium between generation and load demand.
During any disturbance causing imbalance between the torques acting on the rotor (i.e.
active power imbalance between generation and consumption), the net torque causing ac-
celeration or deceleration is Ta = Tm − Te, where Tm is the mechanical torque applied on
the rotor, Te is the electrical torque on the rotor. The simplest model of electro-mechanical
swings in a power system is based on the so called swing equation:
Ta = Tm − Te = J dωm
dt
(1)
J is the combined moment of inertia of the generator and the turbine (kgm2), and ωm is the
angular velocity of the rotor (rad/s).
Following an imbalance between the torques (i.e. imbalance between generation and
demand), the kinetic energy stored in the rotating masses of the generator and the prime
mover is released. The kinetic energy at rated speed is expressed as Ekin =
1
2
Jω20m, where
ω0m is the rated angular velocity [33]. Normalising the previous equation in terms of the
rated power of the generator Sb, the inertia constant H can be defined as the kinetic energy
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in Watt-per-seconds at rated speed:
H =
Jω20m
2Sb
=⇒ J = 2HSb
ω20m
(2)
Equation (1) can be reformulated as:
Tm − Te
Sb/ω0m
= 2H
d
dt
(
ωm
ω0m
) (3)
Since SB/ω0m is the base torque Tbase, the (3) can be expressed in p.u. as:
T¯m − T¯e = 2H dω¯r
dt
(4)
ω¯r =
ωm
ω0m
=
ωe/p
ω0/p
=
ωe
ω0
(5)
Where ωe is the angular velocity of the electrical rotor, ω0 is the rated one and p is the
number of pole pairs.
The previous equations can be reformulated in terms of the electrical rotor angle. As-
suming δ as the electrical rotor angle with respect to a synchronously rotating reference and
δ0 is the rotor angle at t=0, δ can be formulated as:
δ = ωet− ω0t+ δ0 (6)
Therefore, the first and second derivative of (6) are:
dδ
dt
= ωe − ω0 = ∆ωe (7)
d2δ
dt2
=
dωe
dt
= ω0
dω¯r
dt
(8)
Equation(1) can be reformulated in terms of the rotor angle:
T¯m − T¯e = 2H
ω0
d2δ
dt2
(9)
Reformulating (9) in terms of ω¯e:
T¯m − T¯e = 2H dω¯e
dt
(10)
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Assuming T¯m is constant and that the frequency regulation is only from the load side, one
can assume T¯e composed by: The frequency dependent loads (T¯D), devices participating in
FCC (T¯FCC) and devices participating in SIC (T¯SIC):
T¯e = T¯D + T¯FCC + T¯SIC (11)
Where each is composed by a base value and frequency dependent value:
T¯D = T¯D0 +KD∆ω¯e (12)
T¯FCC = T¯FCC0 +KFCC∆ω¯e (13)
T¯SIC = T¯SIC0 +KSIC
dω¯e
dt
(14)
T¯D0 , T¯FCC0 and T¯SIC0 represent the base electric torques in steady state and addressed further
as T¯e0 = T¯D0 + T¯FCC0 + T¯SIC0 . KD is a damping factor in pu, it considers the electrical loads
which change the active power consumption due to frequency changes. KFCC = KFCC(t−t0)
is the FCC proportional control coefficient. KSIC = KSIC(t − t0) is the SIC proportional
control coefficient. KFCC and KSIC are represented in function of the time to represent the
time required from those devices to get activated (i.e. time delay). Therefore, the swing
equation can be formulated as:
T¯m − T¯e0 = (2H +KSIC)
dω¯e
dt
+ (KD +KFCC)∆ω¯e (15)
Equation (15) can be expressed in function of dω¯e
dt
and ∆ω¯e:
dω¯e
dt
=
T¯m − T¯e0 − (KD +KFCC)∆ω¯e
2H +KSIC
(16)
∆ω¯e =
T¯m − T¯e0 − (2H +KSIC)dω¯edt
KD +KFCC
(17)
From (16) one can notice that FCC and SIC can affect the RoCoF variation during transient.
While (17) shows that the frequency deviation from steady state can be affected by intro-
ducing SIC and FCC. In this regard, the following investigation aims at assessing the effects
of the two controllers on frequency and RoCoF, by means of simulations and experimental
validation.
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3. Methodology
In this section the mathematical formulation and characteristic of the implemented con-
trollers as well as the experimental layout is presented.
3.1. Frequency Containment Control
The frequency containment control (FCC) is achieved by a joint action of FCC providing
units within the whole synchronous area with respect to the frequency deviation. Generally,
it is achieved using droop controllers, so that governors operating in parallel can share the
load variation according to their rated power. The droop of the generator represents the ratio
of frequency deviation to change in power output. The frequency variation, ∆f , referred to
the nominal frequency of the system is given as a function of the relative power change ∆P
or current change ∆I reported to the nominal machine power or current respectively.
a)
1
KFCC
=
∆f/fnom
∆P/Pnom
; b)
1
KFCC
=
∆f/fnom
∆I/Inom
(18)
For example, a 5% droop ( 1
KFCC
) means that a 5% frequency deviation causes 100% change
in valve position or power output.
In this study the EVs are used to provide frequency support in terms of FCC by modulat-
ing the EVs’ charging current. Defining a droop value for loads may not be straightforward
since the nominal power can not be always determined unequivocally. To comply with the
IEC 61851 standard, the EVs’ charging current can be modulated with granularity of 1 A
and in this case between 6 and 16 A. This available range of regulating current of 10 A has
been assumed as the EV’s Inom [34]. The EVs charging is controlled by charging controller
with a 8% frequency-current droop with frequency limits of 48 − 52 Hz.
The droop is presented in Figure 1-a, where the dash line represents the ideal droop
and the solid line represents the real droop with 1 A granularity. In order to have an up
and down regulation capability of ±5 A, the EVs’ initial current set-point is set at 11 A.
Due to the 1 A granularity and the established operating point, the EVs’ current set-point
was oscillating between 11 and 12 A. To avoid this oscillation the droop characteristic was
shifted, so that the frequency limits became 48.2 − 52.2 Hz. The control diagram for FCC is
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presented in Figure 2-a. Following various experiments, it was noticed that the EVs’ current
were under-shooting. To compensate for this phenomena, it has been used the ceil function
for the different controllers instead of the rounding.
3.2. Synthetic inertia control
Although no direct coupling from converter connected generators to the grid is made,
a large amount of kinetic energy is stored in these units, (e.g. kinetic energy stored in
wind turbines’ blades and gearbox), together with different forms of energy storage in other
units, can be used to deliver synthetic inertia. They could mimic synchronous generators
by delivering active power response proportional to the RoCoF [35, 36].
In this study a Synthetic Inertia Controller (SIC) is implemented and the control diagram
is presented in Figure 2-b. The RoCoF is measured over 200 ms. It controls the EVs’
charging current in function of a RoCoF-current droop characteristic. The droop is shown
in Figure 1-b, the dash line represents the ideal droop and the solid line represents the 1 A
granularity. The droop is implemented by defining the RoCoF’s low and high limits with
zero RoCoF corresponding to 11 A. The deadband of ±0.8 Hz/s was introduced during the
tuning phase where smaller deadband values have led to frequency oscillation. Therefore, it
results in a very limited contribution from the EVs.
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3.3. EV dynamic model
In order to successfully integrate EVs into power systems, it is necessary to correctly
understand and characterize their dynamic behavior. A detailed model is therefore de-
rived considering the EV users’ driving requirements, the battery charging and discharging
characteristics, the battery dynamics (e.g. time response, ramping time, etc..) and the
control/communication delays. Since this study aims at investigating the EVs’ capabilities
and limits in providing fast primary control and synthetic inertia control, the battery state
of charge was neglected. The EV model is presented in Figure 3. From the dynamic point
of view it is possible to identify two main latencies between the set and the actual current.
Specifically a communication delay and the EV activation delay, the sum of which varies
between 150ms and 2s. The communication delay depends mainly on latencies in the IT
infrastructure which is in the range of tens of milliseconds. The EV activation delay is
varying among brand and heavily depends on the embedded power electronics. The most
recent models show faster response time. In any case the current standard IEC61850 solely
requires the car to respond within 3s. The total delay observed in the experimental trials
range between 200 and 400ms. Therefore, in the simulation study the total delay is con-
sidered to be 250ms. As final note, with respect to the voltage dependency, the EVs are
modelled as constant current loads.
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3.4. Experimental Layout and Power Components
The experiments are executed in the experimental infrastructure SYSLAB which is part
of the PowerLabDK platform. SYSLAB represents a small scale low voltage power system.
It consists of a number of real power components interconnected by a three-phase 400 V AC
power grid, distributed over the Risø campus of the Technical University of Denmark [28].
SYSLAB is also characterised by its communication and control nodes allowing a strong
controlability over the grid. The system may be connected to the utility or can be islanded
if desired. The experimental layout is shown in Figure 4.
Busbar 1-A
Busbar 2
650m
Cable 2
25m
Cable 1
Busbar 1
Figure 4: Experimental layout
The experimental setup is composed by two busbars connected by 675 m underground
cable. The VRB is connected to busbar 2 and installed in building 2 where the busbar is
located. The rest of the components are connected to busbar 1 and installed in the same
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building as the busbar. The Aircon wind turbine is installed around 10 m from building 1.
The VRB, the Aircon and the Dump load are controlled through a Matlab/Java interface
while the EVs are controlled through a python interface. Since all the components are
3-phase except the EVs, it has been necessary to create an intermediate phase splitter as
shown in Each EV is supplied on a different phase via a standard Mennekes (IEC 62196
Type 2) connector. The three Mennekes plugs are controlled separately by three different
EVSE.
The experiments are executed in an islanded configuration where the diesel gen-set acts
as the grid forming unit and is the only synchronous inertia device. It also compensates the
small amount of reactive power drawn by each EV, corresponding to 200 VAr each.
The different components used during the experiment are listed in Table 1 where P0 is
the base operating point. SC1 and SC2 refer to study case 1 and study case 2 respectively.
Table 1: Properties of Devices used in the Experiments
Device Capability
P0 (kW)
SC1
P0 (kW)
SC2
Description
Diesel
0 - 48 kW
-20 - 30 kVAr
24 24
IVECO genset
S = 60 kVA, 2 pole pairs
Aircon 10 kW @ 11ms - ∼4 Wind turbine type 4
Battery
±15 kW
±12 kVA
9 -
Vanadium redox battery,
120 kWh
Dumpload 0 - 78 kW 7 21 Resistor load bank
EV1
6 - 16 A
(1.4 - 3.7 kW)
2.5 2.5
Nissan leaf 2016,
30 kWh lithium battery
EV2
6 - 16 A
(1.4 - 3.7 kW)
2.5 2.5
Nissan e-NV200 2014,
24 kWh lithium battery
EV3
6 - 16 A
(1.4 - 3.7 kW)
2.5 2.5
Nissan e-NV200 2015,
24 kWh lithium battery
3.5. EV Charging Controller and Communication Architecture
Each of the 3 single phase EVs is connected to a different phase of the grid by means of
3 electric vehicle supply equipment (EVSE). The control and communication setup is shown
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in Figure 5.
Figure 5: The communication architecture for the implemented smart charging controller
It consists of the following components:
• Smart Charging Controller − receives the measurements from the multi instrument,
calculates the response and sends control signals to the EVSE.
• DEIF MIC-2 −multi instrument measurement device showing the voltage, current and
power measurements with 0.5% accuracy. The device is only used for data logging.
• DEIF MTR-3 − multi instrument measurement device used here for fast frequency
measurements, polled every 200ms.
• EVSE − Electric Vehicle Supply Equipment rated for 16A
• EV − the 3 tested electric vehicles.
• Grid − grid connection at the SYSLAB experimental facility.
The smart charging controller consists of many sub-components as described here:
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• Controller logic − reads the latest frequency measurements from the message bus and
calculates the ∆f/∆t and the ∆f . Calculated set-points are directly sent to the EVSE
controller.
• EVSE controller − acts as an interface between the physical EVSE and the controller
logic.
• Frequency poller − acts as an interface to the frequency measurement device. In this
case DEIF MTR-3 instrument used for frequency sampling every 0.2 seconds with
accuracy of 10 mHz.
• MIC-2 poller − multi instrument device interface.
• Data logger − monitors the data exchange on the message bus and logs it to the
database.
• ZMQ message bus − message bus used for representing the data exchange between
the above mentioned controller components.
The timing of the response is crucial for the provision of synthetic inertia. Therefore, tim-
ing of each component in the control loop is important: frequency and RoCoF are measured
every 200 ms, controllers’ response is almost instantaneous and communication delay (10-20
ms) to each EV/EVSE pair is optimised by controlling them independently. It uses multi-
threading and each EVSE receives a new control signal only if the set-point has changed.
Finally, the EVs’ reaction time is approximately 200-300 ms, therefore the whole control
and actuator chain has an overall latency equal to 400-500 ms. According to this number,
it is expected that the device could influence positively the whole frequency dynamic.
4. Results and Discussion
This section is composed by two subsections, in which simulations and experimental
validation are presented. Two study cases are analysed. In the first study case (SC1), the
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system is studied involving a set of load steps. An alternate load-increase and load-decrease
are applied, so, both over and under frequency dynamics can be analysed.
In the second study case (SC2), wind power generation is added to the system. It adds
random power fluctuations over the tested period and allows the possibility of investigating
the behaviour of the two controllers and the EVs in a more realistic and challenging situation.
The two study cases are composed each by three scenarios, in the first scenario the EVs
are treated as constant load, i.e. constant current set-point equal to 11 A (Base scenario).
In the second scenario the EVs are participating with a synthetic inertia response, i.e. SIC.
In the third scenario, the EVs are participating with a fast frequency response, i.e. FCC.
The overview of the different scenarios is summarised in Table 2. During the simulation
only study case 1 was analysed.
Table 2: Study cases overview
Study Case 1 Study Case 2
Scenario 1 Base case Base case + Wind
Scenario 2 SIC SIC + Wind
Scenario 3 FCC FCC + Wind
4.1. Simulations
In this section a simulation study in DigSilent PowerFactory is carried out. It aims at
investigating the effects of synthetic inertia control and frequency containment control and
achieving a preliminary results before validating experimentally the controllers. To explore
the effects of the 1 A granularity imposed by the standard, a sensitivity analysis of different
granularity values is conducted.
The same components and grid configuration presented in Figure 4 have been modelled,
with the operating conditions of study case 1 (SC1), shown in Table 1.
To make this study as realistic as possible, an oscillatory frequency has been induced in
the system by means of a fictitious zero-mean variable load, by means of fluctuating active
power absorbed by the three-phase resistive load. In this way it has been possible to emulate
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the realistic frequency oscillation that the real diesel synchronous generator would generate
in such an islanded grid configuration.
First, a load event with amplitude of 2 kW (8.7% of the total consumption) was applied
at t = 10 s and three scenarios were analysed. The first scenario is considered as base
case where the EVs are treated as a constant load, i.e. constant current set-point equal to
11 A. In the second scenario the EVs are participating with a synthetic inertia response
(SIC). In the third scenario the EVs are equipped with the FCC controller. Both the SIC
and FCC controllers are implemented according to the control diagrams in Figure 2, thus
applying integer EV current set-points to assure standard-compliance. Figure 6 shows the
grid frequency, the RoCoF and the EVs’ current set-point. As expected, Figure 6-a shows
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Figure 6: Simulation’s results obtained by applying ±0.8 Hz/s deadband for SIC: a) frequency, b) RoCoF
and c) EV current set-points for the three analysed scenarios, in case of granularity of 1 A.
that FCC improve the frequency behaviour in terms of frequency nadir and steady state
value. It shows also that SIC ameliorates the frequency slope which is a typical behaviour of
introducing more synchronous and/or synthetic inertia into the system. On the other hand,
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unexpectedly, Figure 6-b shows that FCC has a better performance in terms of RoCoF
compared to SIC.
However, a steeper droop and/or smaller deadband for SIC would have led to better
performance regarding the RoCoF and the frequency slope. To demonstrate so, the same
simulations were executed changing the deadband of SIC to ±0.5 Hz instead of ±0.8 Hz.
The results are presented in Figure 7.
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Figure 7: Simulation’s results by obtained applying ±0.5 Hz/s deadband for SIC: a) frequency, b) RoCoF
and c) EV current set-points for the three analysed scenarios, in case of granularity of 1 A.
Figure 7-a shows an improvement regarding the frequency slope compared to the pre-
vious case. On the other hand, Figure 7-b shows a marginal improvement regarding the
RoCoF. One can notice from Figure 7-c that the EVs were participating more by changing
the current set-point.
To better understand the effects of the 1 A granularity imposed by the standard IEC
61851 [27] on the performance of the two controllers, a sensitivity analysis was performed. A
series of simulation was carried out employing different load steps and different granularity.
Frequency drops have been obtained by increasing the active power absorbed by the VRB
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by 20%, 40%, and 60%. They represent a load event of 8.7%, 15.7% and 23.5% of the
total consumption, respectively. For the evaluation of the influence of the granularity, the
following values of granularity have been applied, which are expressed as fraction of the
actual granularity of 1 Ampere: 1
4
, 1
2
and 1. Moreover, for the sake of completeness, also the
case of continuous regulation (no granularity) and the uncontrolled case have been included
in the analysis.
Figure 8 reports 3D bar plots of the results for all the performed simulations. Results
are reported by means of standard deviations (SD) for both Frequency and RoCoF for FCC
and SIC. As expected, Figure 8 shows that in all the cases the standard deviations depend
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Figure 8: a)SD of the frequency applying SIC and b)SD of the frequency applying FCC, c)SD of the RoCoF
applying SIC, d) SD of the RoCoF applying FCC
on the size of the load step.
On one hand, they are mostly constant for the different considered granularity, on the other
hand higher values are found in the uncontrolled cases. Moreover, it is noticeable that
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beneficial effects on the frequency are found in case of FCC. Since, as presented in Figure
6, the EVs’ effect makes the frequency rise to a higher steady-state value. Meanwhile, the
SIC controller has an embedded reset logic, which makes the EV set-point go back to 11 A
right after the event. It is of interest to highlight that the FCC shows an unexpected better
contribution to the RoCoF limitation in comparison to the SIC. This is due to the limited
number of control actions that took place in case of SIC, due to the implemented RoCoF
deadband (Figure 1-b). Instead, when providing primary regulation via FCC, no deadband
is applied, making the controller activated more often, thus contributing more to the RoCoF
containment.
Such a sensitivity analysis shows that, in this islanded microgrid, the granularity does
not influence the results. However, one should note that under certain combination of sys-
tem attributes (system inertia and stiffness of the power system) and control units (amount
of power involved in the regulation, droop, response/ramp time and granularity of the con-
trol actions), the granularity might lead to system instability or oscillation between two
consequent set-points as was experienced during the validation phase.
4.2. Experimental Validation
Following the results obtained during the simulations, the authors long for investigat-
ing the EVs capability in providing synthetic inertia and frequency containment control
in an islanded grid in real circumstances. The experiments are executed in the islanded
configuration shown in Figure 4, where the diesel is the grid forming unit.
4.3. Study case 1
In the first study case the frequency variation is triggered by several load steps. A set
of load events from the VRB of the same amplitude is applied (≈ ±2 kW), namely, 8.7%
of the initial installed load. To better investigate the controllers as well as the frequency
dynamics, an additional set of load events with a different amplitude is applied, specifically
(≈ ±4 kW), 17% of the initial installed load. The grid units as well as the initial conditions
are reported in Table 1.
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The three scenarios are characterised by the same initial conditions and load steps. The
first scenario (S1) is a base case, in which the EVs are receiving a constant current set-point,
i.e. 11 A absorbing around 2.5 kW. In the second scenario (S2) the EVs are controlled by
the synthetic inertia controller which modulate the charging level between 6 and 16 A with
steps of 1 A in function of the RoCoF-current droop characteristic presented in Figure 1-b.
In the third scenario (S3) the EVs are controlled by the frequency containment controller.
The controller modulates the EVs’ charging level between 6 and 16 A with steps of 1 A in
function of the frequency-current droop characteristic presented in Figure 1-a.
The results of the experiments are presented in Figure 9. Figure 9-a shows the system
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Figure 9: a)The grid frequency, b) The RoCoF, C)EV1’s set-point vs absorbed current
frequency for the three scenarios. Figure 9-b shows the RoCoF measured over 200 ms in
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grey and the filtered signal after applying the deadband in red (±0.8 Hz/s deadband is
considered). In Figure 9-c the controllers’ current setpoint is plotted versus EVs’ absorbed
current. Since the three EVs are acting similarly, the current of only EV1 is presented.
Figure 9-c shows that the EVs are changing the absorbed current as desired by the
different controllers. However, due to the 1 A granularity, the implemented droop and the
operating point, the 2 kW load event implies the FCC to oscillate between 12 and 13 A
and between 9 and 10 A. A 6 kW load event is introduced only for Scenario 3, at which a
stable operating point was found. In fact, Figure 9-c shows that the EV’s current was not
oscillating for this load event (around t=450s). However, this oscillation can be reduced by
implementing a hysteresis function.
Figure 9-a shows that FCC limits the maximum frequency deviation compared to the
base case, while the SIC does not have an effect on it. On the other hand, due to the
oscillation between the different set-points in case of FCC, Figure 9-b shows that the RoCoF
was outside the deadband more frequently compared to scenario 1 and 2.
Due to the response delay of the EVs and the dynamics of the diesel, which led to a
continuous frequency oscillation, it is hard to perceive a valuable improvement in terms of
the RoCoF from SIC. To better compare the performance of the two controllers in terms
of RoCoF and frequency, the standard deviation and the energy contained in the signal
(also addressed as normalised energy) is calculated and presented in Table 3. For a discrete
signal x(n), the normalised energy is calculated as 1
N
∑N
n=1 x(n)
2, where N is the number
of samples taken for computation. It shows that the two controllers are not improving the
RoCoF compared to the base case.
Table 3: SC1 - Standard deviation and normalised energy
RoCoF Frequency
SD Normalised Energy SD
Base 0.29 0.083 0.77
SIC 0.31 0.093 0.79
FCC 0.33 0.11 0.48
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To better understand the effects of the SIC on the frequency compared to the base case,
Figure 10 shows a zoom of the frequency, the RoCoF and the EV’s absorbed current for the
three scenarios.
In Figure 10-a on can notice that the SIC has improved the frequency slope as expected
and as experienced during the simulations. Due to the embedded deadband, this contribution
is very limited. However, since the three EVs are characterised by the same delay and
granularity (i.e. acting simultaneously with steps), one can observe the sharp change in
frequency which will lead to worse RoCoF compared to the base case as shown in Figure
10-b. To overcome this issue it might be of interest to study different delays and droops
among the EVs. That might induce a more smooth frequency change and therefore a better
RoCoF. It is of interest to notice from Table 3, where the SD is reported, and Figure 10-b
that the FCC has worsen the RoCoF compared to the SIC and the base case.
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Figure 10: a) The grid frequency, b) The RoCoF, C) EV1’s absorbed current
4.4. Study case 2
In the second study case, the two controllers are analysed during a wind power produc-
tion. The VRB set-point is set to zero during this study case. The same scenarios and droop
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characteristic as the previous study case are applied. Due to the random stochasticity of
the wind generation and the diesel dynamics, the initial and boundary conditions are not
exactly identical. Nevertheless, this study case aims at investigating the performance of
each controller and the EVs in a more challenging and realistic configuration rather than
comparing the different scenarios. The results for study case 2 are presented in Figure 11.
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Figure 11: a)The grid frequency, b) The RoCoF, C)EV1’s set-point vs absorbed current
Figure 11-a shows the grid frequency for the three scenarios. Figure 11-b shows the
RoCoF measured over 200 ms in grey and the filtered signal after applying the deadband in
red. In Figure 11-c the controllers’ current set-point is plotted versus EVs’ absorbed current.
Since the three EVs are acting similarly, only the current of EV1 is presented.
The three scenarios were executed over a total time of 30 minutes. The average wind
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production did not differ so much among the three scenarios: so that the different scenarios
are still comparable. Figure 11-a shows that the FCC does have a remarkable effect in lim-
iting the maximum frequency deviation.
Figure 11-b shows that applying the SIC, the RoCoF is outside the deadband more fre-
quently.
To better compare the three scenarios, mean value and standard deviation of the wind
production together with the standard deviation of the frequency and the RoCoF are cal-
culated and presented in Table 4.
Table 4: SC2 - Standard deviation and normalised energy
Wind Generation RoCoF Frequency
Mean SD SD Normalised Energy SD
Base 3.5 kW 1.4 0.31 0.098 0.71
SIC 4.6 kW 1.68 0.45 0.2 0.83
FCC 3.1 kW 1.28 0.34 0.11 0.36
As mentioned before, due to the random wind production and the non replicability of
the same conditions, the comparison is not perfect, especially in terms of RoCoF due to the
continuous variation of the wind profile.
However, the mean value of the wind production among the three scenarios does not differ
excessively, which allows us to compare the standard deviation of the frequency. Table 4
and Figure 11-a show the remarkable positive effect of FCC on the frequency.
5. Conclusion and Future Work
Starting from the presented research question: given the trend of decreasing system in-
ertia, can fast frequency containment compensate or replace the need for synthetic inertia?
Firstly, this work showed analytically the interdependency between frequency containment
and synthetic inertia control on the transient frequency variation and the RoCoF. Secondly,
on simulation level, it presented the ability of fast frequency control in improving the fre-
quency in terms of nadir, steady state value and RoCoF. It also presented the ability of
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synthetic inertia control in improving the frequency nadir and slope following an event.
While it was acknowledged that EVs could quickly and almost precisely respond to fast
changing current set-points, some technical limitation in employing EVs for such services
were found. Finally, an experimental validation was conducted, presenting the capabili-
ties and limitations of the two controllers under two different circumstances: following load
events in both directions and exogenous wind generation profiles.
Employing the FCC, the simulations results showed the remarkable improvement of the
frequency nadir and steady state value. It showed also a very limited improvement in terms
of RoCoF. The controller did not limit the maximum RoCoF following the event but it did
improve the overall behaviour compared to the base case. Similarly, the experiments showed
the ability of FCC in limiting the maximum frequency deviation, both, following a series of
load events or considering a wind power generation. Although in simulation the sensitivity
analysis showed a very limited effect of the granularity, in the experimental phase, due the
1A granularity, the FCC controller caused the EV absorbed current to oscillate between two
consecutive set points worsening the calculated RoCoF. To be mention, this oscillation was
due the combination of 1A granularity, the implemented droop and the operating point.
However, this effect can be limited by employing an hysteresis based algorithm.
Applying the SIC, the simulations presented the limited frequency improvements in terms
of frequency nadir and frequency slope. It also showed that employing a smaller deadband
allowed a better contribution, slightly improving frequency nadir and slope. On the other
hand, the smaller deadband worsen the RoCoF trend compared to the base case. However,
in both cases the controller did not limit the maximum RoCoF value. As mentioned, the
SIC improved slightly the frequency slope but worsen the RoCoF. As interpretation of
such unexpected phenomena, the authors believe that this might be due to the fact of
using the same RoCoF signal both for control and examination purposes. In other words,
the RoCoF used for control purpose should be calculated over a smaller time window of
the one used by the RoCoF relay for detecting the variations. Nevertheless, considering
the derivative characteristic of the SIC, its implementation might easily lead to frequency
oscillation and limits the ability of exploiting the resource (e.g. large deadband). As for the
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FCC, experiments investigations were conducted for two cases. Firstly following load events
and secondly considering a wind power generation. In terms of frequency, the SIC effects
were negligible for both cases. Regarding the first case, even if the EVs were able to follow
the desired set points, the SIC did not show any noticeable improvement in terms of RoCoF.
On the other hand, considering a wind power generation, the SIC had a very remarkable
negative effects in terms of RoCoF. To be mention, this effect might have been limited by
employing less steep droop parameters, which on the other hand would have limited the
EVs participation (i.e. flexibility margin).
In general, employing faster response devices will allow exploiting better the resource
capabilities. For example, this was shown in case of SIC where the smaller time response
permitted the use of a narrower deadband. It can be clearly concluded that the actual series
produced EVs are able to provide ancillary services in terms of fast frequency response and
synthetic inertia solely relying on unidirectional charging. On the other hand the experi-
ments show that with the actual EVs response time, a large deadband was needed for the
SIC limiting its contribution. To achieve better performance, new requirements in terms of
EVs response time need to be set. As future work, the authors recognise the importance
of extending the analytical formulation of the interdependency of the two controllers on the
system frequency. Moreover, it is of interest to expand the analysis over a larger number of
flexible units employing different control attributes.
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ABSTRACT 
 The high integration of renewable energy resources 
(inverter connected) replacing conventional generation 
reduces the available rotational inertia in the power 
system. This introduces the need for faster regulation 
services including synthetic inertia services. These 
services could potentially be provided by electric vehicles 
due to their fast response capability. This work evaluates 
and experimentally shows the capability and limits of EVs 
in providing synthetic inertia services. Three series 
produced EVs are used during the experiment. The 
results show the performance of the EVs in providing 
synthetic inertia. It shows also that, on the contrary of 
synchronous inertia, synthetic inertia might lead to 
unstable frequency behavior.  
INTRODUCTION 
The displacement of conventional generation by 
converter connected resources reduces the available 
rotational inertia in the power system which leads to 
faster frequency dynamics and consequently a less stable 
frequency behaviour [1]. One of the main concerns of 
transmission system operators (TSOs) is the fast rate of 
change of frequency (RoCoF) which might lead to a 
cascade tripping of conventional and distributed 
generators connected by means of RoCoF relays [2], [3]. 
Traditionally, inertial response has not been considered as 
an ancillary service, but rather as a natural characteristic 
of the power system. Due to the high integration of 
converter connected resources, several TSOs began to 
recognize the value of synthetic inertia response [4], [5]. 
Simultaneously, the growing number of electric vehicles 
(EVs), on one hand is seen as an additional load on the 
grid from system operators’ perspective. On the other 
hand, EVs are also one of the candidates for providing 
grid regulation services (i.e. frequency and voltage 
control) due to their fast response capability [6], [7]. In 
principle, they are able to provide fast regulating power 
in both directions in case of Vehicle-to-Grid 
(V2G), or just to modulate the charging power [8]. 
Nevertheless, EV's technical characteristics introduce 
different challenges such as limited individual power and 
energy ratings, single phase connection that imply 
potential source of unbalances and fast, but variable 
response time. 
The total response time of the EV can be divided into 
different parts:  
 Measurement time, which is the time necessary to
the measurement device to measure the controller
input signal.
 Communication time, which is the time required to
send the control signal from the metering location to
the location where the EVs are connected to the grid.
The two locations can be identical, but it is possible
actually to remotely control the EVs as explained in
[7].
 EVs’ response time, which is the time necessary for
ramping up (or down) the power to meet the
requested value by the controller.
In this study the V2G capability, which implies the 
possibility of reversing the power flow, is not considered 
and the service provision is possible only by controlling 
the charging current as defined by IEC 61851 standard 
[9]. The standard defines that EVs can be controlled by 
modulating the charging current between 6 and 16 A with 
1-A steps. It also defines that EVs have to respond within
3 seconds and the current has to be limited to the set
value. Because of the previous requirements and
depending on the EV model and year of production EVs
may show different performances (i.e. the EVs response
can vary from under a second to few seconds) [10]. Since
this study focuses on synthetic inertia support, the time
response is of a crucial importance [11].
In this work three single phase EVs are employed to
provide synthetic inertia and tested in one islanded
configuration of the experimental low voltage grid
SYSLAB PowerLabDK research infrastructure.
METHODOLOGY 
Synthetic inertia in the power system could be emulated 
if the active power delivered (or absorbed) by the 
dedicated unit (EVs in this case) is controlled in inverse 
proportion to the variation of the grid frequency over the 
time (Δf/Δt) [12]. The experimental setup and power 
components are shown in Fig. 1 and detailed in the 
experimental layout.  
Power components 
The experiments are executed in the experimental 
infrastructure SYSLAB which is part of the 
PowerLabDK platform.  
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SYSLAB represents a small scale low voltage power 
system. It consists of a number of real power components 
interconnected by a three-phase 400 V AC power grid, 
distributed (more than 1 km)  over the Risø campus of the 
Technical University of Denmark [7]. SYSLAB is also 
characterized by its communication and control nodes 
allowing a strong controllability over the grid and the 
ability of employing different control architecture (e.g. 
centralized architecture, distributed architecture). The 
following components are used during the experiment: 
 Three controllable EVs: Two Nissan leaf – each
equipped with single phase 16A charger and 30kWh
lithium battery storage, both are produced in 2016
(addressed in this work as EV1 and EV3). One Nissan
e-NV200 with single phase 16A charger and 24kWh
lithium battery storage, produced in 2015 (addressed as
EV2).
 Diesel gen-set equipped with a 60 kVA synchronous
generator, capable of providing an active power output
up to 48 kW.
 A controllable resistive load, named dumpload. The
maximum load which is the sum of all the resistors is
78 kW.
All the devices are connected to the same bus-bar and the 
EVs’ initial charging level is chosen so that there is room 
to increase and decrease the charging level equally [12]. 
Fig. 1 The grid layout 
EVs Controller description 
The 3 single phase EVs are connected to the grid by 
means of 3 electric vehicle supply equipment (EVSE), 
each connected to a different phase. As the time of 
response is crucial for the synthetic inertia services and is 
dependent on the whole control loop, each EV/EVSE pair 
is controlled independently and in parallel using 
multithreading. 
The communication and control setup are shown in Fig. 2 
and detailed in [10]. 
It consists of the following components: 
 Smart Charging Controller – receives the measurements
from the power meter and sends control signals to the
EVSE.
 DEIF MIC-2 – multi instrument measurement device
for voltage, current and power measurements with 0.5%
accuracy. The device is polled every 0.2 seconds.
 DEIF MTR-3 – multi instrument measurement device
used here for fast frequency measurements.
 EVSE – Electric Vehicle Supply Equipment rated for
16A.
 EV – the 3 tested EVs.
Fig. 2 Communication and control setup 
 Grid – grid connection at the SYSLAB experimental
facility.
The smart charging controller consists of many sub-
components as described here: 
 Controller logic – reads the latest frequency
measurements from the message bus and determines the
Δf/Δt. It calculates the set-points and sends control
signals directly to the EVSE controller.
 EVSE controller – acts as an interface between the
physical EVSE and the controller logic.
 Frequency poller – acts as an interface to the frequency
measurement devices. In this case DEIF MTR-3
measurements instrument would be used for frequency
sampling every 0.2 seconds with accuracy of ±10m Hz.
 MIC-2 poller – multi instrument interface.
 Data logger – monitors the data exchange on the
message bus and logs it to the database.
 ZMQ message bus – message bus used for representing
the data exchange between the various components.
EXPERIMENTAL SETUP AND RESULTS 
The experiments are intended to test the EVs’ capability 
of providing synthetic inertia support limiting the RoCoF 
in case of load variations. The experiments are executed 
in an islanded configuration where the frequency is set by 
the diesel generator. Three test scenarios are tested, 
where the frequency variation is triggered by several load 
events. The load events include an alternate load increase 
and decrease so that over and under frequency dynamics 
can be investigated. The amplitude of the load event in 
the three scenarios is equal to 40% of the installed power 
(i.e. 20 kW), which is 80 times more compared to the 
expected load step in the European synchronous area. 
The choice of this large event is to compensate the high 
inertia value of the diesel genset (2H = 50 s), allowing for 
the EVs the time to participate with synthetic inertia 
support. The diesel’s moment of inertia is very high since 
it has been designed to operate in island mode.  
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In this study the primary frequency control is delivered 
by the diesel governor and automatically activated by the 
diesel internal controller, while the secondary frequency 
control has been disabled.  
The three test scenarios are reported below and 
summarized in Table 1: 
1) 20 kW load power steps from the dumpload to
investigate the diesel response and the frequency
behavior. No EVs are connected.
2) Load power steps with the EVs controlled by a
synthetic inertia controller (controller’s thresholds
are ±1.5 Hz/s with a deadband (DB) of ±0.8 Hz/s,
addressed as α droop).
3) Load power steps with the EVs controlled by a
synthetic inertia controller (controller’s thresholds
are ±1 Hz/s with a DB of ±0.35 Hz/s, β droop).
Table 1 Components initial conditions and controller 
parameters 
Components initial  
conditions 
EVs controller 
parameters 
Diesel 
[kW] 
Load 
[kW] 
3 EVs 
[kW] 
Thresholds 
[Hz/s] 
DB 
[Hz/s] 
Scen.1 28 28 - - - 
Scen.2 35.5 28 7.5 ±1.5 ±0.8 
Scen.3 35.5 28 7.5 ±1 ±0.35 
Scenario 1 
In this scenario only the dumpload and the diesel 
generator are connected. Since the experiments are 
performed in island configuration and the diesel governor 
is active, the scenario aims at investigating if the 
frequency dynamics are the same for the same load event. 
For example, investigating if the same load event applied 
several times implies the same frequency nadir, meaning 
a precise replicability of the conditions. It is important to 
note that the RoCoF is determined as Δf/Δt, where the 
frequency is measured every 0.2 seconds and therefore Δt 
is also 0.2 seconds. 
The grid frequency, the RoCoF and the active power of 
diesel and dumpload are presented in Fig. 3. 
Fig. 3 Grid frequency, RoCoF and the absorbed and 
generated active power 
One can notice that, the active power generation and 
consumption, respectively from the diesel and the 
dumpload, are varying with the same amplitude over the 
time. In theory this variation should case the same 
frequency change over the time. 
However, frequency nadir and zenith are not the same 
over the time. This behavior is due to the mechanical 
dynamics of the diesel and small variation in the fuel 
injection rate during each cycle. Unfortunately, this 
behavior limits the possibility of performing a precise 
comparison of the EVs effects on the RoCoF with and 
without synthetic inertia support. 
In other words, it is not possible to guarantee if the 
RoCoF improvement is due to the synthetic inertia or to 
the mechanical dynamics of the diesel. However, it is of 
high interest to investigate how EVs respond and if the 
controller and the communication infrastructure are 
properly designed rather than performing a numerical 
assessment of the frequency improvement. 
Scenario 2 
In this scenario the diesel generator, the dumpload and 
the three EVs are connected. The EVs are equipped with 
a synthetic inertia controller. The controller calculates the 
Δf/Δt and it changes the EVs’ current setpoint in function 
of the applied droop. In this study two different droops 
are considered: α (the RoCoF limits are ±1.5 Hz/s with a 
DB of ±0.8 Hz/s ) and β (RoCoF limits of ±1 Hz/s and 
DB of ±0.35 Hz/s). The two droops are RoCoF-Current 
droops and are presented in Fig. 4. The solid lines 
represent the 1-A step functions implemented in order to 
comply with the IEC 61851 standard.  
The α droop is used in scenario 2 while the β droop is 
used in scenario 3. It is important to highlight that the 
voltage regulator of the diesel tries to maintain the 
voltage equal to 230 V, therefore setting the current is 
like setting the active power.  
Fig. 4 Current – RoCoF droop characteristic 
As for scenario 1, the load events include an alternate 
load increase and decrease of the same amplitude, so that 
over and under frequency dynamics can be investigated. 
The amplitude of the load event is 20 kW. 
As it can be seen in Fig. 5, due to the mechanical 
dynamics, the large inertia value of the diesel and the 
limited number of EVs, it is not possible to appreciate 
improvements in the RoCoF. 
However, in Fig. 6 it can be seen that the EVs’ current 
setpoint is following the RoCoF variation as desired. 
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Fig. 5 Frequency and RoCoF dynamics and the 
absorbed and generated active power 
Fig. 6 EV’s current setpoint sent by the controller and 
the EV’s measured current 
This variation can also be seen in Fig. 7, which shows a 
zoom of two consecutive load steps. In Fig. 7 only EV1’s 
current is shown. The delay between the current setpoint 
and the absorbed one depends on the EV model and the 
year of production, in this case it is in the range of 
200÷400 ms.  
Fig. 7 RoCoF and EV’s current 
Scenario 3 
This scenario aims at demonstrating the importance of 
choosing the appropriate controller’s thresholds as well 
as the DB. In this scenario the authors decided to apply a 
higher gain and a smaller DB, namely β droop, to show 
that on the contrary of the synchronous inertia, synthetic 
inertia might lead to unstable frequency behaviour if the 
controller is not well tuned. The results are shown in Fig. 
8 and Fig. 9, which show the frequency, the RoCoF and 
the absorbed and generated power. 
Fig. 8 Frequency and RoCoF and the absorbed and 
generated active power 
Fig. 9 EV’s current setpoint sent by the controller and 
the EV’s measured current 
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On the contrary of the previous scenario, one can notice 
that the RoCoF is larger which it can be also appreciated 
from the EVs’ current setpoint. To prove so, the standard 
deviation for frequency and RoCoF for scenario 2 and 3 
is calculated.  
For scenario 2, it is equal 0.15 Hz and 0.32 Hz/s 
respectively, versus 0.19 Hz and 0.39 Hz/s for scenario 3. 
To be mentioned, the grid frequency change and RoCoF 
are relatively limited due to the diesel large inertia. The 
smaller dead band and the higher gain induce more 
frequent changes in the current setpoint.  
One can notice that, due to the different models and 
production year among the EVs, EV2 founds difficulty in 
following the setpoint as shown in Fig. 9. This difference 
can be seen as under or overshooting of the measured 
current as well as a delay between the current setpoint 
and the measured current. 
CONCLUSION 
The analysis showed the EVs’ capability of providing 
synthetic inertia support. An experimental islanded 
microgrid has been set, and three series produced EVs 
have been controlled relying on synthetic inertia 
controllers. It was shown that on the contrary of 
synchronous inertia, more synthetic inertia (achieved by a 
higher gain and smaller dead band) does not guarantee a 
slower RoCoF and more stable behavior. Contrarily, the 
experiment showed that the higher gain and the smaller 
DB imposed the EVs to change the current set-point more 
frequently leading to faster RoCoF. The experiments 
demonstrated also that even if the EVs are all equipped 
by the same controller and the same standard (IEC 
61851), they do not follow the setpoint in the same 
manner. 
Further experiments will be carried out employing a 
higher number of EVs to appreciate more their effect on 
the RoCoF in case of high inertia system as well as low 
inertia system. Future work will also focus on comparing 
fast frequency control with synthetic inertia and on the 
capability of EVs in providing those two services. 
Namely, employing some EVs for fast frequency control 
and others for synthetic inertia. Consequently, testing the 
capability of providing synthetic inertia and fast 
frequency control from the same unit 
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Abstract—A number of jurisdictions across the world are
committed to reducing their carbon emissions. A key route to
decarbonisation is by raising the share of renewable generation.
However, this will result in reduction of the system inertia and
consequently deterioration of frequency stability. Fast acting
reserve (FAR) is seen as a possible solution. Various approaches
concerning the control of FAR (e.g. frequency gradient and
frequency deviation based triggering) have previously been pro-
posed. There is however a lack of clarity regarding the volume
of FAR that can potentially compensates for reduction in system
inertia. This paper carries out a quantitative assessment of FAR
to limit the rate of change of frequency. All island power system
of Ireland is adopted as a test case for analysis. The study
concludes that FAR can mitigate the RoCoF and it presents
also the quantitative relationship between FAR and conventional
inertia which depends on system conditions.
Index Terms—Fast acting reserves, Frequency stability, Low
carbon system, Synthetic inertia.
I. INTRODUCTION
The increasing share of distributed and inertia-less resources
entails an increase upsurge in the requirement for balancing
and system stabilisation services. The reduction of system
inertia has mainly two implications with regards to system
frequency stability: 1) Faster rate of change of frequency
(RoCoF) - resulting in possible tripping of grid components,
especially embedded renewable generation, conventional gen-
eration pole slipping and cascade tripping. 2) Higher frequency
deviations (nadirs/zeniths) potentially leading to load shedding
and in worst cases, system collapse. Moreover, the high
volatility of renewable energy sources (RES) contributes to
the frequency stability issue by changing the grid inertia over
time and increasing the need for better planning due to higher
uncertainty.
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(DTU) and is supported by the EU FP7 project ELECTRA (grant: 609687)
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Various transmission system operators (TSOs) with limited
AC interconnection have identified these issues to be of critical
significance and have initiated mitigation measures. For exam-
ple, the synchronous power system of the Republic of Ireland
and Northern Ireland has an operational constraint of a min-
imum of 20000 Megawatt-seconds (MWs) of kinetic energy
stored in rotating masses of the system, generally addressed as
system inertia floor, which is the sum of each machine’s rated
power time relative inertia constant H (EK =
∑n
i=1HiSi
[MWs]) [1]. Instead of maintaining a minimum inertia floor,
such as 20000 MWs, authors in [2] propose an economic
dispatch strategy to dynamically calculate the minimum inertia
level, leading to reduced inertia requirement in some cases,
which still needs to be maintained by conventional plants. The
Hydro-Quebec Transenergie’s (HQT) transmission connection
requirement stipulates in detail that wind power plants must
be equipped with an inertia emulation system. HQT is now in
the process of procuring and validating manufacturers’ models
integrating inertia emulation features [3]. Due to the high
share of inertia-less resources, National Grid, UK TSO is
procuring fast reserves to provides the rapid delivery of power
through either increased output from a generator or a reduction
in consumption from demand sources, to control frequency
changes that might arise from sudden, and sometimes unpre-
dictable, changes in generation or demand [4]. The Electric
Reliability Council of Texas (ERCOT) recognises the need
for a fast frequency response service (full response delivered
within 0.5 seconds) to changing frequency to supplement the
inherent inertial response from synchronous machines and
thus helping with the implications of low system inertia.
ERCOT also recognise the need of synthetic inertia response
from inverter based wind turbines [5]. On the other hand,
Energinet, the Danish TSO, have started to investigate the
effect of synchronous condensers in mitigating the RoCoF and
enhancing the frequency stability [6].
However, one can notice that the various solutions previ-
ously mentioned and employing inverter connected resources
(e.g. energy storage, wind turbine etc..) do not define the
quantitative relationship between MW of reserve and the
correspondent MWs of synchronous inertia that those will be
able to replace. For example, how much MW of fast acting
reserve (FAR) will compensate for the reduction of 1 MWs of
synchronous inertia?
This work aims at investigating the ability of non-
synchronous fast reserves to replace generators’ inertia and
assessing the quantitative relationship between FAR (MW)
units (e.g. energy storage systems) and MWs of synchronous
inertia. In this study, the FAR units are represented by a single
equivalent unit which represents an aggregated number of units
of the same characteristics (e.g. same response time). Two
different control mechanisms are investigated, RoCoF based
control, addressed further as synthetic inertia control (SIC) and
frequency deviation based control, addressed as fast frequency
control (FFC) [7], [8]. The analysis is applied on an equivalent
model of the Republic of Ireland and Northern Ireland power
system.
II. METHODOLOGY
A. Mathematical background
During any disturbance that causes an imbalance between
the torques acting on the rotor (i.e. active power imbalance
between generation and consumption), the net torque causing
acceleration or deceleration is Ta = Tm−Te, where Tm is the
mechanical torque applied on the rotor and Te is the electrical
torque on the rotor. The simplest model of electro-mechanical
swings in a power system is based on the so called swing
equation [9]:
Ta = Tm − Te = J dωm
dt
(1)
where J is the combined moment of inertia of the generator
and the turbine (kgm2), and ωm is the angular velocity of the
rotor (rad/s).
Formulating the swing equation as in [7], it can be expressed
as:
dω¯e
dt
=
T¯m − T¯e0 − (KD + KFCC)∆ω¯e
2H + KSIC
(2)
where ω¯e is the angular velocity of the electrical rotor, KD
is a damping factor in per unit (pu), KFFC and KSIC are
the FFC and SIC proportional control coefficients respectively
and H is the inertia constant.
One can notice that FFC and SIC can affect the RoCoF
variation during the transient. Note that due to the response
time of FFC and SIC and the power ramp-rate limitations of
the used resource (e.g. battery ramp-rate), it turns out to be
a complex time-variant term. However, the presented swing
equation shows clearly that mitigating the impact of power
imbalances in terms of RoCoF can be achieved by increasing
the system rotational inertia H , employing fast reserves with
RoCoF based control and/or with frequency deviation based
control.
B. System model and generating units
A single busbar equivalent model of the All Island Power
System (AIPS), which is the synchronized power system
linking the Republic of Ireland and Northern Ireland, has been
considered as the study case system [10]. The AIPS system
projected for the year 2020, and developed as a single bus
bar dynamic mode1, has been employed to assess system
frequency stability. This model is further addressed as the
Single Frequency Model (SFM). The AIPS is an islanded
system with two HVDC connections to Great Britain. An
overview of the system installed capacity is represented in
Table I. The system has a total dispatchable power of 10064
MW [11].
TABLE I
THE AIPS INSTALLED CAPACITY AND LOAD
Fuel Type Installed capacity
Gas and/or distillate oil 6249 MW
Pumped storage hydro 292 MW
Milled peat and biomass 346 MW
Coal and/or Heavy fuel oil 1961 MW
Hydro 216 MW
DC interconnector 1000 MW
All Wind (partially/Non-dispatchable) 5000 MW
Peak load 6900 MW
The SFM is specifically used to examine the frequency
behavior of the power system following the loss of the largest
single infeed (LSI). The model had been previously developed
on MATLAB/SIMULINK platform and more details can be
found in [12]. The SFM employs a single bus which concen-
trates on the energy imbalance of the power system ignoring
any of the transmission characteristics. The model assumes
a single busbar and represents the dynamic interactions of
turbines, governors, boilers and load. This model has been
developed over many years for the power system of Ireland and
Northern Ireland and has been validated based on manufacturer
data and real event traces to provide accurate traces of the
overall system frequency response in the first 30 s following
significant generation/demand imbalance events [13], [14].
The model includes all the generators present in the AIPS fed
by any desired dispatch. All generation units are assumed to
be grid code compliant with droop settings of approximately
4%. Individual plant’s characteristics such as plant inertia are
based on data provided by the manufacturers. Fixed speed
(FS) wind turbines and variable speed (VS) wind turbines are
modelled separately to recognize the inertia contribution from
the fixed speed turbines. A schematic layout of the single bus
frequency model is shown Figure 1. The Plexos production
cost modelling tool was used to simulate hourly dispatch
schedules for the year 2020 [10]. Key assumptions of the
Plexos 2020 model include:
• Installed wind generation of 5 GW.
• System peak load of 6900 MW.
In this study, 780 dispatches representative of different
operational scenarios are used.
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Figure 1. The single frequency model representation
C. Methodology
This study applies a bottom-up inductive approach for anal-
ysis of quantitative evaluation of synchronous inertia which
can be potentially replaced by a specified magnitude of fast
acting reserves. The inductive approach provides systematic
set of procedures for analyzing data that can produce reliable
and valid findings. The study employs two different control
mechanism for FAR, namely SIC and FFC. The method
consists in: firstly, examining the RoCoF following the loss
of the LSI. Secondly, in removing one conventional plant and
its associated inertia which it gets substituted with FAR. An
equivalence is established when the RoCoF value from the pre-
plant removal and post FAR addition equalize. This process
will be done over a large number of dispatches. A flow chart of
the applied method is presented in Figure 2 and the following
procedure is applied:
1) Firstly, apply a simulated system dispatch (e.g. dispatch
A) to the SFM and evaluate the system frequency and
RoCoF following the loss of the LSI.
2) Dispatch A is modified by firstly removing a conven-
tional plant and its associated inertia and secondly by
redispatching the power of the removed plant over the
remaining ones (dispatch A’). The LSI must remain the
same as in dispatch A.
3) Add FAR reserves to the modified dispatch to compen-
sate for the removed inertia. An equivalence between
MW of FAR and MWs of synchronous inertia is es-
tablished when the maximum average RoCoF from the
pre-plant removal and post FAR addition equalize.
Dispatch A
SM1: 10 MW
SM2: 10 MW
SM3: 10 MW
SM4: 30 MW
SFM
RoCoF A' ≤ RoCoF A
RoCoF A
Dispatch A'
SM1: 15 MW
SM2: 15 MW
SM3: 10 MW
SM4: 30 MW
SFM RoCoF A’
Add FAR No
Equivalent MW 
to replace a 
certain MWs
Yes
Figure 2. Applied methodology flow chart
It has been decided to calculate the RoCoF over a 500 ms
moving window similar to the RoCoF relays’ requirements in
the Irish grid code [1].
The control diagram of the SIC and FFC are represented
in Figure 3-a and Figure 3-b, respectively. The proportional
control (KSIC and KFFC) are calculated through an iteration
process to determine the needed amount of reserves able to
compensate for the reduced synchronous inertia as previously
explained in the methodology. The fast acting reserves’ dy-
namics are represented through a transport delay and first order
delay. The two values are determined based on various stud-
ies and energy storages’ datasheets [15], [16]. For example,
Sodium Sulphur batteries (NaS) are characterized by their fast
response time and as claimed by certain manufactures, the
response time is within 1 ms [17] .
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Figure 3. SIC and FFC control diagram
III. RESULTS
Four different scenarios are analyzed. In the Four scenarios
the system response is triggered by the loss of the LSI
which varies over the different dispatches. In the following
an overview of the different scenarios is presented:
• Sceanrio 1: The first scenario investigates the ability of
SIC and FFC in mitigating the RoCoF and their effects on
the system stability. Applying the proposed methodology,
the scenario presents the performance of the two control
mechanisms when two different dispatches are applied,
respectively, high inertia and low inertia dispatches.
• Scenario 2: Using more than 700 dispatches and applying
the proposed methodology, the second scenario deter-
mines the relation between MW of FAR and MWs of
equivalent synchronous inertia.
• Scenario 3: The third scenario carries out a sensitivity
analysis of the FAR’s response time. It highlights the
response time’s effects on the system stability and on
the relation between MW and MWs. Response times of
50 ms, 100 ms and 150 ms are used.
• Scenario 4: The fourth scenario carries out a sensitivity
analysis of the deadband applied on the control signal.
The following values are used for FFC: 80 mHz, 120
mHz and 300 mHz. Similarly, for the SIC the following
values are used: 80 mHz/s, 120 mHz/s and 300 mHz/s.
A. Scenario 1
The first scenario analyses the capability of FFC and SIC
in limiting the RoCoF and their effects on the system stability.
The following deadbands are used 80 mHz and 80 mHz/s
for FFC and SIC, respectively and 50 ms response time is
applied. Using as a metric the system inertia, two different
dispatches are investigated, high inertia case and low inertia
case, respectively 36855 MWs and 16649 MWs. It should be
noted that AIPS is currently not operated with such a low value
of inertia. However, these values are considered low or high in
relation to the AIPS. To be noted, the SFM does not consider
the loads’ inertia contribution and therefore the system inertia
is composed only by the generations’ inertia.
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Figure 4. System frequency and RoCoF High inertia
As previously demonstrated in equation (2), Figure 4 shows
the ability of the two controllers in mitigating the RoCoF.
Due to the different control approaches (i.e. SIC and FFC)
and the applied deadbands, different amounts of MW were
needed to replace the same amount of MWs of synchronous
inertia, this point will be further addressed in Scenario 2
and 3 employing more dispatches. One can notice that the
FFC required roughly the double amount of MW compared
to SIC which is due to the different deadbands. In fact,
employing 80 mHz deadband for a high inertia case where
the frequency deviation is relatively small, it delays the FFC
participation. Due to this effect, the FFC starts responding
when the frequency deviation is larger compared to the start
point of SIC and therefore it requires a larger amount of MW.
Applying 50 mHz deadband for the same study case, the FFC
required only 63 MW of active power opposed to 108 MW
with 80 mHz deadband.
The study does not aim at improving the system frequency
(i.e. in terms of nadir and steady state value), however, one
can notice the better performance of FFC compared to the
SIC. In other words, the employment of FFC for mitigating the
RoCoF will implicitly support the system frequency improving
the overall system stability. In fact, Figure 4 shows that FFC
continue to deliver power even after the mitigation of the
RoCoF since it is a frequency deviation based control.
49.5
49.6
49.7
49.8
49.9
50
Fr
eq
ue
nc
y 
(H
z)
Low Inertia Case
-0.6
-0.4
-0.2
0
0.2
R
oC
oF
 (H
z/s
)
0 5 10 15 20
Time (s)
0
50
100
150
200
250
Ac
tiv
e 
Po
w
er
 (M
W
)
Base Case
Reduced inertia
SIC
FFC
Figure 5. System frequency and RoCoF Low inertia
In the case of low generation inertia (i.e. 16649 MWs),
Figure 5 shows the ability of FFC and SIC in mitigating
the maximum average RoCoF value by compensating for the
reduced generation’s inertia. Due to the system low inertia,
the frequency deviation was larger and steeper which led to
faster activation of the FFC compared to the high inertia case.
However, the FFC still requires a larger amount of MW to
compensate for the reduced generators’ inertia compared to
the SIC. To be noted, also in this case the SIC was triggered
before FFC due to the different deadband
B. Scenario 2
In the second scenario 780 dispatches are used. It aims at
defining the relationship between 1 MW of FFC (or SIC) and
MWs of synchronous inertia.
Applying the previously proposed methodology over the
various dispatches, Figure 6 shows the relationship between
MW to MWs and maximum average RoCoF (i.e. measured
over 500 ms) for the FFC control approach. The Y axis
represents the MWs that can be replaced by 1 MW of FFC
while the X axis represents the pre-contingency maximum
average RoCoF following the loss of the LSI. The blue dots
are the different dispatches. On one hand, the relation between
MW to MWs is not constant over the different dispatches,
however one can see a clear trend between the MW to MWs
and the system maximum average RoCoF. Using MATLAB’s
fitting algorithm, it was possible to determine the 3rd order
polynomial regression among the different dispatches, repre-
sented by the following function: y = −3.3e03x3−3.8e03x2−
1.4e03x− 1.2e02.
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Figure 6. Relationship between MW/MWs and RoCoF FFC
One can notice that for low inertia cases and/or larger infeed
loss (i.e. fast RoCoF), the equivalent MWs of inertia that can
be substituted with 1 MW of FFC is getting lower. On the other
hand, due to the applied deadband as shown and explained in
Scenario 1, for high inertia cases and/or small infeed loss, the
equivalent MWs of inertia to 1 MW of FFC is also getting
lower.
Similarly, the same study was applied on the SIC controller.
Figure 7 shows the relation between MWs to MW and the
system maximum RoCoF for the SIC control approach. The
same dispatches are used.
Likewise the FFC, for low inertia cases and/or larger infeed
loss (i.e. fast RoCoF), the equivalent MWs of inertia that can
be substituted with 1 MW of SIC is lower than for high inertia
cases. On the contrary, for high inertia cases the equivalent
MWs of inertia to 1 MW of SIC is not decreasing as for FFC.
This behavior is due mainly to the different deadband between
the two controllers. In other words, the 80 mHz/s deadband
does not limit the SIC participation as the 80 mHz for FFC.
C. Scenario 3
To better understand the effects of the fast acting reserves’
time response on the relation between MW and MWs and
on the overall system stability, a sensitivity analysis of the
device’s response time is carried out. The following time
delays (i.e. response time) are applied: 50 ms, 100 ms and
150 ms. The chosen values are inspired from different energy
storage manufactures’ data sheet [15]–[17].
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Figure 8. Response time sensitivity analysis - FFC
Figure 8 shows the time delay effect on the relationship
between MW and MWs when FFC is applied. It can be
noticed that the larger response time reduced the FFC effects
on mitigating the RoCoF leading to the need of larger reserves.
However, in some dispatches, the larger response time led to
frequency oscillations and therefore no solution was found
In fact, due to the delay, the controller is acting on system
conditions that were occurring for example 150 ms in the past
and not on the current conditions [18]. For dispatches with
high inertia and/or small infeed loss, employing 150 ms delay
with the 80 mHz deadband, the controller was not able to
mitigate the maximum average RoCoF since it was occurring
before the unit’s response (i.e. represented by zero on the
x axes). Figure 8 points out that the units’ characteristics
(e.g. response time, ramp rate etc...) will influence the 3rd
order regression and therefore the method needs to be applied
for each group of units of certain characteristics allowed to
participate in this grid service.
Similarly to the FFC, Figure 9 shows the time delay effects
when the SIC is applied. Also in this case, the larger response
time reduced the effect of SIC in improving the RoCoF, which
it can be seen from the 3rd order polynomial regressions of
the three utilized response times.
Due to the different deadband used by the two controllers,
SIC was able to participate in mitigating the RoCoF for all the
tested dispatches. On the other hand, applying SIC, the system
was more vulnerable to oscillation in a much higher number
of dispatches compared to FFC and the larger response time
has amplified the amplitude of the oscillation.
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Figure 9. Response time sensitivity analysis - SIC
D. Scenario 4
To better investigate the effects of the used deadband on
the controllers’ performance and on the relation between MW
and MWs, this scenario carries out a sensitivity analysis
on the deadband applied on the control signal. Since this
study assumes that this inertia service is a contingency based
service, it has been decided to use deadband values relatively
larger than the frequency deadband present on conventional
generators and interconnectors established by the grid code
[19]. For example, Republic of Ireland’s grid code requires
that a frequency deadband of no greater than +/- 15 mHz may
be applied to the operation of the governor control system
[20]. In this study the following deadband values are used for
FFC: 80 mHz, 120 mHz and 300 mHz. Similarly, for the SIC
the following deadband values are used: 80 mHz/s, 120 mHz/s
and 300 mHz/s.
Fig. 11 shows that the larger deadband reduced the effects of
FFC in mitigating the RoCoF. Employing 120 mHz deadband,
for high inertia cases and/or small infeed loss, the controller
was not able to influence the maximum average RoCoF since
it was occurring within the applied deadband. Applying 300
mHz deadband, FFC was not able to participate in any of
the dispatches since all the congestions were occurring within
the deadband. On one hand, employing a large deadband will
limit the FFC participation to large congestion cases avoiding
its activation following normal load change On the other hand,
Fig. 11 points out that employing a large deadband will reduce
the equivalent MWs that can be replaced by 1 MW of FFC as
might also make the controller completely useless as the case
with 300 mHz deadband.
Fig. 12 shows that the larger deadband reduces the equiv-
alent MWs that can be replaced by 1 MW of SIC. For
low inertia cases and/or larger infeed loss (i.e. fast RoCoF),
one can notice that applying 120 mHz/s deadband, the SIC
performance did not differentiate so much from 80 mHz/s
deadband. On the other hand, employing 300 mHz/s deadband
limited the SIC participation for the majority of dispatches and
imposed oscillation for the remaining ones.
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IV. DISCUSSION
This study investigated the ability of FFC and SIC in
mitigating the RoCoF and compensating for the system inertia
reduction. To allow a generic result and to guaranty the
applicability of the methodology on any system and by any
FAR unit, a technology neutral approach was applied. It
aims at allowing any technology that is capable of providing
this service to be eligible. For example, this service may
be provided by technologies such as HVDC interconnectors,
energy storages and other emerging technologies. To be noted,
the proposed methodology has been tested on an equivalent
model of the Republic of Ireland and Northern Ireland power
system but that does not limit its applicability on other systems
since no direct connection between the equivalent model and
the methodology is present.
The application of the presented methodology can assess
the system operator in increasing the penetration of renewable
energy by reducing the inertia floor while respecting the grid
code constraint of maximum RoCoF. For example, during
the dispatch phase, the system operator knows the maximum
RoCoF by knowing the generation inertia and the LSI. Having
access to the 3rd order polynomial regression, the operator will
thus be able to find the relationship between MW and MWs
and therefore he will be able to replace the desired amount of
MWs by FFC or SIC.
The analysis showed that with the tested deadbands and
response times, 1 MW of SIC was able to compensate for
a higher amount of MWs compared to FFC. On the other
hand it showed that SIC has a higher probability in leading
to system oscillation compared to FFC. It also showed that
FFC was able to improve the frequency nadir and the steady
state value improving the overall system stability. However, it
should be noted that although FAC can replace inertia from
conventional plant, they are still need for synchronous torque
and voltage stability. In fact, FAC will need to be used in
conjunction with other technologies (e.g. rotating condensers)
for large scale integration.
V. CONCLUSION AND FUTURE WORKS
This work showed the ability of fast acting reserves in
mitigating the RoCoF when such reserves are controlled by
frequency deviation based control or by RoCoF based control.
Exploiting more than 700 simulated dispatches of the All
Island power system, it was possible to define an analytical
relationship between MW of reserve and MWs of synchronous
inertia for the two applied control mechanisms (i.e. FFC and
SIC). Future work will consider the activation of the reserves
based on a threshold to analyse the effects and possibility
of mitigating the RoCoF through a threshold based control
using both FFC and SIC. Further analysis will also analyse the
effects of measuring the RoCoF over a different time window
on the controllers’ performance and the frequency stability.
Also, various control technique such as hysteresis control will
be investigated to understand and counteract the frequency
oscillation due to the implementation of the two controllers.
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