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Abstract
This work is based on high-order “filtered scheme”. Recently filtered scheme
has been introduced to solve some first order Hamilton-Jacobi equations. In this
paper, we aim to solve some linear and non-linear partial differential equations
by a high order filtered scheme. The proposed filtered scheme is not monotone
but still satisfies some ǫ-monotone property with a convergence result and with
precise error estimate also has been proven. We will present filtration of different
scheme for some linear and non-linear partial differential equations in several
dimensions.
Keywords: Hamilton-Jacobi equation, high-order schemes, ǫ-monotone
scheme, semi-Lagrangian schemes, viscosity solutions.
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1. Introduction
In this paper, we aim to solve first order time dependent partial differen-
tial equations (PDEs) in particular hyperbolic conservation law and Hamilton-
Jacobi (HJ) equation by high-order filtered scheme. It is well known that, in
1D, there is a strong link between time-dependent HJ equations and hyperbolic5
I
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conservation laws. To be more precise, the viscosity solution of the evolutive HJ
equation is the primitive of entropy solution of the corresponding conservation
law. Due to this link several schemes have been developed to solve hyperbolic
conservation law (see references [8],[12],[13],[14]) and many of them extended for
HJ equations. For instance, well-known high-order essentially non-oscillatory10
(ENO) scheme have been introduced by A. Harten et al. in [15] for conservation
laws, and then extended to HJ equation by Osher and Shu [17]. ENO schemes
have been shown to have high-order accuracy numerically however no general
convergence results are available. The interest for these schemes is due to the
fact that they should be high-order accurate if they converge. In [2], Barles15
and Souganidis have given a general frame work for the convergence of approx-
imated solution towards the viscosity solution under generic monotonicity, sta-
bility and consistency assumptions. Recently filter scheme has been introduce
in [11] to solve Monge-Ampere equation, and adapted for the stationary and
time-dependent first order HJ equations in [3, 16, 4, 18]. Proposed scheme in [4]20
is written in explicit time marching form (“fully explicit” schemes) which is well
adapted to time-dependent equations, while the setting of [11] or [16] can be
better adapted to solve stationary equations. In our work, we follow the filtered
scheme from [4]. This framework enables the development of simple schemes
that have high-order consistency in both space and time. Filter can stabilize25
an unstable scheme and achieves higher-order accuracy. It is well known by the
Godunov theorem that monotone scheme can atmost first order hence one has to
look for the non-monotonicity. Then it is difficult to combine non-monotonicity
and converges to the viscosity solution. In [4], convergence results and the error
estimate have been proved for stationary and time-dependent HJ equations.30
In this paper, we present several examples with filtration of different schemes
up to 3D. For the monotone scheme we will use semi-Lagrangian (SL) schemes
(by Courant, Isaacson and Rees [6]) and finite difference scheme (by Crandall
and Lions in [8] with the convergence result) for HJ equations. For high-order
scheme we will use second and third order schemes. We will compare the pro-35
posed filtered scheme with the high-order scheme used in filtration and ENO
2
scheme via several numerical tests up to 3D.
Organization of paper. In Section 2, we will present the model problem and
recall filtered scheme from [4] with the limiter. In Section 3, we will present
some numerical examples of second and third order filtered scheme upto three-40
dimensions. In section 4, we will conclude and finally Appendix 5 contains some
theoretical outline.
2. Filtered scheme
We recall the filtered scheme from [4] for the following model problem:
∂tv +H(x,∇v) = 0, (t, x) ∈ (0, T )× R
d (1)
v(0, x) = v0(x), x ∈ R
d, (2)
the typical assumptions on Hamiltonian H and the initial data v0(x) are:45
A1. H(·, ·, ·) is uniformly continuous in all the variables.
A2. H(x, v, ·) is convex and coercive.
A3. H(x, ·,∇v) is monotone.
A4. v0(x) is Lipschitz continuous
The above assumptions guarantee existence and uniqueness in the framework50
of weak solutions in viscosity sense [1, 7]. For simplicity, we present scheme in
1D and can be easily adapt to the higher dimension (filtered scheme for 2D has
been presented in [18]). The basic idea of filter scheme is the combination the
of low order and high-order scheme. This allows us to construct finite difference
schemes which are easy to implement and behave like a monotone scheme in55
the singular region and as a high-order scheme where the solution is smooth.
We use the discontinuous filter function which has been used in [16, 4, 18] for
which the filtered scheme is still an “ǫ-monotone” scheme (see (17)). In our case,
we justify the use of this discontinuous filter to obtain a high order numerical
behaviour of the scheme in the L∞ norm. We observe that using instead the60
continuous filter initially introduced in [11] leads to only first order behaviour
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although for steady equations both filter gives similar results.
Discretization: Let ∆t > 0 be a time step (in the form of ∆t = T
N
for some
N ≥ 1), and ∆x > 0 be a space step. A uniform mesh in time is defined by
tn := n∆t, n ∈ [0, . . . , N ], and in space by the nodes xj := j∆x, j ∈ Z. Hence65
the filtered scheme (for more details see [4]) is then defined as
un+1j ≡ S
F (un)j := S
M (un)j + ǫ∆tF
(
SA(un)j − S
M (un)j
ǫ∆t
)
, (3)
where ǫ = ǫ∆t,∆x > 0 is a parameter satisfying
lim
(∆t,∆x)→0
ǫ = 0. (4)
Where SM is a monotone scheme here we will consider two cases for the mono-
tone schemes.
• Case 1: SM is based on a first order finite difference scheme [8]. Hence the70
monotone finite difference scheme written as
SM (un)j := S
M (un)(xj) := u
n
j −∆t hM (xj , D−unj , D+unj ), D±unj := ±
unj±1 − unj
∆x
, (5)
where hM is numerical monotone Hamiltonian which satisﬁes following properties:
A5. hM is a Lipschitz continuous function.
A6. (consistency) ∀ x, p, hM (x, p, p) = H(x, p).
A7. (monotonicity) for any functions u, v, such that u ≤ v =⇒ SM (u) ≤ SM (v).75
Consistency property (A5) with (A6) implies that for any v ∈ C2([0, T ] × R), there
exists a constant CM ≥ 0 independent of ∆x such that∣∣∣∣hM (x,D−v(x),D+v(x))−H(x, vx)
∣∣∣∣ ≤ CM∆x‖∂xxv‖∞. (6)
Hence the consistency error estimate:
ESM (v)(t, x) :=
∣∣∣∣v(t+∆t, x)− S
M (v(t, .))(x)
∆t
− (vt(t, x) +H(x, vx(t, x)))
∣∣∣∣
≤ CM
(
∆t‖∂ttv‖∞ +∆x‖∂xxv‖∞
)
. (7)
Remark 2.1. Assuming (A5), it is easily shown that the monotonicity property (A7)80
is equivalent to that hM = hM (x, p−, p+) satisfies, a.e. (x, p−, p+) ∈ R3:
∂hM
∂p−
≥ 0, ∂h
M
∂p+
≤ 0, (8)
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(also denoted hM = hM (·, ↑, ↓)), and the CFL condition
∆t
∆x
(
∂hM
∂p−
(x, p−, p+)− ∂h
M
∂p+
(x, p−, p+)
)
≤ 1. (9)
When using finite difference schemes, it is assumed that the CFL condition (9) is
satisfied, and that can be written equivalently in the form
c0
∆t
∆x
≤ 1, (10)
where c0 is a constant independent of ∆t and ∆x.85
Case 2: SM based on a semi-Lagrangian (SL) scheme. Let I1[u] denote the P1-
interpolation of a function u in dimension one on the mesh G = {xj}, i.e.
I1[u](x) =
xj+1 − x
∆x
uj +
x− xj
∆x
uj+1 for x ∈ [xj , xj+1] (11)
Then the SL scheme for (1) is
un+1j = min
a∈R
{I [un](xj − a∆t)∆tH∗(a)}, (12)
where H∗(p) = supp∈R {p · q −H(p)} is the Legendre-Fenchel conjugate ([5, 9]). SL
approximation mimics the method of characteristics looking for the foot of the char-90
acteristic curve passing through every node, and following this curve for a single time
step. Above SL scheme with P1-interpolation is monotone stable and works for the
large Courant number and for more details we refer reader to see [10].
• SA is a high-order scheme. We consider an iterative scheme of “high–order” in the
form written as95
SA(un)(x) = un(x)−∆thA(x,Dk,−un(x), . . . , D−un(x),D+un(x), . . . , Dk,+un(x)), (13)
where hA corresponds to a “high-order” numerical Hamiltonian, we assume that
A8. hA is Lipschitz continuous.
Dℓ,±u(x) := ±u
n(x± ℓ∆x)− un(x)
∆x
for ℓ = 1, . . . , k.
To simplify the notation we may write (13) in the more compact form
SA(un)(x) = un(x)−∆thA(x,D±un(x)) (14)
even if there is a dependency on ℓ in (Dℓ,±un(x))ℓ=1,...,k.
The high-order consistency implies, for all ℓ ∈ [1, . . . , k], and for v ∈ Cℓ+1(R),∣∣∣∣hA(x, . . . ,D−v,D+v, . . . )−H(x, vx)
∣∣∣∣ ≤ CA,ℓ‖∂ℓ+1x v‖∞∆xℓ.
5
(Centered scheme) A typical example with k = 2 is obtained with the centered TVD
(Total Variation Diminishing) approximation in space and the Runge-Kutta 2nd order100
scheme in time (or Heun scheme):
S0(u
n)j := u
n
j −∆tH(xj,
unj+1 − unj−1
2∆x
), SA(u) :=
1
2
(u+ S0(S0(u))) (15)
• F is the ﬁlter function. We consider the following ﬁlter function which has been
introduce in [16, 4] and used in [18]:
F (x) := x1|x|≤1 =


x if |x| ≤ 1,
0 otherwise.
(16)
The idea of ﬁlter function is to keep the high–order scheme when |hA − hM | ≤ ǫ
(because then |SA − SM |/(τǫ) ≤ 1 and SF = SM + τǫF (SA−SM
τǫ
) ≡ SA), whereas105
F = 0 and SF = SM if that bound is not satisﬁed, i.e., the scheme is simply given by
the monotone scheme itself.
Filtered scheme is “ǫ-monotone” in the sense that
uj ≤ vj , ∀j, ⇒ SF (u)j ≤ SF (v)j + ǫτ ‖F‖L∞ , ∀j. (17)
with ǫ→ 0 as (∆t,∆x)→ 0. This implies the convergence of the scheme (see Appendix
5) by Barles-Souganidis convergence theorem (see [2]).110
2.1. Adding a limiter
Furthermore, It has been already mentioned in [4] that in case of nonlinear PDEs
when we ﬁltered high-order scheme with the monotone scheme then ﬁltered scheme
switches back to ﬁrst order after a few time steps. Then a limiting process has been
introduced in [4] to obtain high order accuracy and that is made precise in the case115
of front-propagation models. This limiting process was not needed in [11, 16] for
the treatment of steady equations. Filtered scheme may let small errors occur near
extrema, when two possible directions of propagation occur in the same cell. This is
the case for instance near a minima for an eikonal equation. In order to improve the
scheme near extrema, we used the same limiter which was proposed in [4]. It will be120
needed only at extrema. We recall the limiter from [4]. Let us consider the case of
front propagation, i.e., equation of type (1), with the following Hamiltonian
H(x, vx) = max
a∈A
(
f(x, a)vx
)
(18)
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In the one-dimensional case, the cell centered in xj may need a correction if there
is a local minima and if
mina f(xj , a) ≤ 0 and maxa f(xj , a) ≥ 0. (19)
We decide to “mark” such cells. For a marked cell, the numerical solution should un+1j125
not go below the local minima around the point, i.e., we want
un+1j ≥ umin,j := min(unj−1, unj , unj+1), (20)
and, in the same way, we want to impose that
un+1j ≤ umax,j := max(unj−1, unj , unj+1), (21)
as it would be the case in order to have the L∞ stability for an advection equation. If
we consider the high-order scheme to be of the form un+1j = u
n
j −∆thA(un), then the
limiting process amounts to saying that
hA(un)j ≤ hmaxj :=
unj − umin,j
∆t
and hA(un)j ≥ hminj :=
unj − umax,j
∆t
.
This amounts to deﬁne a limited h¯A such that

h¯A(un)j := min
(
max(hA(un)j , h
min
j ), h
max
j
)
, if (19) holds at mesh point xj ,
h¯Aj :≡ hAj otherwise.
Then the ﬁltering process is the same, using h¯A instead of hA in the deﬁnition of SF .
For two dimensional equations a similar limiter could be developped in order to130
make the scheme more eﬃcient at singular regions. However, for the numerical tests
of the next section (in two and three dimensions) we will simply limit the scheme by
using an equivalent of (20)-(21). Hence, instead of the scheme value un+1ij = S
A(un)ij
for the high–order scheme, we will update the value by
un+1ij = min(max(S
A(un)ij , u
min
ij ), u
max
ij ), (22)
where uminij = min(u
n
ij , u
n
i±1,j , u
n
i,j±1) and u
max
ij = max(u
n
ij , u
n
i±1,j , u
n
i,j±1). Moreover,135
the ﬁltered scheme (3) needs the use of a ﬁltering parameter “ǫ” that must be chosen
in order to switch between the high-order scheme and the monotone scheme in a
convenient way. A natural upper bound for the parameter is given in [11, 16, 4], of
order O(
√
∆x) and precise lower bound has been given in [4] (see the Appendix 5).
In our simulations, we will use ǫ = c1∆x where c1 is a constant dependent on the140
7
second derivative of the data in order to obtain numerically a high order behaviour,
and therefore our choice is similar to [4] and slightly diﬀerent from the one of [16].
Error estimates for ﬁltered scheme has been obtained for general time-dependent HJ
equations, of order O(
√
∆x) where ∆x is the spatial mesh size, under a standard CFL
(10) condition on the time step.145
3. Numerical examples
This section is dedicated to the numerical examples in several dimensions. Here
we compare high-order scheme alone with the ﬁltered scheme and ENO scheme (of
same order). We will be more precise with CFL number and the order of scheme
used in every example. Every example have been chosen to give diﬀerent feature of
the scheme. In Example 3.1 and 3.2 we are solving advection and eikonal equation in
1D with periodic boundary condition and error calculations are global. Example 3.3,
solves eikonal equation with non-smooth initial data and Example 3.4 with smooth
initial data with variable velocities in 2D. Last example of the paper is eikonal equation
in 3D with smooth fronts. In this example ENO scheme is very slow as compare to
ﬁltered scheme we also added the CPU time of the ﬁltered and ENO scheme. Example
3.3 onward we are using Dirichlet boundary conditions and we have calculated local
error in the L2 norms in the sub-domain D, at a given time tn, corresponds to
eL2
loc
:=

∆x ∑
{i, xi∈D}
|v(tn, xi)− uni |2


1/2
and similarly L1 and  L∞ errors also comparable. Mx,My,Mz and Nt are the number
of nodes in the x, y, z and t respectively.
Example 3.1. 1D Advection equation
vt + vx = 0, t > 0, x ∈ (−2, 2), (23)
v(0, x) = v0(x) = max
(
0, 1− |x|2)4 , x ∈ (−2, 2). (24)
Final time T = 0.3, CFL is 0.37 and filtering parameter ǫ = 4∆x. This smooth initial150
data is chosen in order to have at least a 3rd order continuous derivative at x = ±1.
For the monotone scheme SM we are using upwind Hamiltonian (hM (vx) = vx = Dv
−
j )
with Euler forward in time. For high-order scheme we are testing two cases (second
8
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Figure 1: Example 3.1, On the left initial data (24) and on the right solution by filtered
scheme.
and third order schemes).
(1) Second order scheme: Here the high-order scheme SA is central finite difference155
(Centered) scheme in space and TVD (Total Variation Diminishing) Runge-Kutte2 (as
in (15)) in time. Results are given in Table 1 for the errors in L2 norms, we compared
the centered scheme, the second ENO (ENO2) scheme with RK2 in time (for more
detail see Appendix 5 and [17].)
(2) A third order shceme: Here high-order scheme SA is a third order scheme. The160
derivative vx estimated using a third order backward difference in space i.e.
hA(v)j := vx(xj) ≡ 1
∆x
(
11
6
v(xj)− 3v(xj−1) + 3
2
v(xj−2)− 1
3
v(xj−3)
)
, (25)
with usual TVD-RK3 in time as in [12] (see (37) in the Appendix 5). Results are
given in Table 2 are the full errors Table. It is indeed also observed near to third-order
convergence. This is only true for small enough CFL numbers though (CFL≤ 0.35),
otherwise it was numerically observed a switch to second order.165
Example 3.2. ( 1D Advection + Eikonal equation).
vt +
1
2
vx + |vx| = 0, t > 0, x ∈ (−2, 2), (26)
final time T = 0.3 with the CFL = 0.37 and initial data (24). We are using SL
scheme with P1 interpolation as monotone scheme S
M as defined in (12). For high-
order scheme SA we use backward third order discretization (25) in space with TVD
9
Filter ǫ = 4∆x Centered ENO2
Mx Nt L2 error order L2 error order L2 error order
40 8 1.26E-02 1.98 1.26E-02 1.98 2.29E-02 1.79
80 16 3.07E-03 2.03 3.07E-03 2.03 5.96E-03 1.95
160 32 7.66E-04 2.00 7.66E-04 2.00 1.51E-03 1.98
320 64 1.90E-04 2.01 1.90E-04 2.01 3.77E-04 2.00
640 128 4.76E-05 2.00 4.76E-05 2.00 9.41E-05 2.00
Table 1: (Example 3.1.) Global L2 errors for Filter, Centered scheme and ENO (2nd order)
scheme with RK2 in time.
Mx Nt L1 error order L2 error order L∞ error order
41 8 1.67E-02 2.78 1.19E-02 2.71 1.41E-02 2.64
81 16 2.21E-03 2.92 1.60E-03 2.89 1.86E-03 2.93
161 32 2.77E-04 2.99 2.07E-04 2.95 2.87E-04 2.69
321 64 3.43E-05 3.02 2.64E-05 2.97 4.78E-05 2.58
641 128 4.51E-06 2.93 3.43E-06 2.94 7.26E-06 2.72
Table 2: (Example 3.1.) Global Errors for the third order filter scheme (ǫ = 4∆x).
RK3 (37) in time as defined in the previous example. This is a non-linear PDE which170
involve with advection and Eikonal term (|ux| = maxa∈{−1,1}(avx)) and for this case
filtered scheme switches to first order near extrema. In order to have high-order we
added a limiter as defined in Section 2.1. As expected semi-Lagrangian scheme with P1
interpolation shows first order behavior. It is clear from the error Table 3 that filtered
scheme alone is only first order however when we add limiter then order improves.175
Example 3.3. 2D Eikonal equation with non-smooth initial data.
vt + |∇v| = 0, , t > 0 (x, y) ∈ (−3, 3)2, (27)
v(0, x, y) = v0(x, y) = ‖(x, y)‖∞ − r0, (x, y) ∈ (−3, 3)2 (28)
The initial condition square centered at origin with the sides r0 = 1. We choose
ǫ = 10∆x with CFL is 0.37. In the monotone scheme we will use Lax-Friedrich flux
10
Filter+Limiter ǫ = 4∆x Third-order SL-P1
Mx = My Nt L2 error order L2 error order L2 error order
41 8 12.6E-02 0.89 3.36E-02 0.99 3.20E-02 0.82
81 15 2.85E-03 2.26 1.72E-02 0.96 1.65E-02 0.95
161 30 5.61E-04 2.35 8.72E-03 0.98 8.57E-03 0.95
321 59 7.97E-05 2.82 4.39E-03 0.99 4.32E-03 0.99
641 118 1.16E-05 2.03 2.20E-03 1.00 2.18E-03 0.99
Table 3: (Example 3.2.) Global L2 errors for filter scheme with limiter, third-order scheme
and semi-Lagrangian scheme with P1 interpolation.
i.e.
hM,LF
(
φ−1 φ
+
1 , φ
−
2 , φ
+
2
)
= H
(
φ−1 + φ
+
1
2
,
φ−2 + φ
+
2
2
)
− Cx
2
(
φ+1 − φ−1
)− Cy
2
(
φ+2 − φ−2
)
,
(29)
where Cx = maxA≤φ1≤B |Hφ1(φ1, φ2)|, Cy = maxA≤φ2≤B |Hφ2(φ1, φ2)| and Hi(φ1, φ2)
is the partial derivative of H with respect to i-th argument, or the Lipschitz constant
of H with respect to the i-th argument and A = (φ−1 , φ
+
1 ), B = (φ
−
2 , φ
+
2 ) with the CFL
condition (10). Centered scheme with TVD Runge-Kutte 2 in time.
SA,1(φnij) := φ
n
ij−∆th
(
φ(xi +∆x, y)− φ(xi −∆x, y)
2∆x
,
φ(x, yi +∆x)− φ(x, yi −∆x)
2∆x
)
,
SA(φij) :=
1
2
(
φnij + S
A,1(SA,1(φnij))
)
. (30)
We also added 2d limiter here (22). The motivation of showing this example is that
we start with the front with sharp corners and the evolution proceeds in the outward
direction. Initially front has sharp corners but after the evolution it becomes smooth180
thats why local errors have been calculated. We have given the full error table of filtered
scheme in Table 4.
Example 3.4. (2D Eikonal equation with variable velocities.) We are solving
2D Eikonal equation 27 in the same domain as in Example 3.3 with the smooth initial
data
v(x, y) = 0.5− 0.5max
(
0,
1− x2 − y2
1− r20
)4
, (31)
11
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Figure 2: Example 3.3, Square.
L1-Error L2-Error L∞-Error
Mx = My Nt error order error order error order
100 50 6.89E-03 2.23 6.65E-03 2.12 9.36E-03 2.09
200 100 1.80E-03 1.93 1.84E-03 1.86 3.53E-03 1.41
400 200 3.02E-04 2.58 3.56E-04 2.37 1.10E-03 1.68
800 400 7.52E-05 2.01 8.72E-05 2.03 2.20E-04 2.32
Table 4: Example 3.3, local errors filtered scheme and RK2 in time where ǫ = 10∆x and with
CFL=0.37.
and CFL is 0.37. Moreover, we assume the velocity f(x, y) to be Lipschitz continuous.
Numerical tests are performed here for the following different variable velocities. Here
we will present numerical solution without the error tables. In the monotone scheme185
we use Lax-Friedrich flux (29) and for high-order scheme we use centered scheme with
TVD Runge-Kutte 2 (30) in time. We are dealing non-linear PDE hence in order to
improve the accuracy we added 2d limiter (22).
(i) f(x, y) = |x| in the Fig. 4 solved by the filtered scheme with ǫ = 20∆x and T=1.
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Figure 3: Example 3.4 Initial data (31)
(ii) f(x, y) = |y| in the Fig. 5 solved by the filtered scheme with ǫ = 20∆x and T=1.190
(iii) f(x, y) = |x|+ |y| in the Fig. 6 solved by the filtered scheme with ǫ = 20∆x and
T=0.8.
(iv) f(x, y) = (cos(π
6
), sin(π
6
)) in the Fig. 7 solved by the filtered scheme with ǫ =
20∆x and T = 0.6.
(v) f(x, y) = (f1, f2) = (|x|cos(π6 ), |y|sin(π6 )) in the Fig. 8 solved by filtered scheme195
with ǫ = 20∆x and T = 0.6.
(vi) f(x, y) = (f1, f2) = (|x|cos(π6 ), |x|sin(π6 )) in the Fig. 9 solved by filtered scheme
with ǫ = 20∆x and T = 0.6.
Note that after few time steps front expand and the solution is not smooth anymore
even though initial data was smooth. So that we cannot expect filtered scheme to have200
high-order behavior everywhere. Hence filter scheme shows nice expansion of front and
locally second order. The Fig. 4 and 5 show the direction of velocity of propagation
f(x, y) in the direction of x and y axis respectively. On the other hand Fig. 6, 7, 8
and 9 are different direction of propagation.
Example 3.5. (3D Eikonal equation) We are solving same 3D Eikonal equation
as in Example 3.3. This is the last example of the paper. Motivation to present this
example, is that if we have more than two fronts then still filtered scheme is second
order. In this example we have five spheres
vk(x, y, z) = r0 − r0 max
(
0,
1− (x− xk)2 − (y − yk)2 − (z − zk)2
1− r20
)4
k = 1, ..., 5 they all have same radius r0 = 0.25. For k = 1, ..., 5 centers (xk, yk, zk)205
are (1, 0, 0), (−1, 0, 0), (0, 0, 0), (−1, 0, 0), (0,−1, 0), (0, 1, 0). Computations are done
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Figure 4: Example 3.4 (i) , f(x, y) = |x| and T=1 solved by the filtered scheme.
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Figure 5: Example 3.4 (ii), f(x, y) = |y| and T=1 solved by filtered scheme.
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Figure 6: Example 3.4 (iii), f(x, y) = |x|+ |y| solved by filtered scheme and T=0.8.
on the domain Ω = (−2, 2)3, CFL is 0.37 and ǫ = 20∆x. Centered finite difference
is not stable and filtered scheme is faster than the ENO2 scheme. In the Table 5 we
presented L2 local errors (the results are similar for the L1 and the L∞ errors) and
we also added the CPU time and also Mx = My = Mz = M . Error calculations are210
local away from singularity.
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Figure 7: Example 3.4 (iv), f(x, y) = (cos(π
6
), sin(π
6
)) solved by filtered scheme and T=0.6.
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Figure 8: Example 3.4 (v), f(x, y) = (|x|cos(π
6
), |y|sin(π
6
)) solved by filtered scheme and
T=0.6.
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Figure 9: Example 3.4 (vi), f(x, y) = (|x|cos(π
6
), |y|sin(π
6
)) solved by filtered scheme and
T=0.6.
15
Figure 10: Example 3.5, on the left we have initial configuration of five spheres of radius
r0 = 0.25 and on the right expanded fronts at time T = 0.6.
Errors ﬁltered (ǫ = 20∆x) centered ENO
M Nt L2 error order CPU time L2 error order L2 error order CPU time
25 13 1.43E-01 - 1.30 1.69E-01 - 1.30E-01 - 1.60
50 26 6.37E-02 1.17 5.78 1.54E-01 0.14 4.18E-02 1.64 9.46
100 52 1.50E-02 2.09 130.5 1.46E-01 0.08 1.20E-02 1.79 204.6
200 104 3.95E-03 1.92 1.3E+03 2.25E+01 -7.46 3.75E-03 1.68 5.2E+03
Table 5: (Example 3.5) local errors ENO scheme CFL=0.37 T = 0.6.
4. Conclusion
We have solved several examples upto three-dimension for non-linear PDEs by
ﬁltered scheme. Filtered scheme constructed to take the advantage of the low and
and high-order methods. When solution is smooth ﬁltered scheme switches to high-215
order otherwise switches to low-order. The approach in general can be apply to ﬁlter
diﬀerent schemes. In Example 3.1 we have solved advection equation by second and
third ﬁltered scheme where the monotone scheme was upwind and SL scheme and
high-order scheme was centered scheme and backward third order discretization in
space. Resultant scheme is high order as expected. We also solved eikonal equation220
upto three-dimension. Notice that when we solved eikonal equation we added a limiter.
It remains to improve the choice of the ﬁltering parameter ǫ, and the limiting process
16
is only detailed here in 1D but not in 2D. The third order behavior is not obtained in
some particular cases. This is the subject of ongoing works. However we emphasize
that in most cases we observe second order behavior with a relatively simple scheme,225
together with a provable convergence and error estimates (see Apendix 5) .
5. Appendix
Theorem 1. Convergence Theorem. Let Hamiltonian H and initial data v0 be Lip-
schitz continuous (A1)-(A4). SM be the monotone scheme (either finite difference
scheme (5) with monotone and consistent numerical Hamiltonian or semi-Lagrangian230
scheme (12)) satisfies (A5)-(A7). Let SA be any ”high-order” scheme (14) (possibly
unstable). Let vnj := v(tn, xj) where v is the exact solution of (1). Assume switching
parameter
0 < ǫ ≤ c0
√
∆x (32)
for some constant c0 > 0.
(i) The scheme un satisfies the Crandall-Lions estimate235
‖un − vn‖∞ ≤ C
√
∆x, ∀ n = 0, ..., N. (33)
for some constant C independent of ∆x.
(ii) (First order convergence for classical solutions.) If furthermore the exact solution
v belongs to C2([0, T ]× R), and ǫ ≤ c0∆x (instead of (32)), then, we have
‖un − vn‖∞ ≤ C∆x, n = 0, ..., N, (34)
for some constant C independent of ∆x.
(iii) (Local high-order consistency.) Assume that SA is a high-order scheme satisfying240
(A8) for some k ≥ 2. Let 1 ≤ ℓ ≤ k and v be a Cℓ+1 function in a neighborhood of a
point (t, x) ∈ (0, T )× R. Assume that
(CA,1 + CM )
(
‖vtt‖∞ τ + ‖vxx‖∞∆x
)
≤ ǫ. (35)
Then, for sufficiently small tn − t, xj − x, ∆t, ∆x, it holds
SF (vn)j = S
A(vn)j
17
and, in particular, a local high-order consistency error for the filtered scheme SF holds:
ESF (vn)j ≡ ESA(vn)j = O(∆xℓ)
(the consistency error ESA is defined in (15).
For the proof of the above theorem we refer reader to see [4].
Bound for the switching parameter ǫ: • Choose ǫ ≤ c0
√
∆x for some constant
c0 > 0 in orderthat the convergence and error estimate result holds (see Theorem 1).
• Choose ǫ ≥ c1∆x, where c1 is suﬃciently large. This constant should be chosen
roughly such that
1
2
‖vxx‖∞
∥∥∥∥∂h
M
∂u+
(., vx, vx)− ∂h
M
∂u−
(., vx, vx)
∥∥∥∥
∞
≤ c1.
where the range of values of vx and vxx can be estimated, in general, from the values
of (v0)x, (v0)xx and the Hamiltonian function H . Then the scheme is expected to245
switch to the high-order scheme where the solution is regular. For more details we
refer reader to see [4].
An essentially non-oscillatory (ENO) scheme of second order We recall here
a simple second order ENO method based on the work of Osher and Shu [17] for
HJ equation. ENO procedure is a ﬁrst strategy of reconstruction which has been250
developed in order to reduce Gibb’s oscillations. ENO interpolation cuts essentially
such oscillations and retain a high-order of accuracy where the solution is smooth.
Here we will give an idea of second order ENO reconstruction and in the same manner
one can generalized for any order. Here we follow the same notation and discretization
from described in section 2). Let m be the minmod function deﬁned by255
m(a, b) =


a if |a| ≤ |b|, ab > 0
b if |b| < |b|, ab > 0
0 if ab ≤ 0
(36)
(other functions can be considered such as m(a, b) = a if |a| ≤ |b| and m(a, b) = b
otherwise). Let D±uj = ±(uj±1 − uj)/∆x and
D2uj :=
uj+1 − 2uj + uj−1
∆x2
.
Then the right and left ENO approximation of the derivative can be deﬁned by
D¯±uj = D
±uj ∓ 1
2
∆x m(D2uj , D
2uj±1)
18
and the ENO (Euler forward) scheme by
S0(u)j := uj − τhM (xj , D¯−uj , D¯+uj).
The corresponding RK2 scheme can then be deﬁned by S(u) = 1
2
(u + S0(S0(u))).
TVD RK3 scheme: Here we are recalling third order TVD Runge Kutta scheme
from [12]
un,1j := u
n
j −∆th(xj , D∓unj ). (37)
un,2j :=
3
4
(unj +
1
4
un,1 −∆th(xj , D∓un,1j ). (38)
un+1j =
1
3
unj +
2
3
un,2 − 2
3
∆th(xj , D
∓un,2j ), (39)
260
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