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Abstract
Necessary and sufficient conditions are given for finite-time admissibility of a linear system defined by a
Volterra integral equation when the underlying semigroup is equivalent to a contraction semigroup, in terms
of a pointwise bound on the resolvent of the infinitesimal generator. This generalizes an analogous result
known to hold for the standard Cauchy problem. For infinite-time admissibility, however, it is shown by
means of an example that the natural generalization of the Weiss resolvent test is no longer valid.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Volterra equation; Admissible control operator; Admissible observation operator
1. Introduction
In this paper we study Volterra systems of the following form:
x˙(t) = Ax(t) +
t∫
0
k(t − s)Ax(s) ds, x(0) = x0, t  0,
y(t) = Cx(t). (1)
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B. Jacob, J.R. Partington / J. Math. Anal. Appl. 332 (2007) 346–355 347We assume that A generates a C0-semigroup (T (t))t0 on a Hilbert space H , that k ∈
W 1,2(0,∞) and that C ∈ L(D(A),Y ), where we have equipped the domain of A, denoted
by D(A), with the graph topology and Y is another Hilbert space.
In [10, Corollary I.1.4] it is shown that Eq. (1) is well-posed, that is, for each x0 ∈ D(A)
there exists a unique u(·, x0) ∈ C1(R+,D(A)) such that (1) holds with x(·) = u(·, x0), and for
any sequence (xn)n ⊂ D(A) with xn → 0 in H it follows that u(t, xn) → 0 in H uniformly on
compact intervals. x(·) := u(·, x0) is called the strong solution of (1).
It is easy to see that Eq. (1) is equivalent to
x(t) = x0 +
t∫
0
(1 + 1 ∗ k)(t − s)Ax(s) ds, t  0.
Well-posedness of (1) is equivalent to the existence of a family of bounded linear operators
(S(t))t0 on H , such that:
1. S(0) = I and S(·) is strongly continuous on R+.
2. S(t) commutes with A, which means S(t)(D(A)) ⊂ D(A) for all t  0, and AS(t)x =
S(t)Ax for all x ∈ D(A) and t  0.
3. For all x ∈ D(A) and all t  0 the resolvent equations hold:
S(t)x = x +
t∫
0
(1 + 1 ∗ k)(t − s)AS(s)x ds. (2)
The family of bounded linear operators (S(t))t0 is called the resolvent for (1). Note that the
resolvent for (1) is uniquely determined. The proofs of these results and further information on
resolvents can be found in the monograph by Prüss [10].
Since the resolvent for (1) commutes with the operator A, it is easily seen that the resolvent op-
erator (S(t))t0 can be restricted/extended to a resolvent operator on D(A)/D(A∗)∗. We denote
the restriction/extension again by (S(t))t0. Similarly, the operator A can be extended/restricted
to a generator of a C0-semigroup on D(A)/D(A∗)∗, again denoted by A.
By a solution of (1) we mean the so-called mild solution, given by
x(t) = S(t)x0, t  0,
which is actually the strong solution if x0 ∈ D(A).
In order to guarantee L2loc-outputs y(·), we introduce the notion of (finite-time) admissibility
of C.
Definition 1.1. The operator C is called an admissible observation operator for (1), if there exists
a constants K > 0 and ω ∈ R such that∥∥y(·)∥∥
L2(0,t;Y) =
∥∥CS(·)x0∥∥L2(0,t;Y) Keωt‖x0‖, x0 ∈ D(A), t  0. (3)
Jung [6] links admissibility for a Volterra system with admissibility of the well-studied case
k ≡ 0.
Due to the exponential boundedness of the resolvent (S(t))t0, which we establish in Sec-
tion 2, the Laplace transform of S(·)x0 is well defined and given by
H(s)x0 := Sˆ(s)x0 =
(
sI − (1 + kˆ(s))A)−1x0, Re s > ω.
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tion for admissibility: There is a constant M > 0 such that
∥∥CH(s)∥∥ M√
Re s − ω, s ∈ Cω. (4)
Here Cω := {s ∈ C | Re s > ω}.
In Section 3 we embed a Volterra system in a larger Cauchy system, a technique originating
in [1, VI.7], [8], in order to study the admissibility of observation operators. Thus, in Section 4
of this paper we show that condition (4) is also sufficient for admissibility if H is a Hilbert space,
Y is finite-dimensional and the C0-semigroup (T (t))t0 satisfies ‖T (t)‖ eαt for any t  0 and
some α ∈ R.
In the well-known case when k(t) ≡ 0 (i.e., the Cauchy problem), this was proved in [3].
In order to guarantee that the output of the system is in L2(0,∞;Y) a slightly stronger as-
sumption, called infinite-time admissibility, is needed.
Definition 1.2. The operator C is called an infinite-time admissible observation operator for (1),
if there is some constant K > 0 such that∥∥CS(·)x0∥∥L2(0,∞;Y) K‖x0‖, x0 ∈ D(A).
In [4] infinite-time admissibility for a Volterra system is linked with infinite-time admissibility
of the well-studied case k ≡ 0.
For the Cauchy problem k(t) ≡ 0, with dimY < ∞ and (T (t))t0 a contraction semigroup,
infinite-time admissibility is known to be equivalent to the resolvent condition that there exists a
constant M > 0 such that∥∥C(sI −A)−1∥∥ M√
Re s
(s ∈ C0).
(This is a form of the Weiss conjecture, and we refer to [2,3,11–13] for more details.) However,
the natural extension of this to Volterra systems is no longer valid, as we show in Section 5.
Finally, in Section 6 we give some conclusions and open questions.
Although we state our results for observation operators, it is possible to reformulate them in
terms of control operators, using the duality result established in [4, Lemma 4.2], that B is an
admissible control operator (in finite or infinite-time) for a Volterra system, if and only if B∗ is an
admissible observation operator for the adjoint Volterra system. For a more precise formulation
of this result, we refer the reader to [4].
2. The resolvent family
The following lemma shows that the resolvent (S(t))t0 is exponentially bounded and thus it
is permissible to consider its Laplace transform.
Lemma 2.1. The resolvent is exponentially bounded, that is, there exist constants M > 0 and
ω ∈ R such that∥∥S(t)∥∥Meωt , t  0.
Proof. In [10] it is shown that the resolvent is exponentially bounded if and only if there exist
constants M  1 and ω ∈ R such that
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λ
(1 + kˆ(λ)) 
= 0 and λ
1+kˆ(λ) ∈ ρ(A) for all λ > ω.
2. H(λ) := (λI − (1 + kˆ(λ))A)−1 satisfies∥∥H(n)(λ)∥∥Mn!(λ − ω)−(n+1), λ > ω, n ∈ N0.
Due to the fact that kˆ ∈ H 2(C0), where C0 denotes the open right half plane, we have
lim
σ→∞ supRe s>σ
∣∣kˆ(s)∣∣= 0.
Note that ρ(A) contains some right half plane. Thus statement 1 holds for some ω ∈ R. Since
H(·) is holomorphic and bounded on some right half plane, statement 2 follows from Cauchy’s
integral formula. 
For the restricted/extended semigroup to D(A)/D(A∗)∗ the same norm estimate holds.
3. An equivalent Cauchy problem
We now rewrite our Volterra system into an equivalent Cauchy system:
z˙(t) =Az(t), t  0,
w(t) = Cz(t). (5)
Let ϕ ∈ L(D(A),W 1,2(R+,H)) be given by
(ϕx)(s) := k(s)Ax, x ∈ D(A), s > 0,
let the operator A :D(A) ⊂H→H, with H := H ×L2(R+,H), be defined by
A
(
x0
f0
)
:=
(
A δ0
ϕ d
ds
)(
x0
f0
)
,
(
x0
f0
)
∈ D(A),
D(A) := D(A) ×W 1,2(R+,H),
and define C ∈ L(D(A), Y ) by
C
(
x0
f0
)
:= Cx0,
(
x0
f0
)
∈ D(A).
In Engel and Nagel [1, VI.7] it is shown that A generates a C0-semigroup (T (t))t0 on H. The
mild solution of (5) is therefore given by
z(t) = T (t)z0, t  0,
which is even the classical solution if z0 ∈ D(A). Moreover, we have the following relation
between the mild solutions of (1) and (5).
Proposition 3.1. If x0 ∈ H and we write z(t) =
( z1(t)
z2(t)
)
, then we have
x(t) = z1(t), t  0.
Equivalently, writing T (t) = ( T11(t) T12(t)) for t  0, we have T11(t) = S(t).T21(t) T22(t)
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(
T11(t) T12(t)
T21(t) T22(t)
)(
x0
0
)
=
(
x0
0
)
+
t∫
0
(
A δ0
ϕ d
ds
)(
T11(s) T12(s)
T21(s) T22(s)
)(
x0
0
)
ds.
This implies
T11(t)x0 = x0 +
t∫
0
AT11x0 +
(
T21(s)x0
)
(0) ds. (6)
It is known (see [1, p. 437]), that the operator Ae :D(Ae) ⊂H→H, defined by
Ae
(
x0
f0
)
:=
(
A δ0
0 d
ds
)(
x0
f0
)
,
(
x0
f0
)
∈ D(Ae),
D(Ae) := D(A) × W 1,2(R+,H), (7)
generates a C0-semigroup (Te(t))t0 on H. The semigroup (Te(t)) is given by
Te(t) =
(
T (t) R(t)
0 Sl(t)
)
, t  0, (8)
where (Sl(t))t0 is the left shift semigroup on L2(R+,H) and R(t) :L2(R+,H) → H is defined
as
R(t)f0 :=
t∫
0
T (t − s)f0(s) ds, f0 ∈ L2(R+,H).
Note that A= Ae +
( 0 0
ϕ 0
)
and
( 0 0
ϕ 0
) ∈ L(D(A)). Thus the semigroup (T (t)) is a perturbation of
the semigroup (Te(t)) and we get for x0 ∈ D(A)
(
T11(t)x0
T21(t)x0
)
=
(
T (t)x0
0
)
+
t∫
0
(
T (t − s) R(t − s)
0 Sl(t − s)
)(
0 0
ϕ 0
)(
T11(s)x0
T21(s)x0
)
ds,
due to the variation of parameters formula, see [1, Proposition VI.7.21]. Thus we see that
(
T21(t)x0
)
(0) =
t∫
0
k(t − s)AT11(s)x0 ds, x0 ∈ D(A),
and using (6) we finally obtain T11(t)x0 = S(t)x0 for every x0 ∈ D(A). Since the domain of A is
dense in H , these bounded operators coincide. This completes the proof. 
Lemma 3.2. For λ ∈ C0 ∩ ρ(A) ∩ ρ(Ae) we have
C(λI −A)−1
(
x0
f0
)
= CH(λ)(x0 + fˆ0(λ)),
(
x0
f0
)
∈H,
where Ae is given by (7).
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ϕ 0
)
. In [1, p. 450] it is shown that
I − (λI −Ae)−1Ψ =
(
I − kˆ(λ)(λI −A)−1A 0
−(λI − d
ds
)−1 I
)
and
(λI −Ae)−1 =
(
(λI − A)−1 (λI −A)−1δ0(λI − dds )−1
0 (λI − d
ds
)−1
)
.
Using
λI −A= λI −Ae − Ψ = (λI −Ae)
[
I − (λI −Ae)−1Ψ
]
,
we get, since λ ∈ ρ(Ae) ∩ ρ(A), that [I − (λI −Ae)−1Ψ ] is invertible in L(H). Thus we have
C(λI −A)−1 = C[I − (λI −Ae)−1Ψ ]−1(λI − Ae)−1
= C[I − kˆ(λ)(λI −A)−1A]−1((λI − A)−1 (λI −A)−1δ0(λI − dds )−1)
= C[λI − (1 + kˆ(λ))A]−1(I Iδ0(λI − dds )−1)
and
C(λI −A)−1
(
x0
f0
)
= C[λI − (1 + kˆ(λ))A]−1(x0 + fˆ0(λ)),
since the solution g ∈ W 1,2(R+,H) to λg − g′ = f0 satisfies g(0) = fˆ0(λ). This completes the
proof. 
4. Finite-time admissibility
As for the Volterra system (1) we introduce a notion of admissibility for the Cauchy system (5)
to guarantee that the system has L2loc-outputs w(·).
Definition 4.1. The operator C is called an admissible observation operator for (5), if for some
t0 > 0 there is a constant K > 0 such that∥∥w(·)∥∥
L2(0,t0;Y) =
∥∥CT (·)z0∥∥L2(0,t0;Y) K‖z0‖, z0 ∈ D(A).
This definition looks weaker than the corresponding definition for the Volterra system; how-
ever this is not the case as the following lemma shows.
Lemma 4.2. The operator C is an admissible observation operator for (5) if and only if there
exist constants K > 0 and ω ∈ R such that∥∥w(·)∥∥
L2(0,t;Y) =
∥∥CT (·)z0∥∥L2(0,t;Y) Keωt‖z0‖, z0 ∈ D(A), t  0.
Proof. The statement follows on considering the exponentially stable semigroup (T (t)e−ωt )t0
for some ω ∈ R, using the well-known fact that for exponentially stable semigroups the notions
of admissibility and infinite-time admissibility are equivalent (a proof can be found, for example,
in [9]). 
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dimensional case there are technical difficulties in characterizing admissibility by means of
resolvent conditions, even for contraction semigroups, as is shown for example in [5].
Theorem 4.3. Let Y be finite-dimensional and let A generate a C0-semigroup (T (t))t0 satisfy-
ing ‖T (t)‖ eαt for any t  0 and some α ∈ R. Then the following statements are equivalent:
1. The operator C is admissible for (1).
2. The operator C is admissible for (5).
3. There are constants M > 0 and ω ∈ R such that
∥∥CH(s)∥∥ M√
Re s − ω, s ∈ Cω.
Proof. The implication from 1 to 3 has been shown in Section 1.
We now assume that statement 3 holds. Using Lemma 3.2 we get, for
( x0
f0
) ∈H and λ ∈ Cω,
∥∥∥∥C(λI −A)−1
(
x0
f0
)∥∥∥∥= ∥∥CH(λ)(x0 + fˆ0(λ))∥∥
 M√
Reλ− ω
∥∥x0 + fˆ0(λ)∥∥
 M√
Reλ− ω
(
‖x0‖ + ‖f0‖√
2 Reλ
)
 M˜√
Reλ− ω
∥∥∥∥
(
x0
f0
)∥∥∥∥,
for some constant M˜ > 0.
Due to the fact that ‖T (t)‖  eαt , t  0, and that the left shift semigroup is actually a con-
traction semigroup, we get∥∥Te(t)∥∥ emax{0,α}t , t  0.
Here (Te(t))t0 is given by (8). Now the semigroup (T (t))t0 is a perturbation of the semigroup
(Te(t))t0 by an operator in L(D(Ae)), and thus we have∥∥Te(t)∥∥ eω˜t , t  0,
for some ω˜ ∈ R. We are now in the position to apply [3, Corollary 1.4] to obtain that C is an
admissible observation operator for (5). Thus statement 2 holds.
Finally, statement 2 together with Lemma 4.2 implies∥∥∥∥CT (·)
(
x0
f0
)∥∥∥∥
L2(0,t0;Y)
Keω˜t0
∥∥∥∥
(
x0
f0
)∥∥∥∥,
(
x0
f0
)
∈ D(A), t0  0,
for some K > 0 and ω˜ ∈ R. This implies
∥∥CS(·)x0∥∥L2(0,t0;Y) =
∥∥∥∥CT (·)
(
x0
0
)∥∥∥∥
L2(0,t0;Y)
Keω˜t0‖x0‖, x0 ∈ D(A), t0  0,
and therefore we have proved statement 1. 
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k ≡ 0. He studies Volterra systems of the form
x(t) = x0 +
t∫
0
a(t − s)Ax(s) ds, t  0,
where a ∈ L1loc(R+) is assumed to be completely positive, that is,
saˆ(s) = 1
k0 + k∞/s + kˆ1(s)
, s ∈ C0,
where k0  0, k∞  0 and k1 is a nonnegative decreasing function tending to 0 as t → ∞.
He additionally assumes that k0 > 0 and that k1 is continuous. In this paper we assume that the
function a is of the form a = 1+1∗k with k ∈ W 1,2(0,∞). We now compare Jung’s assumptions
with ours.
Example 4.4. We choose k(t) = e−t , that is,
saˆ(s) = s + 2
s + 1 .
Clearly k ∈ W 1,2(0,∞). Assuming that a satisfies the assumptions made by Jung, we can write
saˆ(s) = 1
k0 + k∞/s + kˆ1(s)
, s ∈ C0,
where k0 > 0, k∞  0 and k1 is a continuous nonnegative decreasing function tending to 0 as
t → ∞. Now it is easy to see that saˆ(s) is increasing as s tends to ∞. Since this is not the case
for the function s+2
s+1 , we see that a does not satisfy Jung’s assumptions.
Example 4.5. Let a be completely positive with k0 > 0 and k1 being continuous. Then we have
saˆ(s) − k−10 = −k−10
k∞ + skˆ1(s)
k0s + k∞ + skˆ1(s)
.
If k∞ = 0 and k1 ≡ 0 then a(t) = k−10 , which is covered by our assumption after a scaling in
time. We now assume that either k∞ > 0 or k1 
≡ 0. It is easy to calculate that Re skˆ1(s)  0,
s ∈ R+, and kˆ1(0) 
= 0 if k1 
≡ 0. This implies that saˆ(s) − k−10 has no pole in the closed right
half plane. Due to the special form of saˆ(s)− k−10 , we see that then saˆ(s)− k−10 ∈ H 2(C0). Thus
there exists a function k˜ ∈ L2(R+) such that
a = (k0)−1 + 1 ∗ k˜.
After a scaling in time, we can rewrite a as
a = 1 + 1 ∗ k,
for some k ∈ L2(R+).
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In the (Cauchy) situation of k ≡ 0, it is known that if the semigroup (T (t))t0 is exponentially
stable, then the notions of admissibility and infinite-time admissibility are equivalent. Unfortu-
nately, this is not true if k 
≡ 0 as the following example shows.
Example 5.1. We take H = Y = C, A = −I , C = I and k(t) := −e−t . Then we have
CH(s) = 1
s + 1 + kˆ(s) =
s + 1
s(s + 2) , s ∈ C0.
CH(·)x0 does not lie in H 2(C0, Y ) for any nonzero x0 ∈ D(A) and thus C is not infinite-time
admissible for the Volterra system (1).
However, it is easy to see that for some M,ω > 0 we have
∥∥CH(s)∥∥ M√
Re s − ω, s ∈ Cω,
and thus Theorem 4.3 implies that C is admissible for the Volterra system (1).
Another difference between Volterra and Cauchy semigroup systems is that, even for contrac-
tion semigroups, infinite-time admissibility cannot be characterised in terms of the most natural
pointwise growth bound on ‖CH(s)‖. That is, the Weiss conjecture [2,3,7,12,13] does not ex-
tend to this situation, and we are now able to disprove what we described in [4] as a “plausible
conjecture.”
Example 5.2. Again we take H = Y = C, A = −I and C = I and we define k by means of its
Laplace transform
kˆ(s) = −1 +
√
s
s + 1 =
−1
s + 1 + √s2 + s .
Note that
CH(s) = 1
s +
√
s
s+1
, s ∈ C0. (9)
Hence CH(·)x0 does not lie in H 2(C0, Y ) for any nonzero x0 ∈ D(A) and so C is not admissible
for this Volterra system; nevertheless it is easily checked that the denominator of (9) does not
vanish in C0, and that we therefore have an estimate of the form∥∥CH(s)∥∥ M√
Re s
, for all s ∈ C0.
It remains to verify that k ∈ W 1,2(0,∞). Clearly k ∈ L2(0,∞), by the Paley–Wiener theorem,
since kˆ ∈ H 2(C0). Moreover, the function
s → skˆ(s) + 1
2
= −2s + (s + 1)+
√
s2 + s
2(s + 1 + √s2 + s )
also lies in H 2(C0), being of order 1/|s| for large |s| with s ∈ C0; now integration by parts
shows that an L2(0,∞) function k lies in W 1,2(0,∞) if and only if skˆ(s) = k(0) + ˆ˙k(s) with
ˆ˙k ∈ H 2(C0); moreover, k(0) = −ˆ˙k(0) = − 12 in our case. Hence, the derivative of k is also an
L2(0,∞) function.
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The generalization of Cauchy problems to Volterra problems is a significant one, and the
fact that in general the resolvent operators (S(t))t0 no longer form a semigroup adds certain
technical complications. For example, one question that remains open is whether for Volterra
systems, the property of admissibility depends on the time t0 (it does not for Cauchy systems).
A characterization of admissibility is an important first step, and although the answer is given
here in the case when A generates a contraction semigroup, further analysis of the general case
would be interesting. There are also other natural questions on controllability and observability
that arise for Volterra systems, and so far these do not seem to have been significantly addressed
in the literature.
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