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Abstract—Hashing algorithm is an efficient approximate
searching algorithm for large-scale image retrieval. Learning
binary code is a key step to improve its performance and it
is still an ongoing challenge. The inputs of Hashing affects its
performance. This paper proposes a method to improve the
efficiency of learning binary code by improving the suitableness
of the Hashing algorithms inputs by employing local binary
patterns in extracting image features. This approach results in
more compact code, less memory and computational requirement
and higher performance. The reasons behind these achievements
are the binary nature and high efficiency in feature generation of
local binary pattern. The performance analysis consists of using
CIFAR-10 and precision vs. recall rate as dataset and evaluation
criteria respectively. The simulations compare the new algorithm
with three state of the art and along the line algorithms from
three points of view; the hashing code size, memory space and
computational cost, and the results demonstrate the effectiveness
of the new approach.
Keywords. Large-scale image retrieval, Local Binary Pattern,
iterative quantization, image hashing algorithm.
I. INTRODUCTION
The widespread application of mobile devices and their
image capturing capabilities results in exponential growth in
creation of large scale image datasets (LSID) and consequently
the need for fast large scale content based image retrieval
(LSCBIR). LSCBIR requires image descriptors and fast al-
gorithms to find similar images. The image descriptors should
not only be effective in image description but also be suitable
input to fast algorithms to find the nearest neighbor images
according to their content with low computational cost and
memory requirement. Recently Hashing algorithms have been
introduced as solutions for fast LSCBIR. These algorithms
embed high-dimensional vector to Hamming space, and gen-
erate a short binary code, then compare the binary codes of
two images to measure their similarity based on Hamming
distance. Gong and Lazebnik [1] [2] proposed a successful
Hashing algorithm by iterative quantization (ITQ) where each
iteration rotates the data using an optimal rotation matrix
to minimize the quantization error. This algorithm showed
higher performance in LSCBIR in terms of code size, memory
space and computational cost. Encoding images into useful
representation has a key role to enhance the ITQ performance.
Local invariant image features are suitable candidates instead
of the global features in describing the image concept. An
appropriate candidate is local binary pattern where it provides
appropriate binary image features with high accuracy suitable
for fast algorithms. The reason is its binary nature and high
discriminative power.
This paper proposes a large-scale image retrieval method
based on local binary patterns and ITQ. This method uses
LBP to extract image features. LBP is a simple image feature
extractor that uses both statistical and structural features, so it
is a powerful tool for texture analysis. LBP has gained much
attention due to its low computational complexity, gray-scale
and rotation invariance, robustness to illumination changes,
and excellent performance in many applications. It compares
the gray level of a pixel and its local neighborhood and
generates a binary pattern code. Binary pattern codes are often
summarized into a histogram, and a bin in the histogram corre-
sponds to a unique binary code [3] . Then these codes project
to binary space by iterative quantization. ITQ [1] is one of the
simple and efficient techniques to find the most appropriate
rotation for the zero-centered data. It minimizes quantization
error during mapping the data to the vertices of the binary
Hypercube. It uses both unsupervised data embedding such as
PCA and supervised embedding such as CCA to find codes
with the highest variance and inconsistency between them.
The rest of this paper is organized as follows. Next section
explains image features extraction by LBP. Section III explains
ITQ algorithm in detail. Section IV talks about GIST feature
extractor. Section V explains the proposed approach. Section
VI demonstrates the simulation results. Section VII is the
conclusion of this paper.
II. LOCAL BINARY PATTERN
LBP operator measures the local constraint in texture anal-
ysis [4]. Its basic principle is to define the center pixel by
its gray value relationship with its local neighborhood. Fig.1
shows how LBP compares the gray level of the center pixel
with its 8-neighborhood ones. If the neighboring gray level
value is greater than or equal to the center pixel value, this
pixel takes the value 1 otherwise it takes the value 0..
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Fig. 1: An example of a local binary pattern operator [3]
The limitation of the basic LBP is considering only the eight
neighbors of a pixel. To overcome this limitation, the definition
has been extended to include all circular neighborhoods with
any number of pixels [4]. Fig.2 shows an example of the
extended LBP that is called the elongated local binary pattern
(ELBP) with two parameters: P and R. P is the number of
circular neighborhood pixels and R is the radius of the circle.
Fig. 2: An example of an elongated local binary pattern operator [3]
In Eq.1, each pixel in the input image is compared against
P equally spaced pixels forming a circle of a certain radius
R. Then, the LBP value for a given pixel located at position
(i, j) is computed. The mathematical formulation of LBP for
a pixel is as follows:
LBPP,R(i, j) =
P−1∑
P=0
(S(I(P )− I(i, j))2P (1)
Eq.2 calculates function S:
S(X) =
{
1, X > 0
0, X < 0
(2)
In Eq.1,(i, j) is the location of center pixel, p and 2P denote
the equally spaced pixels around position(i, j) and I is the
pixel intensity value .
III. ITERATIVE QUANTIZATION
A. Algorithm
ITQ [1] [2] is a simple and efficient method to find
appropriate rotation of the zero-centered data. It minimizes the
quantization errors during data mapping to the vertices of the
binary Hypercube. After centering the input feature vectors,
in order to find codes with maximum variance and pairwise
uncorrelated, input data X ∈ R(n×d)is projected using an
unsupervised data embedding such as PCA, even though it
can be used with supervised embedding such as CCA. PCA
algorithm applies on the data points and formulate the problem
of learning a good and appropriate binary code in the form
of minimizing the quantization error of the projected data to
each of the vertex of the binary cube. If W ∈ Rd×q is the
coefficient matrix that is obtained by PCA method, then Eq.3
encodes each bit of k = (1, ..., q).
hk(x) = sgn(xwk) = sgn(v) (3)
The entire encoding process would be:
Y = sgn(XW ) = sgn(V ) (4)
If W is an optimal solution, then WR, where R is an
orthogonal matrix of q × q is also optimized. Therefore the
projected data V = XR also transform into orthogonal. ITQ
orthogonally transform the projected data to minimize the
quantization error.
Y = sgn(XWR) = sgn(V R) (5)
Suppose v ∈ Xq is a vector in the projected space. It
is easy to show that sgn(v) is one of the vertex of the
hypercube {−1, 1}q which is close to v in the Euclidean
distance. Quantization loss is the difference between v and
real projected v into binary hypercube{−1, 1}q .
‖sgn(v)− v‖2 (6)
Better binary codes produce when the amount of quantization
loss is less, therefore they are looking for orthogonal rotation,
so that the projected points are closest as possible to their
binary quantization.
min(Q(Y,R)) (7)
Q(Y,R) = ‖Y − V R‖F (8)
This section refers to the issue of learning the binary codes
without any information. First, a linear dimension reduction is
applied to the data and then the binary quantization is applied
to the result space.
B. Maximize the variance
They are looking for efficient codes in which the variance of
every bit is maximum and the bits are mutually uncorrelated,
this goal can achieve by maximizing the following objective
function:
τ(w) =
∑
k
var(hk(x)) =
∑
k
var(sgn(xwk)) (9)
1
n
BTB (10)
Variance is maximized only when the coding functions exactly
produce balanced bits. That will happen when for half of the
data hk(x) = 1 and for other half of the data hk(x) = −1.
1) The condition of maximizing the variance: A hash func-
tion with a maximum entropy of H(hk(x)) should maximize
the variance of hash values and vice versa:
H(hk(x))↔ maxvar(hk(x)) (11)
Let hk be the probability of assigning hk(x) = 1 to a data
point is equal to p and the probability of assigning hk(x) = −1
is equal to 1 − p, the entropy value is obtained through the
following relationship:
H(hk(x)) = −p log(p)− (1− p) log(1− p) (12)
It is easy to show that the entropy value is maximum when
the balanced segmentation is done. It leads to maximizing the
variance of bits.
E(x) =M = 2P − 1 (13)
var[hk(x)] = (hk(x)−M)2 = 4P (1− P ) (14)
The maximum amount of variance occurs in P = 1/2 and this
is concept of balanced segmentation.
IV. GIST GLOBAL DESCRIPTOR
Oliva and Torralba [5] proposed The GIST descriptor. GIST
develops a low dimensional representation of the scene without
segmentation by a set of perceptual dimensions (naturalness,
openness, roughness, expansion, ruggedness) that represent
the dominant spatial structure of a scene. They show that
these dimensions may be reliably estimated using spectral and
coarsely localized information.
The following steps show the computation of GIST descriptor:
• The image convolves with 32 Gabor filters at 4 scales
and 8 orientations and producing 32 feature maps of the
same size of the input image.
• Each feature map divides into 16 regions (by a 4x4 grid),
and then average the feature values within each region.
• Concatenate the 16 averaged values of all 32 feature
maps, resulting in a 16x32=512 GIST descriptor.
V. PROPOSED APPROACH
Fig.3 shows digram of the proposed approach. The steps
are as follows:
1) Image features extract by LBP.
2) Centering the input feature vectors at first,then use
them as inputs of ITQ hashing algorithm and generate
compact code for images.
3) Use hamming distance to measure similarity between
query image compact code and compact code of images
in dataset.
4) Sort the hamming distance results and show 25 top
results that are closest to query image.
Fig. 3: Diagram of the proposed method
VI. EXPERIMENTAL RESULTS
We examined three different aspects of the proposed ap-
proach: Hashing code size, memory space and computational
cost.
A. Database
The proposed approach has been evaluated on CIFAR-10.
It consists of a total of 60,000 32 × 32 color images in 10
classes with different natural scenery or objects.
B. Measures
We evaluate performance of proposed method by Precision
vs. Recall curves.
Precision vs. Recall curves: Precision is ratio of relevant
images to the total number of images retrieved in the query
and Recall is ratio of relevant images retrieved in a query to
the total number of images in the database. These curves are
used to represent and compare the performance of a system.
The curves show, in general, how precision decreases as larger
parts of the image database are retrieved.
C. Results
1) Comparisons with state-of-the-art hashing methods:
Fig.4 compares the performance of the proposed method with
the following state-of-the-art hashing algorithms:
1) LSH [6] uses random matrix with Gaussian distribution to
project data onto binary space.
2) RR [7] balances the variance between different dimensions
of the data by rotating the PCA-projected data with a random
matrix.
3) SKLH [8] is based on random Fourier features for estimat-
ing the Gaussian kernels.
As shown in Fig.4 our method outperforms the other three
state of the art methods. By employing suitable inputs we can
achieve to high precision by small size of hashing codes that
leads to low computational cost and memory requirement.
(a) Precision vs. Recall@16bit (b) Precision vs. Recall @32bit (c) Precision vs. Recall @64bit
Fig. 4: Comparison proposed method with state-of-the-art methods
(a) Precision vs. Recall@16bit (b) Precision vs. Recall @32bit (c) Precision vs. Recall @64bit
Fig. 5: Comparison LBP&ITQ and GIST&ITQ
Feature extractor method LBP LBP GIST
Data projection method PCA CCA PCA
precision 64% 96% 44%
precision 60% 88% 48%
TABLE I: Top 25 returned images
2) Comparisons LBP with GIST as image features extrac-
tor: In Fig.5, we want to show that the useful representation
has a key role to enhance the ITQ performance. For this
purpose we used LBP and GIST as image features extractor
and compared the results. As shown in Fig.5, LBP as input
vector of ITQ can achieve higher precision with small code
length. The reason for this result is high efficiency in feature
generation of local binary pattern.
3) Image retrieval results: Table.I demonstrates the image
retrieval results of query sample in the CIFAR-10. The top
25 images are shown as the query results. The red rectangles
denote false results.
VII. CONCLUSION
In this paper, we propose a method to improve the efficiency
of learning binary code by improving the Hashing algorithms
inputs. This method uses local binary patterns to generate
feature vector as input of ITQ. Computational simplicity and
discriminative power are the most distinctive characteristic of
LBP. Its high efficiency in image features extraction leads to
enhance ITQ performance. By generating Suitableness inputs,
we can achieve to higher precision with small size of code. The
main factors in LSCBIR are speed of retrieval and memory
usage. This approach can represent an image by small code
length that leads to speed of retrieval and loss of memory.
Experiments show that, the accuracy of retrieval has been
improved by employing LBP as input of ITQ and we can
achieve to higher precision by small code length.
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