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Abstract
There is a growing amount of literature on the rela-
tionship between wide neural networks (NNs) and
Gaussian processes (GPs), identifying an equival-
ence between the two for a variety of NN archi-
tectures. This equivalence enables, for instance,
accurate approximation of the behaviour of wide
Bayesian NNs without MCMC or variational ap-
proximations, or characterisation of the distribu-
tion of randomly initialised wide NNs optimised
by gradient descent without ever running an op-
timiser. We provide a rigorous extension of these
results to NNs involving attention layers, showing
that unlike single-head attention, which induces
non-Gaussian behaviour, multi-head attention ar-
chitectures behave as GPs as the number of heads
tends to infinity. We further discuss the effects of
positional encodings and layer normalisation, and
propose modifications of the attention mechanism
which lead to improved results for both finite and
infinitely wide NNs. We evaluate attention kernels
empirically, leading to a moderate improvement
upon the previous state-of-the-art on CIFAR-10
for GPs without trainable kernels and advanced
data preprocessing. Finally, we introduce new fea-
tures to the Neural Tangents library (Novak et al.,
2020) allowing applications of NNGP/NTK mod-
els, with and without attention, to variable-length
sequences, with an example on the IMDb reviews
dataset.
1. Introduction
One of the currently most active research directions in the-
oretical deep learning is the study of NN behaviour as the
number of parameters in each layer goes to infinity (e.g.,
Matthews et al., 2018; Lee et al., 2018; Garriga-Alonso
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et al., 2019; Novak et al., 2019; Li & Liang, 2018; Allen-
Zhu et al., 2019; Du et al., 2019; Arora et al., 2019; Yang,
2019b). Building upon these efforts, we study the asymp-
totic behaviour of NNs with attention layers (Bahdanau
et al., 2015; Vaswani et al., 2017) and derive the correspond-
ing neural network Gaussian proccess (NNGP) and Neural
Tangent kernels (NTK, Jacot et al., 2018; Lee et al., 2019).
Beyond their recent empirical successes (e.g., Radford et al.,
2019; Devlin et al., 2019), attention layers are also interest-
ing from the theoretical perspective as the standard proof
techniques used to establish asymptotic Gaussianity of the
input-to-output mappings represented by wide NNs (Mat-
thews et al., 2018; Yang, 2019b) cannot be applied.
To understand why, consider the following simplified at-
tention layer model: let x ∈ Rds×d′ be the input with ds
spatial and d′ embedding dimensions (by spatial, we mean,
e.g., the number of tokens in a string or pixels in an image),
WQ,WK ,WV ∈ Rd′×d be weight matrices, and define
queries Q(x) := xWQ, keys K(x) := xWK , and values
V (x) := xWV as usual. The attention layer output is then
f(x) := ζ
(
Q(x)K(x)>√
d
)
V (x) = ζ(G(x))V (x) , (1)
where ζ is the row-wise softmax function.
Now observe that dimG(x) = ds × ds where the spatial
dimension ds stays finite even as the number of parameters—
here proportional to d—goes to infinity. As we will show
rigorously in Section 3, this fact combined with the d−1/2
scaling causes each column of f(x) to be a linear com-
bination of the same stochastic matrix ζ(G(x)), and thus
statistically dependent even in the infinite width limit.
Since the exchangeability based arguments (Matthews et al.,
2018; Garriga-Alonso et al., 2019) require that certain
moment statistics of f(x) asymptotically behave as if its
columns were independent (see condition b in lemma 10,
Matthews et al., 2018), they do not extend to attention layers
in a straightforward manner. Similarly, the proofs based on
Gaussian conditioning (Novak et al., 2019; Yang, 2019b)
require that given the input x, the conditional covariance of
each column of f(x) converges (in probability) to the same
deterministic positive semidefinite matrix (see propositions
5.5 and G.4 in Yang, 2019b) which will not be the case due
to the aforementioned stochasticity of ζ(G(x)).
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Figure 1. Distribution of an attention layer output for single-
head (left) and 100-head (right) architecture at initialisation under
the d−1/2 scaling when d is large (1000). Red line is the Gaussian
density with sample mean and variance substituted for its paramet-
ers. Unlike multi-head, the empirical distribution of single-head
attention significantly deviates from Gaussian despite d 0.
Among the many interesting contributions in (Yang, 2019b),
the author proposes to resolve the above issue by replacing
the d−1/2 scaling in Equation (1) by d−1 which does enable
application of the Gaussian conditioning type arguments.
However, it also forces the attention layer to only perform
computation similar to average pooling in the infinite width
limit, and reduces the overall expressivity of attention even
if suitable modifications preventing the pooling behaviour
are considered (see Section 3.2).
We address the above issues by modifying the exchangabil-
ity based technique and provide a rigorous characterisation
of the infinite width behaviour under both the d−1/2 and d−1
scalings. We also show that positional encodings (Gehring
et al., 2017; Vaswani et al., 2017) can improve empirical
performance even in the infinite width limit, and propose
modifications to the attention mechanism which results in
further gains for both finite and infinite NNs. In experiments,
we moderately improve upon the previous state-of-the-art
result on CIFAR-10 for GP models without data augment-
ation and advanced preprocessing (cf. Yu et al., 2020). Fi-
nally, since attention is often applied to text datasets, we
release code allowing applications of NNGP/NTK models
to variable-length sequences, including an example on the
IMDb reviews dataset.
2. Definitions and notation
Neural networks: f `(x) denotes the output of `th layer
for an input x ∈ X ⊂ Rds×d0 , and g`(x) := φ(f `(x))
the corresponding post-nonlinearity where φ : R → R is
the activation function applied elementwise (for conveni-
ence, we set g0(x) = x). We assume the network hasL ∈ N
hidden layers, making fL+1(x) the output, and that the in-
put set X is countable. As we will be examining behaviour
of sequences of increasingly wide NNs, the variables cor-
responding to the nth network are going to be denoted by
a subscript n (e.g., f `n(x) is the output of `
th layer of the nth
network in the sequence evaluated at x). We also use
f `n,·j := {f `n,ij(x) : x ∈ X , i ∈ [ds]}
f `n := {f `n,·j : j ∈ N} ,
with [ds] = {1, 2, . . . , ds}. To reduce clutter, we omit the `
index where it is clear from the context or unimportant.
Shapes: f `n(x), g`n(x) ∈ Rd
s×d`n with ds, d`n ∈ N respect-
ively the spatial and embedding dimensions. If there are
multiple spatial dimensions, such as height and width for
images, we assume these have been flattened into a single
dimension. Finally, we will allow the row space dimen-
sion of W `,Qn ,W
`,K
n ∈ Rd
`−1
n ×d`,Gn to differ from that of
W `,Vn ∈ Rd
`−1
n ×d`n , leading to the modified definition
G`n(x) =
Q`n(x)K
`
n(x)
>√
d`,Gn
(2)
Multi-head attention: Equation (1) describes a vanilla ver-
sion of a single-head attention layer. Later in this paper,
we examine the multi-head attention alternative in which
the output f `n(x) is computed as
f `n(x) =
[
f `1n (x), . . . , f
`d`,Hn
n (x)
]
W `,On , (3)
i.e., by stacking the outputs of d`,Hn ∈ N independently
parametrised heads into a ds×d`,Hn d`n matrix and projecting
back into ds× d`n by W `,On ∈ Rd
`,H
n d
`
n×d`n . The embedding
dimension of each head d`,Vn can optionally differ from
d`n. To distinguish the weight matrices corresponding to
the individual heads, we will be using a superscript h, e.g.,
Q`hn (x) = g
`−1
n (x)W
`h,Q
n .
Weight distribution: As usual, we will assume Gaussian
initialisation of the weights, i.e., W `h,Qn,ij ∼ N (0, σ2Q/d`−1n ),
W `h,Kn,ij ∼ N (0, σ2K/d`−1n ), W `h,Vn,ij ∼ N (0, σ2V /d`−1n ),
and W `,On,ij ∼ N (0, σ2O/(d`,Hn d`n)), all i.i.d. over the i, j
and `, h indices for all n. The scaling of variance by in-
verse of the input dimension is standard and ensures that
the asymptotic variances do not diverge (Neal, 1996; LeCun
et al., 1998; He et al., 2015). Throughout Sections 3 and 4,
we assume all the σ2 parameters are equal to one, and only
state the results in full generality in the appendix.
NNGP/NTK: As discussed in the introduction, randomly
initialised NNs induce a distribution over the fL+1n map-
pings. For a variety of architectures, this distribution con-
verges (weakly) to that of a GP as min`∈[L] d`n →∞, both
at initialisation (NNGP), and after continuous gradient des-
cent optimisation of the randomly initialised NN with re-
spect to a mean squared error loss (NTK). Both the NNGP
and NTK distributions are typically zero mean, and we use
κL+1 and ΘL+1 to denote their respective kernel functions.
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Table 1. Overview of the discussed kernels. The d column refers to the d−1 and d−1/2 scaling of the Q(x)K(x)>. (κ˜, Θ˜) denote the
input and (κ,Θ) the output NNGP and NTK kernels. NNGP and NTK columns are stated as updates for full ds × ds covariance blocks
unless the generic spatial dimension subscripts ab are used. To fit to page width, we use superscripts to denote dependence on inputs,
e.g., replacing κ˜ (x, x) by κ˜xx
′
. 〈A,B〉F =∑ij AijBij is the Frobenius product of matrices A,B, with ‖A‖2F = 〈A,A〉. I denotes
interpolation, e.g., I ◦ κ˜ (x, x′) = ακ˜ (x, x′) + (1− α)R with fixed hyperparameters α ∈ [0, 1] and R (a generic covariance related to
initialisation of positional encodings); the special case R = I is denoted by II . ‡ is for optional operators (e.g., I‡ ◦ κ˜xx′ can be replaced
with κ˜xx
′
). WQ = WK initialisation assumed for all d−1, and ζ = identity for all d−1/2 kernels (see Sections 3.2 and 4.1 respectively).
See Sections 3 and 4 for derivations, and (Yang, 2019b) for the LAYERNORM kernel (stated here for ease of reference).
KERNEL d NNGP NTK
VANILLA
1 ζ(κ˜xx)κ˜xx
′
ζ(κ˜x
′x′ )> 2κxx
′
+ ζ(κ˜xx)Θ˜xx
′
ζ(κ˜x
′x′ )>
1
2
κ˜xx
′∥∥∥κ˜xx′∥∥∥2
F
4κxx
′
ab + 〈κ˜xx
′
, 2κ˜xx
′
ab Θ˜
xx′ + Θ˜xx
′
ab κ˜
xx′ 〉F
RANDOM
POSITIONAL
ENCODING
1 ζ(II ◦ κ˜xx)[II ◦ κ˜xx′ ]ζ(II ◦ κ˜x′x′ )> 2κxx′ + ζ(II ◦ κ˜xx)[II ◦ Θ˜xx′ ]ζ(II ◦ κ˜x′x′ )>
1
2
II ◦ κ˜xx′
∥∥∥II ◦ κ˜xx′∥∥∥2
F
4κxx
′
ab + 〈II ◦ κ˜xx
′
, 2[II ◦ κ˜xx′ab ]II ◦ Θ˜xx
′
+ [II ◦ Θ˜xx′ab ]II ◦ κ˜xx
′ 〉F
STRUCTURED
POSITIONAL
ENCODING
1 ζ(I ◦ κ˜xx)[I‡ ◦ κ˜xx′ ]ζ(I ◦ κ˜x′x′ )> 2κxx′ + ζ(I ◦ κ˜xx)[I‡ ◦ Θ˜xx′ ]ζ(I ◦ κ˜x′x′ )>
1
2
I ◦ κ˜xx′ 〈I‡ ◦ κ˜xx′ , I ◦ κ˜xx′ 〉F
4κxx
′
ab + 〈I‡ ◦ κ˜xx
′
, [I ◦ κ˜xx′ab ]I ◦ Θ˜xx
′
+ [I ◦ Θ˜xx′ab ]I ◦ κ˜xx
′ 〉F
+ 〈I ◦ κ˜xx′ , [I ◦ κ˜xx′ab ]I‡ ◦ Θ˜xx
′ 〉F
RESIDUAL – ακ˜xx
′
+ (1− α)Rκ˜xx′R> 2(1− α)κxx′ + αΘ˜xx′ + (1− α)RΘ˜xx′R>
LAYERNORM – κ˜xx
′
ab [κ˜
xx
aa κ˜
xx′
bb ]
−1/2 Θ˜xx
′
ab [Θ˜
xx
aaΘ˜
x′x′
bb ]
−1/2
These kernel functions tend to have a recursive structure
where each layer in the underlying NN architecture is asso-
ciated with a mapping (κ`−1,Θ`−1) 7→ (κ`,Θ`) transform-
ing the NNGP and NTK kernels according to the layer’s
effect on the outputs in the infinite width limit. Since non-
linearities are typically not treated as separate layers, we
use κ˜` and Θ˜` to denote the intermediate transformation
(κ`−1,Θ`−1) 7→ (κ˜`, Θ˜`) they induce.
We generally assume every layer is followed by a nonlin-
earity, setting (κ˜`, Θ˜`) = (κ`−1,Θ`−1) if none is used. In
the next two sections, we uncover the mappings (κ˜`, Θ˜`) 7→
(κ`,Θ`) induced by various attention architectures.
3. Attention and Gaussian process behaviour
Throughout the rest of this paper, we restrict our focus to
increasingly wide NNs including at least one attention layer.
In particular, we consider sequences of NNs such that
lim
n→∞ min`∈[L]
d`n =∞ , (4)
and the reader should thus interpret any statements involving
n→∞ as implicitly assuming Equation (4) holds.
Due to the space constraints, most of the technical discus-
sion including derivation of the NTK is relegated to Ap-
pendix B. In this section, we only focus on the key step in
our proof which relies on an inductive argument adapted
from (Matthews et al., 2018). On a high level, the induction
is applied from ` = 1 to ` = L + 1, and establishes that
whenever f `−1n converges in distribution to GP(0, κ`−1) at
initialisation, f `n also converges in distribution to GP(0, κ`)
as n→∞. Since this fact is known for dense, convolutional,
and average pooling layers, and almost all nonlinearities
(Matthews et al., 2018; Lee et al., 2018; Garriga-Alonso
et al., 2019; Novak et al., 2019; Yang, 2019b), it will be
sufficient to show the same for attention layers.
3.1. Infinite width limit under the d−1 scaling
As illustrated in Figure 1, use of the d−1/2 scaling within a
single-head architecture leads to a scale mixture behaviour
of the attention layer outputs as the number of parameters
goes to infinity. To obtain a Gaussian limit, Yang (2019b, ap-
pendix A) proposes to replace the definition in Equation (2)
by Gn(x) = (dGn )
−1Qn(x)Kn(x)>, i.e., the use of d−1
scaling. The desired result then follows:
Theorem 1 (d−1 limit (Yang, 2019b)). Under the d−1 scal-
ing and the assumptions stated in (Yang, 2019b):
(I) For any (x, x′) ∈ X × X and a, b, i, j ∈ [ds], there
exist constants (ζ¯xai, ζ¯
x′
bj ) ∈ R × R such that
(ζ(Gn(x))ai, ζ(Gn(x
′))bj)→ (ζ¯xai, ζ¯x
′
bj ) (5)
in probability as n→∞.
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(II) fn converges in distribution to f ∼ GP(0, κ) with
κab (x, x
′) = E[fa1(x)fb1(x′)] (6)
=
ds∑
i,j=1
κ˜ij (x, x
′)ζ¯xaiζ¯
x′
bj ,
and f·k and f·l are independent for any k 6= l.
An analogous result also holds for multi-head attention ar-
chitectures which follows by the usual argument for fully
connected layers as long as either the number of embedding
dimensions per head or the number of heads goes to infinity.
3.2. Limitations of the d−1 scaling
While Theorem 1 is a good starting point, several issues have
to be resolved before using the kernel function described in
Equation (6) in practice. Firstly, since WQn and W
K
n are ini-
tialised independently, the d−1 scaled inner products of keys
and queries will converge to zero (the mean), and thus for
any a, i and x, ζ¯xai → (ds)−1 in probability by the continu-
ous mapping theorem. This issue was already noted by Yang
in appendix A but not discussed further as the main focus
of the paper lies elsewhere. In any case, substituting (ds)−1
for all the ζ¯ coefficients will make κab (x, x
′) = κij (x, x
′)
for any a, b, i, j ∈ [ds], and in fact all of these entries will
be equivalent to output of a simple global average pooling
kernel (Novak et al., 2019, equation 17).1
Perhaps the simplest way to address the above issue is by
drawing the initial weights such that WQn = W
K
n . This
will ensure that the key and query for a particular spatial
dimension will point in the same direction and thus the
attention weight corresponding to itself will be large with
high probability. The resulting formula for κab (x, x
′) is
ds∑
i,j=1
κ˜ij (x, x
′)ζ(κ˜ai (x, x))ζ(κ˜bj (x
′, x′)) . (7)
Since Equation (7) resolves the issue of reduction to average
pooling, a natural question is whether swapping d−1/2 for
d−1 has any undesirable consequences in the infinite width
limit. As we will see, this question can be answered in
affirmative. In particular, we start by a proposition inspired
by (Cordonnier et al., 2020) in which the authors show
that an attention layer with a sufficient number of heads
is at least as expressive as a standard convolutional layer,
and that attention layers often empirically learn to perform
computation akin to convolution. In contrast, Proposition 2
proves that there is no initial distribution of WQn and W
K
n
1In fact, the asymptotic distribution induced by such an atten-
tion layer followed by flatten and dense layers is the same as that
induced by global average pooling followed by a dense layer.
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Figure 2. Convergence (left) and validation accuracy (right)
plots for an empirical NNGP kernel estimated by Monte Carlo
on a 2K/4K train/validation subset of 8x8-downsampled CIFAR-
10, as the number weight samples averaged over (x-axis) and the
number of parameters (y-axis) grows. Architecture: Convolution +
ReLU, 2x Attention + ReLU, Flatten, Dense. For attention layers,
d`,Gn = #channels but d`,Hn = d`,Vn = b
√
#channelsc to reduce
the memory footprint. Details in Appendix A.1.2.
which would recover the convolutional kernel (Novak et al.,
2019; Garriga-Alonso et al., 2019) in the infinite width limit.
Proposition 2. There is no set of attention coefficients
{ζ¯xai ∈ R: a, i ∈ [ds], x ∈ X} such that for all positive
semidefinite kernels κ˜ simultaneously
ds∑
i,j=1
κ˜ij (x, x
′)ζ¯xaiζ¯
x′
bj =
df∑
i=1
κ˜Na(i)Nb(i) (x, x
′)
1
df
,
where df is the dimension of the (flattened) convolutional
filter, Na, Nb ⊂ [ds] are the ordered subsets of pixels which
are used to compute the new values of pixels a and b, re-
spectively, and Na(i), Nb(i) are the ith pixels in Na, Nb.
In the next section, we will see that the convolutional kernel
can be recovered under the d−1/2 scaling (Proposition 4).
However, we need to establish convergence scaling first.
3.3. Infinite width limit under the d−1/2 scaling
As discussed in Section 1, single-head attention architec-
tures can exhibit non-Gaussian asymptotic behaviour under
the d−1/2 scaling. This is inconvenient for our purposes as
many modern NN architectures combine attention with fully
connected, convolutional, and other layer types, all of which
have Gaussian NNGP and NTK limits (e.g., Novak et al.,
2019; Garriga-Alonso et al., 2019; Yang, 2019b). This Gaus-
sianity simplifies derivation of the infinite width behaviour
of many architectures and allows for easy integration with
existing software libraries (Novak et al., 2020). Fortunately,
the output of an attention layer becomes asymptotically
Gaussian when the number of heads becomes large.
Theorem 3 (d−1/2 limit). Let ` ∈ {2, . . . , L+1}, and φ be
such that |φ(x)| ≤ c+m|x| for some c,m ∈ R+. Assume
f `−1n converges in distribution to f
`−1 ∼ GP(0, κ`−1),
such that f `−1·j and f
`−1
·k are independent for any j 6= k,
the variables {f `−1n,·j : j ∈ N} are exchangeable over j.
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Then as min {n, d`,Hn , d`,Gn } → ∞ :
(I) G`n = {G`hn (x) : x ∈ X , h ∈ N} converges in distribu-
tion to G` ∼ GP(0, κ`,G) with
E[G`hai (x)G`h
′
bj (x
′)] = δh=h′ κ˜`ab (x, x
′) κ˜`ij (x, x
′) .
(8)
(II) f `n converges in distribution to f ` ∼ GP(0, κ`) with
κ`ab (x, x
′) = E[f `a1(x)f `b1(x′)] (9)
=
ds∑
i,j=1
κ˜`ij (x, x
′)E[ζ(G`1(x))aiζ(G`1(x′))bj ] ,
and f `·k and f
`
·l are independent for any k 6= l.
We can now revisit our argument from the previous section,
and prove that unlike in Proposition 2, d−1/2 scaling ensures
a convolutional kernel can in principle be recovered.
Proposition 4. Under the d−1/2 scaling, there exists a dis-
tribution over G such that for any x, x′ and a, b, i, j
E[ζ(G(x))aiζ(G(x′))bj ]
=
{
1
df
, ∃k ∈ [d] s.t. i = Na(k) , j = Nb(k) ,
0 , otherwise.
(10)
4. Beyond the vanilla attention definition
Before progressing to empirical evaluation of infinitely wide
attention architectures, two practical considerations have
to be addressed: (i) the d−1/2 scaling induced kernel in
Equation (9) involves an analytically intractable integral
E[ζ(G`1(x))ζ(G`1(x′))]; (ii) incorporation of positional
encodings (Gehring et al., 2017; Vaswani et al., 2017).
4.1. Alternatives to softmax in attention networks
We propose to resolve the analytical intractability of the
E[ζ(G`1(x))ζ(G`1(x′))] in Equation (9) by substituting
functions other than softmax for ζ . In particular, we consider
two alternatives: (i) ζ(x) = ReLU(x), and (ii) ζ(x) = x,
both applied elementwise. Besides analytical tractability of
the expectation, our motivation for choosing (i) and (ii) is
that ReLU removes the normalisation while still enforcing
positivity of the attention weights, while the identity func-
tion allows the attention layer to learn an arbitrary linear
combination of the values without constraints.
To see if either is a sensible modification, we evaluated
performance of finite attention networks on CIFAR-10 for
different choices of ζ. Since softmax typically dampens the
marginal variance of attention layer outputs (variance of a
convex combination of random variables is upper bounded
softmax relu identity
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
ac
cu
ra
cy
LayerNorm
none
per_head
at_output
Figure 3. Comparison of ζ alternatives. Architecture: 4x Convo-
lution + ReLU, Attention, Flatten, Dense. The captured variability
is due to multiple random seeds, varying learning rate and network
width, illustrating robustness of the reported results. Softmax sig-
nificantly underperforms other ζ alternatives whenever attention is
followed by layer normalisation. Details in Appendix A.1.3.
by the maximum of the individual variances), and both
ReLU and identity can also significantly affect scale of the
outputs, we optionally add layer normalisation as is common
in attention architectures. We consider no normalisation
(none),2 normalisation applied after each head prior to
multiplication by W `,On (per head), and normalisation
applied to the output after W `,On (at output).
Figure 3 shows the results across varying hyperparameters
and random seeds, and Table 8 (Appendix A.1.3) reports ac-
curacies attained under optimal hyperparameter settings. As
you can see, both the replacement of softmax and addition of
layer normalisation significantly increases the performance
of the NN, with ζ(x) = x and at output normalisation
being the best across variety of hyperparameter choices.
In light of the above, we will restrict our attention to the
identity function alternative for ζ in the rest of the paper, and
contrast its performance with the standard softmax choice
where possible (finite NNs, and infinite attention NNs under
the d−1 scaling—see Theorem 1). Similarly, we will also
leverage the at output layer normalisation over the em-
bedding dimension in our experiments. As shown by Yang
(2019b, appendix A), layer normalisation does not prevent
Gaussianity of the infinite width limit (see Table 1 for the
associated NNGP and NTK kernel transformations).
4.2. Positional encodings
While substituting the identity function for ζ as suggested
in Section 4.1 would technically allow us to move on to the
experimental evaluation already, we found that positional
encodings are as important in the infinite width limit as
2Despite the similarity between attention with ReLU or identity
for ζ and dense layers with cubic nonlinearities, which are known
to be hard to train, we found that layer normalisation was not
strictly necessary. We believe this is partly because we only used
a single attention layer, and partly because the weights for keys,
queries, and values are initialised independently which leads to
relatively better behaved distribution of gradients at initialisation.
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they are for the finite attention layers (Vaswani et al., 2017).
Since there are many possible variants of the positional
encoding implementation, we focus only on the major points
here and provide more detail in Appendix C.
In finite networks, some of the most common ways to im-
plement positional encodings is to modify the attention
layer input by either add-ing g`−1n (x) + E
`
n or append-
ing [g`−1n (x) , E
`
n] a matrix E
`
n which may be either fixed
or a trainable parameter. The purpose of E`n is to provide
the attention layer with information about the relationships
between individual spatial dimensions (e.g., position of a
particular pixel in an image, or of a token in a string).
4.2.1. EFFECT ON THE INFINITE WIDTH LIMIT
If we assume E`n is trainable and each of its columns is
initialised independently from N (0, R), R positive semi-
definite, it can be shown that both in the add and append
case, the attention layer output converges (in distribution)
to a Gaussian infinite width limit (see Appendix C). The
corresponding kernels can be stated in terms of an operator
I which interpolates any given kernel κ with R
I : κ (x, x′) 7→ ακ (x, x′) + (1− α)R , (11)
where α ∈ [0, 1] is a hyperparameter,3 yielding the follow-
ing modification of the kernel induced by the d−1 scaling
and WQ = WK initialisation (Equation (7)):
κab (x, x
′) = ζ¯xa [I ◦ κ˜ (x, x′)](ζ¯x
′
b )
> , (12)
where ζ¯xa := ζ(I ◦ κ˜ (x, x))a· and similarly for ζ¯x
′
b . The
modification of the kernel induced by the d−1/2 scaling,
WQ,WK initialised independently, and ζ replaced by the
identity function (Equation (9)), then leads to:
κab (x, x
′) = I ◦ κ˜ab (x, x′)
ds∑
i,j=1
[I ◦ κ˜ij (x, x′)]2. (13)
Several comments are in order. Firstly, the typical choice
of the initialisation covariance for E`n is R = ρI , ρ > 0.
This may be reasonable for the ζ¯xa = ζ(I ◦ κ˜ (x, x))a· in
Equation (12) when ζ is the softmax function as it increases
attention to the matching input spatial dimension, but does
not seem to have any “attention-like” interpretation in Equa-
tion (13) where the effect of applying I to κ˜ with R = ρI
is essentially analogous to that of just adding i.i.d. Gaussian
noise to each of the attention layer inputs.
Secondly, the right hand side of Equation (13) is just a scaled
version of the discussed I ◦ κ˜ kernel, with the scaling con-
stant disappearing when the attention layer is followed by
3IfE`n is append-ed, α = limn→∞ d`−1n /(d
`,E
n +d
`−1
n ) with
d
`,E
n the row space dimension of E`n. When E`n is add-ed, we
replace g`−1n (x) by
√
αg`−1n (x) +
√
1− αE`n so as to prevent
increase of the layer’s input variance (see Appendix C).
layer normalization (Table 1). Both of these call into ques-
tion whether the performance of the corresponding finite NN
architectures will translate to its infinite width equivalent.
We address some of these issues next.
4.2.2. STRUCTURED POSITIONAL ENCODINGS
As mentioned, the main purpose of positional encodings is
to inject structural information present in the inputs which
would be otherwise ignored by the attention layer. A natural
way to resolve the issues discussed in previous section is
thus to try to incorporate similar information directly into
the R covariance matrix. In particular, we propose
Rab = ρ
{
exp{−ϕ[rh(a, b)2 + rv(a, b)2]} (image)
exp{−ϕ rs(a, b)2} (string)
(14)
where ρ, ϕ > 0 are hyperparameters, rh(a, b) and rv(a, b)
are the absolute horizontal and vertical distances between
the pixels a and b divided by the image width and height
respectively, and rs(a, b) is the absolute distance between
the relative position of tokens a and b, e.g., if a is the 4th
token out of 7 in the first, and b is the 2nd token out of 9 in
the second string, then rs(a, b) = | 47 − 29 |.
To motivate the above definition, let us briefly revisit Equa-
tion (12). Intuitively, the d−1 kernel ζ¯xa [I ◦ κ˜ (x, x′)](ζ¯x
′
b )
>
is a result of multiplying the asymptotically Gaussian val-
ues V ∼ GP(0, I ◦ κ˜) by matrices of row-wise stacked
ζ¯x = [ζ¯x1 ; . . . ; ζ¯
x
ds ] vectors, e.g., f (x) = ζ¯
xV (x),4 mean-
ing that the ζ¯ vectors serve the role of attention weights in
the infinite width limit. This in turn implies that the greater
the similarity under κ˜ab (x, x) the higher the attention paid
by a to b. Thus, if we want to inject information about the
relevance of neighbouring pixels in an image or tokens in
a string, we need to increase the corresponding entries of
I ◦ κ˜ (x, x) = ακ˜ (x, x′)+(1−α)R which can be achieved
exactly by substituting the R from Equation (14).
The above reasoning only provides the motivation for modi-
fying the attention weights using positional encodings but
not necessarily for modifying the asymptotic distribution of
the values V . Adding positional encodings only inside the ζ
is not uncommon (e.g., Shaw et al., 2018), and thus we will
also experiment with kernels induced by adding positional
encodings only to the inputs of Qn and Kn, leading to
κab (x, x
′) = ζ¯xa κ˜ (x, x
′)(ζ¯x
′
b )
> , (15)
under the d−1 scaling (cf. Equation (12)), and
κab (x, x
′) = I ◦ κ˜ab (x, x′)
ds∑
i,j=1
κ˜ij (x, x
′)I ◦ κ˜ij (x, x′) ,
4By standard Gaussian identities, if Z ∼ N (0,Σ), and A is a
deterministic matrix, then AZ ∼ N (0, AΣA>).
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Figure 4. Validation accuracy as a function of depth for vari-
ous NNGP kernels on a 2K/4K train/validation split of CIFAR-10
(no pixel downsampling). Architecture: [depth]x Convolution
+ ReLU, followed by a single instance of the kernel specified in
the legend (attention kernels combined with additional Flatten),
and Dense. See Table 1 for attention, and (Novak et al., 2019;
Garriga-Alonso et al., 2019) for Convolutional, Flatten, and Global
Average Pooling (GAP) kernel descriptions. Results reported for
best hyperparameters (d−1 scaling generally resulted in better per-
formance for the Struct kernel). More experimental details in
Appendix A.1.4. Notice the improved performance of attention
kernels with positional embeddings and layer normalisation (i.e.,
Struct, Residual) over their Vanilla counterpart.
under the d−1/2 scaling (cf. Equation (13)).
Finally, note that the last kernel remains a scaled version of
the aforementioned I ◦ κ˜ kernel, albeit now with R as in
Equation (14). In our experience, using just I ◦ κ˜ without
the scaling leads to improved empirical performance, and
further gains can be obtained with the related kernel
κab (x, x
′) = ακ˜ab (x, x
′) + (1− α)Ra·κ˜ (x, x′)R>b· .
(16)
We call Equation (16) the residual attention kernel, as it can
be obtained as a limit of architecture with a skip connec-
tion, f `n(x) =
√
αg`−1n (x) +
√
1− αf˜ `n(x), where f˜ `n(x) is
output of an attention layer (details in Appendix D).
5. Experiments
We evaluate the attention NNGP/NTK kernels on the
CIFAR-10 (Krizhevsky, 2009) and IMDb reviews (Maas
et al., 2011) datasets. While IMDb is a more typical setting
for attention models (Section 5.2), we included CIFAR-10
experiments (Section 5.1) due to desire to compare with
other NNGPs/NTKs on an established benchmark (e.g.,
Novak et al., 2019; Du et al., 2019; Yu et al., 2020), and
the recent successes of attention on vision tasks (e.g., Wang
et al., 2017; 2018; Hu et al., 2018; Woo et al., 2018; Chen
et al., 2018; Ramachandran et al., 2019; Bello et al., 2019).
Our experimental code utilises the JAX (Bradbury et al.,
2018) and Neural Tangents (Novak et al., 2020) libraries.
Table 2. CIFAR-10 test accuracies of attention kernels and ex-
isting NNGP/NTK alternatives. The standard 50K/10K train/test
split is used (no pixel downsampling). Best hyperparemeters from
the 2K/4K subset experiments used for each kernel, d−1 scaling
for the Struct kernel (see Table 1). Details in Appendix A.1.5.
KERNEL NNGP NTK
FLATTEN 65.54 66.27
GAP (YU ET AL., 2020) 77.85 77.39
LAP (YU ET AL., 2020) 80.36 79.71
STRUCT 80.55 79.93
RESIDUAL 80.72 80.10
5.1. CIFAR-10
We have run two types of experiments on CIFAR-10:
(i) smaller scale experiments focused on understanding how
different hyperparameters of the attention kernel affect empi-
rical performance; (ii) a larger scale experiment comparing
attention kernels to existing NNGP/NTK benchmarks. The
smaller scale experiments were run on a randomly selected
subset of six thousand observations from the training set,
with the 2K/4K train/validation split. This subset was used
in Figures 2 and 4, and for hyperparameter tuning. Selected
hyperparameters were then employed in the larger scale
experiment with the usual 50K/10K train/test split.
All kernels evaluated in this section correspond to NN archi-
tectures composed of multiple stacked convolutional layers
with ReLU activations, followed by either simple flatten-
ing, global average pooling (GAP), or one of our attention
kernels itself followed by flattening and, except for the
Vanilla attention case (see Table 1), also by layer nor-
malisation; the output is then computed by a single dense
layer placed on top. The choice to use only one attention
layer was made to facilitate comparison with (Novak et al.,
2019; Du et al., 2019; Yu et al., 2020) where the same
set-up with a stack of convolutional layers was considered.
Adding more attention layers did not result in significant
gains during hyperparameter search though. Exact details
regarding data normalisation, hyperparameter tuning, and
other experimental settings can be found in Appendix A.
The most important observations from the smaller scale
experiments are captured in Figure 4 which shows the vali-
dation accuracy of various NNGP models as a function of
kernel choice and number of convolutional layers (depth)
preceding the final flatten/GAP/attention plus dense block.
Firstly, notice that except for the Flatten model, all other
kernel choices achieve their best performance at smaller
depths which is consistent with existing literature (Arora
et al., 2019; Yu et al., 2020).
Secondly, observe that both the Struct and Residual
attention kernels significantly outperform the Vanilla
one, demonstrating that the use of positional embeddings
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Table 3. IMDb sentiment classification, test accuracies of
simple NNGP/NTK models on the 25K/25K train/test split using
GloVe word embeddings (Pennington et al. (2014); 840B.300d).
GAP-only corresponds to a single global average pooling layer
followed by a linear fully connected readout. GAP-FCN has 2
ReLU fully connected layers after GAP. Struct has an attention
layer preceding GAP, followed by one (NNGP) or two (NTK)
fully connected layers. Models selected on a validation set of 10K
reviews. Details in Appendix A.2.2.
KERNEL NNGP NTK
GAP-ONLY – 84.98 –
GAP-FCN 85.82 85.80
STRUCT 86.09 86.09
and layer normalisation is helpful even in the infinite width
limit as claimed in Section 4.2. In contrast, we did not find
significant evidence for ζ(x) = x outperforming the stand-
ard softmax choice as was the case for finite networks (see
Figure 3), with the best set of hyperparameters for Struct
d−1 with softmax being only marginally better than the best
results with the identity function (recall that no d−1/2 ker-
nels use ζ = softmax due to the intractability discussed
in Section 4). This finding provides hope that the d−1/2
kernels also do not sacrifice much in terms of performance
by using identity for ζ, but also points to salient differences
between the qualitative effects of individual hyperparameter
choices in finite and infinite attention layers.
Using the insights from the smaller scale experiments, we
ran the larger scale experiment on the full dataset using
eight layer models and the Struct and Residual at-
tention kernels. We used the positional embedding cov-
ariance matrix defined in Equation (14) in both cases, and
d−1 with softmax for the Struct kernel (further details in
Appendix A.1.5). The results can be found in Table 2. As
you can see, attention performs significantly better than the
GAP kernel (Arora et al., 2019), and also provides a mod-
erate improvement over the recent local average pooling
(LAP) results (Yu et al., 2020). Since we used the valida-
tion accuracy from smaller scale experiments to determine
our hyperparameters, we are comparing against the best
cross-validation results from (Yu et al., 2020) for fairness.
5.2. IMDb reviews
Although there has been interest in applying attention in
vision, to date it has been predominantly recognized for
performance on language tasks. However, most of avail-
able NNGP/NTK kernel implementations (Matthews et al.,
2018; Lee et al., 2018; Garriga-Alonso et al., 2019; Arora
et al., 2019; Yang, 2019b; Yu et al., 2020) are hard-coded
for the specific experiments performed in the respective pa-
per. Neural Tangents (Novak et al., 2020) allows for some
flexibility, yet still accepts only inputs of fixed length and
Table 4. IMDb sentiment classification, test accuracies on a
3.2K/1.6K train/test split. When high-quality word embeddings
are used (300-dimensional GloVe trained on 840B tokens), com-
plex models yield diminishing returns. Contrarily, simple em-
beddings (50-dimensional GloVe trained on 6B tokens) lead to
significant gaps in model performance due to respective inductive
biases (GAP-only < GAP-FCN << CNN-GAP ≈ Struct).
Models selected on a validation set of 1.6K reviews. Details in
Appendix A.2.3.
EMBEDDINGS: GLOVE 840B GLOVE 6B
(DIMENSION) (300) (50)
GAP ONLY 83.81 73.00
NNGP
GAP-FCN 83.75 74.44
CNN-GAP 84.69 81.00
STRUCT 83.56 80.88
NTK
GAP-FCN 83.81 74.88
CNN-GAP 84.88 80.31
STRUCT 84.00 81.06
having exactly zero (i.e. inputs to fully connected networks)
or two (images for CNNs) spatial dimensions.
We release code allowing use of NNGP/NTK models (with
or without attention) on inputs of variable spatial extent
and arbitrary dimensionality (e.g., one spatial dimension for
texts and time series, three spatial dimensions for videos).
Our implementation seamlessly extends the Neural Tangents
library, enabling research and application of NNGP and
NTK models to new domains with almost no extra effort.
As an example, we present the first benchmarks of simple
NNGP and NTK models on the IMDb sentiment classific-
ation dataset in Table 3. We observe that Struct kernels
outperform the GAP-only kernel (corresponding to linear
regression on the word embeddings mean), but provides
marginal benefit compared to a fully connected model on
top of the pooling layer (GAP-FCN). We conjecture this is
due to high-quality word embeddings partially incorporat-
ing the inductive bias of the considered model. Indeed, we
further demonstrate this effect by contrasting the gaps in
performance between different kernel families on high- and
low-quality word embeddings in Table 4.
Naturally, our sample IMDb results are not competitive with
the state-of-the-art, which achieve up to 97.4% (Thongtan
& Phienthrakul, 2019, Table 4). However, we hope they
will be a useful baseline for future research in infinite width
sequence models, and that our codebase will substantially
facilitate the process by enabling variable-length, arbitrary-
dimensional input processing.
6. Conclusion
Unlike under the d−1 scaling of Q(x)K(x)> proposed in
(Yang, 2019b), the standard d−1/2 scaling may lead to non-
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Gaussian asymptotic behaviour of attention layer outputs.
Gaussianity of the limit can however be obtained by tak-
ing the number of heads to infinity. We explored the effect
of positional encodings and replacements for the softmax
function in attention layers, leading to improved perform-
ance for both finite and infinite attention architectures. On
CIFAR-10, attention improves moderately upon the previ-
ous state-of-the-art for GPs without trainable kernels and
advanced data preprocessing (Yu et al., 2020). We further
released code allowing application of NNGP/NTK kernels
to variable-length sequences and demonstrated its use on the
IMDb reviews dataset. While caution is needed in extrapol-
ation of any results, we hope that particularly Figure 3 and
Table 2 inspire novel NN architectures and kernel designs.
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A. Experimental details
A.1. CIFAR-10
The CIFAR-10 datasest (Krizhevsky, 2009) was fetched using the TensorFlow datasets5.
In all of the CIFAR-10 experiments, the data was preprocessed by subtracting mean and dividing by a standard deviation for
each pixel and data point separately (equivalent to using LayerNorm as the first layer). We inflated all of the standard
deviations by 10−15 to avoid division by zero.
All the classification tasks were converted into regression tasks by encoding the targets as C–dimensional vectors, where
C is the number of classes, with the entry corresponding to the correct label set to C−1C and all other entries to − 1C . This
enabled us to perform closed form NNGP and NTK inference using the Gaussian likelihood/MSE loss.
A.1.1. HYPERPARAMETER SEARCH
The hyperparameter search was on a fixed architecture with 8x Convolution + ReLU, Attention, Flatten, and a Dense readout
layer. We used 1.7562 and 0.1841 respectively for the weight and bias variances as in (Novak et al., 2019, appendix G.1)
except for the attention output variance σ2O which was set to one. The convolutional layers were used with the SAME padding,
stride one, and filter size 3× 3. For attention kernels with positional encodings, the reported ρ parameter (Equation (14)) is
actually ρ/(σ2Qσ
2
K) so that the relative scale of the contribution of R remains the same with changing σ
2
Qσ
2
K .
There were two stages of the hyperparameter search, first to identify the most promising candidates (Table 5), and second
to refine the parameters of these candidate kernels (Table 6). The second stage also included the residual attention kernel
(Equation (16)); the α in the second table should thus be interpreted as the one stated in Equation (16) (cf. Appendix D).
The best hyperparameters used in Figure 4 and Table 2 can be found in a bold typeset in Table 6.
All computation was done in 32-bit precision, and run on up to 8 NVIDIA V100 GPUs with 16Gb of RAM each.
Table 5. Hyperparameter values for the first stage of search. VALUE POSITIONAL ENCODING stands for whether the positional encodings
should be added to all Q, K, and V (TRUE), or only to the inputs of Q and K (FALSE; see Section 4.2.2). ENCODINGS COVARIANCE
represent whether positional encodings should be added (0 for no), and if so, what should their initialisation covariance be (I for identity,
and R for the covariance defined in Equation (14)). ζ = softmax was only used when QUERY/KEY SCALING was d−1 (see Section 4).
ϕ, ρ, α were skipped when VALUE POSITIONAL ENCODING was FALSE, and ϕ was only varied when ENCODINGS COVARIANCE was R.
HYPERPARAMETER VALUES
QUERY/KEY SCALING {d−1/2, d−1}
ζ (SECTION 4.1) {SOFTMAX, IDENTITY}
VALUE POSITIONAL ENCODING {TRUE, FALSE}
ENCODINGS COVARIANCE {0, I, R}
ϕ (EQUATION (14)) {1, 5}
ρ (EQUATION (14)) {1}
α (EQUATION (11)) {0.5, 0.8}
σQ · σK {0.1, 1.0}
Table 6. Hyperparameter values for the first stage of search. See Table 5 for description of the individual hyperparameters. The parameters
that achieved the best NNGP validation accuracy and were selected for the subsequent experiments are in a bold typeset.
HYPERPARAMETER STRUCT RESIDUAL
QUERY/KEY SCALING {d−1} {d−1}
ζ (SECTION 4.1) {SOFTMAX} {IDENTITY}
VALUE POSITIONAL ENCODING {TRUE, FALSE} –
ENCODINGS COVARIANCE {R} {R}
ϕ (EQUATION (14)) {1,5, 10} {1,5, 10}
α (EQUATIONS (11) AND (16)) {0.4, 0.5, 0.65, 0.8, 0.9} {0.4, 0.5,0.65, 0.8, 0.9}
ρ (EQUATION (14)) {0.5, 1,1.5} {0.5, 1, 1.5}
σQ · σK {0.001,0.1, 1.0} –
5https://www.tensorflow.org/datasets/catalog/cifar10
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A.1.2. DETAILS FOR FIGURE 2
The downsampling was performed using skimage.transform.resize with parameters mode="reflect" and
anti aliasing=True, using downsampled height and width of size 8 as mentioned.
Both the convergence and accuracy plots are for the d−1/2 vanilla NNGP kernel with ζ = softmax. The intractable softmax
integral of the limiting covariance function was estimated using MC integration with 2048 samples.
We used 1.7562 and 0.1841 respectively for the weight and bias variances as in (Novak et al., 2019, appendix G.1) for
all the convolutional and dense layers, 1.7562 for the σ2K , σ
2
Q and σ
2
V , and σ
2
O = 1. The convolutional layer used VALID
paddingstride one, and filter size 3× 3.
As in (Novak et al., 2019), The reported distance between kernel matrices is the logarithm of
‖Kˆ − K‖2F
‖K‖2F
, (17)
where Kˆ and K are respectively the empirical and the predicted theoretical covariance matrices for the training set.
All computation was done in 32-bit precision, and run on up to 8 NVIDIA V100 GPUs with 16Gb of RAM each.
A.1.3. DETAILS FOR FIGURE 3
We used a 45K/5K train/validation split of the usual 50K CIFAR-10 training set and reported the validation set accuracy
after training for 1000 epochs with batch size 64 and the Adam optimiser.
The attention layers used the usual d−1/2 scaling of the query/key inner products, and the convolutional layers used the
SAME padding, stride one, and filter size 3 × 3. We used 2.0 and 10−2 respectively for the weight and bias variances
except in the attention where σ2Q = σ
2
K = σ
2
V = 2 but σ
2
O = 1. Further, we used the append type positional encodings
(Section 4.2) with the same embedding dimension as N CHANNELS (Table 7), thus doubling the embedding dimension of
the attention layer inputs.
All computation was done in 32-bit precision, and run on a single NVIDIA V100 GPU with 16Gb of RAM each.
Table 7. Hyperparameter values for which results are reported in Figure 3. N CHANNELS is the number of channels used in the
convolutional layers. The same number was used for d`,Gn and output dimension in the attention layer, but d`,Hn = d`,Vn = bN CHANNELSc
to reduce the memory footprint. The learning rate was fixed throughout the training, relying only on Adam to adapt step size. Each
configuration was run with three random seeds and each of the corresponding results was included in the appropriate column in Figure 3.
HYPERPARAMETER VALUES
ζ (ATTENTION) {RELU, ABS, SOFTMAX}
LAYERNORM {NONE, PER HEAD , AT OUTPUT}
N CHANNELS {32, 192}
LEARNING RATE {10−3, 10−2}
A.1.4. DETAILS FOR FIGURE 4
We used 1.7562 and 0.1841 respectively for the weight and bias variances as in (Novak et al., 2019, appendix G.1) except for
the attention output variance σ2O which was set to one. The convolutional layers were used with the SAME padding, stride one,
and filter size 3× 3. For the vanilla attention kernels, we report the best performance over σQσK = {10−3, 10−1, 1, 2, 10}
at each depth. The Struct and Residual were used with the best hyperparameters found during hyperparameter search
as reported in Appendix A.1.1.
All computation was done in 32-bit precision, and run on up to 8 NVIDIA V100 GPUs with 16Gb of RAM each.
A.1.5. DETAILS FOR TABLE 2
The best set-up from Appendix A.1.1 was used (including the best hyperparameters as stated in Table 6).
All computation was done in 64-bit precision, and run on up to 8 NVIDIA V100 GPUs with 16Gb of RAM each.
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A.2. IMDb
A.2.1. GENERAL SETTINGS FOR TABLE 3 AND TABLE 4.
The IMDb reviews dataset (Maas et al., 2011) was fetched using TensorFlow datasets6.
All sentences were truncated or padded to 1000 tokens using the default settings of
tf.keras.preprocessing.text.Tokenizer7. No words were removed from the embedding model dic-
tionary. Tokens were embedded using GloVe embeddings (Pennington et al., 2014) with no other pre-processing. Binary
targets were mapped to {−0.5, 0.5} values. Diagonal regularizers for inference were selected based on validation
performance among the values of 10−7, 10−6, . . . , 1 multiplied by the mean trace of the kernel.
When applicable, all models used ReLU nonlinearities, Struct (Structured positional encoding, d−1 scaling, Table 1)
kernel with ζ being the row-wise softmax function (Equation (20)), decaying positional embeddings used only for the
attention keys and queries, with ϕ = 2.5 (Equation (14)), α = 0.75, and ρ = 1 (Equation (11)). These parameters were
selected based on preliminary experiments with CIFAR-10, and fine-tuning on IMDb specifically is an interesting avenue
for future research.
All preliminary and validation experiments were carried out in 32-bit precision, while test evaluation (reported in the Table 3
and Table 4) were done in 64-bit precision. All experiments were run on machines with up to 8 NVIDIA V100 GPUs with
16Gb of RAM each.
A.2.2. DETAILS FOR TABLE 3
Words were embedded using GloVe 840B.300d embeddings.
The embedding model was selected on a small-scale experiment (4000 train and 4000 validation sets) among GloVe 6B 50-,
100-, 200-, and 300-dimensional variants, as well as GloVe 840B.300d, and 1024-dimensional ELMO (Peters et al., 2018)
embeddings (using TensorFlow Hub8). In this preliminary experiment, GloVe 840B.300d, GloVe6B.300d, and ELMO.1024d
performed similarly, and GloVe 840B.300d was chosen for the full dataset experiment.
The validation experiment was run on the 25K training set partitioned into a 15K and 10K training and validation sets, with
the best models then evaluated on the 25K training and 25K test sets.9
All layers used weight and bias variances 2 and 0.01 respectively, expect for attention outputs and values variances which
were set to 1, and the top linear readout layer with weight variance 1 and no bias.
Three classes of models were considered:
1. GAP-only, doing only global average pooling over inputs followed by the linear readout.
2. GAP-FCN, in which GAP was followed by 0, 1, or 2 fully connected layers.
3. Struct, allowing the same models as GAP-FCN, except for necessarily having an attention layer before GAP.
Each class could also have an optional LayerNorm layer following GAP. The best model from each class was then
evaluated on the test set.
A.2.3. DETAILS FOR TABLE 4
All convolutional layers used the total window (context) size of 9 tokens, stride 1, and SAME (zero) padding.
Experiments were run on a 3200/1600/1600 train/validation/test splits. Four classes of models were considered:
1. GAP-only, identical to the one in Appendix A.2.2.
6https://www.tensorflow.org/datasets/catalog/imdb_reviews
7https://www.tensorflow.org/api_docs/python/tf/keras/preprocessing/text/Tokenizer
8https://tfhub.dev/google/elmo/3
9Precisely, subsets of sizes 14880/9920 and 24960/24960 were used to make the dataset be divisible by 8 (the number of GPUs) times
20 (the batch size), which is a technical limitation of the Neural Tangents (Novak et al., 2020) library.
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2. GAP-FCN, also identical to the one in Appendix A.2.2.
3. CNN-GAP, allowing the same models as in GAP-FCN, but having GAP preceeded by 0, 1, 2, 4, or 8 CNN layers.
4. Struct, allowing the same models as in CNN-GAP, but having 1 or 2 attention layers (each optionally followed by
LayerNorm over channels) before GAP. If the model also had CNN layers, attention and CNN layers were interleaved,
attention layers being located closer to GAP (for example, a model with 8 CNN layers and 2 attention layers would
have 7 CNN layers followed by attention, CNN, attention, GAP).
All models were allowed to have either ReLU or Erf nonlinearity, with weight and bias variances set to 2 and 0.01 for ReLU,
and 1.7562 and 0.1841 for Erf, with the same values used by attention keys and queries layers, but having variance 1 for
values and output layers. The readout linear layer had weight variance 1 and no bias.
Table 8. Best validation accuracy for various finite attention architectures. The reported numbers are an average over three random seeds.
SOFTMAX RELU IDENTITY
NONE 64.10 69.68 70.46
PER HEAD 68.96 77.40 75.28
AT OUTPUT 71.70 79.00 79.56
B. Proofs
Assumptions: We assume the input set X ⊂ RN×d0 is countable, and the usual Borel product σ-algebra on any of the
involved countable real spaces (inputs, weights, outputs of intermediary layers). We also assume that the nonlinearities φ and
ζ are continuous and (entrywise) polynomially bounded, i.e., |φ(z)| ≤∑mt=0 ct|z|t for some m ∈ N and c0, . . . , cm ∈ R+
independent of z,10 and |ζ(G)ai| ≤
∑m
t=0 c0|Gai|t for some m ∈ N and c0, . . . , cM ∈ R+ independent of G. For the NTK
proofs, we further assume that∇φ and∇ζ are continuous bounded almost everywhere, where for ReLU, Leaky ReLU, or
similar, we set ∇φ(0) := limz→0− ∇φ(z) which for ReLU/Leaky ReLU is equal to zero.
As Matthews et al. (2018), we will need to use the ‘infinite width, finite fan-out’ construction of the sequence of NNs.
In particular, we will assume that for any attention layer ` ∈ [L + 1] and n ∈ N, the output is computed as defined
in Equation (3), but we will add a countably infinite number of additional heads which do not affect the output of the nth
network, but are used by wider networks, i.e., each head h > d`,Hn is only used to compute the outputs by networks with
index m ∈ N such that d`,Hm ≥ h. Similar construction can be used for fully connected, convolutional, and other types of
layers as demonstrated in (Matthews et al., 2018; Garriga-Alonso et al., 2019). Since the outputs remain unchanged, a proof
of convergence of the ‘infinite width, finite fan-out networks’ implies convergence of the standard finite width networks, and
thus the construction should be viewed only as an analytical tool which will allow us to treat all the random variables
{f `n,ij(x), f `hn,ij(x) : n, h, i, j ∈ N, ` ∈ [L+ 1], x ∈ X} ,
as defined on the same probability space, and thus allows us to make claims about convergence in probability and similar.
Finally, we will be using the NTK parametrisation (Jacot et al., 2018) within the NTK convergence proofs, i.e., we implicitly
treat each weight Wij ∼ N (0, σ2/d), i.i.d., as W = σ√dW˜ where only W˜ is trainable. This parametrisation ensures
that not only the forward but also the backward pass are properly normalised; under certain conditions, proofs for NTK
parametrisation can be extended to standard parametrisation (Lee et al., 2019).
Notation: For random variables X, (Xn)n≥1, Xn  X denotes convergence in distribution, and Xn P−→ X convergence
in probability. For vectors x, y ∈ Rm, 〈x, y〉 = ∑mj=1 xjyj denotes the usual inner product, and for matricesA,B ∈ Rm×m,
〈A,B〉 = 〈vect(A), vect(B)〉 = ∑mi,j=1AijBij denotes the Frobenius inner product. For any A ∈ Rm×k, we will use
10This is a relaxation of the original ‘linear envelope’ condition |φ(z)| ≤ c + m|z| for some c,m ∈ R+, used in (Matthews et al.,
2018; Garriga-Alonso et al., 2019) and stated in Theorem 3. We decided to keep the reference to the linear envelope condition in the main
text since it is general enough to guarantee convergence for all bounded (e.g., softmax, tanh) and ReLU like (e.g., ReLU, Leaky ReLU,
SeLU) nonlinearities, and matches the existing literature with which the readers may already be familiar. Nevertheless, all the presented
proofs are valid for the polynomially bounded nonlinearities, similarly to (Yang, 2019b).
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Ai· ∈ R1×k and A·j ∈ Rm×1 to respectively denote ith row and jth column of the matrix. Later on, we will be working
with finite subsets L ⊂ X × N for which we define the coordinate projections
LX := {x ∈ X : ∃i ∈ N s.t. (x, i) ∈ L} , LN := {i ∈ N : ∃x ∈ X s.t. (x, i) ∈ L} .
Since Yang (2019b) provides convergence for attention architectures under the d−1 only in the NNGP regime, we use
τ ∈ {1, 12} to refer to the different d−τ within the NTK proofs. As explained in Section 3.2, the τ = 1 limit is not very
interesting when WQ and WK are initialised independently with zero mean, and thus we will be assuming WQ = WK
a.s. whenever τ = 1. Finally, we use σOV := σOσV , σQK := σQσK , . as ‘less then up to a universal constant’,
poly(x1, . . . , xM ) for a polynomial in x1, . . . , xm ∈ R, and the shorthand
G˜`hn,ai(x) := ζ(G
`h
n,ai(x)) . (18)
Proof technique: The now common way of establishing convergence of various deep NNs architectures is to inductively
prove that whenever a preceding layer’s outputs converge in distribution to a GP, the outputs of the subsequent layer converge
to a GP too under the same assumptions on the nonlinearities and initialisation (e.g., Matthews et al., 2018; Lee et al., 2018;
Novak et al., 2019; Garriga-Alonso et al., 2019; Yang, 2019a;b). We prove this induction step for NNGP under the d−1/2
scaling in Theorem 3 (recall that the equivalent result under the d−1 is already known due to Yang (2019b)), and for NTK in
Theorem 18. As in (Matthews et al., 2018), our technique is based on exchangeability (Lemma 5), and we repeatedly make
use of Theorem 29 which says that if a sequence of real valued random variables (Xn)n≥1 converges in distribution to X ,
and the (Xn)n≥1 are uniformly integrable (Definition 6 below), then X is integrable and E[Xn]→ E[X].
Lemma 5 (Exchangeability). For any n ∈ N, the outputs of an attention layer f `n,ai(x) are exchangeable along the i index.
Furthermore, each of f `hn (x), G
`h
n (x), Q
`h
n (x),K
`h
n (x), V
`h
n (x) is exchangeable over the h index, and for a fixed h, each of
f `hn,ai(x), Q
`h
n,ai(x),K
`h
n,ai(x), V
`h
n,ai(x) is exchangeable over the i index.
Definition 6 (Uniform integrability). A collection of real valued random variables C is called uniformly integrable if for
any ε > 0 there exists cε ≥ 0 s.t. E |X|1|X|≥cε ≤ ε for all X ∈ C simultaneously.
Proof of Lemma 5. Recall that by the de Finnetti’s theorem, it is sufficient to exhibit a set of random variables conditioned
on which the set of random variables becomes i.i.d. This is is trivial for the columns of f `n,ai(x) as we can simply condition
on {f `hn,ai(x) : h ∈ [d`,Hn ]}. The remainder of the claims can be obtained by observing that
f `hn (x) = ζ
(
1√
d`,Gn
g`−1n (x)W
`h,Q
n (g
`−1
n (x)W
`h,K
n )
>
)
g`−1n (x)W
`h,V
n ,
and thus if we condition on g`−1n (x), the variables associated with individual heads are i.i.d.
B.1. d−1/2 NNGP convergence proof
Theorem 3 (d−1/2 limit). Let ` ∈ {2, . . . , L+1}, and φ be such that |φ(x)| ≤ c+m|x| for some c,m ∈ R+. Assume f `−1n
converges in distribution to f `−1 ∼ GP(0, κ`−1), such that f `−1·j and f `−1·k are independent for any j 6= k, the variables
{f `−1n,·j : j ∈ N} are exchangeable over j.
Then as min {n, d`,Hn , d`,Gn } → ∞ :
(I) G`n = {G`hn (x) : x ∈ X , h ∈ N} converges in distribution to G` ∼ GP(0, κ`,G) with
E[G`hai (x)G`h
′
bj (x
′)] = δh=h′ κ˜`ab (x, x
′) κ˜`ij (x, x
′) . (8)
(II) f `n converges in distribution to f ` ∼ GP(0, κ`) with
κ`ab (x, x
′) = E[f `a1(x)f `b1(x′)] (9)
=
ds∑
i,j=1
κ˜`ij (x, x
′)E[ζ(G`1(x))aiζ(G`1(x′))bj ] ,
and f `·k and f
`
·l are independent for any k 6= l.
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Proof. Since we have assumed that the input set X is countable, we can use Lemma 27 to see that all that we need to do to
prove Theorem 3 is to show that every finite dimensional marginal of f `n converges to the corresponding Gaussian limit.
Because the finite coordinate projections are continuous by definition of the product topology, the continuous mapping
theorem (Dudley, 2002, theorem 9.3.7) tells us it is sufficient to prove convergence of the finite dimensional marginals of
{f `n,·j(x) : x ∈ X , j ∈ N} , (19)
as any finite dimensional marginal of f `n can be obtained by a finite coordinate projection.
Focusing on an arbitrary finite marginal L ⊂ X ×N, we follow Matthews et al. and use the Crame´r-Wold device (Billingsley,
1986, p. 383) to reduce the problem to that of establishing convergence of
Tn :=
∑
(x,i)∈L
〈αx,i, f `n,·i(x)〉 , (20)
for any choice of {α(x,i) ∈ Rds : (x, i) ∈ L} ⊂ Rds×L. We can rewrite Tn as
Tn =
∑
x,i∈L
〈αx,i, f `n,·i(x)〉 =
∑
x,i∈L
〈
αx,i,
[
f `1n (x), . . . , f
`d`,Hn
n (x)
]
W `,On,·i
〉
=
1√
d`,Hn
d`,Hn∑
h=1
∑
(x,i)
〈
αx,i,
√
d`,Hn f
`h
n (x)W
`h,O
n,·i
〉
=:
1√
d`,Hn
d`,Hn∑
h=1
γn,h ,
where we have defined W `h,On,·i := [W
`,O
n,(hd`n+1)i
, . . . ,W `,O
n,(hd`n+d
`
n−1)i] ⊂ R
d`n .
We are now prepared to apply lemma 10 from (Matthews et al., 2018) which we restate (with minor modifications) here.
Lemma 7 (Adaptation of theorem 2 from (Blum et al., 1958)). For each n ∈ N, let {Xn,i : i = 1, 2, . . .} be an infinitely
exchangeable sequence with EXn,1 = 0 and EX2n,1 = σ2n, such that limn→∞ σ2n = σ2∗ for some σ2∗ ≥ 0. Let
Sn :=
1√
dn
dn∑
i=1
Xn,i , (21)
for some sequence (dn)n≥1 ⊂ N s.t. limn→∞ dn =∞. Assume:
(a) EXn,1Xn,2 = 0
(b) limn→∞ EX2n,1X2n,2 = σ4∗
(c) E |Xn,1|3 = o(
√
dn)
Then Sn  Z, where Z = 0 (a.s.) if σ2∗ = 0, and Z ∼ N (0, σ2∗) otherwise.
Substituting Sn = Tn and Xn,h = γn,h, convergence of Tn follows from Lemma 7:
• Exchangeability requirement is satisfied by Lemma 8.
• Zero mean and covariance follow from Lemma 9.
• Convergence of variance is established in Lemma 10.
• Convergence of E[ϕ2n,1ϕ2n,2] and E |γn,h|3 = o(
√
d`n) are implied by Lemma 11.
Combining the above with Lemmas 12 and 33 concludes the proof.
Lemma 8 (Infinite exchangeability). γn,h are exchangeable over the index h.
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Proof. Recall that by the de Finetti’s theorem, it is sufficient to exhibit a set of random variables conditioned on which
the {γn,h : h ∈ N} are i.i.d. From Section 2, we have
f `hn (x) = ζ
(
1√
d`,Gn
g`−1n (x)W
`h,Q
n (g
`−1
n (x)W
`h,K
n )
>
)
g`−1n (x)W
`h,V
n .
Hence if we condition on {g`−1n,·j (x) : j ∈ [d`−1n ], x ∈ LX }, where LX := {x ∈ X : ∃i ∈ N s.t. (x, i) ∈ L}, it is easy to see
that {γn,h}h≥1 are exchangeable.
Lemma 9 (Zero mean and covariance). E γn,1 = E γn,1γn,2 = 0.
Proof. Using EW `1,On,·i = 0, E γn,1 = 0 if |E f `1n,ij(x)| < ∞ for all (i, j) ∈ [ds] × N. Substituting E f `1n,ij(x) =
E ζ(G`1n )i·g`−1n (x)W
`h,V
n,·j = 0 as long as |E ζ(G`1n )iag`−1n,bk(x)| <∞ for any a, b, k ∈ [ds]. This can be obtained by combin-
ing Ho¨lder’s inequality with Lemma 32. An analogous argument applies for E γn,1γn,2 = 0 since E[W `1,On,·i (W
`2,O
n,·i )
>] = 0
by assumption.
Lemma 10 (Convergence of variance). limn→N E γ2n,1 = σ2∗.
Proof. Observe that E γ2n,1 can be written as
σ2O
d`n
∑
(x,i),(x′,j)
(αx,i)> E
[
f `1n (x)ε·i(ε·j)
>f `1n (x
′)>
]
αx
′,j =
σ2O
d`n
∑
(x,i)
(αx,i)> E
[
f `1n (x)f
`1
n (x)
>
]
αx,i ,
and thus it will be sufficient to show that E[f `1n (x)f `1n (x)
>
]/d`n converges to the mean of the weak distributional limit.
1
d`n
E
[
f `1n (x)f
`1
n (x)
>
]
=
1
d`n
E
[
ζ(G`1n (x))g
`−1
n (x)W
`1,V
n (W
`1,V
n )
>g`−1n (x)
>
ζ(G`1n (x))
>
]
= σ2V E
[
ζ(G`1n (x))
g`−1n (x)g
`−1
n (x)
>
d`−1n
ζ(G`1n (x))
>
]
,
suggests the desired result could be obtained by application of Theorem 29 which requires that the integrands converge in
distribution to the relevant limit, and that their collection is uniformly integrable. Combination of the continuous mapping
theorem and Lemmas 12, 30 and 33 yields convergence in distribution; application of the Ho¨lder’s inequality, the polynomial
bound on ζ, and Lemma 32 yields uniform integrability by Lemma 28, concluding the proof.
Lemma 11. For any h, h′ ∈ N, E[γ2n,hγ2n,h′ ] to the mean of the weak limit of {γ2n,hγ2n,h′}n≥1’s distributions.
Proof of Lemma 11. Defining f˜hn,·i(x) :=
√
d`,Hn f `hn (x)W
`h,O
n,·i , we observe E[γ2n,hγ2n,h′ ] equals∑
(x1,i1)
(x2,i2)
∑
(x′1,j1)
(x′2,j2)
(αx1,i1)> E
[
f˜hn,·i1(x1)f˜
h
n,·i2(x2)α
x2,i2(αx
′
1,j1)>f˜h
′
n,·j1(x
′
1)f˜
h′
n,·j2(x
′
2)
]
αx
′
2,j2 ,
which means that the expectation can be evaluated as a weighted sum of terms of the form
E
[
f˜hn,ai(s)f˜
h
n,bj(t)f˜
h′
n,ck(u)f˜
h′
n,dl(v)
]
,
where a, b, c, d ∈ [ds], i, j, k, l ∈ LI , and s, t, u, v ∈ LX . We therefore only need to show convergence of these expectations.
Substituting:
E
[
f˜hn,ai(s)f˜
h
n,bj(t)f˜
h′
n,ck(u)f˜
h′
n,dl(v)
]
=
(
σ2O
d`n
)2
E
[
f `hn,a·(s)ε
h
·i(ε
h
·j)
>f `hn,b·(t)
>
f `h
′
n,c·(u)ε
h′
·k (ε
h′
·l )
>f `h
′
n,d·(v)
>
]
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=
(
σ2O
d`n
)2
E
[
f `hn,a·(s)f
`h
n,b·(t)
>
f `h
′
n,c·(u)f
`h′
n,d·(v)
>
]
δi=jδk=l ,
where εhi are i.i.d. standard normal random variables, and re-purposing the i, j indices, we have
1
(d`n)
2
E
[
f `hn,a·(s)f
`h
n,b·(t)
>
f `h
′
n,c·(u)f
`h′
n,d·(v)
>
]
=
1
(d`n)
2
d`n∑
i,j=1
E
[
f `hn,ai(s)f
`h
n,bi(t)f
`h′
n,cj(u)f
`h′
n,dj(v)
]
=
1
d`n
E
[
f `hn,a1(s)f
`h
n,b1(t)f
`h′
n,c1(u)f
`h′
n,d1(v)
]
+
d`n − 1
d`n
E
[
f `hn,a1(s)f
`h
n,b1(t)f
`h′
n,c2(u)f
`h′
n,d2(v)
]
.
Note that we can bound the integrands by a universal constant (Lemma 32), and thus we can focus only on the latter term on
the r.h.s. We can thus turn to
E
[
f `hn,a1(s)f
`h
n,b1(t)f
`h′
n,c2(u)f
`h′
n,d2(v)
]
= σ4V E
[
ζ(G`hn (s))a·
g`−1n (s)g
`−1
n (t)
>
d`−1n
ζ(G`hn (s))
>
b·ζ(G
`h′
n (u))c·
g`−1n (u)g
`−1
n (v)
>
d`−1n
ζ(G`h
′
n (v))
>
d·
]
.
Observe that by Lemma 33,(
g`−1n (s)g
`−1
n (t)
>
d`−1n
,
g`−1n (u)g
`−1
n (v)
>
d`−1n
)
P−→ (κ˜` (s, t) , κ˜` (u, v)) ,
and by Lemma 12 and the continuous mapping theorem
ζ(G`hn (s))a·ζ(G
`h
n (s))b·ζ(G
`h′
n (u))c·ζ(G
`h′
n (v))d· ,
converges in distribution. By Lemma 30, this means that the integrand converges in distribution. Finally, to obtain the
convergence of the expectation, we apply Theorem 29 where the required uniform integrability can be obtained by applying
Ho¨lder’s inequality and Lemma 32.
B.1.1. CONVERGENCE OF G`hn
Lemma 12. Let the assumptions of Theorem 3 hold. Then G`n := {G`hn (x) : x ∈ X , h ∈ N} converges in distribution to
a centred GP with covariance as described in Equation (8).
Proof. Using Lemma 27 and the Crame´r Wold device (Billingsley, 1986, p. 383), we can again restrict our attention to
one dimensional projections of finite dimensional marginals of G`n
T Gn :=
∑
(x,h)∈L
〈βx,h, G`hn (x)〉F =
∑
(x,h)∈L
〈
βx,h,
1√
d`n
d`n∑
j=1
Q`hn,·j(x)(K
`h
n,·j(x))
>〉
F
=
1√
d`n
d`n∑
j=1
∑
(x,h)∈L
〈
βx,h, Q`hn,·j(x)(K
`h
n,·j(x))
>〉
F︸ ︷︷ ︸
=:ϕn,j
,
The above formula suggests the desired result follows from Lemma 7:
• Exchangeability requirement is satisfied by Lemma 13.
• Zero mean and covariance follow from Lemma 14.
• Convergence of variance is established in Corollary 15.
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• Convergence of E[ϕ2n,1ϕ2n,2] is proved in Lemma 16.
• o(d`n) growth of the third absolute moments is implied by Lemma 17.
Lemma 13. Under the assumptions of Theorem 3, ϕn,j are exchangeable over the j index.
Proof. Observe
Q`hn,·j(x)(K
`h
n,·j(x))
> = g`−1n (x)W
`h,Q
n,·i (W
`h,K
n,·i )
>g`−1n (x)
>
,
which means that the individual terms ϕn,j are i.i.d. if we condition on {g`−1n (x) : x ∈ LX }. Application of de Finetti’s
theorem concludes the proof.
Lemma 14. Under the assumptions of Theorem 3, E[ϕn,1] = E[ϕn,1ϕn,2] = 0.
Proof. For E[ϕn,1] = 0, note that for any h ∈ N, E[ϕn,1] can be expressed as a sum over terms〈
βx,h,E[g`−1n (x)W
`h,Q
n,·j (W
`h,K
n,·j )
>g`−1n (x)
>
]
〉
F
=
〈
βx,h, 0
〉
F
= 0 ,
as long as E[g`−1n,·1(x)g
`−1
n,·1(x)
>
] is entry-wise finite for any (x, n) ∈ LX × N which can be obtained by Lemma 32. For
E[ϕn,1ϕn,2] = 0, we have to evaluate a weighted sum of terms of the form
(βx,h)> E
[
g`−1n (x)W
`h,Q
n,·1 (W
`h,K
n,·1 )
>g`−1n (x)
>
g`−1n (x
′)W `h
′,Q
n,·2 (W
`h′,K
n,·2 )
>g`−1n (x
′)>
]
βx
′,h′ ,
which are all equal to zero as long as
E
[
g`−1n (x)g
`−1
n (x)
>
d`−1n
g`−1n (x
′)g`−1n (x
′)>
d`−1n
]
,
is entry-wise finite. Since the integrand converges in probability to κ˜` (x, x)κ˜` (x′, x′) by Lemma 33, an argument analogous
to the one made above for the E[ϕn,1] = 0 concludes the proof.
Corollary 15. Under the assumptions of Theorem 3, limn→∞ E[ϕ2n,1] = σ2∗.
Proof. The second half the proof of Lemma 14 establishes E[ϕn,iϕn,j ] converges for any i, j.
Lemma 16. Under the assumptions of Theorem 3, limn→∞ E[ϕ2n,1ϕ2n,2] = σ4∗.
Proof. Defining Rhn,j(x) := Q
`h
n,·j(x)(K
`h
n,·j(x))
>, we can rewrite E
[
ϕ2n,1ϕ
2
n,2
]
as∑
(x,h),(x′,h′)
(βx,h)> E
[
Rhn,1(x)R
h
n,1(x)
>βx,h(βx
′,h′)>Rh
′
n,2(x
′)Rh
′
n,2(x
′)>
]
βx
′,h′ ,
where we have w.l.o.g. assumed all matrices have been flattened as 〈A,B〉F = vect(A)> vect(B). The above could be
further rewritten as a weighted sum of terms which take the following form:
E
[
Q`hn,a11(x)K
`h
n,b11(x)Q
`h
n,a21(x)K
`h
n,b21(x)Q
`h′
n,a32(x
′)K`h
′
n,b32(x
′)Q`h
′
n,a42(x
′)K`h
′
n,b42(x
′)
]
∝ E
[
g`−1n,a1·(x)g
`−1
n,a2·(x)
>
d`−1n
g`−1n,b1·(x)g
`−1
n,b2·(x)
>
d`−1n
g`−1n,a3·(x
′)g`−1n,a4·(x
′)>
d`−1n
g`−1n,b3·(x
′)g`−1n,b4·(x
′)>
d`−1n
]
.
Thanks to Lemma 33 and the continuous mapping theorem, we know that the integrand converges in probability to
σ4Qσ
4
K κ˜
`
a1a2 (x, x)κ˜
`
b1b2 (x, x)κ˜
`
a3a4 (x
′, x′)κ˜`b3b4 (x
′, x′) ,
and thus we can use Theorem 29 to obtain that the above expactation converges as long as the sequence of integrands is
uniformly integrable. Noting that we can upper bound by maxc∈[ds maxz∈LX E |g`−1n,c1(z)|8 by Ho¨lder’s inequality and
exchangeability, uniform integrability can be obtained by Lemma 28.
Infinite attention: NNGP and NTK for deep attention networks
Lemma 17. Under the assumptions of Theorem 3, E |ϕn,1|3 = o(
√
d`n).
Proof. Using Ho¨lder’s inequality, it is sufficient to show lim supn E |ϕn,1|4 <∞. SettingRhn,j(x) := Q`hn,·j(x)(K`hn,·j(x))>
E |ϕn,1|4 =
∑
(x,h),(x′,h′)
(βx,h)> E
[
Rhn,1(x)R
h
n,1(x)
>βx,h(βx
′,h′)>Rh
′
n,1(x
′)Rh
′
n,1(x
′)>
]
βx
′,h′ ,
analogously to the proof of Lemma 16. Substituting for the individual terms and using Ho¨lder’s inequality, we we can see
that each of the terms in the above sum can be itself decomposed into a sum over (d`−1n )
8 terms that are up to a constant
upper bounded by
max
a∈[ds]
max
z∈{x,x′}
E |g`−1n,a1(z)|8 ,
which means we can conclude this proof by bounding this quantity by a constant independent of n by Lemma 32.
B.2. NTK convergence proof
We need to prove convergence of the attention NTK at initialisation, i.e., for any a, b ∈ [ds], i, j ∈ N, and x, x′ ∈ X
∂f `n,ai(x)
∂θ≤`n
∂f `n,bj(x
′)
∂θ≤`n
>
P−→ δi=jΘ`ab (x, x′) , (22)
where θ≤`n is the collection of trainable parameters in the first ` layers, as n→∞. We will further use θ`n to refer to the
trainable parameters of the `th layer; e.g., for the attention layer θ`n = {W˜ `n} ∪
⋃d`,Hn
h=1 {W˜ `h,Qn , W˜ `h,Kn , W˜ `h,Vn }.
Note that
∂f `n,ai(x)
∂θ≤`n
∂f `n,bj(x
′)
∂θ≤`n
>
=
∂f `n,ai(x)
∂θ`n
∂f `n,bj(x
′)
∂θ`n
>
︸ ︷︷ ︸
direct
+
∂f `n,ai(x)
∂g`−1n (x)
∂g`−1n (x)
∂θ<`n
∂g`−1n (x
′)
∂θ<`n
> ∂f `n,bj(x
′)
∂g`−1n (x′)
>
︸ ︷︷ ︸
indirect
, (23)
where the direct part corresponds to the contribution due to gradient w.r.t. the parameters of the `th layer itself, and the
indirect part is due to effect of the `th layer on the contribution due to the parameters of preceding layers. The next two
sections show convergence of each of these terms to a constant in probability, implying the desired result:
Theorem 18 (NTK convergence). Under the assumptions of Theorem 3 (including those stated at the beginning of
Appendix B), for any a, b ∈ [ds], and x, x′ ∈ X
∂f `n,ai(x)
∂θ≤`n
∂f `n,bj(x
′)
∂θ≤`n
>
P−→ δi=jΘ`ab (x, x′) ,
where
Θ`ab (x, x
′) =2κ`ab (x, x
′) + σ2OV
ds∑
a′,b′
Θ˜`a′b′ (x, x
′)E[G˜`1aa′(x)G˜`1bb′(x′)]+
δτ= 12σ
2
OV σ
2
QK(2κ˜
`
ab (x, x
′) + Θ˜`ab(x, x
′))
ds∑
c1,c2
d1,d2
κ˜`c1c2 (x, x
′)κ˜`d1d2 (x, x
′)E
[
∂G˜`1ac1(x)
∂G`1ad1(x)
∂G˜`1bc2(x
′)
∂G`1bd2(x
′)
]
+
δτ= 12σ
2
OV σ
2
QK κ˜
`
ab (x, x
′)
∑`
c1,c2
d1,d2
κ˜`c1c2 (x, x
′)Θ˜`d1d2(x, x
′)E
[
∂G˜`1ac1(x)
∂G`1ad1(x)
∂G˜`1bc2(x
′)
∂G`1bd2(x
′)
]
. (24)
Theorem 18 will be proven in the following two subsections.
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B.2.1. DIRECT CONTRIBUTION
The direct contribution of an attention layer can be expanded as
∂f `n,ai(x)
∂θ`n
∂f `n,bj(x
′)
∂θ`n
>
=
∂f `n,ai(x)
∂W˜ `,On
∂f `n,bj(x
′)
∂W˜ `,On
>
+
d`,Hn∑
h=1
∂f `n,ai(x)
∂W˜ `h,Vn
∂f `n,bj(x
′)
∂W˜ `h,Vn
>
+
∂f `n,ai(x)
∂W˜ `h,Qn
∂f `n,bj(x
′)
∂W˜ `h,Qn
>
+
∂f `n,ai(x)
∂W˜ `h,Kn
∂f `n,bj(x
′)
∂W˜ `h,Kn
>
.
We prove convergence of each of these terms next.
Lemma 19. ∂f
`
n,ai(x)
∂W˜ `,On
∂f`n,bj(x
′)
∂W˜ `,On
>
P−→ δi=jκ`ab (x, x′) .
Proof of Lemma 19. Observe
∂f `n,ai(x)
∂W˜ `,On
∂f `n,bj(x
′)
∂W˜ `,On
>
= δi=j
d`,Hn∑
h=1
d`,Vn∑
k=1
σ2O
d`,Hn d
`,V
n
f `hn,ak(x)f
`h
n,bk(x
′)
= δi=j
σ2O
d`,Hn
d`,Hn∑
h=1
ds∑
c1,c2=1
G˜`hn,ac1(x)G˜
`h
n,bc2(x
′)
〈V `hn,c1·(x), V `hn,c2·(x′)〉
d`,Vn
.
Since ds is fixed, we can focus on an arbitrary pair c1, c2 ∈ [ds]. Notice that by the continuous mapping theorem and
Lemmas 30 and 33, the individual summands converge in distribution
G˜`hn,ac1(x)G˜
`h
n,bc2(x
′)
〈V `hn,c1·(x), V `hn,c2·(x′)〉
d`,Vn
 σ2V G˜`hac1(x)G˜
`h
bc2(x
′)κ˜`c1c2 (x, x
′) ,
where G˜`h follows the ζ# pushforward of the GP distribution of G` described in Theorem 3 if τ = 12 , or G˜
`(x) =
ζ(σQσK κ˜
` (x, x)) a.s. if τ = 1 (Yang, 2019b, appendix A). The desired result could thus be established by application of
Lemma 31, averaging over the h index, if its assumptions hold.
Starting with the exchangeability assumption, note that if we condition on g`−1n (x), g
`−1
n (x
′), the individual terms are i.i.d.
because the parameters of individual heads are i.i.d. Since {G˜`hac1(x)G˜`hbc2(x′)}h≥1 are also i.i.d. (see Theorem 3 for τ = 12 ,
and constancy under τ = 1), it is also clear that the E[X∗,1X∗,2] = (E[X∗,1])2 is satisfied. All that remains is to show
lim supn→∞ E |Xn,1|2+ε <∞, and where we will use ε = 2 for convenience. By Ho¨lder’s inequality
E

[
G˜`1n,ac1(x)G˜
`1
n,bc2(x
′)
〈V `1n,c1·(x), V `1n,c2·(x′)〉
d`,Vn
]4
. poly
(
max
c,c′∈[ds],z∈{x,x′}
E |G˜`1n,cc′(z)|16, max
c∈[ds],z∈{x,x′}
E |g`−1n,c1(z)|16
)
,
where we used the assumed exchangeability of g`−1n (z) over its columns. Application of Lemma 32 implies that the above
can be bounded by a constant independent of n, implying all assumptions of Lemma 31 are satisfied.
Lemma 20.
∑d`,Hn
h=1
∂f`n,ai(x)
∂W˜ `h,Vn
∂f`n,bj(x
′)
∂W˜ `h,Vn
>
P−→ δi=jκ`ab (x, x′) .
Proof of Lemma 20. Note that
d`,Hn∑
h=1
∂f `n,ai(x)
∂W˜ `h,Vn
∂f `n,bj(x
′)
∂W˜ `h,Vn
>
=
σ2O
d`,Hn d
`,V
n
d`,Hn∑
h=1
d`,Vn∑
k=1
W˜ `h,On,ki W˜
`h,O
n,kj
σ2V
d`−1n
〈
G˜`hn,a·(x)g
`−1(x), G˜`hn,b·(x)g
`−1(x′)
〉
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=
σ2Oσ
2
V
d`,Hn d
`,V
n
∑
h,k
ds∑
c1,c2=1
W˜ `h,On,ki W˜
`h,O
n,kj G˜
`h
n,ac1(x)G˜
`h
n,bc2(x
′)
〈g`−1c1· (x), g`−1c2· (x′)〉
d`−1n
.
Since ds is fixed, we can focus on an arbitrary c1, c2 ∈ [ds]. Notice that by the assumed independence of the entries of
W˜ `h,On , the continuous mapping theorem and Lemmas 30 and 33, the individual summands converge in distribution
W˜ `h,On,ki W˜
`h,O
n,kj G˜
`h
n,ac1(x)G˜
`h
n,bc2(x
′)
〈g`−1c1· (x), g`−1c2· (x′)〉
d`−1n
 W˜ `h,On,ki W˜
`h,O
n,kj G˜
`h
ac1(x)G˜
`h
bc2(x
′)κ˜`c1c2 (x, x
′) ,
with the distribution of G˜`h(x) as in the proof of Lemma 19. The desired result can thus again be obtained by applying
Lemma 31, averaging over h and k, if its assumptions hold. As E[W˜ `h,On,ki W˜
`h,O
n,kj ] = δi=j and E |W˜ `h,On,ki |t < ∞ for any
t ≥ 1, the same argument as in Lemma 19 applies.
Lemma 21.
∑d`,Hn
h=1
∂f`n,ai(x)
∂W˜ `h,Qn
∂f`n,bj(x
′)
∂W˜ `h,Qn
>
+
∂f`n,ai(x)
∂W˜ `h,Kn
∂f`n,bj(x
′)
∂W˜ `h,Kn
>
converges in probability to
δi=jδτ= 12 2σ
2
OV σ
2
QK κ˜
`
ab (x, x
′)
ds∑
c1,c2
d1,d2
κ˜`c1c2 (x, x
′)κ˜`d1d2 (x, x
′)E
[
∂G˜`1ac1(x)
∂G`1ad1(x)
∂G˜`1bc2(x
′)
∂G`1bd2(x
′)
]
.
Proof of Lemma 21. By symmetry, it is sufficient to prove convergence for the gradients w.r.t. W˜ `h,Kn . Observe
d`,Hn∑
h=1
∂f `n,ai(x)
∂W˜ `h,Kn
∂f `n,bj(x
′)
∂W˜ `h,Kn
>
=
σ2O
d`,Hn d
`,V
n
d`,Hn∑
h=1
d`,Vn∑
k1,k2=1
ds∑
c1,c2
d1,d2
W˜ `h,On,k1iW˜
`h,O
n,k2j
V `hn,c1k1(x)V
`h
n,c2k2(x
′)
∂G˜`hn,ac1(x)
∂G`hn,ad1(x)
∂G˜`hn,bc2(x
′)
∂G`hn,bd2(x
′)
∂G`hn,ad1(x)
∂W˜ `h,Kn
∂G`hn,bd2(x
′)
∂W˜ `h,Kn
>
.
Since ds is fixed, we can focus on arbitrary c1, c2, d1, d2 ∈ [ds]. Rewriting the r.h.s. above for one such choice, we obtain
σ2Oσ
2
K
d`,Hn d
`,V
n
∑
h,k1,k2˜
W `h,On,k1iW˜
`h,O
n,k2j
V `hn,c1k1(x)V
`h
n,c2k2(x
′)
∂G˜`hn,ac1(x)
∂G`hn,ad1(x)
∂G˜`hn,bc2(x
′)
∂G`hn,bd2(x
′)
〈Q`hn,a·(x), Q`hn,b·(x′)〉
(d`,Gn )2τ
〈g`−1d1· (x), g`−1d2· (x′)〉
d`−1n
.
Noting that 〈g`−1d1· (x), g`−1d2· (x′)〉/d`−1n only depends on the spatial dimension indices d1 and d2, we can use Lemma 33 to
establish it converges in probability to κ˜`d1d2 (x, x
′), implying that we only need to prove that the rest of the terms in the
above sum also converges in probability. Let
S¯n =
1
d`,Hn d
`,V
n
∑
h,k1,k2
W˜ `h,On,k1iW˜
`h,O
n,k2j
V `hn,c1k1(x)V
`h
n,c2k2(x
′)
∂G˜`hn,ac1(x)
∂G`hn,ad1(x)
∂G˜`hn,bc2(x
′)
∂G`hn,bd2(x
′)
〈Q`hn,a·(x), Q`hn,b·(x′)〉
(d`,Gn )2τ
,
and note that E[S¯n] = δi=j E
[
〈Q`1n,a·(x),Q`1n,b·(x′)〉
(d`,Gn )2τ
〈g`−1n,c1·(x),g
`−1
n,c2·(x
′)〉
d`−1n
∂G˜`1n,ac1
(x)
∂G`1n,ad1
(x)
∂G˜`1n,bc2
(x′)
∂G`1n,bd2
(x′)
]
by exchangeability. This
suggests that the required result could be obtained using the Chebyshev’s inequality
P(|S¯n − E S¯n| ≥ δ) ≤ E[S¯
2
n]− {E[S¯n]}2
δ2
,
if E[S¯n] converges to the desired limit. To establish this convergence, observe
δi=j
〈Q`1n,a·(x), Q`1n,b·(x′)〉
(d`,Gn )2τ
〈g`−1n,c1·(x), g`−1n,c2·(x′)〉
d`−1n
∂G˜`1n,ac1(x)
∂G`1n,ad1(x)
∂G˜`1n,bc2(x
′)
∂G`1n,bd2(x
′)
 δi=jδτ= 12σ
2
Qκ˜
`
ab (x, x
′)κ˜`c1c2 (x, x
′)
∂G˜`1ac1(x)
∂G`1ad1(x)
∂G˜`1bc2(x
′)
∂G`1bd2(x
′)
, (25)
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since the first two terms converge in probability (Lemma 33), and the last converges in distribution by Theorem 3 and
the continuous mapping theorem, implying that the product of all three thus converges in distribution by Lemma 30.
Convergence of E[S¯n] could thus be obtained by establishing uniform integrability of the (S¯n)n≥1 sequence (Theorem 29).
By Lemma 28, uniform integrability of S¯n can be established by showing E[S¯2n] → {E[S¯∗]}2 which would also imply
S¯n
P−→ E[S¯∗] by the above Chebyshev’s inequality. For the rest of this proof, we drop the x, x′ from our equations for
brevity; this allows us to write
E[S¯2n] =
1
(d`,Hn d
`,V
n )2
∑
h1,h2
k1,k2,k3,k4
E
 1∏
t=0
W˜
`ht+1,O
n,k2t+1i
W˜
`ht+1,O
n,k2t+2j
V
`ht+1
n,c1k2t+1
V
`ht+1
n,c2k2t+2
〈Q`ht+1n,a· , Q`ht+1n,b· 〉
(d`,Gn )2τ
∂G˜
`ht+1
n,ac1
∂G
`ht+1
n,ad1
∂G˜
`ht+1
n,bc2
∂G
`ht+1
n,bd2
 .
From above, we can restrict our attention to groups of terms that include at least O((d`,Hn d`,Vn )2) of the summands as long
as the expectation of the square of each term can be bounded by a constant independent of the h, k and n indices.
E

 1∏
t=0
W˜
`ht+1,O
n,k2t+1i
W˜
`ht+1,O
n,k2t+2j
V
`ht+1
n,c1k2t+1
V
`ht+1
n,c2k2t+2
〈Q`ht+1n,a· , Q`ht+1n,b· 〉
(d`,Gn )2τ
∂G˜
`ht+1
n,ac1
∂G
`ht+1
n,ad1
∂G˜
`ht+1
n,bc2
∂G
`ht+1
n,bd2
2

. E

 1∏
t=0
V
`ht+1
n,c1k2t+1
V
`ht+1
n,c2k2t+2
〈Q`ht+1n,a· , Q`ht+1n,b· 〉
(d`,Gn )2τ
4
 . poly
(
max
c∈[ds],z∈{x,x′}
E |g`−1n,c1(z)|16
)
, (26)
by Ho¨lder’s inequality and exchangeability. Application of Lemma 32 allows us to bound the above r.h.s. by a constant
independent of h, k and n as desired.
We can thus only focus on the terms for which h1 6= h2. Among these, the only ones with non-zero expectation are those
where i = j, k1 = k2, and k3 = k4, contributing to E[S¯2n] by
δi=j
σ2Oσ
2
V
(d`,Hn d
`,V
n )2
∑
h1h2
k1,k2
E
( 〈g`−1n,c1·, g`−1n,c2·〉
d`−1n
)2 〈Q`1n,a·, Q`1n,b·〉
(d`,Gn )2τ
〈Q`2n,a·, Q`2n,b·〉
(d`,Gn )2τ
∂G˜`1n,ac1
∂G`1n,ad1
∂G˜`1n,bc2
∂G`1n,bd2
∂G˜`2n,ac1
∂G`2n,ad1
∂G˜`2n,bc2
∂G`2n,bd2
 (27)
by exchangeability. Noting that the sum cancels out with the d`,Hn d
`,V
n terms, we see that the limit of E[S¯2n] will be identical
to that of Equation (27). Applying Lemmas 30 and 33, Theorem 3 (resp. the result by Yang (2019b, appendix A) if τ = 1),
and the continuous mapping theorem
δi=j
(
〈g`−1n,c1·, g`−1n,c2·〉
d`−1n
)2 〈Q`1n,a·, Q`1n,b·〉
(d`,Gn )2τ
〈Q`2n,a·, Q`2n,b·〉
(d`,Gn )2τ
∂G˜`1n,ac1
∂G`1n,ad1
∂G˜`1n,bc2
∂G`1n,bd2
∂G˜`2n,ac1
∂G`2n,ad1
∂G˜`2n,bc2
∂G`2n,bd2
 δi=jδτ= 12σ
4
Q[κ˜
`
ab (x, x
′)]2[κ˜`c1c2 (x, x
′)]2
∂G˜`1ac1
∂G`1ad1
∂G˜`1bc2
∂G`1bd2
∂G˜`2ac1
∂G`2ad1
∂G˜`2bc2
∂G`2bd2
, (28)
where ∂G˜
`h
∂G`h
follows the (∇ζ)# pushforward of the GP distribution of G` described in Theorem 3 if τ = 12 , and is a.s.
constant if τ = 1 as the limit G˜`h is a.s. constant (Yang, 2019b, appendix A), both by the assumed continuity of∇ζ.
Finally, because Equation (26) establishes uniform integrability, and ∂G˜
`1
∂G`1
is independent of ∂G˜
`2
∂G`2
by Theorem 3, we can
combine Equations (25) and (28) with Theorem 29 to conclude that both E[S¯2n] and {E[S¯n]}2 converge to the same limit.
B.2.2. INDIRECT CONTRIBUTION
The indirect contribution of an attention layer can be expanded as
∂f `n,ai(x)
∂g`−1n (x)
∂g`−1n (x)
∂θ<`n
∂g`−1n (x
′)
∂θ<`n
> ∂f `n,bj(x
′)
∂g`−1n (x′)
>
=
ds∑
a′,b′=1
d`−1n∑
i′,j′=1
Θ̂`a′i′,b′j′ (x, x
′)
∂f `n,ai(x)
∂g`−1n,a′i′(x)
∂f `n,bj(x
′)
∂g`−1n,b′j′(x′)
,
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where11
Θ̂`a′i′,b′j′ (x, x
′) :=
〈
∂g`−1n,a′i′(x)
∂θ<`n
,
∂g`−1n,b′j′(x
′)
∂θ<`n
〉
, (29)
which we know converges a.s., and thus also in probability, to δi′=j′Θ˜`a′b′ (x, x
′) for architectures without attention layers
(Yang, 2019b). Expanding the indirect contribution further
∑
a′,b′
∑
i′,j′
Θ̂`a′i′,b′j′ (x, x
′)
∂f `n,ai(x)
∂g`−1n,a′i′(x)
∂f `n,bj(x
′)
∂g`−1n,b′j′(x′)
=
∑
a′,b′
∑
i′,j′
Θ̂`a′i′,b′j′ (x, x
′)
σ2O
d`,Hn d
`,V
n
d`,Hn∑
h1,h2=1
d`,Vn∑
k1,k2=1
W˜ `h1,On,k1i W˜
`h2,O
n,k2j
∂G˜`h1n,a·(x)V
`h1
n,·k1(x)
∂g`−1n,a′i′(x)
∂G˜`h1n,b·(x)V
`h2
n,·k2(x
′)
∂g`−1n,b′j′(x′)
.
In the rest of this section, we drop the x, x′ from most of our equations so as to reduce the number of multi-line expressions.
Continuing with the inner sum from above we obtain
σ2O
d`,Hn d
`,V
n
∑
h1,h2
k1,k2
W˜ `h1,On,k1i W˜
`h2,O
n,k2j
∂G˜`h1n,a·V
`h1
n,·k1
∂g`−1n,a′i′
∂G˜`h1n,b·V
`h2
n,·k2
∂g`−1n,b′j′
=
σ2O
d`,Hn d
`,V
n
∑
h1,h2
k1,k2
W˜ `h1,On,k1i W˜
`h2,O
n,k2j
( ds∑
c1=1
G˜`h1n,ac1
∂V `h1n,c1k1
∂g`−1n,a′i′
+ V `h1n,c1k1
ds∑
d1=1
∂G˜`h1n,ac1
∂G`h1n,ad1
∂G`h1n,ad1
∂g`−1n,a′i′
)
·
( ds∑
c2=1
G˜`h2n,bc2
∂V `h2n,c2k2
∂g`−1n,b′j′
+ V `h2n,c2k2
ds∑
d2=1
∂G˜`h2n,bc2
∂G`h2n,bd2
∂G`h2n,bd2
∂g`−1n,b′j′
)
,
which gives us four sums after multiplying out the terms inside the parenthesis, for each of which we prove convergence
separately. Since the spatial dimension ds does not change with n, we will restrict our attention to an arbitrary fixed choice
of a′, b′, c1, c2, d1, d2 ∈ [ds] throughout.
Lemma 22. σ
2
O
d`,Hn d
`,V
n
∑
i′,j′
∑
h1,h2
k1,k2
Θ̂`a′i′,b′j′W˜
`h1,O
n,k1i
W˜ `h2,On,k2j G˜
`h1
n,ac1G˜
`h2
n,bc2
∂V
`h1
n,c1k1
∂g`−1
n,a′i′
∂V
`h2
n,c2k2
∂g`−1
n,b′j′
converges in probability to
δi=jδc1=a′
c2=b
′
σ2OV Θ˜
`
a′b′ (x, x
′)E[G˜`1ac1(x)G˜
`1
bc2(x
′)] ,
Proof of Lemma 22. Note that
1
d`,Hn d
`,V
n
∑
i′,j′
∑
h1,h2
k1,k2
Θ̂`a′i′,b′j′W˜
`h1,O
n,k1i
W˜ `h2,On,k2j G˜
`h1
n,ac1G˜
`h2
n,bc2
∂V `h1n,c1k1
∂g`−1n,a′i′
∂V `h2n,c2k2
∂g`−1n,b′j′
= δc1=a′
c2=b
′
σ2V
d`,Hn d
`,V
n d
`−1
n
∑
i′,j′
∑
h1,h2
k1,k2
Θ̂`a′i′,b′j′W˜
`h1,O
n,k1i
W˜ `h2,On,k2j W˜
`h1,V
n,i′k1 W˜
`h2,V
n,j′k2 G˜
`h1
n,ac1G˜
`h2
n,bc2
:= δc1=a′
c2=b
′
σ2V S¯n .
Further, E[S¯n] = E[Θ̂`a′1,b′1G˜`1n,ac1G˜
`1
n,bc2
] by exchangeability. As in the proof of Lemma 21, the desired result could thus
be obtained by an application of Chebyshev’s inequality, P(|S¯n−E S¯n| ≥ δ) ≤ δ−2[E[S¯2n]−{E[S¯n]}2], if E[S¯n] converges
to the desired limit and |E[S¯2n]− {E[S¯n]}2| → 0 as n→∞.
To establish convergence of the mean, first note that Θ̂`a′1b′1G˜
`1
n,ac1G˜
`1
n,bc2
 Θ˜`a′b′G˜`1ac1G˜`1bc2 by Theorem 3, the continuous
mapping theorem, Θ̂`a′1b′1
P−→ Θ˜`a′b′ (Yang, 2019b), and Lemma 30. Inspecting Theorem 29 and Lemma 28, we see it is
11Θ̂ should technically also be subscripted with n as all other variables dependent on the θ≤`n ; we make an exception here and omit this
from our notation as the number of subscripts of Θ̂ is already high.
Infinite attention: NNGP and NTK for deep attention networks
sufficient to show E[S¯2n]→ {E[S¯∗]}2 to establish both convergence of the mean, and S¯n P−→ E[S¯∗]. We thus turn to E[S¯2n]
1
(d`,Hn d
`,V
n d
`−1
n )2
∑
i′1,j
′
1
i′2,j
′
2
∑
h1,h2,h3,h4
k1,k2,k3,k4
E
 1∏
t=0
Θ̂`a′i′t+1,b′j′t+1W˜
`h2t+1,O
n,k2t+1i
W˜
`h2t+2,O
n,k2t+2j
W˜
`h2t+1,V
n,i′t+1k2t+1
W˜
`h2t+2,V
n,j′t+1k2t+2
G˜`h2t+1n,ac1 G˜
`h2t+2
n,bc2
 .
We can thus restrict our attention to groups of terms that include at least O((d`,Hn d`,Vn d`−1n )2) of the summands, as long
as the expectation of the square of each term can be bounded by a constant independent of the h, k, i′, j′ and n indices.
Observe that
E

 1∏
t=0
Θ̂`a′i′t+1,b′j′t+1W˜
`h2t+1,O
n,k2t+1i
W˜
`h2t+2,O
n,k2t+2j
W˜
`h2t+1,V
n,i′t+1k1
W˜
`h2t+2,V
n,j′t+1k2
G˜`h2t+1n,ac1 G˜
`h2t+2
n,bc2
2

. poly
 max
a′,b′∈[ds],i′,j′∈{1,2}
z,z′∈{x,x′}
E[Θ̂`a′i′, b′j′(z, z′)4] , max
c,c′∈[ds]
z∈{x,x′}
E[G˜`1n,c,c′(z)8]
 , (30)
and thus we can obtain the desired bound by applying Lemma 32. We thus shift our attention to the terms that are not
o((d`,Hn d
`,V
n d
`−1
n )
2) of which there are three types: (i) i = j, (h1, k1, i′1) = (h2, k2, j
′
2), and (h3, k3, i
′
3) = (h4, k4, j
′
4);
(ii) i = j, (h1, k1, i′1) = (h4, k4, j
′
4), and (h2, k2, i
′
2) = (h3, k3, j
′
3); (iii) (h1, k1, i
′
1) = (h3, k3, i
′
3), and (h2, k2, i
′
2) =
(h4, k4, i
′
4). Hence the limit of E[S¯2n] will up to a constant coincide with that of
E
[(
Θ̂`a′1,b′2G˜
`1
n,aa′G˜
`2
n,bb′
)2]
+ δi=j E
[(
Θ̂`a′1,b′1Θ̂
`
a′2,b′2 + Θ̂
`
a′1,b′2Θ̂
`
a′2,b′1
)
G˜`1n,aa′G˜
`1
n,bb′G˜
`2
n,aa′G˜
`2
n,bb′
]
,
by exchangeability. Noticing G˜`n converges in distribution by Theorem 3 and the continuous mapping theorem, and the Θ̂
`
converges in this distribution (Yang, 2019b), both integrands converge in distribution by the continuous mapping theorem
and Lemma 30. Since the G˜`hn corresponding to different heads are independent in the limit (Theorem 3), and the limit of
Θ̂`a′i′,b′j′ is non-zero only if i
′ = j′ (Yang, 2019b), application of Theorem 29 combined with the bound from Equation (30)
concludes the proof.
Lemma 23. σ
2
O
d`,Hn d
`,V
n
∑
i′,j′
∑
h1,h2
k1,k2
Θ̂`a′i′,b′j′W˜
`h1,O
n,k1i
W˜ `h2,On,k2j V
`h1
n,c1k1
V `h2n,c2k2
∂G˜`h1n,ac1
∂G
`h1
n,ad1
∂G˜
`h2
n,bc2
∂G
`h2
n,bd2
∂G
`h1
n,ad1
∂g`−1
n,a′i′
∂G
`h2
n,bd2
∂g`−1
n,b′j′
converges in
probability to
δ i=j
τ= 12
σ2OV σ
2
QKΘ˜
`
a′b′(x, x
′)κ˜`c1c2 (x, x
′)
(
δd1=a′
d2=b
′
κ˜`ab (x, x
′) + δa′=a
b′=b
κ˜`d1d2 (x, x
′)
)
E
[
∂G˜`1ac1(x)
∂G`1ad1(x)
∂G˜`1bc2(x
′)
∂G`1bd2(x
′)
]
.
Proof of Lemma 23. To make the notation more succinct, we define
∂G`h1n,ad1
∂g`−1n,a′i′
=
1
(d`,Gn )τ
√
d`−1n
d`,Gn∑
u1=1
δd1=a′σKQ
h1
au1W˜
`h1,K
n,i′u1 + δa′=aσQK
`h1
n,d1u1
W˜ `h1,Qn,i′u1︸ ︷︷ ︸
:=Γ
h1
i′u1
. (31)
which leads us to
S¯n =
σ2O
d`,Hn d
`,V
n d
`−1
n (d
`,G
n )2τ
∑
i′,j′
h1,h2
∑
k1,k2
u1,u2
Θ̂`a′i′,b′j′W˜
`h1,O
n,k1i
W˜ `h2,On,k2j V
`h1
n,c1k1
V `h2n,c2k2
∂G˜`h1n,ac1
∂G`h1n,ad1
∂G˜`h2n,bc2
∂G`h2n,bd2
Γh1n,i′u1Γ
h2
n,j′u2 .
Unlike in the proof of Lemma 22, the mean
E[S¯n] = δi=j
σ2OV
d`−1n (d`,Gn )2τ
∑
i′,j′
∑
u1,u2
E
Θ̂`a′i′,b′j′ 〈g`−1n,c1·, g`−1n,c2·〉
d`−1n
∂G˜`1n,ac1
∂G`1n,ad1
∂G˜`1n,bc2
∂G`1n,bd2
Γ1n,i′u1Γ
1
n,j′u2
 , (32)
only eliminates some of the sums. This issue can be resolved with the help of Lemma 24.
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Lemma 24. The random variable
S¯h1h2n :=
1
d`−1n (d`,Gn )2τ
∑
i′,j′
∑
u1,u2
Θ̂`a′i′,b′j′Γ
h1
n,i′u1Γ
h2
n,j′u2 ,
converges in probability to
δτ= 12 δh1=h2σ
2
QKΘ˜
`
a′b′(x, x
′)
(
δd1=a′
d2=b
′
κ˜`ab (x, x
′) + δa′=a
b′=b
κ˜`d1d2 (x, x
′)
)
.
Proof. Notice
E[S¯h1h2n ] =δh1=h2
σ2QK
(d`,Gn )2τ−1
E
Θ̂`a′1,b′1
(
δd1=a′
d2=b
′
〈g`n,a·, g`n,b·〉
d`−1n
+ δa′=a
b′=b
〈g`n,d1·, g`n,d2·〉
d`−1n
)+
δh1=h2
σ2QK
(d`,Gn )2τ−1
E
Θ̂`a′1,b′1
(
δd1=a′
b′=b
g`−1n,a1g
`−1
n,d21
d`−1n
+ δ a′=a
d2=b
′
g`−1n,d11g
`−1
n,b1
d`−1n
) , (33)
and thus we can combine the fact that Θ̂`a′i′,b′j′
P−→ δi′=j′Θ˜`a′b′ (Yang, 2019b) with Lemmas 32 and 33, the continuous
mapping theorem, and Theorem 29 to obtain
E[S¯h1h2n ]→ δτ= 12 δh2=h2σ
2
QKΘ˜
`
a′b′(x, x
′)
(
δd1=a′
d2=b
′
κ˜`ab (x, x
′) + δa′=a
b′=b
κ˜`d1d2 (x, x
′)
)
,
as n→∞. To obtain the convergence of S¯h1h2n to in probability, it is thus sufficient to show |E[(S¯h1h2n )2]− {E[S¯h1h2n ]}2|
converges to zero as n→∞. Substituting
E[(S¯h1h2n )2] =
1
(d`−1n (d`,Gn )2τ )2
∑
i′1,j
′
1
i′2,j
′
2
∑
u1,u2
u3,u4
E
[
Θ̂`a′i′1,b′j′1Θ̂
`
a′i′2,b′j
′
2
Γ1n,i′1u1Γ
1
n,j′1u2
Γ1n,i′2u3Γ
1
n,j′2u4
]
,
we can once again restrict our attention to groups of terms that include at least O((d`−1n (d`,Gn )2τ )2) of the summands as
long as each term can be bounded by a constant independent of the i′, j′ and n indices. This bound can be again obtained
by a repeated application of Ho¨lder’s inequality, followed by Lemma 32. We can thus shift our attention to the terms
for which either of the following holds: (i) (i′1, u1) = (j
′
1, u2) and (i
′
2, u3) = (j
′
2, u4); or (ii) (i
′
1, u1) = (i
′
2, u3) and
(j′1, u2) = (j
′
2, u4); or (i
′
1, u1) = (j
′
2, u4) and (j
′
1, u2) = (i
′
2, u3).
As in Equation (33), we can use the above established boundedness to see that the contribution from any terms that involve
the cross terms like Q`1a1K
`1
n,d11
W˜ `1,Kn,11 W˜
`1,Q
n11 , and terms with either of i
′
1 6= j′2 and i′2 6= j′2 (the limit of Θ̂a′i′,b′,j′ is zero if
i′ 6= j′), vanish. With some algebraic manipulation analogous to that in Equation (33), we thus obtain
E[(S¯h1h2n )2]→ δτ= 12 δh1=h2
σ2QKΘ˜`a′b′(x, x′)
(
δd1=a′
d2=b
′
κ˜`ab (x, x
′) + δa′=a
b′=b
κ˜`d1d2 (x, x
′)
)2 ,
as desired. Application of Cheybshev’s inequality concludes the proof.
With S¯h1h2n defined as in Lemma 24, we can revisit Equation (32)
E[S¯n] = δi=jσ2OV E
S¯11n 〈g`−1n,c1·, g`−1n,c2·〉
d`−1n
∂G˜`1n,ac1
∂G`1n,ad1
∂G˜`1n,bc2
∂G`1n,bd2
 .
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Note that the first two terms converge in probability to constant by Lemmas 24 and 33 and the continuous mapping theorem,
∂G˜`1n,ac1
∂G`1n,ad1
∂G˜`1n,bc2
∂G`1n,bd2
 
∂G˜`1ac1
∂G`1ad1
∂G˜`1bc2
∂G`1bd2
,
if τ = 12 by Theorem 3, and in probability to a constant if τ = 1 (Yang, 2019b, appendix A), both using the assumed
continuity of∇ζ . Since∇ζ is also assumed to be bounded, we can combine Ho¨lder’s inequality with Lemma 32 to establish
uniform integrability (see the proof of Lemma 24 for the bound on S¯11n ) via Lemma 28, and with that convergence of E[S¯n]
by Lemma 30 and Theorem 29, yielding
E[S¯n]→ δ i=j
τ= 12
σ2OV σ
2
QKΘ˜
`
a′b′(x, x
′)κ˜`c1c2 (x, x
′)
(
δd1=a′
d2=b
′
κ˜`ab (x, x
′) + δa′=a
b′=b
κ˜`d1d2 (x, x
′)
)
E
[
∂G˜`1ac1(x)
∂G`1ad1(x)
∂G˜`1bc2(x
′)
∂G`1bd2(x
′)
]
.
Convergence of S¯n to the same constant can be obtained via Chebyshev’s inequality by proving |E[S¯2n]− {E[S¯n]}2| → 0.
Using the notation from Lemma 24, the second moment of S¯n can be written as
E[S¯2n] =
σ4O
(d`,Hn d
`,V
n )2
∑
h1,h2,h3,h4
k1,k2,k3,k4
E
 1∏
t=0
S¯h2t+1h2t+2n W˜
`h2t+1,O
n,k2t+1i
W˜
`h2t+2,O
n,k2t+2j
V
`h2t+1
n,c1k2t+1
V
`h2t+2
n,c2k2t+2
∂G˜
`h2t+1
n,ac1
∂G
`h2t+1
n,ad1
∂G˜
`h2t+2
n,bc2
∂G
`h2t+2
n,bd2
 .
Because ∇ζ is bounded by assumption, we can again use Ho¨lder’s inequality together with Lemma 32 to bound each
of the summands by a constant independent of the h, k and n indices. This means we can restrict our attention only to
groups of terms that include at least O((d`,Hn d`,Vn )2) of the summands. These fall into one of the following three categories:
(i) i = j, (h1, k1) = (h2, k2), and (h3, k3) = (h4, k4); (i) (h1, k1) = (h3, k3), and (h2, k4) = (h4, k4); and (iii) i = j,
(h1, k1) = (h4, k4), and (h2, k2) = (h3, k3). Using exchangeability, we thus obtain
E[S¯2n] =σ4OV E
S¯12n S¯12n 〈g`−1n,c1·, g`−1n,c1·〉
d`−1n
〈g`−1n,c2·, g`−1n,c2·〉
d`−1n
∂G˜`1n,ac1
∂G`1n,ad1
∂G˜`1n,bc2
∂G`1n,bd2
∂G˜`2n,ac1
∂G`2n,ad1
∂G˜`2n,bc2
∂G`2n,bd2
+
δi=jσ
4
OV E
(S¯11n S¯22n + S¯12n S¯21n )
(
〈g`−1n,c1·, g`−1n,c2·〉
d`−1n
)2
∂G˜`1n,ac1
∂G`1n,ad1
∂G˜`1n,bc2
∂G`1n,bd2
∂G˜`2n,ac1
∂G`2n,ad1
∂G˜`2n,bc2
∂G`2n,bd2
+
o((d`,Hn d
`,V
n )
2) .
Note by the assumed continuity of ∇ζ, Theorem 3, Lemmas 24 and 33, the continuous mapping theorem, and Lemma 30,
both the integrands converge in distribution, which, combined with the above derived bound and Theorem 29, implies
E[S¯2n]→ δ i=j
τ= 12
σ2OV σ2QKΘ˜`a′b′(x, x′)κ˜`c1c2 (x, x′)
(
δd1=a′
d2=b
′
κ˜`ab (x, x
′) + δa′=a
b′=b
κ˜`d1d2 (x, x
′)
)
E
[
∂G˜`1ac1(x)
∂G`1ad1(x)
∂G˜`1bc2(x
′)
∂G`1bd2(x
′)
]2
where we have used the fact that S¯h1h2n converges in probability to zero whenever h1 6= h2 (Lemma 24), and the asymptotic
indepedence of G˜`1n and G˜
`2
n (Theorem 3 if τ =
1
2 , resp. (Yang, 2019b, appendix A) if τ = 1).
Lemma 25. σ
2
O
d`,Hn d
`,V
n
∑
i′,j′
∑
h1,h2
k1,k2
Θ̂`a′i′,b′j′W˜
`h1,O
n,k1i
W˜ `h2,On,k2j G˜
`h1
n,ac1V
`h2
n,c2k2
∂V
`h1
n,c1k1
∂g`−1
n,a′i′
∂G˜
`h2
n,bc2
∂G
`h2
n,bd2
∂G
`h2
n,bd2
∂g`−1
n,b′j′
P−→ 0 .
Proof of Lemma 25. Observing that
∂V
`h1
n,c1k1
∂g`−1
n,a′i′
= δc1=a′σV
W˜
`h1,V
n,i′k1√
d`−1n
and setting
S¯n =
σV
d`,Hn d
`,V
n
√
d`−1n
∑
i′,j′
∑
h1,h2
k1,k2
Θ̂`a′i′,b′j′W˜
`h1,O
n,k1i
W˜ `h2,On,k2j W˜
`h1,V
n,i′k1 V
`h2
n,c2k2
G˜`h1n,ac1
∂G˜`h2n,bc2
∂G`h2n,bd2
∂G`h2n,bd2
∂g`−1n,b′j′
,
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we immediately see that
E[S¯n] = δi=j
σ2V
d`−1n
∑
i′,j′
E
Θ̂`a′i′,b′j′g`−1n,c2i′G˜`1n,ac1 ∂G˜`1n,bc2∂G`1n,bd2
∂G`1n,bd2
∂g`−1n,b′j′
 .
Analogously to the proof of Lemma 23, we define
S¯hn =
1
d`−1n
∑
i′,j′
Θ̂`a′i′,b′j′g
`−1
n,c2i′
∂G`hn,bd2
∂g`−1n,b′j′
(34)
=
1
(d`−1n )3/2(d`,Gn )τ
∑
i′,j′
d`,Gn∑
u1=1
Θ̂`a′i′,b′j′g
`−1
n,c2i′
(
δd2=b′σKQ
`h
n,bu1W˜
`h,K
n,j′u1 + δb′=bσQK
`h
n,d2u1W˜
`h,Q
n,j′u1︸ ︷︷ ︸
=:Γh
n,j′u1
)
, (35)
and make use of an auxiliary lemma.
Lemma 26. S¯hn
P−→ 0.
Proof. Observe E[S¯hn] = 0 if τ = 12 (independence of key and query weights), and
E[S¯hn] =
σQK
(d`−1n )2
∑
i′,j′
E
[
Θ̂`a′i′,b′j′g
`−1
n,c2i′
(
δd2=b′g
`−1
n,bj′ + δb′=bg
`−1
n,d2j′
)]
,
if τ = 1 (key and query weights are equal a.s.). Since each of the summands can be bounded by a constant indpendent of
the i′, j′ and n indices by Lemma 32, we can restrict our focus to the terms for which i′ 6= j′, yielding
E[S¯hn] = σQK
d`−1n (d
`−1
n − 1)
(d`−1n )2
E
[
Θ̂`a′1,b′2g
`−1
n,c21
(
δd2=b′g
`−1
n,bj′ + δb′=bg
`−1
n,d2j′
)]
+ o((d`−1n )
2) ,
Since Θ̂`a′1,b′2
P−→ 0 (Yang, 2019b), and the g`−1n,c2i′g`−1n,bj′ products converge in distribution by continuity of the assumed
φ and the continuous mapping theorem, the integrand converges to zero in distribution by Lemma 30. Using Lemmas 28
and 32 and Theorem 29, we again establish E[S¯hn]→ 0.
To obtain convergence in probability, observe
E[(S¯hn)2] =
1
(d`−1n )3(d`,Gn )2τ
∑
i′1,j
′
1
i′2,j
′
2
∑
u1,u2
E
[
Θ̂`a′i′1,b′j′1Θ̂
`
a′i′2,b′j
′
2
g`−1n,c2i′1g
`−1
n,c2i′2
Γhn,j′1u1Γ
h
n,j′2u2
]
,
and note that we can again bound each of the summands using Ho¨lder’s inequality and Lemma 32 as in to Lemma 24. We
can thus restrict our attention to groups of terms that include at least O((d`−1n )3(d`,Gn )2τ ) of the summands. If τ = 1, we
can thus focus on u1 6= u2, in which case integrating Γhn,j′1u1Γ
h
n,j′2u2
over key and query weights will yield an additional
d`−1n factor, for example
E[Q`hbu1W˜
`h,K
n,j′1u1
Q`hbu2W˜
`h,K
n,j′2u2
] =
σ2Q
d`n
gn,b′j′1gn,b′j′2 ,
using the equality of key and query weights. Since Θ̂`a′i′,b′j′ converges in probability to zero whenever i
′ 6= j′ (Yang,
2019b), and there are only (d`−1n )
2 terms for which i′1 = j
′
1 and i
′
2 = j
′
2, we can use the continuous mapping theorem,
Lemma 30, and Theorem 29 to establish that E[(S¯hn)2]→ 0. If τ = 12 , all terms for which u1 6= 0 will have zero expectation
(independence of key and query weights), and thus analogous argument to the one for τ = 1.
With Lemma 26 at hand, we can simplify
E[S¯n] = δi=jσ2V E
S¯1nG˜`1n,ac1 ∂G˜`1n,bc2∂G`1n,bd2
 ,
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and use the assumed continuity of∇ζ together with the continuous mapping theorem and Lemma 30 to establish that the
integrand converges in distribution to zero. Since ∇ζ is bounded by assumption, we can used Ho¨lder’s inequality and
Lemma 32 to establish uniform integrability via Lemma 28 (see the proof of Lemma 26 for the bound on S¯1n). We thus have
E[S¯n]→ 0 by Theorem 29.
To establish S¯n
P−→ 0, it is sufficient to show E[(S¯n)2]→ 0 and apply Chebyshev’s inequality.12 We have
E[(S¯n)2] =
σ2V
(d`,Hn d
`,V
n d
`−1
n )2
∑
i′1,j
′
1
i′2,j
′
2
∑
h1,h2,h3,h4
k1,k2,k3,k4
E
 1∏
t=0
Θ̂`a′i′t+1,b′j′t+1W˜
`h2t+1,O
n,k2t+1i
W˜
`h2t+2,O
n,k2t+2j
W˜
`h2t+1,V
n,i′t+1k2t+1
V
`h2t+2
n,c2k2t+2
G˜`h2t+1n,ac1
∂G˜
`h2t+2
n,bc2
∂G
`h2t+2
n,bd2
√
d`−1n
∂G
`h2t+2
n,bd2
∂g`−1n,b′j′t+1
 ,
where notice we are multiplying
∂G
`h2t+2
n,bd2
∂g`−1
n,b′j′
t+1
by
√
d`−1n as this term scales as (d`−1n )
−1/2 (see Equation (34)). Since ∇ζ is
bounded by assumption, we can use the Ho¨lder’s inequality to bound each of the summands by
poly
(
max
a′,b′∈[ds],i′,j′∈{1,2}
z,z′∈{x,x′}
E[Θ̂`a′i′, b′j′(z, z′)4] , max
c,c′∈[ds]
z∈{x,x′}
E[G˜`1n,cc′(z)8] , max
c∈[ds]
z∈{x,x′}
E |gn,`−1c1 (z)|16
)
,
which will be bounded by a constant independent of the i′, j′, h, k and n by Lemma 32. By Lemma 28, we can thus restrict
our attention to the terms that are not o((d`,Hn d
`,V
n d
`−1
n )
2), which fall into one of the following three categories: (i) i = j,
(h1, k1) = (h2, k2), and (h3, k3) = (h4, k4); (ii) (h1, k1, i′1) = (h3, k3, i
′
2), and (h2, k2, j
′
1) = (h4, k4, j
′
2); (iii) i = j,
(h1, k1) = (h3, k3), and (h2, k2) = (h4, k4). Using exchangeability, we thus obtain
E[(S¯n)2] =σ4V E
 〈g`−1n,c2·, g`−1n,c2·〉
d`−1n
Θ̂`a′1,b′2G˜`1n,ac1 ∂G˜`1n,bc2∂G`1n,bd2
√
d`−1n
∂G`2n,bd2
∂g`−1n,b′2
2
+ (36)
δi=j2σ
2
V E
S¯1nS¯2nG˜`1n,ac1G˜`2n,ac1 ∂G˜`1n,bc2∂G`1n,bd2
∂G˜`2n,bc2
∂G`2n,bd2
+ o((d`,Hn d`,Vn d`−1n )2) , (37)
where we have used E[W˜ `1,Vn,i′11V
`1
n,c21W˜
`2,V
n,i′22
V `2n,c22] =
σ2V
d`−1n
g`−1n,c2i′1g
`−1
n,c2i′2
and the definition of S¯hn from Equation (34). We
prove convergence of both of these expectations to zero separately.
Starting with the second expectation in Equation (36), we can use the assumed continuity of∇ζ, Theorem 3, Equation (34),
the continuous mapping theorem, and Lemma 30 to establish that the integrand converges in distribution to zero. Because
∇ζ is bounded by assumption, we can combine Ho¨lder’s inequality and Lemma 32 to establish uniform integrability via
Lemma 28 (see the proof of Lemma 26 for the bound on S¯hn), and thus convergence of the expectation to zero by Theorem 29.
For the first expectation in Equation (36), note that the absolute value of the expectation can be upper bounded by
E

∣∣∣∣∣ 〈g`−1n,c2·, g`−1n,c2·〉d`−1n
∣∣∣∣∣ (Θ̂`a′1,b′2)2

G˜`1n,ac1 ∂G˜`1n,bc2∂G`1n,bd2
2 + d`−1n
(
∂G`2n,bd2
∂g`−1n,b′2
)2
 ,
where, when multiplied out, we can use that Θ̂`a′1,b′2
P−→ 0 (Yang, 2019b), and an argument analogous to the one above—
using Lemma 33 and the continuous mapping theorem to obtain convergence in probability for the inner product—to
establish convergence to zero. Finally, for the second term, observe√
d`−1n
∂G`2n,bd2
∂g`−1n,b′2
=
1
(d`,Gn )τ
d`,Gn∑
u1=1
δd2=b′σKQ
`h
n,bu1W˜
`h,K
n,j′u1 + δb′=bσQK
`h
n,d2u1W˜
`h,Q
n,j′u1 ,
12We will be using the explicit parenthesis here to distinguish between S¯hn with h = 2, and (S¯n)2.
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which converges in probability to a constant if τ = 1 by Lemma 31 (using (Yang, 2019b) to establish convergence in
distribution of the keys and queries, and Lemma 32 for the moment bound). If τ = 12 , the sum will converge in distribution
(Yang, 2019b) and since the rest of the term in the expectation converge in probability, their product converges in distribution
by Lemma 30. One can then again combine Ho¨lder’s inequality, Lemmas 28 and 32 and Theorem 29 to obtain convergence
of the expectation to zero. Hence E[(S¯n)2]→ 0, implying S¯n P−→ 0 as desired.
B.3. Expressivity of d−1 and d−1/2 induced attention kernels
Proposition 2. There is no set of attention coefficients {ζ¯xai∈ R: a, i ∈ [ds], x ∈ X} such that for all positive semidefinite
kernels κ˜ simultaneously
ds∑
i,j=1
κ˜ij (x, x
′)ζ¯xaiζ¯
x′
bj =
df∑
i=1
κ˜Na(i)Nb(i) (x, x
′)
1
df
,
where df is the dimension of the (flattened) convolutional filter, Na, Nb ⊂ [ds] are the ordered subsets of pixels which are
used to compute the new values of pixels a and b, respectively, and Na(i), Nb(i) are the ith pixels in Na, Nb.
Proof of Proposition 2. Consider κCNNaa (x, x) =
∑df
i=1 κ˜Na(i)Na(i) (x, x)
1
df
, and the corresponding attention kernel
κATTNaa (x, x) =
∑ds
i,j=1 κ˜ij (x, x)ζ¯
x
aiζ¯
x
aj . Note that κ
CNN
aa (x, x) is just sum of terms on a subset of the diagonal of κ˜ (x, x).
Hence it must be that ζ¯xai = ±(df )−1/2 since we require that the same set of coefficients {ζ¯xai : i ∈ [ds]} works all
kernels κ˜ simultaneously, and thus for any κ˜aa (x, x) including all diagonal matrices with non-negative entries. Therefore
ζ¯xaiζ¯
x
aj = ±(df )−1 for all i, j, making signs the only degree of freedom.13 We conclude by noting that we can make
κATTNaa (x, x) 6= κCNNaa (x, x) by choosing κ˜aa (x, x) diagonal except for one pair of off-diagonal entries.
Proposition 4. Under the d−1/2 scaling, there exists a distribution over G such that for any x, x′ and a, b, i, j
E[ζ(G(x))aiζ(G(x′))bj ]
=
{
1
df
, ∃k ∈ [d] s.t. i = Na(k) , j = Nb(k) ,
0 , otherwise.
(10)
Proof of Proposition 4. We provide a simple construction here, and expand on more realistic ones after the proof.
Consider Ω = [0, 1) with the usual Borel σ-algebra B and the Lebesgue measure λ. LetR= R ∪ {−∞,∞} be the extended
real axis andB be the σ-algebra generated by the interval topology onR. Now construct the random variables Gai : Ω→R
such that Gai = −∞ a.s. if i /∈ Na, and Gai =∞ · 1Aai a.s. where and Aai :=
[
i(a)−1
df
,
i(a)
d
)
, with i(a) being the position
of i in the ordered set Na, and∞ · 0 is to be interpreted as 0.
For a more realistic construction consider the usual G(x) = d−1/2Q(x)K(x)> but now additionally multiply each row
of Q(x by a corresponding scalar random variable cQa : Ω → R, similarly each row of K(x) by cKa : Ω → R. Then
Gab(x) = d
−1/2cQa c
K
b 〈Qa·(x),Kb·(x)〉 and thus one can achieve the desired result by setting up the joint distribution of
{cQ1 , . . . , cQds , cK1 , . . . , cKds} in analogy to that in the above proof.
B.4. Auxiliary results
Lemma 27 (Billingsley, 1986, p. 19). Let X, (Xn)n≥1 be random variables taking values in (RN,BN ), BN the usual
Borel σ-algebra. Then Xn  X if and only if for each finite J ⊂ N and the corresponding projection ΓJ : RN → RJ ,
ΓJ(Xn) ΓJ(X) as n→∞.
Lemma 28 (Billingsley, 1986, p. 31). A sequence of real valued random variables (Xn)n≥1 is uniformly integrable if
sup
n
E |Xn|1+ε <∞ .
13As a side note, this degree of freedom disappears when ζ¯ is a limit of the softmax variables (non-negativity).
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Theorem 29 (Billingsley, 1986, theorem 3.5). If (Xn)n≥1 are uniformly integrable and Xn  X , then X is integrable and
E[Xn]→ E[X] .
Lemma 30 (Slutsky’s lemmas). Let X, (Xn)n≥1 and (Yn)n≥1 be real valued random variables defined on the same
probability space, and assume Xn  X and Yn P−→ c for some c ∈ R. Then
XnYn  cX , Xn + Yn  X + c . (38)
Lemma 31 (Weak LLN for exchangeable triangular arrays). Let Xn := {Xn,i : i = 1, 2, . . .} be an infinitely exchangeable
sequence of random variables on RN s.t. lim supn→∞ E |Xn,1|2+ε <∞ for some ε > 0, and define S¯n := 1dn
∑dn
i=1Xn,i ,
for some sequence (dn)n≥1 s.t. limn→∞ dn = ∞. Assuming all Xn are defined on the same space, if Xn converges in
distribution to some infinitely exchangeable X∗ = {X∗,i : i = 1, 2, . . .} s.t. E[X∗,1X∗,2] = (E[X∗,1])2, then as n → ∞,
E[S¯n]→ E[X∗,1], E[S¯2n]→ (E[X∗,1])2, and
S¯n
P−→ E[X∗,1] .
Proof of Lemma 31. By exchangeability E[S¯n] = E[Xn,1], and thus by Lemma 28 and Theorem 29, E[S¯n] → E[X?,1].
Similarly,
E[S¯2n] =
1
dn
E[X2n,1] +
dn(dn − 1)
d2n
E[Xn,1Xn,2] ,
and thus by the continuous mapping theorem and again by Lemma 28 and Theorem 29, E[S¯2n]→ (E[X?,1])2 as n→∞.
Finally, the convergence in probability follows by Chebyshev’s inequality
P
{∣∣S¯n − E S¯n∣∣ ≥ δ} ≤ E[S¯2n]− (E[S¯n])2
δ2
.
Lemma 32 (Moment propagation). Under the assumptions of Theorem 3, for any x, x′ ∈ X , ` ∈ [L+ 1], and t ≥ 1
sup
c∈[ds]
i∈N
sup
n
E |g`−1n,ci(x)|t <∞ ,
sup
c∈[ds]
i∈N
sup
n
E |f `n,ci(x)|t <∞ ,
sup
c∈[ds]
h,i∈N
sup
n
E |f `hn,ci(x)|t <∞ ,
sup
c,c′∈[ds]
h∈N
sup
n
E |G˜`hn,cc′(x)|t <∞ ,
sup
a,b∈[ds]
i,j∈N
sup
n
E |Θ̂`ai, bj(x, x′)|t <∞ .
Proof of Lemma 32. Beginning with E |g`−1n,ci(x)|t and E |f `n,ci(x)|t, we see that this condition holds if none of the layers
1, . . . , `− 1 uses attention by the assumed polynomial boundedness of φ as a corollary of (Matthews et al., 2018, lemma 20)
for dense, and (Garriga-Alonso et al., 2019, pages 14 and 15) for convolutional networks.14 To extend to the case where one
or more of the preceding layers include attention, we see that it is sufficient to focus on bound for f ` in the first attention
layer (i.e., with the lowest ` among the attention layer), as the bound for the following g` can be obtained from the assumed
polynomial boundedness of φ and exchangeability, and the bound on the following layers by a simple inductive argument.
Thus, focusing on E |f `n,ci(x)|t = E |f `n,c1(x)|t (exchangeability), we see that proving the bound for an arbitrary fixed
c ∈ [ds] will be sufficient as ds is finite. Substituting
E |f `n,c1(x)|t = E
E
∣∣∣∣∣
d`,Hn∑
h=1
d`,Vn∑
k=1
f `hn,ck(x)W
`h,O
n,k1
∣∣∣∣∣
t ∣∣∣∣∣ f `1n,c·(x) , . . . , f `d`,Hnn,c· (x)

 . E
∣∣∣∣∣ σ2Od`,Hn d`,Vn
∑
h,k
f `hn,ck(x)
2
∣∣∣∣∣
t
2
,
14Note that the bound on E |g0n,ci(x)|t = |xci|t is trivial, which then leads to a bound on E |f `n,ci(x)|t as the individual columns will
be i.i.d. Gaussian for any n.
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where we have used that if ε ∼ N (0, I) and v ∈ Rd is a fixed vector, then 〈v, ε〉 is in distribution equal to ‖v‖2ε′ where
ε′ ∼ N (0, 1) by standard Gaussian identities, and the fact that E |ε′|t <∞. Using Ho¨lder’s inequality if necessary, we can
assume t is even, and with that multiply out the r.h.s. above, leading to
E
∣∣∣∣∣ 1d`,Hn d`,Vn
∑
h,k
f `hn,ck(x)
2
∣∣∣∣∣
t
2
. E |f `1n,c1(x)|t ,
by exchangeability. It will thus be sufficient to establish supc∈[ds],h,i∈N supn E |f `hn,ci(x)|t <∞ for any t ≥ 1. Observe
E |f `hn,ci(x)|t = E
E
∣∣∣∣∣
d`−1n∑
j=1
G˜`hn,c·(x)g
`−1
n,·j (x)W
`h,V
n,·i
∣∣∣∣∣
t ∣∣∣∣∣ G˜`hn (x) , g`−1n (x)

 . E
∣∣∣∣∣ σ2Vd`−1n
∑
j
(
G˜`hn,c·(x)g
`−1
n,·j (x)
)2∣∣∣∣∣
t
2
,
meaning we can combine an argument analogous to the one above with Ho¨lder’s inequality and exchangeability to obtain
E
∣∣∣∣∣ 1d`−1n
∑
j
(
G˜`hn,c·(x)g
`−1
n,·j (x)
)2∣∣∣∣∣
t
2
. poly
(
max
c′∈[ds]
E |G˜`hn,cc′(x)|2t , max
c′∈[ds]
sup
j∈N
E |g`−1n,c′j(x)|2t
)
.
As shown at the beginning of this proof, we can bound E |g`−1n,c′j(x)|4t by a constant independent of c′, j and
n, and thus it only remains to show that maxc,c′∈[ds] suph∈N supn E |G˜`hn,cc′(x)|t < ∞ in order to bound the
E |f `n,c1(x)|t. Using the assumed entrywise polynomial boundedness of ζ, we can see it will be sufficient to establish
maxc,c′∈[ds] suph∈N supn E |G`hn,cc′(x)|t <∞. We do this separately for τ = 1 and τ = 12 .
Starting with the former, we can again replicate the argument from above, yielding
E |G`hn,cc′(x)|t = E
∣∣∣∣∣ 1d`,Gn
d`,Gn∑
k=1
Q`hn,ck(x)K
`h
n,c′k(x)
∣∣∣∣∣
t
. E |Q`1n,c1(x)|2t . E |g`−1n,c1(x)|4t ,
by exchangeability, Ho¨lder’s inequality, and the assumed W `h,Qn = W
`h,K
n a.s. under τ = 1 (Section 3.2). For the τ =
1
2
case, we start by w.l.o.g. assuming we need bound for t ∈ N even
E |G`hn,cc′(x)|t = E
∣∣∣∣∣ 1√d`,Gn
d`,Gn∑
k=1
Q`hn,ck(x)K
`h
n,c′k(x)
∣∣∣∣∣
t
=
(
1√
d`,Gn
)t ∑
k1,...,kt
E
 t∏
s=1
Q`hn,cks(x)K
`h
n,c′ks(x)
 ,
and noting that because W `h,Qn and W
`h,K
n are assumed independent under τ =
1
2 , there will be at most O((G)t/2) terms
with non-zero expectation, meaning that we can again apply exchangeability and the distributional equivalence between
Q`hn (x) and K
`h
n (x) to obtain
E |G`hn,cc′(x)|t . E |Q`1n,c1(x)|2t . E |g`−1n,c1(x)|4t .
The convergence of maxa,b∈[ds] supi,j∈N supn E |Θ̂`ai, bj(x, x′)|t < ∞ for non-attention layers can be obtained by com-
bining exchangeability between the two groups of Θ̂`ai, bj variables with i 6= j (resp. i = j) indices, and the results in
(Yang, 2019a) which show that expectations of polynomially bounded functions converge (this is essentially due to the
assumed polynomial boundedness of φ and ζ and their (weak) derivatives, the fact that the pre-nonlinearities in the first
layer are Gaussian for all of the considered architectures by linearity of Gaussian variables, and the standard combination of
Lemma 28 and Theorem 29—see the proofs of theorems 4.3 and 5.1 in (Yang, 2019a)). This can then be used to prove
the bound for the first attention layer by inspecting the proofs in Appendix B.2 and noting that supn E |Θ̂`ai, bj(x, x′)|t can
be always bounded by a polynomial in suprema over quantities from previous layers that we already know are uniformly
bounded. The proof for subsequent attention layers can thus proceed by induction.
Lemma 33 (Convergence of inner products). Under the assumptions of Theorem 3, the following holds for any a, b ∈ [ds],
x, x′ ∈ X , ` ∈ [L+ 1], and h ∈ [d`,Hn ]
E
[
〈g`−1n,a·(x), g`−1n,b· (x′)〉
d`−1n
]
n→∞→ κ˜`ab (x, x′) ,
〈g`−1n,a·(x), g`−1n,b· (x′)〉
d`−1n
P−→ κ˜`ab (x, x′) , (39)
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E
[
〈Q`hn,a·(x), Q`hn,b·(x′)〉
d`,Gn
]
n→∞→ σ2Qκ˜`ab (x, x′) ,
〈Q`hn,a·(x), Q`hn,b·(x′)〉
d`,Gn
P−→ σ2Qκ˜`ab (x, x′) , (40)
E
[
〈K`hn,a·(x),K`hn,b·(x′)〉
d`,Gn
]
n→∞→ σ2K κ˜`ab (x, x′) ,
〈K`hn,a·(x),K`hn,b·(x′)〉
d`,Gn
P−→ σ2K κ˜`ab (x, x′) , (41)
E
[
〈Q`hn,a·(x),K`hn,b·(x′)〉
d`,Gn
]
n→∞→ δτ=1σQK κ˜`ab (x, x′) ,
〈Q`hn,a·(x),K`hn,b·(x′)〉
d`,Gn
P−→ δτ=1σQK κ˜`ab (x, x′) . (42)
Proof of Lemma 33. Notice that all the statements involving Q`h or K`h are of the form
g`−1n,a·(x)W
`h
n (W
`h
n )
>g`−1n,b· (x
′)>
d`,Gn
,
i.e., with the same weight matrix multiplying the layer inputs g`−1n (x) (recall that under τ = 1, we assumedW
`h,Q
n = W
`h,K
n
a.s.). Taking the expectation of the above term we obtain a term proportional up to σQ or σK to
E
[
〈g`−1n,a·(x), g`−1n,b· (x′)〉
d`−1n
]
= E
[
g`−1n,a1(x), g
`−1
n,b1(x
′)
]
,
by the assumed exchangeability of g`−1n . Since the integrand converges in distribution by the assumed continuity of φ and the
continuous mapping theorem (Dudley, 2002, theorem 9.3.7), we can combine Lemma 32 with Lemma 28 to obtain uniform
integrability and thus E[g`−1n,a1(x), g
`−1
n,b1(x
′)]→ κ˜`ab (x, x′) by Theorem 29, proving the convergence of expectations.
The obtain the convergence in probability, it is sufficient to show that
E
∣∣∣∣∣g`−1n,a·(x)W `hn (W `hn )>g
`−1
n,b· (x
′)>
d`,Gn
∣∣∣∣∣
2
=
d`−1n∑
i1,j1
i2j2
E
[
g`−1n,ai1(x)g
`−1
n,bj1
(x)g`−1n,ai2(x)g
`−1
n,bj2
(x)W `hn,i1·(W
`h
n,j1·)
>W `hn,i2·(W
`h
n,j2·)
>
]
,
converges to the square of the mean as by Chebyshev’s inequality: P(|Xn − EX| ≥ δ) ≤ δ−2(E[X2n]− {E[Xn]}2). Since
we can bound each of the summands using Ho¨lder’s inequality combined with Lemma 32, the limit of the above expectation
will up to a constant coincide with that of
1
(d`−1n )2
d`−1n∑
i,j
E
[
g`−1n,ai(x)g
`−1
n,bi(x)g
`−1
n,aj(x)g
`−1
n,bj(x)
]
= E
[
g`−1n,a1(x)g
`−1
n,b1(x)g
`−1
n,a2(x)g
`−1
n,b2(x)
]
+ o((d`−1n )
2) ,
where the equality is by the assumed exchangeability. Since the individual columns of g`−1n are asymptotically independent
by assumption, we can use an argument analogous to that we made for the E[g`−1n,a1(x)g
`−1
n,b1(x)] above to obtain the
(κ˜`ab (x, x
′))2 limit. Noting that the l.h.s. above is equal to E
[(〈g`−1n,a·(x), g`−1n,b· (x′)〉/d`−1n )2] concludes the proof.
C. Positional encodings
As in the proofs for attention without positional encodings, we assume the ‘infinite width, finite fan-out’ construction of
the sequence of NNs. In particular, we will assume that for any n ∈ N, there is a countably infinite set of random variables
{E`n,·i : i ∈ N} = {E`·i : i ∈ N}, where E`·i ∼ N (0, R) i.i.d. over the i index, but only a finite number d`,En ∈ N is add-ed,
g˜`−1n (x) =
√
αg`−1n (x) +
√
1− αE`n ,
or append-ed
g˜`−1n (x) = [g
`−1
n (x), E
`
n] ,
to each of the layer inputs g`−1n (x). In the append case, we further assume α = limn→∞ d
`−1
n /(d
`,E
n + d`−1n ).
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C.1. NNGP limit
Note that all Theorem 3 relies on is that the layer’s inputs {g`−1n (x) : x ∈ X} converge in distribution to some g`−1(x) with
mutually independent columns, and on the fact that the elementwise absolute moments of g`−1n,ai(x) are bounded uniformly
in a, i and n. Let us thus replace g`−1n (x) by g˜
`−1
n (x), and see whether the proofs still apply.
Exchangeability: The proofs of exchangeability in Lemmas 5, 8 and 13 are all based on conditioning on g`−1n (x) for some
fixed finite subset of the inputs x, and then showing that the random variables are conditionally i.i.d. for any given n ∈ N. If
positional encodings are used, the variables will be again i.i.d. if we add E`n into the conditioning set.
Convergence in distribution: To establish {g˜`−1n (x) : x ∈ X} converges in distribution in the add case, we can use a
simple argument based on the Crame´r-Wold device and pointwise convergence of the characteristic function, which implies
convergence in distribution by Le´vy’s continuity theorem (using the fact that E`n,·i are assumed to be i.i.d. N (0, R) and the
distribution of a particular E`n,·i does not change with n). An alternative approach has to be taken for the append case
where the weak limit of the layer input’s distribution may not be well defined; closer inspection of Appendix B.1 reveals that
all the proofs depend on the convergence of the layer inputs only through Lemmas 32 and 33, which we discuss next.
Convergence of inner products and boundedness of moments: The proof of each statement of Lemma 32 relies on
{g`−1n (x) : x ∈ X} only through the bound maxc∈[ds] supi∈N supn E |g`−1n,ci(x)|t < ∞ which is essentially established
using the assumed polynomial bound on |φ| and the Gaussianity of the weights at initialisation. All we need to extend
Lemma 32 to the case where positional encodings are used is to establish maxc∈[ds] supi∈N supn E |g˜`−1n,ci(x)|t <∞. This
can be done by observing E |g˜`−1n,ci(x)|t ≤ max{E |g`−1n,ci(x)|t,E |E`n,c1|t} < ∞ by the assumption E`n,·i ∼ S(0, R) i.i.d.
over the i index for any n ∈ N.
Similarly, the proof of Lemma 33 can be modified by observing that
E
[
〈g˜`−1n,a·(x), g˜`−1n,b· (x′)〉
d
`,E
n + d
`−1
n
]
=
d`−1n
d
`,E
n + d
`−1
n
E
[
g`−1n,a1(x), g
`−1
n,b1(x
′)
]
+
d
`,E
n
d
`,E
n + d
`−1
n
E
[
E`n,a1E
`
n,b1
]
︸ ︷︷ ︸
=Rab
,
in the append case by the independence of E`n and exchangeability. Using the Gaussianity of positional encodings and
α = limn→∞ d`−1n /(d
`,E
n + d`−1n ), an analogous argument to that made in Lemma 33 can be used to establish convergence
of the r.h.s. to I ◦ κ˜`ab (x, x′) = ακ˜`ab (x, x′) + (1− α)Rab in both probability and expectation. For the add case,
E
[
〈g˜`−1n,a·(x), g˜`−1n,b· (x′)〉
d`−1n
]
= αE
[
g`−1n,a1(x), g
`−1
n,b1(x
′)
]
+ (1− α)E
[
E`n,a1E
`
n,b1
]
︸ ︷︷ ︸
=Rab
,
again by the independence of E`n and exchangeability, and thus a similar argument to the one above applies.
Putting all of the above together, addition of positional encodings does not prevent GP behaviour in the infinite width limit;
the only modification of the results in Appendix B.1 is thus replacement of any κ˜`ab (x, x
′) in the expression for the limiting
covariance of f ` and G` by I ◦ κ˜`ab (x, x′).
C.2. NTK limit
There are two sets of changes to the NTK limit. First, the gradients w.r.t. g`−1n (x) in the indirect part will now be multiplied
by
√
α in the add case, and by [d`−1n /(d
`
n + d
`,E
n )]1/2—to ensure convergence of corresponding inner products—in the
append case, and all the terms of the form
E
∣∣∣∣∣ 〈g˜`−1n,a·(x), g˜
`−1
n,b· (x
′)〉
d
`,E
n + d
`−1
n
∣∣∣∣∣
k
,
for some k > 0 in the direct part will converge to the kth power of the I ◦ κ˜`ab (x, x′) = ακ˜`ab (x, x′) + (1− α)Rab kernel
as discussed. Since we have shown that Lemmas 32 and 33 hold mutatis mutandis in the previous section, the rest of the
proofs in the direct part can be modified in the obvious way, replacing κ˜`ab (x, x
′) by I ◦ κ˜`ab (x, x′) as necessary.
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Second, there will be a new contribution to the direct part due to the gradient w.r.t. the trainable E`n. Since E
`
n is add-ed
(resp. append-ed) to the layer input g`−1n (x), this contribution will be quite similar to the indirect contribution, however
with Θ̂`a′i′,b′j′ (x, x
′) (Equation (29)) replaced by (1 − α)δa′=b′δi′=j′ . Inspecting Lemmas 22, 23 and 25, this will lead
to two changes. Firstly, since E |(1 − α)δa′=b′δi′=j′ |t < ∞, all bounds involving E |Θ̂a′i′,b′j′ |t can be trivially reduced.
Secondly, as shown in the previous section, all appearances of the κ˜`ab (x, x
′) are to be replaced I ◦ κ˜`ab (x, x′), including
those involved indirectly through the modified asymptotic distribution of G`n. The rest of the proofs is affected by the
introduction of positional encodings only through Lemmas 32 and 33 which, as mentioned, do hold in a modified form.
Substituting (1− α)δa′=b′δi′=j′ for Θ̂`a′i′,b′j′ (x, x′) in Lemmas 22 and 23, we thus conclude that the new contribution to
the NTK due to the gradient w.r.t. E`n is
(1− α)σ2OV
ds∑
c=1
E[G˜`1ac(x)G˜`1bc(x′)]+
δτ= 12 (1− α)σ
2
OV σ
2
QK
ds∑
c1,c2
d1,d2
I ◦ κ˜`c1c2 (x, x′)
(
δd1=d2I ◦ κ˜`ab (x, x′) + δa=bI ◦ κ˜`d1d2 (x, x′)
)
E
[
∂G˜`1ac1(x)
∂G`1ad1(x)
∂G˜`1bc2(x
′)
∂G`1bd2(x
′)
]
.
D. Residual attention
Observe that by (Garriga-Alonso et al., 2019; Yang, 2019b), the covariance induced by the skip connection, f `n(x) =√
αg`−1n (x) +
√
1− αf˜ `n(x), in the infinite width limit is equal to
E[f `a1(x)f `b1(x′)] = αE[g
`−1
a1 (x)g
`−1
b1 (x
′)] + (1− α)E[f˜ `a1(x)f˜ `a1(x′)]
= ακ˜`ab (x, x
′) + (1− α)E[f˜ `a1(x)f˜ `a1(x′)] .
To obtain the ακ˜`ab (x, x
′) + (1 − α)Ra·κ˜` (x, x′)R>b· from Equation (16), it is thus sufficient to choose f˜ `n(x) to be the
output of attention layer under the d−1 scaling with structured positional encodings (covariance R), identity function for ζ
and the interpolation parameter for the attention layer set to zero, resulting in the Ra·κ˜
` (x, x′)R>b· (see Table 1).
