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Abstract
We study the near-the-interface behavior of a compact convex scalar curvature flow with a
flat side. Under suitable initial conditions on the flat side, we show that the interface propa-
gates with a finite and non-degenerate speed until the flat side vanishes. Then we get optimal
derivative estimates of the pressure-like function, optimal decay estimates of curvatures near
the interface, and an Aronson-Bénilan-type curvature lower bound, from which we obtain the
Hölder regularity of the ratio of the curvature to the optimal decay rate up to the free boundary.
In the end, we obtain the short-time and all-time existence of the solution, smooth up to the
interface.
1 Introduction
1.1 The problem of the scalar curvature flow
This paper concerns the regularity of the free boundary problem associated with the scalar curvature
flow with a flat side. We begin with the evolution equations governing the scalar curvature flow.
Let a compact hypersurface Σ in the (n + 1)-dimensional Euclidean space be given. We assume
n ≥ 3. Suppose that the body evolves in time by an embedding X : Σ× [0, T )→ Rn+1. We denote
the image of X at time t by Mt. Suppose that the evolution occurs in the inward normal direction
N = −ν at each point x of the hypersurface and that the speed is given by the scalar curvature σ2.
Then we have the following evolution equation:
∂X
∂t
(x, t) = −σ2(x, t)ν(x, t) with X(x, 0) = X0(x) . (1.1)
A scalar curvature flow is a solution to the equation above.
1.2 The history of the research on flows with a flat side
W. Firey [8] first considered the evolution of the Gauss curvature flow of compact surfaces. Hamilton
[9] showed that if a Gauss curvature flow initially contains a flat side, then there will be a smaller
flat side a little later and it takes some time for the surface to become strictly convex.
P. Daskalopoulos with R. Hamilton [3] studied the solvability and regularity of the interface Γ
between the Gauss curvature flow and its flat side, by viewing the flow as a free boundary problem.
They showed that the solution exists and is smooth up the interface, for a short time.
P.Daskalopoulos with K.-A. Lee [5] showed the existence of regular solutions to a certain de-
generate parabolic equation of the non-divergence form. Using these results of [5] for the model
equation under certain coordinates, they [6] showed that the solution exists smoothly and the
interface is smooth for all time until the flat side vanishes.
On the other hand, P. Daskalopoulos with R. Hamilton [2] studied the n-dimensional porous
medium equation with a flat side. They showed the C∞ regularity of the free boundary for a
short time, using the regularity of a model degenerate equation which is obtained by changing
coordinates.
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P. Daskalopoulos , R. Hamilton, and K.-A. Lee showed [4] that the square root of the pressure
is kept concave by the porous medium equation and that the solution exists for a long time and up
to the free boundary while the free boundary is smooth.
K.-A. Lee and E. Lee [11] [12] considered the evolution of a rotation-invariant surface with a
concave side and showed that the long-time existence of a solution, smooth up to the free boundary
and the free boundary is smooth.
1.3 The equation of the flow in the local coordinates
We need to find the optimal regularity of the hypersurface near the free boundary where the
curvatures become degenerate.
Let us assume that the embedded hypersurface of the scalar curvature flow is given as the graph
of a smooth function y = f(x(t), t) for x ∈ Rn. Then the scalar curvature flow is given by
∂f
∂t
= σ2
√
1 + |∇xf |2 . (1.2)
Now, we evaluate the scalar curvature from the metric gij , the second fundamental form hij ,
and the Weingarten map hij , as in Ecker [7]. Since
∂X
∂xi
=
(
−→e i , ∂f
∂xi
)
, 1 ≤ i ≤ n, and ∂
2X
∂xixj
=
(
0,
∂2f
∂xi∂xj
)
, (1.3)
gij =
〈
∂X
∂xi
,
∂X
∂xi
〉
= δij +
∂f
∂xi
∂f
∂xj
,
gij =
(
δij − ∂if∂jf
1 + |∇xf |2
)
, 1 ≤ i, j ≤ n,
(1.4)
−−→ν = −→n = (−∇xf, 1)√
1 + |∇xf |2
hij =
〈
−−→ν , ∂
2X
∂xi∂xj
〉
=
1√
1 + |∇xf |2
∂2f
∂xi∂xj
, 1 ≤ i, j ≤ n ,
hij = g
ikhkj =
(
δik − ∂if∂kf
1 + |∇xf |2
)
1√
1 + |∇xf |2
∂2f
∂xk∂xj
, 1 ≤ i, j ≤ n .
(1.5)
Hence, the mean curvature H of the flow is
H =
n∑
i=1
hii =
n∑
i,j=1
gijhij =
n∑
i,j=1
(
δij − ∂if∂jf
1 + |∇xf |2
)
1√
1 + |∇xf |2
∂2f
∂xi∂xj
, (1.6)
and the square sum |A|2 =∑i σ2i of the principal curvatures is
|A|2 =
n∑
i,j=1
hijh
j
i =
n∑
i,j=1
gikhkjg
jlhli
=
(
δik − ∂if∂kf
1 + |∇xf |2
)
1√
1 + |∇xf |2
∂2f
∂xk∂xj
(
δjl − ∂jf∂lf
1 + |∇xf |2
)
1√
1 + |∇xf |2
∂2f
∂xl∂xi
,
(1.7)
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so that the scalar curvature is
σ2 =
1
2
(H2 − |A|2) = 1
2
n∑
i,j,k,l=1
gikgjl(hkihlj − hkjhli)
=
1
2(1 + |∇xf |2)
n∑
i,j,k,l=1
(
δik − ∂if∂kf
1 + |∇xf |2
)(
δjl − ∂jf∂lf
1 + |∇xf |2
)(
∂2f
∂xk∂xi
∂2f
∂xl∂xj
− ∂
2f
∂xk∂xj
∂2f
∂xl∂xi
)
=
1
(1 + |∇xf |2)
∑
i<j
∑
k 6=l
(
δik − ∂if∂kf
1 + |∇xf |2
)(
δjl − ∂jf∂lf
1 + |∇xf |2
)(
∂2f
∂xk∂xi
∂2f
∂xl∂xj
− ∂
2f
∂xk∂xj
∂2f
∂xl∂xi
)
(1.8)
which is σ2(h
i
j) = σ2
((
δik − ∂if∂kf1+|∇xf |2
)
1√
1+|∇xf |2
∂2f
∂xk∂xj
)
.
From the formula of the scalar curvature (1.8), we get the following lemma.
Lemma 1.1. The scalar curvature flow is given by the graph of the function f , solving
ft =
1
2
√
1 + |∇xf |2
n∑
i,j,k,l=1
(
δik − fifk
1 + |∇xf |2
)(
δjl − fjfl
1 + |∇xf |2
)
(fkiflj − fkjfli) . (1.9)
We note that the two-dimensional scalar curvature flow is the Gauss curvature flow:
ft =
detD2f
(1 + |∇xf |2)3/2
. (1.10)
Let us define g =
√
2f and call it the pressure-like function. Let I = 1 + g2|∇xg|2. Then we
can express its evolution equation as the following:
gt =
1
2
√
I
n∑
i,j=1
(
g(giigjj − g2ij) + g2j gii + g2i gjj − 2gigjgij
)
− 1
2I3/2
g2
n∑
i,j,k=1
gigk
(
g(gikgjj − gjkgij) + g2j gik + gigkgjj − gigjgjk − gjgkgij
)
− 1
2I3/2
g2
n∑
i,j,kl=1
gjgl
(
g(gjlgii − gilgij) + g2i gjl + gjglgii − gigjgil − giglgij
)
.
(1.11)
because the symmetry of the equation 1.9 implies that∑
i,j,k,l
gigjgkgl
(
(gkiglj − gkjgli)g + gkiglgj + gkgiglj − gkjglgi − gkgjgli
)
= 0. (1.12)
Let Γǫ(t) be the level set {(x, g(x, t))|g = ǫ} and e1 = ν be its outer normal vector. From the
fact that g stays constant on the level set, we see that the equation 1.11 on Γǫ is
gt =
1
2
√
1 + g2g21
n∑
i,j=2
g(giigjj − g2ij) +
1
(1 + g2g21)
3/2
n∑
i=2
(
g(giig11 − g2i1) + g21gii
)
. (1.13)
In particular, on the interface Γ(t) of the flat side where g = 0, we have
gt = g
2
ν∆τg = g
3
νH . (1.14)
where H is the mean curvature of the interface Γ(t).
Also, we introduce a quantity
Rg,2 =
n∑
i,j=1
(giigjj − g2ij) (1.15)
where i and j run through all indices 1, . . . , n. The convexity of f implies that Rf,2 =
∑n
i,j=1(fiifjj−
f2ij) = g
2Rg,2 + 2gg
2
1
∑
j 6=1 gjj ≥ 0.
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1.4 Our assumptions on the flat side and along the interface
In this work, we impose the same assumptions as in P. Daskalopoulos and K.-A. Lee [6], the
two-dimensional case. Specifically, we assume the following conditions:
• The hypersurface Σ at time t = 0 satisfies
Σ = Σ0 ∪ Σ1 (1.16)
where Σ0 is the flat side and Σ1 is the strictly convex part of the hypersurface. The interface
between the two parts is
Γ = Σ0 ∩ Σ1. (1.17)
• Because the equation (1.9) is invariant under both rotation and translation, we can assume
that Σ0 is in the hyperplane {xn+1 = 0} and Σ1 lies above the hyperplane.
• A part of the surface Σ, which we will also call Σ, can be considered as the graph of a function
xn+1 = f(x) (1.18)
on a compact domain Ω ⊂ Rn containing Σ0, and we can set Ω = {x ∈ Rn; |Df(x)| <∞}.
• The function f vanishes quadratically at Γ, in other words we assume that at time t = 0,
x ∈ Γ, for any tangential direction τ at Γ,
|Dg(x)| ≥ λ and D2ττg(x) ≥ λ (1.19)
for some number λ > 0. This non-degeneracy condition makes Γ start moving at any point
at time t = 0 and the flow behaves as a free boundary problem.
• A closed disc Dρ0 = {x ∈ Rn; |x| ≤ ρ0} is contained in the flat side Σ0(t), whose area should
be nonzero for time 0 ≤ t ≤ T and 0 < T < Tc, where Tc is the time when the area of the the
flat side shrinks to zero.
• The domain of f is contained in an n-dimensional ball BR, R > 0.
1.5 Main results
In this paper, we prove the following theorem:
Theorem 1.2. Under the assumptions in the subsection 1.4, the pressure-like function g =
√
2f
is smooth in Ω(t) = {x ∈ Rn; |Df(x, t)| < ∞} up to the interface Γ(t) = Σ0(t) ∩ Σ1(t) on time
0 < t < T for all T < Tc. In particular the free boundary Γ(t) between the strictly convex flow and
the flat side will be a smooth curve for all time 0 < t < Tc.
1.6 Summary
The outline of this paper is as follows. In the section 2, we show that the interface Γ moves at a
finite and non-degenerate speed. In the section 3 we obtain the gradient estimate of the function
g and the curvature estimates. In the section 4 we change the coordinates and get the Hölder
regularity of the transformed function. Finally in the section 5, we prove the all-time existence and
C∞ regularity up to the interface, which is our goal.
1.7 Notations
Here are some notations which we will use throughout the paper:
• I = 1 + g2|∇g|2.
• J = |∇g|2 + g.
• Rg,2 =
∑n
i,j=1(giigjj − g2ij).
• Rg,2 =
∑n
i,j=2(giigjj − g2ij) + 2I
∑n
i=2(giig11 − g21i).
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2 Finite and non-degenerate speed of the interface of the flat side
This section deals with the speed of the interface of the flat side. Our goal here is to show that the
speed is finite and non-degenerate. We begin with the following lemma:
Lemma 2.1. The scaled function with sufficiently small ǫ > 0
fǫ(x, t) =
1
1 +Cǫ
f((1 +Aǫ)x, (1 +Bǫ)t) (2.1)
is a supersolution (or subsolution, respectively) of the equation (1.9) if
B + C − 4A ≥ (C −A)
(
5|∇fǫ|2
1 + |∇fǫ|2 − 2
|∇fǫ|2δik − fǫ,ifǫ,k
(1 + |∇fǫ|2)δik − fǫ,ifǫ,k − 2
|∇fǫ|2δjl − fǫ,jfǫ,l
(1 + |∇fǫ|2)δjl − fǫ,jfǫ,l
)
(or ≤, respectively)
(2.2)
for each 1 ≤ i, j, k, l ≤ n.
Proof. Let A, B, C ∈ R be constants. We scale the function f(x, t) with those constants by
fǫ(x, t) =
1
1 + Cǫ
f((1 +Aǫ)x, (1 +Bǫ)t) , ǫ > 0 . (2.3)
Then its partial derivatives of the first order are
fǫ,t(x, t) =
1 +Bǫ
1 +Cǫ
ft((1 +Aǫ)x, (1 +Bǫ)t), (2.4)
fǫ,i =
∂fǫ
∂xi
=
1 +Aǫ
1 + Cǫ
fi((1 +Aǫ)x, (1 +Bǫ)t), (2.5)
with
|∇fǫ|2 =
(
1 +Aǫ
1 + Cǫ
)2
|∇f((1 +Aǫ)x, (1 +Bǫ)t)|2 (2.6)
We denote M =
(
1+Cǫ
1+Aǫ
)2
. Rearranging the equation of the scalar curvature flow about fǫ, we
get the following equation:
∂
∂t
fǫ =
Eijkl(x)
2
√
1 + |∇xf |2
(δik −
fifk
1 + |∇xf |2 )(δjl −
fjfl
1 + |∇xf |2 )(fkiflj − fkjfli) , (2.7)
where
Eijkl(x) =
(1 +Bǫ)(1 + Cǫ)
(1 +Aǫ)4
(
1 + |∇fǫ|2
1 +M |∇fǫ|2
)5/2
(1 +M |∇fǫ|2)δik −Mfǫ,ifǫ,k
(1 + |∇fǫ|2)δik − fǫ,ifǫ,k
(1 +M |∇fǫ|2)δjl −Mfǫ,jfǫ,l
(1 + |∇fǫ|2)δjl − fǫ,jfǫ,l .
(2.8)
When ǫ≪ 1, the factor Eijkl(x) is
Eijkl(x) = (1 + (B + C − 4A)ǫ)(1 − 5(C −A)ǫ |∇fǫ|
2
1 + |∇fǫ|2 )
(
1 + 2(C −A)ǫ |∇fǫ|
2δik − fǫ,ifǫ,k
(1 + |∇fǫ|2)δik − fǫ,ifǫ,k
)
·
(
1 + 2(C −A)ǫ |∇fǫ|
2δjl − fǫ,jfǫ,l
(1 + |∇fǫ|2)δjl − fǫ,jfǫ,l
)
+ o(ǫ2)
= 1 + ǫ
(
B + C − 4A− (C −A)
(
5|∇fǫ|2
1 + |∇fǫ|2 − 2
|∇fǫ|2δik − fǫ,ifǫ,k
(1 + |∇fǫ|2)δik − fǫ,ifǫ,k − 2
|∇fǫ|2δjl − fǫ,jfǫ,l
(1 + |∇fǫ|2)δjl − fǫ,jfǫ,l
))
+ o(ǫ2)
≥ 1(or ≤ 1),
(2.9)
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if the inequality with ≥ (or ≤, respectively) in (2.2) holds for each 1 ≤ i, j, k, l ≤ n.
So the evolution equation (2.7) of the scaled function fǫ(x, t) finishes the proof when ǫ > 0 is
sufficiently small.
This lemma implies the following lemma, from which we see that the propagating speed of the
free boundary is finite.
Lemma 2.2. There exist a constant δ0 > 0, a negative constant B and a positive constant C
satisfying
− Cf(x, t) + x · ∇f(x, t) +Btft(x, t) ≥ 0 (2.10)
on the set Aδ0 = {(x, t); 0 < f(x, t) ≤ δ0, 0 ≤ t ≤ T}.
Proof. Because f(x, t) is uniformly continuous on t ∈ [0, T ], for any 0 < η < 1 there exists
0 < δ0 ≪ η < 1 such that
{x; 0 < f(x, t) ≤ δ0} ⊂ {x; d(x,Γ(t)) ≤ ηρ0
2
} , (2.11)
{(1 + ǫ)x; d(x,Γ(t)) ≤ ηρ0
2
} ⊂ {x; d(x,Γ(t)) ≤ ηρ0} (2.12)
on 0 ≤ t ≤ T , for all ǫ ≪ δ0. Let Γ(t) = ∂{x; f(x, t) > 0} be the interface. Consider the scaled
function fǫ as in Lemma 2.1 with A = 1, B = −δ20 , and C = 8. To prove this lemma, it is sufficient
to show that fǫ ≥ f on Aδ0 so that ddǫ |ǫ=0fǫ ≥ 0 on Aδ0 .
The inequality (2.2) in Lemma 2.1 for fǫ to be a supersolution becomes
− δ20 + 4 ≥ 7
(
5|∇fǫ|2
1 + |∇fǫ|2 − 2
|∇fǫ|2δik − fǫ,ifǫ,k
(1 + |∇fǫ|2)δik − fǫ,ifǫ,k
− 2 |∇fǫ|
2δjl − fǫ,jfǫ,l
(1 + |∇fǫ|2)δjl − fǫ,jfǫ,l
)
(2.13)
for each 1 ≤ i, j, k, l ≤ n.
We can observe that if i 6= j
|∇fǫ|2δij − fǫ,ifǫ,j
(1 + |∇fǫ|2)δij − fǫ,ifǫ,j = 1 , (2.14)
and that if i = j
0 ≤ |∇fǫ|
2
1 + |∇fǫ|2 ≤
|∇fǫ|2δij − fǫ,ifǫ,j
(1 + |∇fǫ|2)δij − fǫ,ifǫ,j =
∑
j 6=i f
2
ǫ,j
1 +
∑
j 6=i f
2
ǫ,j
< 1, (2.15)
so we have
− δ20 + 4− 7
(
5|∇fǫ|2
1 + |∇fǫ|2 − 2
|∇fǫ|2δik − fǫ,ifǫ,k
(1 + |∇fǫ|2)δik − fǫ,ifǫ,k − 2
|∇fǫ|2δjl − fǫ,jfǫ,l
(1 + |∇fǫ|2)δjl − fǫ,jfǫ,l
)
≥ −δ20 + 4− 7
|∇fǫ|2
1 + |∇fǫ|2
(2.16)
for each 1 ≤ i, j, k, l ≤ n. This inequality holds if |∇fǫ|2 ≤ 16 and 0 < δ0 < 1 . By the equation
(2.6), |∇fǫ(x, t)| ≤ |∇f((1 + ǫ)x, (1 + Bǫ)t)| with A = 1, B = −δ20 , and C = 8. So it is enough to
show that |∇f((1 + ǫ)x, (1 − δ20ǫ)t)|2 ≤ 1√6 .
We note that the function f is of the class C1,1. When the dimension n of the scalar curva-
ture flow is 2, the flow becomes the Gauss curvature flow which has been considered by [6]; they
used the result in Andrews [1] that the viscosity solution of the scalar curvature flow has bounded
mean curvature H. Hence, with the convexity assumption, all principal curvatures are positive and
bounded by a uniform constant and the function f should be C1,1 as in [1].
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For scalar curvature flows of higher dimension n > 2, the sum of all the squared principal
curvatures |A|2 =∑ni=1 λ2i and the mean curvature H of the flow are all bounded. This proves that
every viscosity solution f to the scalar curvature flow has a uniform C1,1 estimate. As |∇f | = 0
along the interface Γ(t), the uniform C1,1 estimate of f implies that, for some positive constant M
which does not depend on time t, we have for (x, t) ∈ Aδ0
|∇f(x, t)| ≤Md(x,Γ(t)). (2.17)
Note that the function f is nondecreasing in time t and ft ≥ 0, because the scalar curvature
σ2 is positive for all t > 0. The positivity of σ2 is derived from the fact that if the scalar flow is
convex at t = 0, then it remains convex for all t > 0.
Assume that (x, t) ∈ Aδ0 , i.e. f(x, t) ≤ δ0. Then f((1 + ǫ)x, (1 − δ20ǫ)t) ≤ δ0 because ft ≥ 0.
By (2.11), we have
d(x,Γ((1 − δ20ǫ)t)) ≤
ηρ0
2
, (2.18)
and by (2.12),
d((1 + ǫ),Γ((1 − δ20ǫ)t)) ≤ ηρ0 (2.19)
whose right-hand side becomes arbitrarily small if we choose η small. Consequently, by (2.17), we
can make |∇f((1 + ǫ)x, (1 − δ20ǫ)t)|2 ≤ 1√6 .
By applying the comparison principle to the supersolutions fǫ and f , we can show that if
additionally fǫ ≥ f on the parabolic boundary ∂pAδ0 = {(x, t); f(x, t) = δ0, 0 ≤ t ≤ T} of Aδ0 ,
then fǫ ≥ f in Aδ0 . Now, the only remaining part is to prove that fǫ ≥ f on ∂pAδ0 . From the
simple calculation
d
dǫ
fǫ(x, t) =− C
(1 +Cǫ)2
f((1 +Aǫ)x, (1 +Bǫ)t) +
Ax
1 +Cǫ
· ∇xf((1 +Aǫ)x, (1 +Bǫ)t)
+
Bt
1 + Cǫ
ft((1 +Aǫ)x, (1 +Bǫ)t),
(2.20)
we have, for A = 1 in our assumption,
d
dǫ
fǫ(x, 0)|ǫ=0 =−Cf(x, 0) + x · ∇xf(x, 0). (2.21)
As x · ∇xf(x, 0) > 0, for small enough δ0, ddǫfǫ(x, 0)|ǫ=0 > 0 on {x; f(x, 0) ≤ δ0} so that
fǫ(x, 0) ≥ f(x, 0) for small ǫ > 0. When f(x, t) = δ0, we see that d(x,Γ(t)) ≤ ηρ0/2 ≤ ηρ0. Since f
is convex in the radius r, the radial derivative fr satisfies fr ≥ δ0ηρ0 and it holds that r = d(0, x) ≥ ρ0
and x · ∇xf = rfr(x, t) ≥ ρ0 δ0ηρ0 = δ0η on ∂pAδ0 .
Hence, for f = δ0 on ∂pAδ0 , if η is small enough,
d
dǫ
fǫ(x, t)|ǫ=0 = −Cf(x, t) + x · ∇xf(x, t) +Btft(x, t) ≥ −Cδ0 + δ0
η
− δ20T |ft|L∞ > 0, (2.22)
which means that fǫ ≥ f on ∂pAδ0 , and the comparison principle finishes the proof.
From the proof of Lemma 2.2, we see that f ∈ C1,1. Thus we may assume that
Ω(t) = {x ∈ Rn; |Df(x, t)| <∞} (2.23)
for all time 0 < t < Tc.
We can show that the free boundary moves with a finite speed when 0 ≤ t ≤ T . The radius of
the free boundary Γ(t) is written by r = γ(θ, t) with 0 ≤ θ < 2π in polar coordinates.
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Theorem 2.3. Under the assumption that Dρ0 ⊂ Σ0(T ), there is a constant B > 0 such that
γ(θ, t) ≥ e−
t−t0
Bt0 γ(θ, t0) (2.24)
for all 0 < t0 ≤ t ≤ T and 0 ≤ θ < 2π. In particular, the free boundary moves with a finite speed
when 0 ≤ t ≤ T .
Proof. From Lemma 2.2, for 0 < t0 ≤ t ≤ T , we get the inequality
0 ≥ Cf(x, t)
Bt
− x
Bt
· ∇f(x, t) + ft(x, t) ≥ Cf(x, t)
BT
− x
Bt0
· ∇f(x, t) + ft(x, t) (2.25)
so that
d
dt
(e
C
BT
(t−t0)f(e−
t−t0
Bt0 x, t))
= e
C
BT
(t−t0)
Cf(e− t−t0Bt0 x, t)
BT
− x
Bt0
· ∇f(e−
t−t0
Bt0 x, t) + ft(e
− t−t0
Bt0 x, t)
 ≤ 0 (2.26)
and hence
e
C
BT
(t−t0)f(e−
t−t0
Bt0 x, t) ≤ f(x, t0) = 0 (2.27)
for |x| = γ(x, t0), which implies the conclusion.
For small ǫ > 0 the ǫ-level set of the function f moves with a finite speed as well, by the following
theorem. Let us express the ǫ-level set by its radius r = γǫ(θ, t).
Theorem 2.4. Under the assumption that Dρ0 ⊂ Σ0(T ), there is a constant B < 0 such that
γǫ(θ, t) ≥ e−
t−t0
|B|t0 γǫ(θ, t0) (2.28)
for all sufficiently small ǫ > 0, 0 < t0 ≤ t ≤ T , and 0 ≤ θ < 2π. In particular, for each ǫ > 0 the
level set r = γǫ(θ, t) moves with a finite speed when 0 ≤ t ≤ T .
Proof. Fix 0 ≤ θ < 2π. Let r0 be r0 = γǫ(θ, t0) and x0 be the point (r0, θ) in polar coordinates.
Then f(x0, t0) = ǫ and by the inequality (2.27), we have
f(e
− t−t0
|B|t0 x0, t) ≤ e−
C
|B|T
(t−t0)f(x0, t0) ≤ f(x0, t0) = ǫ = f(γǫ(θ, t0)), (2.29)
implying that
e
− t−t0
|B|t0 γǫ(θ, t0) ≤ γǫ(θ, t) . (2.30)
Lemma 2.5. There exist constants A > 0, B < 0, C > 0, and D > 0 such that
−Cf(x, t) +Ax · ∇xf(x, t) + (−D +Bt)ft(x, t) ≤ 0 (2.31)
on {f(x, t) ≤ 1, 0 ≤ t ≤ T}.
Proof. Assume that g is smooth up to the interface Γ(t) for time 0 ≤ t ≤ τ for some τ > 0. Let
t∗ = τ/2 and At∗ = {f(x, t) ≤ 1, t∗ ≤ t ≤ T}. We want to show that for some negative constants
A and B, and positive constants C and D, and for sufficiently small ǫ > 0,
fǫ(x, t) =
1
1 + Cǫ
f((1 +Aǫ)x, (1 +Bǫ)t−Dǫ) ≤ f(x, t) (2.32)
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on At∗ . We first choose C = 1 so that by Lemma 2.1, fǫ is a subsolution to the equation for
the scalar curvature flow if and only if B + 1 − 4A ≤ 0. Given A > 0 to be determined later,
take B < 0 such that B ≤ 4A − 1 . Then fǫ is a subsolution, especially in At∗ . Therefore,
the comparison principle implies that it suffices to show that fǫ ≤ f on the parabolic boundary
of At∗ , where f(x, t) = 1, t∗ ≤ t ≤ T or f(x, t) ≤ 1, t = t∗. It is equivalent to show that
∂fǫ
∂ǫ |ǫ=0 = −f(x, t) +Ax · ∇xf(x, t) + (−D +Bt)ft(x, t) ≤ 0.
On {f(x, t) = 1, t∗ ≤ t ≤ T}, we can take A > 0 sufficiently small that we have −f(x, t) +
Ax · ∇xf(x, t) + (−D + Bt)ft(x, t) = −1 + Ax · ∇xf(x, t) ≤ 0 since x · ∇xf(x, t) ≥ 0 and f(·, t)
is uniformly C1,1 in 0 ≤ t ≤ T , f ≤ 1. Secondly, on the set {f(x, t) ≤ 1, t = t∗} and for
the pressure-like function g =
√
2f , we see that −f(x, t) + Ax · ∇xf(x, t) + (−D + Bt)ft(x, t) =
g{−12g(x, t∗)+Ax·∇xg(x, t∗)+(−D+Bt∗)gt(x, t∗)}. Because g(x, t∗) > 0, B < 0, and gt(x, t∗) ≥ 0,
we only need to show that −g(x, t∗) + 2Ax · ∇xg(x, t∗)− 2Dgt(x, t∗) ≤ 0.
However, we assumed the initial non-degeneracy condition for f and hence for g so that for
sufficiently small t∗
|∇xg(x, t∗)| ≥ c and gττ ≥ c at the interface Γ(t∗) (2.33)
for some c > 0. For this reason there are some ρ > 0 and c0 > 0 satisfying gt ≥ c0 > 0, so that
−g(x, t∗) + 2Ax · ∇xg(x, t∗)− 2Dgt(x, t∗) ≤ 0 on the set {0 < g(x, t∗) <
√
2, d(x,Γ(t∗) < ρ} if we
take sufficiently small A > 0 since D > 0. The same estimate holds when 0 ≤ t ≤ t∗. Hence fǫ ≤ f
on {f(x, t) ≤ 1, 0 ≤ t ≤ T}.
Theorem 2.6. There exists constants A > 0, B < 0, and D > 0 such that
γ(θ, t) ≤ e−
A(t−t0)
D+|B|T γ(θ, t0) (2.34)
for 0 < t0 ≤ t < T . Hence, the interface moves with a non-degenerate speed.
Proof. For time 0 < t0 < t < T , the inequality (2.31) implies that
0 ≤ Cf(x, t)
D + |B|t −
Ax
D + |B|t · ∇xf(x, t) + ft(x, t)
≤ Cf(x, t)
D + |B|t0 −
Ax
D + |B|T · ∇xf(x, t) + ft(x, t)
(2.35)
by which we obtain
d
dt
(e
Cf(x,t)
D+|B|t0 f(e
−A(t−t0)
D+|B|T x, t)) ≥ 0 . (2.36)
Hence we have
e
Cf(x,t)
D+|B|t0 f(e
−A(t−t0)
D+|B|T x, t) ≥ f(x, t0) , (2.37)
and for sufficiently large D > 0
f(e
−A(t−t0)
D+|B|T x, t) ≥ f(x, t0) . (2.38)
From the last inequality and the monotonicity of f in the radius, the conclusion follows.
3 Derivative estimates
3.1 Evolution equations of derivatives of g
Let us consider the following linear operator, L[w], which will occur in the evolution equations of
gm and gmp:
L[w] =
n∑
i,j=1
aijwij +
n∑
i=1
biwi, (3.1)
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where the coefficients are defined by
aii =
1
I3/2
(∑
j 6=i
(
g2j + ggjj + g
3(g2kgjj − gjgkgkj)
) − g3(g2i gkk − gigkgik)),
aij = − 1
I3/2
(
gigj + ggij + g
3(g2kgij + gigjgkk − gigkgjk − gjgkgik)
)
, for i 6= j,
(3.2)
and
bi =
1
2I5/2
(
4I(gigjj − gjgij) + 6g5gigkgl(gklgjj − gjkgjl)
+ g2
(− 6gi(g2kgjj − gkgjgkj)− 4Iggk(gikgjj − gjkgij)− Iggi(gkkgjj − g2kj))). (3.3)
Also, we define
c =
1
2I5/2
(
I(giigjj − g2ij)− 6g2gigk(gikgjj − gjkgij)− 6gg2i (g2j gkk − gkgjgkj)
)
. (3.4)
Lemma 3.1. For 1 ≤ m ≤ n, (gm)t is given by
(gm)t = L[gm] + cgm. (3.5)
Proof. This equation (3.5) can be obtained by a direct calculation.
In the local coordinates where g1 = gν , gi = 0 for i 6= 1 and gij = 0 for i 6= j, we have
a11 =
1
I3/2
g
∑
j 6=1
gjj, aij = 0, for i 6= j,
aii =
1
I3/2
(
g21 + gg11 + Ig
∑
j 6=1,i
gjj
)
, for i 6= 1,
(3.6)
b1 =
1
2I5/2
(
− Ig3g1Rg,2 +
(
4Ig1 − 6g2g1(g21 + gg11) + 2Ig3g1g11
)∑
j 6=1
gjj
)
,
bi = 0, for i 6= 0,
(3.7)
and
c =
1
2I5/2
(
IRg,2 − 6gg21(g21 + gg11)
∑
j 6=1
gjj
)
, (3.8)
simplifying the evolution of gm as follows:
(g1)t =
1
I3/2
g
∑
j 6=1
gjjg111 +
∑
i 6=1
1
I3/2
(
g21 + gg11 + Ig
∑
j 6=1,i
gjj
)
g1ii
+
1
2I5/2
(
− Ig3g1Rg,2 +
(
4Ig1 − 6g2g1(g21 + gg11) + 2Ig3g1g11
)∑
j 6=1
gjj
)
g11
+
1
2I5/2
(
IRg,2 − 6gg21(g21 + gg11)
∑
j 6=1
gjj
)
g1,
(3.9)
and for m 6= 1
(gm)t =
1
I3/2
g
∑
j 6=1
gjjgm11 +
∑
i 6=1
1
I3/2
(
g21 + gg11 + Ig
∑
j 6=1,i
gjj
)
gmii. (3.10)
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Lemma 3.2. For 1 ≤ m, p ≤ n, (gmp)t is given by
(gmp)t =
n∑
i,j=1
aijgmpij +
n∑
i,j,k,l=1
bmp,ij,klgmijgpkl +
n∑
i,j,k=1
cmp,ijkgijk + dmp, (3.11)
with the fourth derivatives
n∑
i,j=1
aijgmpij =
1
I3/2
n∑
i,j=1
(Iggjj − g3gj
n∑
k=1
gkgjk + g
2
j )gmpii
− 1
I3/2
n∑
i,j=1
(Iggij + g
3gigj
n∑
k=1
gkk − 2g3gi
n∑
k=1
gkgjk + gigj)gmpij ,
the terms which are quadratic in third derivatives
n∑
i,j,k,l=1
bmp,ij,klgmijgpkl =
1
I3/2
n∑
i=1
gmii(Ig
n∑
k=1
gpkk − g3
n∑
k,l=1
gkglgpkl)− 1
I3/2
Ig
n∑
i,j=1
gmijgpij
+
1
I3/2
g3
n∑
i,j,k=1
gkgmij(gjgpik + gigpjk)− 1
I3/2
g3
n∑
i,j=1
gigjgmij
n∑
k=1
gpkk,
the terms which are linear in third derivatives
n∑
i,j,k=1
cmp,ijkgijk =
1
2I5/2
n∑
i=1
(
4I
n∑
j=1
(gigjj − gjgij)− Ig2
n∑
j,k=1
(
ggi(gkkgjj − g2kj) + 4ggk(gikgjj − gjkgij)
)
−
n∑
j,k=1
g2(6gig
2
kgjj − 6gigjgkgjk) + 6g5
n∑
j,k,l=1
(giglgkglkgjj − giglgkgjlgjk)
)
gmpi
− 3
I5/2
g2
n∑
j=1
(Iggjj + g
2
j − g3gj
n∑
k=1
gkgjk)
n∑
l=1
glgpl
n∑
i=1
gmii − 2
I3/2
g3
n∑
i,j=1
gij
n∑
k=1
gkgpkgmij
+
1
I3/2
n∑
j=1
(
2gjgpj +
n∑
k=1
(2g3gkgjjgpk − g3gjgjkgpk − g3gkgjkgpj)
) n∑
i=1
gmii
+
3
I5/2
g2
n∑
i,j=1
(
Iggij + gigj + g
3
n∑
k=1
(gigjgkk − gigkgjk − gjgkgik
) n∑
l=1
glgplgmij − 1
I3/2
n∑
i,j=1
(gjgpi + gigpj)gmij
− 1
I3/2
g3
n∑
k=1
gkk
n∑
i,j=1
(gjgpi + gigpj)gmij +
1
I3/2
g3
n∑
i,j,k=1
(
(gjgik + gigjk)gpk + gk(gjkgpi + gikgpj)
)
gmij
− 3
I5/2
g
n∑
i,j=1
(Iggjj + g
2
j − g3gj
n∑
k=1
gkgjk)
n∑
l=1
g2l gpgmii +
1
I3/2
n∑
i,j=1
(
Igjj + g
2
n∑
k=1
(2g2kgjj − 3gjgkgjk)
)
gpgmii
+
3
I5/2
g
n∑
i,j=1
(
Iggij + gigj + g
3
n∑
k=1
(gigjgkk − gkgjgik − gkgigjk)
) n∑
l=1
g2l gpgmij
− 1
I3/2
(2g2
n∑
k=1
g2k + I)
n∑
i,j=1
gijgpgmij − 3
I3/2
g2
n∑
i,j,k=1
gigjgkkgpgmij +
3
I3/2
g2
n∑
i,j,k=1
gk(gjgik + gigjk)gpgmij
+
1
2I5/2
n∑
i,j=1
gmi
(
4I(gigpjj − gjgpij)− 2Ig3gi
n∑
k=1
(gkkgpjj − gkjgpkj)
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− 4Ig2g
n∑
k=1
gk(gikgpjj + gjjgpik − gjkgpij − gijgpjk)− 6g2gi
n∑
k=1
(g2kgpjj − gjgkgpjk)
+ 6g5gi
n∑
k,l=1
gkgl(glkgpjj + gjjgplk − gjlgpjk − gjkgpjl)
)
+
1
I5/2
gm
n∑
i,j=1
(
I(gjjgpii − gijgpij)− 3g2gi
n∑
k=1
gk(gikgpjj − gjkgpij + gjjgpik − gijgpjk)
− 3g
n∑
k=1
g2k(g
2
i gpjj − gjgigpij)
)
,
and the terms involving only first-order and second-order derivatives
dmp =
1
2I5/2
(
I
n∑
i,j=1
(giigjj − g2ij)− 6
(
g2
n∑
i,j,k=1
gigk(gikgjj − gjkgij) + gg2k(g2i gjj − gjgigij)
))
gmp
+
1
2I5/2
n∑
i=1
gmi
(
4I
n∑
j=1
(gjjgpi − gijgpj)− Ig2
n∑
j,k=1
(
(gkkgjj − g2kj)ggpi + 4(gikgjj − gjkgij)ggpk
)
− 2g4
n∑
j,k=1
(
ggi(gkkgjj − g2kj) + 4ggk(gikgjj − gjkgij)
) n∑
l=1
glgpl
+ 6g5
n∑
j,k,l=1
(glkgjj − gjlgjk)(giglgpk + gigkgpl + glgkgpi)
+ g2
(− 6 n∑
j,k=1
(g2kgjj − gjgkgjk)gpi + 8(gigjj − gjgij)gkgpk − 12gi(gjgkkgpj − gkgjkgpj)
))
− 5
2I7/2
g2
n∑
i=1
gmi
n∑
q=1
gqgpq
(
4I
n∑
j=1
(gigjj − gjgij)− Ig2
n∑
j,k=1
(
ggi(gkkgjj − g2kj) + 4ggk(gikgjj − gjkgij)
)
− 6g2gi
n∑
j,k=1
(g2kgjj − gjgkgjk) + 6g5gi
n∑
j,k,l=1
(glgkglkgjj − glgkgjlgjk)
)
+
1
2I5/2
n∑
i=1
gmigp
n∑
j,k=1
(
8gg2k(gigjj − gjgij)− 2g
(
ggi(gkkgjj − g2kj) + 4ggk(gikgjj − gjkgij)
)
(g2
n∑
l=1
g2l + I)
− Ig2gi(gkkgjj − g2kj)− 4Ig2gk(gikgjj − gjkgij)− 12ggi(g2kgjj − gjgkgjk)
+ 30g4gi
n∑
l=1
(glgkglkgjj − glgkgjlgjk)
)
− 5
2I7/2
g
n∑
q=1
g2q
n∑
i=1
gmigp
(
4I
n∑
j=1
(gigjj − gjgij)− Ig2
n∑
j,k=1
(
ggi(gkkgjj − g2kj) + 4ggk(gikgjj − gjkgij)
)
− 6g2gi
n∑
j,k=1
(g2kgjj − gjgkgjk) + 6g5gi
n∑
j,k,l=1
(glgkglkgjj − glgkgjlgjk)
)
+
1
I5/2
gm
n∑
i,j,k=1
(− 3g2(gikgjj − gjkgij)(gigpk + gkgpi) + g2(giigjj − g2ij)gkgpk
− 6g(g2i gjj − gjgigij)gkgpk − 3gg2k(2gigjjgpi − gjgijgpi − gigijgpj)
)
12
− 5
2I7/2
g2gm
n∑
l=1
glgpl
(
I
n∑
i,j=1
(giigjj − g2ij)− 6
(
g2
n∑
i,j,k=1
gigk(gikgjj − gjkgij) + gg2k(g2i gjj − gjgigij)
))
+
1
I5/2
gmgp
n∑
i,j,k=1
(− 6ggigk(gikgjj − gjkgij) + gg2k(giigjj − g2ij)− 3g2k(g2i gjj − gjgigij))
− 5
2I7/2
g
n∑
l=1
g2l gmgp
(
I
n∑
i,j=1
(giigjj − g2ij)− 6
n∑
i,j,k=1
(
g2gigk(gikgjj − gjkgij) + gg2k(g2i gjj − gjgigij)
))
.
Proof. Using Lemma 3.1 about the evolution of the first-order derivatives of g, we have
(gmp)t = L[gmp] + cgmp +
n∑
i,j=1
∂p(aij)gmij +
n∑
i=1
∂p(bi)gmi + ∂p(c)gm. (3.12)
Then the equation (3.11) is obtained by direct calculations.
3.2 Gradient estimates
Now, we get estimates of the gradient of the pressure-like function g =
√
2f from above and below.
To begin with, we assume that
• the measure of Σ0(T ) is positive for 0 < T < Tc for some critical time Tc,
• g is smooth up to the interface for a finite amount of time,
• g is of class C2+β for some 0 < 1 < β for time 0 ≤ t ≤ T < Tc,
• g has first-order and second-order derivatives having the non-degeneracy condition at the
initial time t = 0: there is a positive number λ such that the derivative ∇g(x) and the
second-order tangential derivatives ∇2ττg(x) satistify |∇g(x)| ≥ λ and |∇2ττg(x)| ≥ λ,∀x ∈ Γ,
• f satisfies the non-degeneracy condition maxx∈Ω(t) f(x, t) ≥ 2 on 0 ≤ t ≤ T < Tc so that g
also meets the condition maxx∈Ω(t) g(x, t) ≥ 2 in Ω(t) = {x ∈ Rn; |∇f(x, t)| <∞}.
We approximate f by a decreasing sequence of positive, strictly convex and smooth functions fǫ
solving the equation (1.9) of scalar curvature flow. We set gǫ =
√
2fǫ and denote it simply by g
afterwards. What we want to obtain is a gradient estimate from above.
Lemma 3.3. If the level set Γǫ(t) of g is convex, then there exists a constant C > 0 such that
|∇g| ≤ C, on 0 ≤ g(·, t) ≤ 1, 0 ≤ t ≤ T. (3.13)
Proof. Let us set X = 12 |∇g|2 = 12
∑
i g
2
i . Then X =
1
2g
2
ν for the normal vector ν to the level set
of g. Suppose that at each time 0 ≤ t < T , X attains an interior maximum at P0 = (x0, t) so
that X(x0, t) = sup{X(x, t); x ∈ Σ, 0 ≤ g(x, t) ≤ 1}. Rotating the coordinates, we can make
g1 = gν > 0 and gi = 0 for 2 ≤ i ≤ n at P0. As
X1 = g1g11 +
∑
i≥2
gigi1 = g1g11 = 0, Xi = g1g1i +
∑
j≥2
gjgji = g1g1i = 0, i ≥ 2, (3.14)
we have g11 = g1i = 0 for 2 ≤ i ≤ n at P0. So the nonzero second-order derivatives of g at P0 are
gij for 2 ≤ i, j ≤ n. In particular, gii ≥ 0, 2 ≤ i ≤ n by convexity of level sets of g.
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Now, let us look at the second-order derivatives of X. At P0, we have
X11 = g1g111 + g
2
11 +
∑
i≥2
(gigi11 + g
2
i1) = g1g111 ≤ 0,
Xii = g1g1ii + g
2
1i +
∑
j≥2
(gjgjii + g
2
ji) = g1g1ii +
∑
j≥2
g2ji ≤ 0, 2 ≤ i ≤ n,
Xij = g1g1ij + g1ig1j +
∑
k≥2
(gkgkij + gkigkj) = g1g1ij +
∑
k≥2
gkigkj ≤ 0, 1 ≤ i, j ≤ n,
(3.15)
so that g1g111 ≤ 0 and g1g1ii ≤ 0.
Hence, the evolution of X at P0 is given by
Xt =
(
g√
I
n∑
i=2
gii +
g
I3/2
n∑
i=2
gii +
g21
I3/2
)
g1g111
+
g21
I3/2
n∑
i=2
g1g1ii +
g√
I
n∑
i,j=2
g1gjjg1ii − g√
I
n∑
i,j=2
gijg1ij
− 3gg
6
1
I5/2
n∑
i=2
gii +
g21
2I3/2
n∑
i,j=2
(giigjj − g2ij)
(3.16)
which is written as
Xt =
(
gg1Hǫ
I3/2
+
gg1Hǫ√
I
+
g21
I3/2
)
X11 +
n∑
i=2
(
gg1Hǫ√
I
+
g21
I3/2
)
Xii −
n∑
i,j=2
ggij√
I
Xij
+
−3gg61
I5/2
g1Hǫ +
1
2I3/2
g21(g
2
1H
2
ǫ −
n∑
i,j=2
g2ij)
−
n∑
i=2
(
gg1Hǫ√
I
+
g21
I3/2
)∑
j≥2
g2ji +
n∑
i,j=2
ggij√
I
∑
k≥2
gkigkj
(3.17)
where Hǫ =
1
g1
∑n
i=2 gii is the mean curvature of the level set Γǫ(t) at P0.
The level set Γǫ(t) of the convex function f is also convex. We can use local coordinates at P0
such that gij = 0 for i 6= j with g1 = gν > 0 and gi = 0 for 2 ≤ i ≤ n. Then, since Xi = 0 and
Xii ≤ 0 for all 1 ≤ i ≤ n at P0,
Xt = a11X11 +
n∑
i=2
aiiXii +
g21
2I3/2
(g21H
2
ǫ −
n∑
i=2
g2ii) +
−3gg61
I5/2
g1Hǫ −
n∑
i=2
g21
I3/2
g2ii ≤
g41
2I3/2
H2ǫ (3.18)
where a11 =
gg1Hǫ
I3/2
+ gg1Hǫ√
I
+
g21
I3/2
≥ 0 and aii = g√I
∑
j 6=1,i gjj +
g21
I3/2
≥ 0 for 2 ≤ i ≤ n.
In the previous sections, we proved that the speed of the level set is non-degenerate and finite:
γ(θ, t0)e
− t−t0
Bt0 ≤ γ(θ, t) ≤ γ(θ, t0)e−
A(t−t0)
D+|B|T (3.19)
which implies that
γ(θ, t0)(e
− t−t0
Bt0 − 1)
t− t0 ≤
γ(t)− γ(t0)
t− t0 ≤
γ(t0)(e
−A(t−t0)
D+|B|T − 1)
t− t0 ,
γ(t0)
−1
|B|t0 ≤ γ
′(t0) ≤ γ(t0) −A
D + |B|T .
(3.20)
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On the other hand, on the level set Γǫ(t),
grγ
′(t) + gt = 0, g1 = grDx1r = gr
x1
r
=⇒ g1
gt
= −x1
r
1
γ′(t)
,
0 < C1 =
|B|t0
R2
ρ0 ≤ |B|t
γ2(x0)
x1 ≤ g1
gt
≤ D + |B|T
Aγ2(x0)
x1 ≤ D + |B|T
Aρ20
R = C2
(3.21)
since the initial flat side Σ0(0) is contained in the ball BR. So we can say that
g1
gt
is of order 1 and
we write g1gt ∼ 1.
Since the level set Γǫ(t) is convex by assumption, it holds that at P0
n∑
i,j=2
(giigjj − g2ii) = 2
∑
2≤i<j≤n
giigjj ≥ 0 (3.22)
and
C1 ≤ gt
g1
=
1
2g1
√
I
g
n∑
i,j=2
(giigjj − g2ij) +
1
g1I3/2
n∑
i=2
(
g(giig11 − g2i1) + g21gii
) ≤ C2. (3.23)
At P0, g11 = gi1 = 0 so we have
C1 ≤ gt
g1
=
g
2g1
√
I
n∑
i,j=2
(giigjj − g2ii) +
g21
I3/2
Hǫ ≤ C2, (3.24)
and
Xt ≤ g
4
1
2I3/2
H2ǫ =
I3/2
2
(
g21
I3/2
Hǫ
)2
≤ 1
2
C22I
3/2 =
1
2
C22 (1 + g
2g21)
3/2. (3.25)
If g2g21 ≤ 1, then
Xt ≤
√
2C22 (3.26)
and
X(t) ≤ X(0) + t
√
2C22 ≤ X(0) + T
√
2C22 . (3.27)
Otherwise, if g2g21 ≥ 1, then at P0 on Γǫ(t)
Xt ≤
√
2C22g
3g31 =
√
2C22ǫ
3(2X)3/2 = 4C22ǫ
3X3/2. (3.28)
Hence, X(t) is bounded above by the solution Y (t) to the ODE Yt = 4C
2
2ǫ
3Y 3/2, Y (0) = X(0):
X(t) ≤ Y (t) = 1
(X(0) − 2C22ǫ3t)2
≤ Y (T ) = 1
(X(0) − 2C22 ǫ3T )2
(3.29)
for time 0 ≤ t ≤ T .
Taking ǫ > 0 sufficiently small that 2C22 ǫ
3T ≤ 12X(0), we have
X(t) ≤ 4
(X(0))2
(3.30)
for time 0 ≤ t ≤ T . Hence, we have proved the lemma.
Lemma 3.4. If the level set Γǫ(t) of g is convex, then there exists a constant C > 0 such that
|∇g| ≥ C, on 0 ≤ g(·, t) ≤ 1, 0 ≤ t ≤ T. (3.31)
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Proof. Let us define a quantity X = Y − kx · ∇f = x · ∇g− kx · ∇f , where k is a positive constant
that will be determined later. Suppose that at each time 0 ≤ t < T , X attains an interior minimum
at P0 = (x0, t) so that X(x0, t) = inf{X(x, t); x ∈ Σ, 0 ≤ g(x, t) ≤ 1}. We make x1 > 0 and
xi = 0 for i = 2, . . . , n.
At P0 on Γǫ, we choose local coordinates such that the normal derivative is gν = g1 and the tan-
gential derivatives to the level set Γǫ vanish, in other words, gi = 0 for i = 2, . . . , n, and furthermore
gij = 0 for all i 6= j. Then we have
∑n
i,j=2(giigjj−g2ij) =
∑n
i,j=2 giigjj−
∑n
i=1 g
2
ii =
∑n
i,j=2, i 6=j giigjj
and
∑n
i=2(giig11 − g21i) =
∑n
i=2 giig11 .
Then the inequality (3.23) becomes at P0,
C1 ≤ gt
g1
=
1
2g1
√
I
g
n∑
i,j=2
giigjj +
1
g1I3/2
n∑
i=2
(ggiig11 + g
2
1gii) ≤ C2 (3.32)
C1 ≤ gt
g1
=
1
2g1
√
I
gRg,2 +
1
I3/2
g1
n∑
i=2
gii ≤ C2, (3.33)
where
Rg,2 =
n∑
i,j=2
(giigjj − g2ij) +
2
I
n∑
i=2
(giig11 − g21i). (3.34)
At P0, x · ∇f = gx · ∇g = gx1g1 + gxigi = gx1g1 in our local coordinates where gi = 0 for
i = 2 . . . n. Also, we have X = x1g1 − kgx1g1 and the first-order derivatives of X are
X1 = g1 + x1g11 − k(g21x1 + gg1 + gx1g11) = 0,
Xi = gi + x1g1i − k(gix1g1 + ggi + gx1g1i) = x1g1i − kgx1g1i = 0 for i = 2, . . . , n,
(3.35)
and its second-order derivatives at P0 are
X11 = x1g111 + 2g11 − k(3x1g1g11 + 2g21 + 2gg11 + gx1g111),
X1i = x1g11i + 2g1i − k(2g1ix1g1 + 2gg1i + gx1g11i), i = 2, . . . , n,
Xij = x1g1ij + 2gij − k(gijx1g1 + ggij + gx1g1ij), i, j = 2, . . . , n.
(3.36)
Then the evolution equation of X at the point P0 can be written as
Xt =
(
g
∑n
j=2 gjj√
I
+
g21 + gg11
I3/2
) n∑
i=2
(Xii − 2gii + kgiix1g1 + kggii) + x1g1
2
√
I
Rg,2 − kgx1g1
2
√
I
Rg,2
+
g
∑n
i=2 gii
I3/2
(X11 − 2g11 + 3kx1g1g11 + 2kg21 + 2kgg11)
+
2g1
∑n
i=2 gii
I3/2
(X1 − g1 + kg21x1 + kgg1)−
(
1
2
√
I
gRg,2 +
1
I3/2
g21
n∑
i=2
gii
)
kx1g1
−
(
1
2I3/2
gRg,2 +
1
I5/2
g21
n∑
i=2
gii
)
x1gg1(g
2
1 + gg11)
+
(
1
2I3/2
gRg,2 +
1
I5/2
g21
n∑
i=2
gii
)
kx1g
2g1(g
2
1 + gg11)
− 2x1gg1(g
2
1 + gg11)
2
I5/2
n∑
i=2
gii +
2kx1g
2g1(g
2
1 + gg11)
2
I5/2
n∑
i=2
gii
(3.37)
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which implies that
Xt ≥ kC1x1g21 + kC1gg1 +
kx1g1
I3/2
(g21 + 3gg11)
n∑
i=2
gii +
kg
I3/2
(3g21 + gg11)
n∑
i=2
gii
− 3C2g1 − C2kx1g21 −
3C2
I
x1gg
2
1(g
2
1 + gg11) +
x1g1
2
√
I
Rg,2
+
C1
I
kx1g
2g21(g
2
1 + gg11) +
2kx1g
2g1
I5/2
(g21 + gg11)
2
n∑
i=2
gii.
(3.38)
On the other hand, we have at P0
0 = X1 = x1(1− kg)g11 + g1 − k(g21x1 + gg1) (3.39)
so that by letting g ≤ 12k it holds that
g11 =
−g1 + k(g21x1 + gg1)
x1(1− kg) ≤
2k(C2R+ C)
ρ
(3.40)
and that
Xt ≥ −k(C2 − C1)CX − 3C2
ρ
X − 3C2C3X − 3C2C 2k(C
2R+ C)
ρ
X
−
(
k(C2 − C1)C + 3C2
ρ
+ (3C2 − C1)C3 + (3C2 − C1)C 2k(C
2R+ C)
ρ
)
kρC
= −αX − kβ.
(3.41)
Hence, by Grönwall’s inequality, we obtain
minx∈MX(x, t) ≥ e−αt(minx∈MX(x, 0) − kβt) ≥ 1
2
e−αTminx∈MX(x, 0) =: C ′, (3.42)
if we take k ≤ minx∈MX(x,0)2βT . Then Y = x1g1 ≥ X ≥ C ′ and |∇g| = g1 ≥ C
′
R . We have obtained the
lower bound of |∇g|.
3.3 Second-order derivative estimates
The purpose of this section is to obtain the optimal bound of the second-order tangential derivatives
of g which gives the optimal decay rates of the second-order derivatives of f . We get estimates on
second-order derivatives of g first, under the assumptions that we have given in the subsection 1.4.
We also find a lower bound of Rg,2, which is similar to the Aronson-Bénilan inequality ∆u ≥ −Ct
for the porous medium equation.
Lemma 3.5. Under the assumptions in the subsection 1.4, there exists a constant c > 0 for which
c ≤ gt ≤ c−1. (3.43)
Proof. We have
grγ˙(θ, t) + gt = 0 (3.44)
so that
gt = −grγ˙(θ, t). (3.45)
On the other hand, gr is bounded, because
gr = ∇xg · ∂rx = rgi
xi
(3.46)
where gi are bounded by Lemma 3.3 and 3.4 and xi are bounded by R > 0 in the subsection 1.4.
Also, γ˙(θ, t) is bounded by two negative constants. From these bounds we get the result.
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Corollary 3.5.1. Under the assumptions in the subsection 1.4, there exists a constant C > 0 such
that
C ≤ 1
2g
√
1 + |∇xf |2
n∑
i,j=1
(fiifjj − f2ij) ≤ C−1. (3.47)
Proof. Recall that, in the coordinates where gi = g1δ1i so that fi = f1δ1i,
ft =
1√
1 + |∇xf |2
(1− f
2
1
1 + |∇xf |2 )
n∑
i=2
(fiif11 − f2i1) +
1
2
√
1 + |∇xf |2
n∑
i,j=2
(fiifjj − f2ij) (3.48)
we have
1
2(1 + |∇xf |2)3/2
n∑
i,j=1
(fiifjj − f2ij) ≤ ft ≤
1
2
√
1 + |∇xf |2
n∑
i,j=1
(fiifjj − f2ij). (3.49)
Since ft = ggt, we get the desired result as g tends to 0 near the interface.
Lemma 3.6. Let us assume the conditions in the subsection 1.4. Then there exists a constant
C > 0 satisfying
0 <
∑
i 6=1
gii ≤ C.
for sufficiently small value of g near the interface.
Proof. Let us define a quantity
X :=
n∑
i,j=1
(g2i gjj − gigjgij) + ∆f =
n∑
i,j=1
(g2i gjj − gigjgij) +
n∑
i=1
(g2i + ggii). (3.50)
We work at an interior point P0 of the domain, where X takes its supremum. At P0, we take
the coordinate system where gi = 0 for i 6= 1 and e1 = ν, the normal direction to Γǫ, and gij = 0
for i 6= j. We assume that P0 is on a level set Γǫ. Then we have
X = g21
n∑
i=2
gii + (g
2
1 + gg11 + g
n∑
i=2
gii). (3.51)
In Lemma 3.3 and 3.4, we have shown |∇g| = g1 is bounded from above and below; there exist
a constant c > 0 such that 0 < c ≤ g1 ≤ c−1 on g > 0, 0 ≤ t ≤ T . Also, ∆f = g21 + g
∑n
i=1 gii =
g21 + gg11 + g
∑n
i=2 gii is bounded as f ∈ C1,1. Hence, an upper bound of X will give an upper
bound of the tangential Laplacian ∆τg =
∑n
i=2 gii.
Differentiating X with respect to space variables at P0, we get for all 1 ≤ k ≤ n
0 = Xk =
n∑
i,j=1
(g2j giik − gigjgjik + 2gjgiigjk − 2gjgjigik) +
n∑
i=1
(ggiik + 2gigik + gkgii). (3.52)
We have, at P0,
0 = X1 = gg111 + (g
2
1 + g)
∑
i 6=1
gii1 + 2g1g11
∑
i 6=1
gii + 3g1g11 + g1
∑
i 6=1
gii,
0 = Xk = g
2
1
n∑
i=1
giik − g21g11k +
n∑
i=1
(ggiik) = gg11k + (g
2
1 + g)
∑
i 6=1
giik,
(3.53)
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and then ∑
i 6=1
gii1 = − 1
g + g21
(gg111 + 2g1g11
∑
i 6=1
gii + 3g1g11 +
∑
i 6=1
g1gii),
∑
i 6=1
giik = − 1
g + g21
gg11k , for k 6= 1.
(3.54)
Differentiating X with respect to time, we get Xt as follows. We use the indices m, p instead
of i, j in order to avoid any possible confusions. The right side of the evolution equation of X
will contain spatial derivatives of g of order no greater than 4, because the equation (3.11) is a
second-order equation. Using an index 2 ≤ m ≤ n, we can simply write the evolution of X as the
following:
Xt = g
2
1
∑
m6=1
(gmm)t + 2g1(g1)t
∑
m6=1
gmm +
(
g(g11)t + g
∑
m6=1
(gmm)t + 2g1(g1)t + gtg11 + gt
∑
m6=1
gmm
)
.
(3.55)
Now, let us consider the second-order derivatives of X. They are
Xkl =
n∑
i,j=1
(g2j giikl − gigjgijkl)
+
n∑
i,j=1
(2gjgjlgiik − 2gjgilgijk + 2gjgjkgiil − 2gjgikgijl + 2gjgiigjkl − 2gjgjigikl + 2gjkgjlgii − 2gjkgilgij)
+
n∑
i=1
(ggiikl + gkgiil + glgiik + 2gigikl + gklgii + 2gikgil).
(3.56)
At P0 under the coordinates gk = 0 for k 6= 1 and gij = 0 for i 6= j,
Xkl = g
2
1
n∑
i=2
giikl + 2g1g1l
n∑
i=1
giik + 2g1g1k
n∑
i=1
giil + 2g1
∑
i 6=1,k,l
giig1kl + 2gklgkk
∑
i 6=k
gii
+ (g
n∑
i=1
giikl + 2g1g1kl + gk
n∑
i=1
giil + gl
n∑
i=1
giik + gkl
n∑
i=1
gii + 2gklgkk)
(3.57)
In particular,
X11 = g
2
1
n∑
i=2
gii11 + 4g1g11
n∑
i=1
gii1 + 2g1(
n∑
i=2
gii − 2g11)g111 + 2g211
n∑
i=2
gii
+ (g
n∑
i=1
gii11 + 2g1g111 + 2g1
n∑
i=1
gii1 + g11
n∑
i=1
gii + 2g
2
11),
(3.58)
and for k 6= 1
Xkk = g
2
1
n∑
i=2
giikk + 2g1(
∑
i 6=1,k
gii − gkk)g1kk + 2g2kk
∑
i 6=k
gii
+ (g
n∑
i=1
giikk + 2g1g1kk + gkk
n∑
i=1
gii + 2g
2
kk).
(3.59)
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For k 6= 1
X1k = g
2
1
n∑
i=2
gii1k + 2g1g11
n∑
i=1
giik + 2g1(
n∑
i=1,k
gii − g11)g11k
+ (g
n∑
i=1
gii1k + 2g1g11k + g1
n∑
i=1
giik),
(3.60)
and for 2 ≤ k, l ≤ n such that k 6= l
Xkl = g
2
1
n∑
i=2
giikl + 2g1
∑
i 6=1,k,l
giig1kl + (g
n∑
i=1
giikl + 2g1g1kl). (3.61)
In our coordinate system at P0, the quantity J = |∇g|2+g becomes J = g21+g. Then the term Jg
goes to+∞ as g tends to 0+ and∆f = g21+gg11+g
∑
i 6=1 gii is bounded so that 0 ≤ f11 = gg11+g21 ≤
C and 0 ≤ fii = ggii ≤ C for i 6= 1. We have the relations 0 = Xm =
∑
i 6=1(g
2
1 + g)giim + gg11m for
m 6= 1 and 0 = X1 = (g21 + g)
∑
i 6=1 gii1 + gg111 + g1(1 + 2g11)
∑
i 6=1 gii + 3g1g11, so that
J
∑
i 6=1
gii1 = −
(
gg111 + (g1 + 2g1g11)
∑
i 6=1
gii + 3g1g11
)
,
J
∑
i 6=1
giik = −gg11k, for k 6= 1.
(3.62)
As a result, we also have relations
g1g11
∑
i 6=1
giigg111 = −Jg1g11
∑
j 6=1
gjj
∑
i 6=1
gii1 − g1g11
∑
j 6=1
gjj
(
(g1 + 2g1g11)
∑
i 6=1
gii + 3g1g11
)
,
g1gg111 = −Jg1
∑
i 6=1
gii1 − g1
(
(g1 + 2g1g11)
∑
i 6=1
gii + 3g1g11
)
.
(3.63)
We use the finite and non-degenerate speed of the level set of g to bound the term
(∑
i 6=1
g21
g gii
)2
above. Previously, we obtained the result that for some sufficiently small constant 0 < C < 1,
C ≤ gt
g1
=
1
2g1
√
I
g
∑
2≤i,j
(giigjj − g2ij) +
1
g1I3/2
(gg11
∑
i 6=1
gii + g
2
1
∑
i 6=1
gii) ≤ C−1. (3.64)
and we also see that, by the boundedness of g1,
C ≤ 1
2
√
I
g
∑
2≤i,j
(giigjj − g2ij) +
1
I3/2
(gg11
∑
i 6=1
gii + g
2
1
∑
i 6=1
gii) ≤ C−1. (3.65)
This also implies that
1
2
√
I
gRg,2 +
1
I3/2
g21
∑
i 6=1
gii ≤ C−1, (3.66)
1
2I3/2
gRg,2 +
1
I3/2
g21
∑
i 6=1
gii ≤ C−1, (3.67)
and
0 ≤ 1
I3/2
(gg11 + g
2
1)
∑
i 6=1
gii ≤ C−1. (3.68)
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Since ∆f is bounded and X = g21
∑
i 6=1 gii + ∆f in our coordinates at P0, without loss of
generality we may assume that
C−1 ≤ 1
2I3/2
g21
∑
i 6=1
gii ≤ X ≤ 2g21
∑
i 6=1
gii, (3.69)
because, if 1
2I3/2
g21
∑
i 6=1 gii ≤ C−1, then X is bounded above and we get the upper bound of∑
i 6=1 gii, which is our goal.
So we have
0 ≤ 1
I3/2
g21
∑
i 6=1
gii ≤ C−1 − 1
2
√
I
g
∑
2≤i,j
(giigjj − g2ij)−
1
I3/2
gg11
∑
i 6=1
gii (3.70)
and
1
2
√
I
g
∑
2≤i,j
(giigjj − g2ij) +
1
I3/2
gg11
∑
i 6=1
gii ≤ C−1 − 1
I3/2
g21
∑
i 6=1
gii ≤ − 1
2I3/2
g21
∑
i 6=1
gii. (3.71)
Hence, we get
0 ≤ 1
2I3/2
g21
∑
i 6=1
gii ≤ − 1
2
√
I
g
∑
2≤i,j
(giigjj − g2ij)−
1
I3/2
gg11
∑
i 6=1
gii, (3.72)
0 ≤ g
2
1
g
∑
i 6=1
gii ≤ −I
∑
2≤i,j
(giigjj − g2ij)− 2g11
∑
i 6=1
gii = −IRg,2 + 2g2g21g11
∑
i 6=1
gii. (3.73)
In particular, since the level set of g is convex, we get
2g11
∑
i 6=1
gii ≤ −I
∑
2≤i,j
(giigjj − g2ij) ≤ 0, (3.74)
IRg,2 ≤ 2g2g21g11
∑
i 6=1
gii ≤ 0 (3.75)
so that g11 ≤ 0 and Rg,2 ≤ 0.
As g tends to zero, LX at P0 becomes
LX := Xt − aijDijX = −
(
31J − 20gI) 1
20J2I3/2
g3g2111 −
1
JI3/2
(
2gJ2 + g2(4J − Ig))∑
i 6=1
g2i11
− 1
J
√
I
g
∑
i,j,k 6=1
(Jgijk)
2 − 1
J2
√
I
g2
∑
i,j 6=1
(Jgij1)
2 − 2
I3/2
Jg
∑
i,j 6=1,i 6=j
g2ij1 −
1
4I3/2
Jg
∑
i 6=1
g2ii1
− 1
20JI3/2
g
((
gg111 − 20J
I
g31g
∑
j 6=1
gjj
)2
+ (gg111 + 5Jg1g
2Rg,2)
2 + (gg111 − 10Jg1gg11g
∑
j 6=1
gjj)
2
+
(
gg111 +
90J
I
g1(gg11 + g
2
1)g
∑
j 6=1
gjj
)2
+
(
gg111 − 20I
J
g1g
∑
i 6=1
gii
)2
+
(
gg111 − 60I
J
g1gg11
)2
+ (gg111 + 20g1
∑
i 6=1
gii)
2 + (gg111 + 60g1g11)
2 +
(
gg111 − 40I
J
g1gg11
∑
i 6=1
gii
)2)
− 1
8I3/2
Jg
∑
i 6=1
((
gii1 +
8
J
gg1g
2g11
∑
j 6=1
gjj
)2
+
(
gii1 − 24
J
g1g11
)2
+
(
gii1 +
24
JI
gg1f
2
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)2
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+ (gii1 + 2g1g
2Rg,2)
2 +
(
gii1 +
4
I
g31g
∑
j 6=1
gjj
)2
+
(
gii1 − 4
I
g2g31g
2g11
∑
j 6=1
gjj
)2
+
(
gii1 +
16
J
g1g
2
ii
)2
+
(
gii1 +
8
I
g1g
2g11
∑
j 6=1
gjj
)2
+
(
gii1 − 16I
J
g1
∑
j 6=1
gjjgii
)2
+
(
gii1 − 16
J
g1g11gii
)2
+
(
gii1 +
24
J
g1gii
)2
+
(
gii1 − 8
J
gg1g
2g11gii
)2
+ (gii1 + 16g1g
2
∑
j 6=1
gjjgii)
2 +
(
gii1 − 16
J
gg1g
2g2ii
)2)
+
(
1
I5/2
O(1) + n− 1
8I3/2
JO(g) + 1
8I3/2
O(g) + 5
2I7/2
O(g2)
)
+
1
2I3/2
(
(J + 2g21)
∑
i 6=1
gii +O(1)
)
Rg,2
+
(
4
J2
√
I
O(1)g11 + 1
JI3/2
(
g21(gg11)
(
180 + 72(n − 1)) − 2J2(g3∑
i 6=1
g3ii)
)
g11 − 3
I3/2
(g
∑
j 6=1
gjj)g
2
11
)
+
(
2
I3/2
O(1)
∑
i 6=1
gii +
1
2I3/2
O(1)(g
∑
i 6=1
g2ii) +
1
I3/2
O(1)(g3
∑
i 6=1
g4ii)
− 1
I3/2
g21(4 + I)(−g11)
∑
i 6=1
gii − 4
JI3/2
g21(−gg11)(
∑
i 6=1
gii)
2 − 1√
I
(−gg11)
∑
i 6=1
g2ii
− 1
I3/2
f11
(
2
∑
i 6=1
g2ii + (
∑
i 6=1
gii)
2
)− 2
I5/2
g21(
∑
i 6=1
gii)
2 − 1√
I
(g
∑
j 6=1
gjj)
(
(
∑
i 6=1
gii)
2 + 2
∑
i 6=1
g2ii
))
+
((
1
I3/2
O(1)(
∑
i 6=1
gii)
2 +
2√
I
g
∑
i 6=1
g3ii +
1√
I
O(1)
∑
i 6=1
g2ii
+
2
I3/2
(Igg11 − J)
∑
i 6=1
g3ii −
2√
I
g
∑
i 6=1
g4ii −
2
I3/2
(Ig
∑
k 6=1
gkk + f11)
∑
i 6=1
g2ii
∑
j 6=1
gjj
)
+
(
2
I3/2
O(1)g11
∑
j 6=1
gjj +
2
I3/2
Jg11
∑
i 6=1
g2ii +
4
I3/2
g21g11(
∑
i 6=1
gii)
2
))
+
((
1
JI3/2
O(1)g11
∑
i 6=1
g2ii +
1
I5/2
O(1)g11(
∑
i 6=1
gii)
2
)
− 1
I3/2
gg211(
∑
j 6=1
gii)
3
+
(
1
JI3/2
O(1)
∑
i 6=1
gii
∑
j 6=1
g2jj +
32
JI3/2
g21g
∑
i 6=1
g4ii +
4√
I
O(1)
∑
i 6=1
g3ii
)
− 1
I3/2
gg211(
∑
j 6=1
gii)
3
)
≤ C
for some uniform constant C > 0, hence X satisties
Xt ≤ LX ≤ C (3.76)
at its maximum point P0 at each time, so X is bounded above. Consequently,
∑
i 6=1 gii is also
bounded above.
From the inequality (3.47), it holds that for some constant C > 0∑
i,j
(fiifjj − f2ij) = 2
∑
i 6=1
(f11fii − f2i1) +
∑
i,j 6=1
(fiifjj − f2ij) ≥ Cg (3.77)
which yields (∑
i 6=1
fii
)2
+ 2f11
∑
i 6=1
fii = (
∑
i 6=1
fii + 2f11)g
∑
i 6=1
gii ≥ Cg. (3.78)
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As ∆f is bounded, there exists some constant C˜ > 0 such that∑
i 6=1
gii ≥ C˜, (3.79)
which implies the following corollary.
Corollary 3.6.1. Let us assume the conditions in the subsection 1.4. Then there exists a constant
C > 0 satisfying
C ≤
∑
i 6=1
gii ≤ C−1. (3.80)
for sufficiently small value of g near the interface.
We can also examine the bounds for the second-order derivatives of f .
Corollary 3.6.2. Let us assume the conditions in the subsection 1.4. Then there exists a constant
C > 0 satisfying
C ≤ f11 , 1
g
∑
i 6=1
fii ≤ C−1 and
√
1
g
∑
i 6=1
f2i1 ≤ C−1. (3.81)
for sufficiently small value of g near the interface.
Proof. From the inequality (3.80), we see that
C ≤ 1
g
∑
i 6=1
fii ≤ C−1. (3.82)
With the convexity of f and the boundedness 0 ≤ f11 ≤ C−1, and the inequality (3.78) implies∑
i 6=1
f2i1 ≤
∑
i 6=1
f11fii ≤ C−1g. (3.83)
Thus √
1
g
∑
i 6=1
f2i1 ≤ C−1. (3.84)
Since Cg2 ≤ (∑i 6=1 fii)2 ≤ C−1g2 because of the inequality (3.82) as g tends to 0 near the
interface, we see that f11 ≥ C from the inequality (3.78).
Let P = (x, t) where x ∈ Ω(t) = {x ∈ Rn; |∇f | < ∞}. Then we can define the set ΩP (t) =
{x ∈ Ω(t); f(x, t) ≤ f(P )} and the level curve ΓP (t) = ∂ΩP (t) for P . Note that the interface is
Γ(t) = ∂Ω(t). Let ν(P ) be the normal vector to ΓP (t) at P and P be the position vector of P with
respect to the origin O. Then, using the condition that the disk B(0, ρ0) is always contained in the
interior of the interface Γ(t), we get the following result.
Lemma 3.7. Let us assume the conditions in the subsection 1.4. Then we have
P · ν(P ) ≥ ρ0, for any P = (x, t) where x ∈ Ω(t), 0 ≤ t ≤ T. (3.85)
Let P0 = (x, t0) where x an arbitrary point on the interface Γ(t0) with 0 < t0 ≤ T . We define
its position vector P0 and normalize it with n0 =
P0
|P0| . Then we obtain the following.
Lemma 3.8. Let us assume the conditions in the subsection 1.4. Then there exists positive con-
stants η and γ such that
n0 · ν(P ) ≥ γ, for any P = (x, t), where x ∈ Ω(t), |P − P0| ≤ η, 0 ≤ t ≤ t0. (3.86)
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Proof. Note that |P| ≤ C for some constant C > 0 which depends on initial data. With Lemma
3.7, it follows that
1
|P|P · ν(P ) ≥ C
−1ρ0. (3.87)
Setting γ = C−1ρ0/2 and choosing η sufficiently small depending on ρ0 and γ, we get the desired
result.
Consequently, the following result holds for the derivatives of g and f in the direction n0 =
P0
|P0|
for any point P0 = (x0, t) where x0 ∈ Γ(t) on the interface.
Lemma 3.9. There exist positive constants C and η depending only on initial data and the constant
ρ0, satisfying
C ≤ gn0 ≤ C−1, (3.88)
C ≤ fn0n0 ≤ C−1, (3.89)
for all P = (x, t) where x ∈ Ω(t), |P − P0| ≤ η, 0 ≤ t ≤ t0.
Proof. Let τ(P ) be the unit vector in the direction of the tangential projection of n0 and θ be
the angle between n0 and the outward normal ν(P ), for P = (x, t) where x ∈ Ω(t). Then we get
expressions
gn0 = sin θgτ + cos θgν , (3.90)
fn0n0 = cos
2 θfνν + 2cos θ sin θfντ + sin
2 θfττ . (3.91)
By Lemma 3.8,
cos θ = n0 · ν ≥ γ > 0 (3.92)
for any P = (x, t) where x ∈ Ω(t) with |P − P0| ≤ η. Hence, the desired result follows by the
following bounds from Corollary 3.6.2:
C ≤ fνν , 1
g
fττ ≤ C−1 and 1√
g
|fτν | ≤ C−1 (3.93)
provided that η is sufficiently small.
Lemma 3.10. Let us assume the conditions in the subsection 1.4. Then there exists a uniform
constant C > 0 satisfying
Rg,2 ≥ −C (3.94)
for any sufficiently small value of g near the interface.
Proof. To analyze Rg,2 =
∑
i,j=1(giigjj−g2ij) =
∑
i,j 6=1(giigjj−g2ij)+2
∑
i 6=1(g11gii−g21i), we define
a quantity
X =
2
∑
i 6=1(g11gii − g21i)∑
i,j(g
2
i gjj + g
2
j gii − 2gigjgij)
+ exp (b|∇g|2) (3.95)
on Ω(t), 0 ≤ t ≤ T . Getting a uniform lower bound of X, we obtain a uniform lower bound of
Rg,2.
Suppose that X gets minimum at an interior point P0 = P0(t) of Ω(t). At P0, we choose a
coordinate system where gi = 0 for i 6= 1 and gij = 0 for i 6= j. Then
X =
g11
g21
+ exp (bg21), (3.96)
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and we take b > 0 sufficiently large that X > 0 at time t = 0. We will later determine the value of
b more precisely.
The quantity X evolves in time as
Xt =
1
g21
∑
k 6=1 gkk
(g11
∑
i 6=1
giit +
∑
i 6=1
giig11t)−
∑
i 6=1 g11gii
(g21
∑
k 6=1 gkk)2
(g21
∑
i 6=1
giit + 2g1
∑
i 6=1
giig1t)
+ 2bg1g1t exp (bg
2
1)
=
1
g21
g11t +
(
2bg1 exp (bg
2
1)−
2g11
g31
)
g1t.
(3.97)
If g11 ≥ 0 at P0 , then X ≥ 0 at P0 and we are done. So we may assume g11 ≤ 0 at P0 . If g11 is
bounded below at P0, then X is also bounded below. Let us assume that g11 is unbounded below.
At P0,
0 = X1 =
1
g21
g111 +
(
− 2
∑
i 6=1 g11gii
2g21(
∑
k 6=1 gkk)2
+
1
g21
∑
k 6=1 gkk
g11
)∑
i 6=1
gii1 +
(
2bg1 exp (bg
2
1)−
2
∑
i 6=1 g11gii
g31
∑
k 6=1 gkk
)
g11
=
1
g21
g111 +
(
2bg1 exp (bg
2
1)−
2g11
g31
)
g11
(3.98)
and for m 6= 1
0 = Xm =
1
g21
g11m +
(
− 2
∑
i 6=1 g11gii
2g21(
∑
k 6=1 gkk)2
+
1
g21
∑
k 6=1 gkk
g11
)∑
i 6=1
giim =
1
g21
g11m (3.99)
so that g111 =
(
− 2bg31 exp (bg21) + 2g11g1
)
g11 and g11m = 0 for m 6= 1.
Accordingly,
X11 =
1
g21
g1111 +
(
2bg1 exp (bg
2
1)−
6g11
g31
)(
− 2bg31 exp (bg21) +
2g11
g1
)
g11 +
(
(4b2g21 + 2b) exp (bg
2
1) +
6g11
g41
)
g211,
(3.100)
and for m 6= 1
Xmm =
1
g21
gmm11 − 2
g21
∑
k 6=1 gkk
∑
i 6=1
g2im1
+ 2bg1gmm1 exp (bg
2
1)−
2g11
g31
gmm1 +
4g11
g31
∑
k 6=1 gkk
gmmgmm1
+ 2bg2mm exp (bg
2
1)−
2g11
g41
∑
k 6=1 gkk
(g11g
2
mm +
∑
i 6=1
giig
2
mm − g3mm).
(3.101)
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Let us define an operator
LX := Xt − 1
I3/2
g
∑
i 6=1
giiX11 − 1
I3/2
∑
m6=1
(Ig
∑
j 6=1,m
gjj + gg11 + g
2
1)Xmm
− 2
I3/2
g
∑
i 6=1
gii1X1 − 3
I3/2
g1
∑
j 6=1
gjjX1
− 1
2I5/2
(
− Ig2(gg1Rg,2 + 4gg1g11∑
j 6=1
gjj
)− 6g2g31∑
j 6=1
gjj + 6g
5g31g11
∑
j 6=1
gjj
)
X1
+
3
I5/2
(Ig
∑
j 6=1
gjj + gg11 + g
2
1)g
2g1g11X1 − 3
I5/2
g3g1g
2
11X1 −
3
I5/2
(g3g21
∑
j 6=1
gjj + g
2
1)g
2g1g11X1
+
3
I5/2
(Ig
∑
j 6=1
gjj + gg11 + g
2
1)gg
3
1X1 −
1
I3/2
(2g2g21
∑
j 6=1
gjj + I
∑
j 6=1
gjj + g11)g1X1
− 3
I5/2
g2g31g11X1 −
3
I5/2
(g3g21
∑
j 6=1
gjj + g
2
1)gg
2
1g1X1 +
1
I3/2
(2g2g21 + I)g1g11X1
+
3
I3/2
g2g31
∑
j 6=1
gjjX1 − 3
I3/2
g2g31g11X1 +
3
I5/2
g3g1g11
∑
j 6=1
gjjX1 +
3
I5/2
g2g31
∑
j 6=1
gjjX1
−
(
2bg31 exp (bg
2
1)−
2g11
g1
)
1
I3/2
g
∑
j 6=1
gjjX1 +
2
I3/2
gg21
∑
n 6=1
X2m.
(3.102)
At the minimum point P0(t) of X, X11 ≥ 0 and Xmm ≥ 0 for all m 6= 1 so that
1
I3/2
g
∑
i 6=1
giiX11 +
1
I3/2
∑
m6=1
(Ig
∑
j 6=1,m
gjj + gg11 + g
2
1)Xmm ≥ 0 (3.103)
and Xi = 0 for all i at the minimum point P0 = P0(t) of X. So Xt ≥ LX at P0. Note that, since
g11 ≤ 0 and Rg,2 ≤ 0, the quantity P which is defined by the formula
P =
1
g21
1
2I5/2
(IRg,2 − 6g2g21g11
∑
j 6=1
gjj − 6gg41
∑
j 6=1
gjj)g11
+
1
g21
1
2I5/2
g211
(
4I
∑
j 6=1
gjj − Ig3Rg,2 − 4Ig3g11
∑
j 6=1
gjj − 2(gg1Rg,2 + 4gg1g11
∑
j 6=1
gjj)g
4g1
− 10g2g21
∑
j 6=1
gjj + 18g
5g21
∑
j 6=1
gjjg11
)
− 5
2I7/2
(
4Ig1
∑
j 6=1
gjj − Ig2(gg1Rg,2 + 4gg1g11
∑
j 6=1
gjj)− 6g2g31
∑
j 6=1
gjj + 6g
5g31g11
∑
j 6=1
gjj
)
gg1g11
+
5
2I7/2
g21(−IgRg,2 + 6g3g21g11
∑
j 6=1
gjj) +
15
I7/2
g2g61
∑
j 6=1
gjj − 20
I5/2
g21
∑
j 6=1
gjjgg11 +
1
I5/2
g2Rg,2g11
+
1
I5/2
(− 4gg21g11∑
j 6=1
gjj + gg
2
1(
∑
i 6=1
gii)
2 − gg21
∑
i 6=1
g2ii
)
+
1
I3/2
bg21
(
(
∑
i 6=1
gii)
2 −
∑
i 6=1
g2ii) exp (bg
2
1)
− 5
2I7/2
(
I(
∑
i 6=1
gii)
2 − I
∑
i 6=1
g2ii − 6g2g21g11
∑
j 6=1
gjj
)
g2g11
=
1
g21
1
2I5/2
(
IRg,2 +O(g)
)
g11 +
1
g21
1
2I5/2
g211
(
4I
∑
j 6=1
gjj +O(g)
) − 5
2I7/2
(
4Ig1
∑
j 6=1
gjj +O(g)
)
gg1g11
+
5
2I7/2
g21(−IgRg,2 +O(g)) +
1
I5/2
(− 4gg21g11∑
j 6=1
gjj +O(g)
) − 5
2I7/2
(
I
∑
i,j 6=1 ,i 6=j
giigjj +O(g)
)
g2g11
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+
1
I5/2
g2Rg,2g11 − 20
I5/2
g21
∑
j 6=1
gjjgg11 +
15
I7/2
g2g61
∑
j 6=1
gjj
+
1
I3/2
bg21
(
(
∑
i 6=1
gii)
2 −
∑
i 6=1
g2ii) exp (bg
2
1)
is nonnegative when g is sufficiently small.
Since we have X = g11
g21
+ exp (bg21) and X
2 =
g211
g41
+ 2g11
g21
exp (bg21) + exp (2bg
2
1) at P0, we get
g11 = g
2
1X − g21 exp (bg21) and g211 = g41X2 − 2g21 exp (bg21)g21X + g41 exp (2bg21) so that
LX =
1
g21
∑
k 6=1 gkk
1
I3/2
2(gg11 + g
2
1)
∑
i,j 6=1;i 6=j
g2ij1 +
1
g21
∑
k 6=1 gkk
1
I3/2
(
(gg11 + g
2
1)− Ig
∑
l 6=1
gll
)∑
i 6=1
g2ii1
+
1
g21
∑
k 6=1 gkk
1
I3/2
Ig
( ∑
i,j 6=1;i 6=j;
∑
l 6=1,i,j
gllg
2
ij1 + 2
∑
i,j 6=1;i 6=j
gjjg
2
ii1
)
+
1
4g21
1√
I
g(
∑
i 6=1
gii1)
2 +
1
3g21
∑
k 6=1 gkk
1
I3/2
(gg11 + g
2
1)
∑
i 6=1
g2ii1
+
g
4g21
√
I
((∑
i 6=1
gii1 − 4g
2g1g11
I
∑
j 6=1
gjj
)2
+
(∑
i 6=1
gii1 − 12g1
I2
f211
)2
+
(∑
i 6=1
gii1 − 8bg1g11
I
exp (bg21)
)2)
+
1
12g21
∑
k 6=1 gkk
1
I3/2
f11
∑
i 6=1
((
gii1 +
12
f11
g3g1g11
∑
j 6=1
gjjgii
)2
+
(
gii1 +
24g11
g1f11
Igg2ii
)2
+
(
gii1 − 24
g1
g11gii
)2
+
(
gii1 − 12
f11
g1
∑
j 6=1
gjjgii
)2
+
(
gii1 − 24g11
g1f11
Ig
∑
j 6=1
gjjgii
)2
+
(
gii1 +
12
f11
g1(
∑
j 6=1
gjj)
2
)2
+
(
gii1 +
36
f11
g1g11
∑
j 6=1
gjj
)2
+
(
gii1 +
24
g1f11
gg211
∑
j 6=1
gjj
)2)
+ P
+
( b
I5/2
(2− 10g2g21)g41
∑
j 6=1
gjj +O(1)
)
exp (2bg21)
− 1
I5/2
(
6bg3g81 exp (bg
2
1) +O(g)
)
X3 +
1
I5/2
(O(1) +O(g))X2
+
1
I5/2
(
b2O(g) exp (4bg21) + (b2O(g) + bO(g3)) exp (2bg21) +
(O(g) + b2O(g2) + bO(g2)) exp (bg21))X2
+
1
I5/2
(O(1) +O(g) + bO(g) + b2O(g)) exp (bg21)X
+
2
I3/2
∑
i 6=1
(Ig
∑
j 6=1,i
gjj + f11)
1
g21
∑
k 6=1 gkk
∑
l 6=1,i
gllg
2
iiX +
1
I5/2
(− I2Rg,2 +O(g))X
+
6b
I5/2
g3g81 exp (4bg
2
1) +
1
I5/2
(
O(g) + b2O(g) + bO(g)
)
exp (3bg21)
+
1
I5/2
(
bO(g) + bO(g2) + 6g2g41g11 +O(g2)
)
exp (2bg21)
+
1
I5/2
(
− b(2I∑
i 6=1
(Ig
∑
j 6=1,i
gjj + f11)g
2
ii + 6gg
4
1f11
∑
j 6=1
gjj
)
+O(1) +O(g)
)
exp (bg21)
− 12
I3/2
1
f11
∑
j 6=1
gjj
∑
i 6=1
g2ii −
1
I3/2
12(n − 1)
f11
(
∑
j 6=1
gjj)
3 − 3
I5/2
g41
∑
j 6=1
gjj − 36
I9/2
g(gg11 + g
2
1)
4.
Let us take b > 0 sufficiently large, so that X0 = X(P0(0), 0) is positive. If X is uniformly
bounded below, we are done. Otherwise, there exists some time t0 > 0 such that X(P0(t0), t0) = 0
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for the first time. As t→ t+0 , we have X = X(P0(t), t)→ 0+. So there exists some time t1 ∈ (0, t0)
such that for t ∈ [t1, t0), as g becomes arbitrarily small,
Xt ≥
( 2b
I5/2
g41
∑
j 6=1
gjj +O(1)
)
exp (2bg21)
+
1
I5/2
(
O(g) + bO(g2) + bO(g3) exp (bg21)
)
X3 +
1
I5/2
(O(1) +O(g))X2
+
1
I5/2
(
b2O(g) exp (4bg21) + (b2O(g) + bO(g3)) exp (2bg21) +
(O(g) + b2O(g2) + bO(g2)) exp (bg21))X2
+
1
I5/2
(O(1) +O(g) + bO(g) + b2O(g)) exp (bg21)X + 1I5/2O(g)X
+
1
I5/2
(
O(g) + b2O(g) + bO(g)
)
exp (3bg21) +
1
I5/2
(
bO(g) + bO(g2) +O(g)) exp (2bg21)
+
1
I5/2
(
bO(1) +O(1) +O(g)
)
exp (bg21) +O(1)
≥ b
I5/2
g41
∑
j 6=1
gjj exp (2bg
2
1) > 0
(3.104)
for sufficiently large b > 0, implying that
X(X0(t), t) ≥ X0 (3.105)
where X0 = (X0(t1), t1) is the data at the time t1. Hence, X cannot become zero, which is a
contradiction. This concludes the proof that a uniform lower bound of Rg,2 exists.
Corollary 3.10.1. Let us assume the conditions in the subsection 1.4. Then there exists a constant
C > 0 satisfying
g11 ≥ −C (3.106)
for sufficiently small value of g near the interface.
Proof.
2g11
∑
i 6=1
gii = Rg,2 −
(∑
i 6=1
gii
)2
+
∑
i,j 6=1
g2ij + 2
∑
i 6=1
g21i (3.107)
and
∑
i 6=1 gii is uniformly bounded above and below by the inequality (3.80).
In conclusion, we found that |gRg,2| is uniformly bounded above, and that |Rg,2| is also unifornly
bounded above if Rg,2 ≤ 0 additionally. In the coordinate system where gi = 0 for i 6= 1 and gij = 0
for i 6= j, this implies that |gg11| is uniformly bounded above, and that |g11| is also unifornly bounded
above if g11 ≤ 0 additionally.
4 Hölder estimates
4.1 C1,αs estimates
We use a local coordinate change from(
x1, x2 . . . , xn, g(x1, x2, . . . , xn, t)
)
(4.1)
to (
h(xn+1, x2, . . . , xn, t), x2, . . . , xn, xn+1
)
. (4.2)
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Let us compute the evolution of the function h. As done in Daskalopoulos and Hamilton [3],
the first-order derivatives of g are give by
gt = − ht
hn+1
, g1 =
1
hn+1
, gi = − hi
hn+1
for i 6= 1, (4.3)
and the second-order derivatives of g are written as
g11 = − 1
h3n+1
hn+1,n+1, g1i = − 1
hn+1
(
− hi
h2n+1
hn+1,n+1 +
1
hn+1
hn+1,i
)
for i = 2, . . . , n,
gii = − 1
hn+1
(
h2i
h2n+1
hn+1,n+1 − 2 hi
hn+1
hn+1,i + hii
)
for i = 2, . . . , n,
gij = − 1
hn+1
(
hihj
h2n+1
hn+1,n+1 − hi
hn+1
hn+1,j − hj
hn+1
hn+1,i + hij
)
for i, j = 2, . . . , n.
(4.4)
Using the notation
I = h2n+1 + x2n+1 + x2n+1
n∑
i=2
h2i , (4.5)
the evolution equation of h is
ht = − 1
2
√I h
2
n+1xn+1
(
1
h4n+1
hn+1,n+1
n∑
i,j=2
(h2i hjj + h
2
jhii − 2hihjhij)
− 1
h4n+1
n∑
i,j=2
(h2i h
2
n+1,j + h
2
jh
2
n+1,i − 2hihjhn+1,ihn+1,j) +
2
h4n+1
n∑
i=2
(hn+1,n+1hii − h2n+1,i)
− 2
h3n+1
n∑
i,j=2
(hihn+1,ihjj + hjhn+1,jhii − hihn+1,jhij − hjhn+1,ihij) + 1
h2n+1
n∑
i,j=2
(hiihjj − h2ij)
)
+
1√I h
2
n+1
(
n∑
i,j=2
1
h3n+1
(h2jhii − hihjhij) +
n∑
i=2
1
h3n+1
hii
)
+
1
I3/2h
4
n+1x
2
n+1
(
− 1
h5n+1
n∑
i=2
hii − 1
h5n+1
n∑
i,j=2
h2i hjj
+
xn+1
h6n+1
n∑
i=2
(hiihn+1,n+1 − h2n+1,i) +
xn+1
h6n+1
n∑
i,j=2
hihj(hijhn+1,n+1 − hn+1,ihn+1,j)
− xn+1
h5n+1
n∑
i,j,k=2
hihk
(
hjj(hihn+1,k + hkhn+1,i)− hjk(hihn+1,j + hjhn+1,i)
)
− 1
h5n+1
n∑
i,j=2
(h2i hjj − hihjhij) +
1
h5n+1
n∑
i,j,k=2
h2k(hihjhij − h2ihjj)
+
2xn+1
h6n+1
n∑
i,j=2
(hihjhn+1,ihn+1,j − h2i h2n+1,j) +
2xn+1
h6n+1
hn+1,n+1
n∑
i,j=2
(h2i hjj − hihjhij)
+
xn+1
h6n+1
n∑
i,j,k=2
h2k(hihjhn+1,ihn+1,j − h2i h2n+1,j) +
xn+1
h6n+1
hn+1,n+1
n∑
i,j,k=2
h2k(h
2
i hjj − hihjhij)
+
2xn+1
h5n+1
n∑
i,j=2
(hihn+1,jhij − hihn+1,ihjj) + xn+1
h4n+1
n∑
i,j,k=2
hihk(hjjhik − hijhjk)
)
.
(4.6)
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If we use a local coordinate system where gi = 0 for i = 2, . . . , n and gij for i 6= j, then
hn+1 =
1
g1
≥ 0, hi = 0 for i = 2, . . . , n, (4.7)
and the second-order derivatives of g are written as
hn+1,n+1 = −h3n+1g11, hn+1,i = 0 for i = 2, . . . , n,
hii = −hn+1gii ≤ 0 for i = 2, . . . , n, hij = 0 for i, j = 2, . . . , n such that i 6= j.
(4.8)
Consequently,
C−1 ≤hn+1 ≤ C,
0 ≤ −xn+1hn+1,n+1 = h3n+1gg11 ≤ C or − gC ≤ −xn+1hn+1,n+1 = h3n+1gg11 ≤ 0,
−C ≤
n∑
i=2
hii ≤ −C−1,
(4.9)
−C ≤ Rg,2 = 1
h2n+1
n∑
i,j=2
(hiihjj − h2ij) +
2
h4n+1
n∑
i=2
hn+1,n+1hii ≤ 0, or
0 ≤ gRg,2 = xn+1
h2n+1
n∑
i,j=2
(hiihjj − h2ij) +
2xn+1
h4n+1
n∑
i=2
hn+1,n+1hii ≤ C,
(4.10)
and
C−1 ≤ g21
n∑
i=2
gii = − 1
h3n+1
n∑
i=2
hii ≤ C (4.11)
for a uniform constant C > 0, from Lemma 3.3, 3.4, and Corollary 3.6.1.
From the relations (4.7)-(4.11) and straightforward calculations, the evolution equation of h˜,
which is either ht or hi, i = 2, . . . , n, is the linearized equation
h˜t = xn+1
(
− 1√I
1
h2n+1
n∑
i=2
hii +O(x2n+1)
)
h˜n+1,n+1
+
(
1√I
1
hn+1
− 1√I
1
h2n+1
xn+1hn+1,n+1 +O(xn+1)
)
n∑
i=2
h˜ii
+
(
− 1√I
1
h2n+1
n∑
i=2
hii +O(xn+1)
)
h˜n+1.
(4.12)
It is of the form
h˜t = xn+1an+1,n+1h˜n+1,n+1 +
n∑
i=2
aiih˜ii + bn+1h˜n+1. (4.13)
We immediately see that the matrix (aij) is uniformly elliptic and strictly positive, and bn+1 > 0
is uniformly bounded, for sufficiently small g = xn+1. Thus, with minor changes in the higher
dimension to the line of proof of Theorem 3.1 in [5], we obtain the following lemma.
Lemma 4.1. There exist a number 0 < α < 1 so that, for any r < ρ
‖ht‖Cαs (Br) +
n∑
i=2
‖hi‖Cαs (Br) ≤ C(r, ρ)‖h˜‖C0(B1) (4.14)
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with respect to the singular distance function
s((x1, t1), (x2, t2)) = |√x1,n+1 −√x2,n+1|+ |(x1,2, . . . , x1,n)− (x2,2, . . . , x2,n)|+
√
|t1 − t2| (4.15)
where Bρ = Bρ(x0, t0) is the parabolic box
{(xn+1, x2, . . . , xn, t) : xn+1 ≥ 0, |xn+1 − x0,n+1| ≤ ρ2, |(x2, . . . , xn)− (x0,2, . . . , x0,n)| ≤ ρ,
− ρ2 ≤ t− t0 ≤ 0}.
(4.16)
Consequently, ht, and hi, i = 2, . . . , n belong to C
α
s (B ρ2 ) near the free boundary.
For h˜ = hn+1, straightforward calculations show that in a local coordinates and the relations
(4.7)-(4.11) with the choice of coordinates gi = 0 for i = 2, . . . , n and gij for i 6= j,
h˜t = xn+1
(
− 1√I
1
h2n+1
n∑
i=2
hii +O(x2n+1)
)
h˜n+1,n+1
+
(
1√I
1
hn+1
− 1√I
1
h2n+1
xn+1hn+1,n+1 +O(xn+1)
)
n∑
i=2
h˜ii
+
(
− 2√I
1
h2n+1
n∑
i=2
hii +O(xn+1)
)
h˜n+1 − 1
2
√I (
n∑
i,j=2
hiihjj −
n∑
i=2
h2ii) +O(xn+1).
(4.17)
Since the part − 1
2
√
I (
∑n
i,j=2 hiihjj −
∑n
i=2 h
2
ii) = − 12√Ih
2
n+1(
∑n
i,j=2 giigjj −
∑n
i=2 g
2
ii) is uni-
formly bounded for small xn+1, we can apply the same estimate as ht and hi, i = 2, . . . , n.
Lemma 4.2. There exist a number 0 < α < 1 and positive constants η > 0 and C > 0 depending
only on the initial data and ρ0 such that
‖ht‖Cαs (Bη) ≤ C, ‖hn+1‖Cαs (Bη) ≤ C and ‖hi‖Cαs (Bη) ≤ C for i = 2, . . . , n. (4.18)
Thus, we see that h ∈ C1,αs (Bη).
4.2 C2,αs estimates
For the point P = (zn+1, z2, . . . , zn) on the free boundary Γ(t), let us denote z = zn+1 and y =
(z2, . . . , zn). Let C
2,α
s (Bη) be the space of functions on Bη
C2,αs (Bη) = {h | h, ht, hn+1, hi, xn+1hn+1,n+1,
√
xn+1hn+1,i, hij ∈ Cαs (Cη), i, j = 2, . . . n}, (4.19)
where the parabolic box Bη is centered at the point (0, y0, t0) ∈ Γ(t0). Now, we want to get the
C2,αs regularity of h on Bη from its C1,αs regularity and the classical regularity theory for strictly
parabolic equations, as done for the Gauss curvature flow in [6].
For 0 < µ < 1, let us Cµ denote the parabolic cylinder
Cµ = {z2 + |y|2 ≤ µ2,−µ2 ≤ t ≤ 0}. (4.20)
Let hr be the dilated function of h at a point Qr = (r2, yr, tr) ∈ Bη
hr(z, y, t) =
1
r2
h(r2 + r2z, yr + ry, tr + r
2t). (4.21)
Then the evolution of hr is as follows.
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Lemma 4.3. In our coordinate where gi = 0 for i = 2, . . . , n and gij = 0 for i 6= j,
hrt = −
z˜
(hrn+1)
2
√I
(
1− (r
2z˜)2
I
)( n∑
i=2
hrii
)
hrn+1,n+1 +
1
hrn+1
√I
(
1− (r
2z˜)2
I
) n∑
i=2
hrii
− r
2z˜
2
√I
n∑
i,j=2
(
hriih
r
jj − (hrij)2
)
.
(4.22)
Proof. Let z˜ = 1 + z. Then
I|(r2+r2z,yr+ry,tr+r2t) = (hrn+1)2 + r4(z˜)2 + r6(z˜)2
n∑
i=2
(hri )
2 (4.23)
is uniformly bounded below and above. And for i, j = 2, . . . , n, at (r2 + r2z, yr + ry, tr + r
2t), we
have
hn+1 = h
r
n+1, hi = rh
r
i , hn+1,n+1 =
1
r2
hrn+1,n+1, hn+1,i =
1
r
hrn+1,i, hij = h
r
ij . (4.24)
from which we get the result.
Lemma 4.4. For any 0 < µ0 < 1, there exists a constant C > 0 depending on µ0, ρ0 and the
initial data such that
‖hr‖C∞(Cµ) ≤ C (4.25)
for all 0 < µ < µ0.
Proof. If P = (z, y, t) ∈ Cµ with 0 < µ < 1, then z˜ ≥ 1 − µ2 > 0. As the derivatives of h are uni-
formly bounded, by the relation between the derivatives of hr and h above, hr satisfies a uniformly
parabolic equation with ellipticity constant independent of r.
Hence, from the regularity of solutions to fully nonlinear uniformly parabolic equations (see
Wang [13] and Wang [14]), ‖hr‖C∞(Cµ) is, up to a uniform constant, bounded by ‖hr‖L∞(Cµ0 ) for
all 0 < µ < µ0 < 1. Since hn+1 is bounded in Bη, ‖hr‖L∞(Cµ0 ) is uniformly bounded.
Hence Lemma 6.4, Lemma 6.5 and Lemma 6.6 in Daskalopoulos and Lee [5] also hold for our
Gauss curvature flow with a flat side as well, and we get the following lemma.
Lemma 4.5. There exists a constant C > 0, depending only on the initial data, ρ0 and η, such
that for any two points P1 = (z1, y1, t1) and P2 = (z2, y2, t2) in B η
2
, we have
|z1hn+1,n+1(P1)− z2hn+1,n+1(P2)|+
n∑
i=2
|√z1hn+1,i(P1)−√z2hn+1,i(P2)| ≤ Cs(P1, P2)α (4.26)
for our metric distance s(P1, P2) =
√|z1 − z2|+ |y1 − y2|+√|t1 − t2|. In other words,
xn+1hn+1,n+1 ∈ Cα(B η
2
),
√
xn+1hn+1,i ∈ Cα(B η
2
) for i = 2, . . . , n. (4.27)
Also, we get the Hölder regularity of hii, i = 2, . . . , n.
Lemma 4.6.
hii ∈ Cα(B η
2
) for i = 2, . . . , n. (4.28)
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Proof. In our coordinate where gi = 0 for i = 2, . . . , n and gij = 0 for i 6= j,
ht = −xn+1
2
√I
( n∑
i,j=2
hiihjj −
n∑
i=2
h2ii
)
+
1√I
(
1− x
2
n+1
I
)(
1
hn+1
− xn+1
h2n+1
hn+1,n+1
) n∑
i=2
hii
= −xn+1
2
√I
( n∑
i,j=2;i 6=j
hiihjj
)
+
1
h2n+1I3/2
(h2n+1 + x
2
n+1
n∑
i=2
h2i )(hn+1 − xn+1hn+1,n+1)
n∑
i=2
hii
(4.29)
so that
n∑
i=2
hii =
I3/2ht + IO(xn+1)
hn+1 +O(xn+1) . (4.30)
Near the free boundary, xn+1 = g tends to zero. Note that the denominator hn+1 +O(xn+1) ≥
C > 0 on Bη for some uniform constant C > 0, from the estimate of hn+1. Also, the numerator
I3/2ht + IO(xn+1) ∈ Cα(B η
2
), by the Hölder regularity of ht, hn+1 and hi, i = 2, . . . , n.
Consequently, the Hölder regularity of the derivatives of h of order one and of order two implies
the following theorem.
Theorem 4.7. Assume that g =
√
2f is of class C2+β up to the interface z = 0 for some 0 < β < 1,
and satisfies the non-degeneracy condition
|Dg(x)| ≥ λ and
∑
τ : tangential
D2ττg(x) ≥ λ at all x ∈ Γ, (4.31)
for some positive number λ > 0. Also, assume that a ball is included in the flat side: Dρ0 =
|x| ≤ ρ0 ⊂ Σ0(T ). Then there exist uniform constants 0 < α < 1, 0 < C < ∞ and η > 0 which
depend only on the initial data and ρ0, such that for any free boundary point P0 = (x0, y0, t0) with
0 < τ < t0 < T satisfying n0 :=
P0
|P0| = e1, the function x = h(z, y, t) = h(xn+1, x2, . . . , xn, t)
satisfies the Hölder estimate
‖h‖C2+αs (Bη) ≤ C (4.32)
where Bη = {0 ≤ z ≤ η2, |y − y0| ≤ η, t0 − η2 ≤ t ≤ t0}.
5 Conclusion: proof of the main theorem
5.1 Short-time existence near the interface
The last results have an immediate consequence, the short-time existence of the h near a free
boundary point.
Lemma 5.1. There exists a unique solution h ∈ C2+αs (Bη) of the equation (4.6) for a short time
T > 0 in Bη for some constant η > 0 as in Theorem 4.7.
Proof. The linearized equation (4.12) of Lh = 0 (4.6) satisfies the condition of Theorem 7.1. in [3]
with k = 0 and minor changes in higher dimension n ≥ 3. Applying the Inverse Function Theorem,
we get the existence result for h.
Thus, we get the short-time existence of h along the interface.
Theorem 5.2. There exists a unique smooth solution f to the scalar curvature flow for a short
time T > 0.
Proof. Let us cover the interface Γ = Γ(0) into balls, each of which is centered at a free boundary
point on it. We use a coordinate in each ball such that the free boundary point is 0, the free
boundary is flat, and the area inside the flat side is the upper half plane. Then we have the short
time existence of h ∈ C2+αs (Bη) inside each ball. Since Γ is compact, it can be covered by a finite
number of such balls as above. The short-time existence of the functions g =
√
2f and f follows.
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5.2 All-time C∞ regularity up to the interface
Now, we prove a lemma to prove the main theorem.
Lemma 5.3. Let g be the solution which is smooth up to the interface on 0 < t < T and T < Tc.
Then g(x) = g(x, T ) belongs to the class C2+βs for some 0 < β < 1 and satisfies the non-degenaracy
conditions |Dg(x)| ≥ λ and D2ττg(x) ≥ λ for any x ∈ Γ for some constant λ > 0.
Proof. By the theorem 4.7 about the Hölder estimate of h with the relations (4.7)-(4.11) between
the first-order and second-order derivatives of g and h, the conclusion is immediate.
Finally, we prove our main theorem 1.2.
Proof. Proof of Theorem 1.2 By the short-time existence theorem 5.2, there exists a solution
g, smooth up to the interface in 0 < t < T , for a maximal time T > 0. If T < Tc, then g(·, T )
belongs to the class C2+βs up to the interface xn+1 = 0 for some 0 < β < 1 and it satisfies the
degenaracy conditions by the lemma 5.3. Then the linearization (3.5) of the evolution equation
(1.11) of g satisfies the condition of Theorem 7.1 in [3] with minor changes in higer dimension
n ≥ 3. Applying the Inverse Function Theorem, we get the short-time existence for g(x, t) with the
initial data g(x, T ), for all T ≤ t < T + T ′ for some T ′ > 0 and it is C∞ up to the interface. This
is contradiction to the condition that T < Tc is the maximal time. Hence, we must have T = Tc,
the critical time of the flow.
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