Abstract. We investigate Dilcher and Stolarsky's polynomial analogue of the Stern diatomic sequence. Basic information is obtained concerning the distribution of their zeros in the plane. Also, uncountably many subsequences are found which each converge to a unique analytic function on the open unit disk. We thus generalize a result of Dilcher and Stolarsky from their second paper on the subject.
Introduction
The Stern sequence {a(n)} n≥0 , also known as the Stern diatomic sequence (or Stern's diatomic series), is an integer sequence defined recursively by a(0) = 0, a(1) = 1, and a(2n) = a(n), a(2n + 1) = a(n) + a(n + 1).
Dilcher and Stolarsky recently introduced a polynomial analogue of this sequence and explored some of its properties [5, 6 ] (see [5] for background information and references for the classical Stern sequence). This new sequence {a(n; z)} n≥0 is defined by a(0; z) = 0, a(1; z) = 1, and a(2n; z) = a(n; z 2 ), a(2n + 1; z) = z a(n; z 2 ) + a(n + 1; z 2 ). (1) These polynomials have only 0 and 1 as coefficients, and a(n; 1) = a(n). See Table 2 for a list of the first few polynomials in the sequence.
As nothing has yet been said about the zeros of these polynomials, we discuss the basics of their distribution in the plane in Section 2.
The heart of this paper lies in Section 3, where we switch to a more structural point of view to show that subsequences of (1) of a certain form converge to analytic functions on the open unit disk. In fact, there are uncountably many such limit functions. This generalizes a result of Dilcher and Stolarsky in [6] where two particular convergent subsequences of (1) were found. The transcendence of the limit functions of these subsequences has been of interest: Coons [4] showed that the limit functions are transcendental over Q(z), the field of rational functions over Q, and Adamczewski [1] further showed that the functions take transcendental values at every algebraic number in the punctured unit disk. Also, Fibonaccilike quadratic relations were derived in [6] for the elements of these subsequences-an effort continued by Vsemirnov in [12] . We will find these particular subsequences and functions among those introduced in this paper in Section 4.
We take a moment here to note that a different polynomial analogue to the Stern sequence was given by Klavžar et. al. in [9] . A similar sequence to this was defined by Alkauskas [2] in relation to p-continued fractions.
Zeros
In this section we show that the zeros of the Stern polynomials cluster uniformly near the unit circle in the sense of Weyl. That is, we can prove the following result.
Proposition 2.1. Let ν n (ρ) be the number of zeros of a(n; z) in the annulus 1 − ρ ≤ |z| ≤ 1/(1 − ρ), and let ν n (θ, φ) be the number of zeros of a(n; z) in the sector θ ≤ arg z < φ. For fixed ρ, θ, and φ satisfying 0 < ρ < 1 and 0 ≤ θ < φ ≤ 2π,
log n − log 8 n for all n > 0 which are not powers of 2.
To prove this we require three results, the first due to Dilcher and Stolarsky [5] , the second due to Erdős and Turán [7] , and the third due to Hughes and Nikeghbali [8] .
Proposition 2.2 (Dilcher and Stolarsky)
. Let e(n) = ord 2 (n), the highest power of 2 dividing n. Then for n ≥ 1,
2 .
Proposition 2.3 (Erdős and Turán). For a polynomial
Proposition 2.4 (Hughes and Nikeghbali). For a polynomial
is the number of zeros of P (z) in the annulus 1 − ρ ≤ |z| ≤ 1/(1 − ρ), then, for 0 < ρ < 1,
We may now prove Proposition 2.1.
Proof of Proposition 2.1. In light of Propositions 2.3 and 2.4, the results will follow from estimating the quantity L(a(n; z))/ deg a(n; z). Let e(n) be the largest power of 2 dividing n, and let d(n) = n/2 e(n) be the odd component of n. In these terms, d(n) = 1 is necessary and sufficient for a(n; z) = 1, so we will only consider n such that d(n) ≥ 3. With the aid of Proposition 2.2 we calculate L(a(n; z)) ≤ log deg a(n; z) < log n − log 2 and deg a(n; z) ≥ n 3 to get L(a(n; z)) deg a(n; z) < 3 log n − log 8 n .
This concludes the proof.
We conclude this section with a small remark about real zeros. It follows from Proposition 2.2 that the only Stern polynomials of odd degree are those of the form a(4n + 3; z). Now, a(4n + 3; −1) = −a(n) < 0 and a(4n + 3; 0) = 1, so a(4n + 3; x) (where x is real) has a zero in the interval (−1, 0). Further, using (1) it is not difficult to show that on (−∞, −1) we have a(4n + 3; x) < 0, on (0, ∞) we have a(4n + 3; x) > 0, and on (−1, 0) we calculate
Hence this real zero of a(4n + 3; z) is unique.
Convergent subsequences
Given the definition of this polynomial sequence it is natural to look at subsequences of the form {a(2 m+1 n + ; z)} n≥0 for fixed integers m ≥ 0 and 0 ≤ < 2 m+1 . To facilitate this we will enlist the help of binary sequences (that is, sequences whose elements are only 0's and 1's). We will denote a finite sequence by {b k } 0≤k≤m and an infinite sequence by {b k }.
Suppose we have a binary sequence {b k } 0≤k≤m . With this sequence we may associate the polynomial sequence
For fixed m, every polynomial sequence of the form {a(2 m+1 n + ; z)} n≥0 is associated with exactly one finite binary sequence.
But we are more interested in what occurs when we instead leave n fixed, begin with an infinite binary sequence {b k }, and allow m to vary, producing the sequences
These sequences are unique in that as m increases the heads of the polynomials stabilize, so that they gradually build a formal Maclaurin series. The series built turns out to be independent of n, thus we identify it with the binary sequence {b k }. The first few terms of one of the subsequences from Proposition 3.1 are shown in Table 1 . In the context of Hurwitz's Theorem (see e.g. [11, p. 4] ), the result is illustrated graphically in Figure 1 , which displays the convergence of the roots of the polynomials. Table 1 . The first few elements in the sequence from Proposition 3.1 with n = 3 and {b k } = {0, 1, 0, 0, 1, 0, 0}.
The foundation of the proof of Proposition 3.1 is laid by the following lemma, whose proof is a straightforward exercise in mathematical induction.
Lemma 3.1. Let {b k } be a binary sequence. Define the two polynomial sequences {s k } and {t k } by s −1 = 1, t −1 = 0, and
Rearranging the formula in Lemma 3.1 we get
A m = s m a n; z 2 m+1 − a n + 1; z
The following calculation will be useful. Proof. Suppose that 1 occurs at least once in the sequence {b k } 0≤k≤m and let k 0 be the index of its first occurrence. We then have s k0−1 = 1 and t k0−1 = 0, so that s k0 = z The result follows.
This, combined with Proposition 2.2, will allow us to prove Proposition 3.1.
Proof of Proposition 3.1. We will first prove the result for n = 1. If 1 never occurs in the sequence {b k }, then the "polynomials" in question are just the constant function with value 1, so suppose it occurs at least once. In the notation of Proposition 2.2 we have
where k 0 is the index of the first occurrence of 1 in {b k }. Proposition 2.2 then tells us that
Note that
From (4) we have that the degree of s m−1 + t m−1 is strictly less than 2 m , so that the limit of s m + t m as m → ∞ is a formal power series α j z j with α 0 = 1 and α j = 0 or α j = 1 for all j > 0. By comparison with the geometric series z j this series converges on the open unit disk to an analytic function f {b k } . Now, dropping any restrictions on the sequence {b k }, we will consider the case where n > 1. Equation (4) implies that
According to Lemma 3.2, the value on the right-hand side of the above inequality is at most the degree of the lowest power of z in the polynomial A m defined in (2) It follows from the above proof and Lemma 3.1 that no two distict binary sequences may produce the same power series.
We remark that the zeros of the polynomials seem to converge outside of the unit circle as well, but that the series in question diverge there. Carlitz's study [3] of the reciprocals of the Stern polynomials may be of some use in exploring this phenomenon.
The subsequences of Dilcher and Stolarsky
Define the integer sequence {ξ n } by
and the polynomials {φ n } by φ n (q) = a(ξ n ; q).
These polynomials were studied by Dilcher and Stolarsky in [6] (we continue their use of q as the variable). In particular, they defined the limit functions
Let us find these sequences among those considered in the present paper. Let {β n } be the binary sequence {1, 0, 1, 0, . . .}. Then
so that
where s n and t n are defined as in Lemma 3.1 for the binary sequence {β n }. From this we see that F = f {βn} . Let {γ n } be the binary sequence defined by γ 0 = 1 and γ n = β n−1 for n ≥ 1, so that {γ n } = {1, 1, 0, 1, 0, . . .}. We proceed similarly, finding
where s n and t n are defined as in Lemma 3.1 for the binary sequence {γ n }. Thus we have G = f {γn} .
The study of these subsequences was motivated by the fact that φ n (1) = F n , the n th Fibonacci number [10] . Inspired by the recurrence F n = F n−1 +F n−2 , Dilcher and Stolarsky derived the relations
and
and, drawing from the identity
Taking the limit as n goes to infinity immediately yields interesting functional relations between F and G, but perhaps it is more crucial that F and G satisfy
for all n ≥ 1 [6, 12] . The sequence {φ n } is unique in its relation to the Fibonacci sequence, but we suspect that {φ 2n } and {φ 2n+1 } are are not the only subsequences introduced in Proposition 3.1 which satisfy these types of identities. For example, consider the nonzero binary sequence with the simplest structure, {δ n } = {1, 1, 1, . . .}. If we define the integer sequence {ν n } by ν n = 2 n−1 + n−2 j=0 2 j δ n , and the polynomial sequence {ψ n } by ψ n (q) = a(ν n ; q), then we have (5) ν n = 2ν n−1 + 1 = ν n−1 + 2 n−1 and, from (1), (6) ψ n (q) = qψ n−1 (q 2 ) + 1.
Induction will show that (7) ψ n (q) + q δn = ψ n+1 (q), which, when combined with (6), yields ψ n (q)ψ n (q 2 ) − ψ n+1 (q)ψ n−1 (q 2 ) = q 2δn−1 .
Unfortunately, no functional relation can be obtained from this by letting n → ∞. On the other hand, we also have from (6) the identity (8) ψ n (q) − q 3 ψ n−2 (q 4 ) = 1 + q = ψ 2 (q), and if we let n → ∞ we deduce that (9) f {δn} (q) − q 3 f {δn} (q 4 ) = ψ 2 (q).
Equation (8), combined with a simple induction argument using (5), (6), and (7), yields the following result.
Proposition 4.1.
(10) ψ n (q) − q δ2m ψ n−2m (q
for all 2 ≤ 2m < n.
Holding m fixed in (10) and letting n → ∞ gives a generalization of (9).
Corollary 4.1. f {δn} (q) − q δ2m f {δn} (q
