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Nous présentons une nouvelle méthode tomographique qui prend en compte l’évolution temporelle de l’object pendant l’acquistion des don-
nées. Ce problème est extrêmement mal posé. On cherche à le résoudre pour la reconstruction de la couronne solaire à partir des données
STEREO/SECCHI (cf. [1]). On veut en particulier reconstruire les plumes polaires. Pour ce faire, nous forçons l’évolution temporelle à être
homogène par région. Des premiers résultats ont été obtenus sur simulations et données réelles. Ils prouvent l’intérêt de notre méthode pour
estimer à la fois la forme et l’évolution temporelle de l’object là où les méthodes classiques telles que la rétroprojection filtrée (RPF), (cf. [2],[3])
échouent.
Abstract – We present a new tomography method which takes into account the temporal evolution of the object during data acquisition. This
is an extremely ill-posed problem. This method has been designed to be applied to the tomography of the solar corona using STEREO/SECCHI
(cf. [1]) images and specifically to reconstruct polar plumes. This is achieved by enforcing the temporal evolution to be homogeneous per region.
We have preliminary results on simulations and real data. These results show that our method can estimate both the object and its temporal
evolution where filtered back-projection (FBP), (cf. [2],[3]) fails.
1 Introduction
Grâce aux missions SOHO et STEREO nous disposons d’ima-
ges du soleil dans l’extrême ultra-violet (EUV). Images qui per-
mettent en particulier d’ étudier les plumes polaires, structures
brillantes de la couronne situées au-dessus des pôles du soleil.
Elles pourraient être liées à la résolution de deux grands prob-
lèmes actuels de la physique solaire, que sont le chauffage de la
couronne et l’accélération du vent solaire rapide (cf. [4]). Les
données résultent de l’intégration de l’émission le long de la
ligne de visée et sont prises tout au long de la rotation du Soleil
sur lui-même, offrant une vue sous différents angles du Soleil.
On cherche à obtenir la structure 3D des plumes polaires. Ces
plumes sont connues pour évoluer plus vite que le temps néces-
saire à l’acquisition des données sur une demi-rotation solaire
(cf. [5]). Il nous est donc nécessaire de développer une méth-
ode de tomographie avec évolution temporelle, problème ex-
trêmement mal posé en raison du faible nombre de données
par rapport au nombre de paramètres à estimer. Ce problème
de reconstruction de la couronne avec évolution temporelle a
déjà été abordé par [6] en utilisant le formalisme du filtrage
de Kalman ([7]). Notre méthode exposée ci-dessous cherche à
prendre en compte les spécificités de ce problème et de l’objet
à reconstruire. En particulier, on utilisera l’hypothèse que les
plumes ne bougent pas par rapport au Soleil mais voient leur
intensité varier avec le temps (modèle d’évolution temporelle
par zone).
2 Présentation de la méthode
On présente notre problème comme un problème inverse dis-
cret que l’on va chercher à résoudre par des méthodes statis-
tiques.
2.1 Modèle direct
Nous introduisons tout d’abord un modèle adapté à notre prob-
lème. L’intégration selon la ligne de visée étant linéaire, on
peut modéliser l’obtention des données comme un problème
linéaire en fonction de l’émission volumique de l’objet :
yt = Ptzt + nt, ∀t ∈ [1, ..., T ] (1)
où yt est le vecteur des données au temps t, zt un vecteur re-
groupant les émissions, nt un vecteur de bruit additif et Pt la
matrice de projection. L’opération de projection et l’opération
symétrique de rétroprojection ont été implémentées en utilisant
l’algorithme de Siddon (cf. [8]). On décrit zt comme le produit
de deux termes dont un seul dépend du temps :
yt = Pt(x. ∗ gt) + nt (2)
avec .∗ la multiplication terme à terme de deux vecteurs. Ce
problème n’est plus linéaire mais bilinéaire. Le nombre d’inconnus
du problème est important par rapport au nombre de données.
Nous réduisons ce nombre par une modification du modèle di-
rect qui limite d’avantage le nombre de solutions possibles.
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Pour se faire nous supposons que les plumes ne se déplacent
pas mais varient en intensité. On écrit :
gt = Lθt (3)
La matrice L définit les régions où l’évolution temporelle est
identique. Chaque colonne de L est donnée par la fonction
support d’une zone homogène temporellement.
Remarquons que cette hypothèse d’immobilité peut se jus-
tifier physiquement si on admet que les plumes sont formées
par des tubes de champ magnétique, leur intensité variant avec
les paramètres du plasma qui les traverse. En combinant les
équations (2) et (3) on obtient le problème bilinéaire suivant :




















































Le problème inverse associé reste mal posé. Nous choisissons
de définir notre solution comme le maximum a posteriori. En
supposant que n est un bruit gaussien indépendant identique-
ment distribué, la fonction de vraisemblance peut s’écrire :







On choisit les a priori de douceur suivants sur les estimés :

















avec Dr and Dt des opérateurs de différentiation discrets sur
le temps et l’espace. Nous avons donc un critère de douceur
pour x et θ, ainsi qu’un rappel à 1 sur θ qui garantit que la
solution soit définie de manière unique. L’ a posteriori s’écrit
alors :
f(x,θ|y,L,H) = f(y|x,θ,L, σn)f(x|σx)f(θ|σθ, σ1)
f(y|L,H)
(9)
où H = {σn, σx, σθ, σ1}. Nous pouvons maintenant définir





Cette équation (9) peut aussi s’écrire comme la minimisation
d’un critère (cf [9]) :
J(x,θ) = −2σn log f(x,θ|y,L,H) (11)














sont des hyperparamètres pouvant
être définis par l’utilisateur.
2.3 Optimisation
Il reste maintenant à minimiser le critère obtenu. La nature bil-
inéaire du critère facilite une minimisation alternée sur x et θ.
De plus la faible taille de Ux permet de calculer directement
l’argument du minimum selon θ au prix d’une inversion ma-
tricielle. Par contre, le minimum sur x est trouvé de manière
approximative par une méthode du type gradient. À la nième








Puis, on met à jour x, de manière itérative. À l’étape p, on
calcul le gradient courant :
∇xJ |x=xp = 2V Tθn+1 (Vθn+1xp − y) + 2λDTr Drxp (13)
On choisit une direction de descente comme suit (cf. [10]):
dp+1 = dp + bp∇x J |x=xp
bp = 〈∇x J|x=xp ,∇x J|x=xp−1〉‖∇x J|x=xp−1‖2
(14)
Ce qui nous permet de calculer le pas optimal :
ap+1OPT = argmin
a
J(xp + adp+1) (15)







Enfin, on met à jour x :
xp+1 = xp + ap+1OPT d
p+1 (17)
Les méthodes itératives requièrent un critère d’arrêt. On choisit
pour la minimisation selon x :
meanx∈[xp,xp−1,xp−2]‖∇xJ‖2 < Sx (18)
où mean est la moyenne sur 3 itérations. Pour la minimisation
globale nous ne disposons pas du gradient, nous choisissons
donc :
mean[n,n−1,n−2]‖(xn,θn)− (xn−1,θn−1) ‖2 < SG (19)
Toutes les étapes sont récapitulées dans l’algorithme 1.
3 Résultats et analyse
3.1 Données simulées
Une reconstruction à partir de données simulées nous permet
de valider notre méthode d’optimisation. Les résultats sont
présentés figure 1, comparés à une reconstruction par rétro-
projection filtrée (RPF) et à l’objet de départ. Notre méthode
permet d’estimer de manière fiable l’évolution temporelle de
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Algorithm 1 Reconstruction tomographique avec évolution
temporelle
initialisation : x = 0 and θ = 1
tant que eq. (19) est vérifiée
minimisation de x :
tant que eq. (18) est vérifiée
∗ calculer le gradient en xn avec l’eq. (13)
∗ calculer la direction de descente avec l’eq.
(14)
∗ calculer le pas optimal avec l’eq. (16)
∗ mettre à jour x avec l’eq. (17)
ﬁn
minimisation de θ :
∗ calcul UTxnUxn and UTxny
∗ inverse UTxnUxn + µDTr Dr
∗ calcul eq. (12)
ﬁn
l’objet et réduit de significativement les artefacts dans les cartes
d’émission. L’algorithme RPF présente de nombreux voxels
négatifs presque entièrement disparus avec notre algorihtme.
Notre algorithme estime x et θ ùn facteur multiplicatif près
sans conséquence pour l’analyse physique puisque seul le pro-
duit x. ∗ θ a un sens physique. On pourrait également réduire
cette effet en augmentant l’hyperparamètre de rappel à un. On
pourrait également imposer une douceur spatiale surx par zone
uniquement. Dans ce dernier cas, on élimine la possibilité de
recouvrement des différentes zones.
Remarquons que les gains θ des zones 1 et 3 sont mal es-
timées pour les 10 premiers instants environ. Cela correspond
à un moment où ces 2 plumes sont alignées avec le détecteur.
L’indétermination qui en résulte ne permet pas d’estimer cor-
rectement l’évolution temporelle à ce moment. Quoi qu’il en
soit l’utilisation des 2 points de vue simultanés des données
STEREO permettra de s’affranchir de ce type de problèmes.
taille du cube nombre taille des nombre de
(rayons de voxels projections pixels des
solaires) du cube (radians) projections
1x1x0.05 64x64x4 5e−5x5e−5 128x8 5
(a) Paramètres géométriques
RSB λ µ ν Sx SG
5 2e−2 100 0 2e−2 1e−2
(b) Paramètres d’optimisation
TAB. 1 – Paramètres de la simulation
3.2 Données réelles
La figure 2 présente les résultats obtenus avec les données SO-
HO, précurseur de STEREO. Certains pré-traitement ont été
fait sur les données. En particulier, nous marquons comme
données manquantes les pixels frappés par des rayons cosmi-
ques. La valeur trop importante de ces pixels permet de les
(a) x obtenu par RPF (d) Zones d’évolution temporelle L
(b) x simulé (e) θ simulé
(c) x obtenu avec notre algorithme (f) θ obtenu avec notre algorithme
FIG. 1 – Comparaison de notre méthode, la méthode RPF et
l’objet simulé. L’objet est reconstruit à partir de 60 projec-
tions espacées régulièrement sur 180˚. θ est défini en associant
un instant à chaque projection. x décrit la densitée volumique
d’émission. θ est un gain en émission variant avec le temps.
Hormis pour la reconstruction par RPF, seul le produit x. ∗ θ a
une dimension physique. Les distances sont en rayons solaires
et repérées par rapport à l’axe de rotation du Soleil.
repérer grâce à un filtre médian. Avec les blocs de données
non transmis, ils ne contribuent pas à la reconstruction. Les
données utilisés ont étés prise entre le 1er novembre 1996 et
le 14 novembre 1996 (soit environ une demi-rotation) à une
longueur d’onde de 17,1 nm. Les images ne sont pas prises
à un intervalle de temps et de longitude régulier. On peut re-
marquer la forte diminution du nombre de voxels négatifs et
de l’intensité de leurs valeurs. Puisqu’on sait que ces valeurs
ne sont pas physiques, cela atteste de l’amélioration apportée
par l’introduction d’une évolution temporelle. On peut regret-
ter par contre la présence de quelques valeurs de θ négatives.
Deux hypothèses importantes pour ce résultat sont le choix des
zones d’évolution et la vitesse de rotation des plumes. On
a choisi pour les zones temporelle de prendre les régions les
plus intenses dans une recontruction sans évolution temporelle.
Pour ce qui est de la vitesse de rotation, on a choisi la vitesse
Carrington, mais la vitesse de rotation est en réalité mal con-
nue près des pôles du Soleil et on sait que le Soleil n’a pas une
rotation parfaitement rigide.
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taille du cube nombre taille des nombre de
(rayons de voxels projections pixels des
solaires) du cube (radians) projections
3x3x0.15 256x256x8 2.55e−5 512x38
x2.55e−5
(a) Paramètres géométriques
λ µ ν Sx SG
2e−2 1e4 0 0.1 0.05
(b) Paramètres d’optimisation
TAB. 2 – Paramètres de la reconstruction avec données SOHO
4 Conclusion
Nous avons exposé une méthode de reconstruction tomogra-
phique de la couronne solaire prenant en compte l’évolution
temporelle des plumes polaires. Une reconstruction à partir
de données simulées démontre l’efficacité de notre optimisa-
tion en supposant que l’on connait la position des plumes et la
vitesse de rotation du Soleil.
Nous montrons ensuite qu’il est possible d’estimer l’évolu-
tion temporelle des plumes à partir de données réelles. Pour
ce faire, dans ce travail, nous assimilons les zones temporelles
aux zones les plus intenses. On pourrait envisager d’utiliser
d’autres sources d’informations pour localiser les plumes. Il
serait également envisagable d’estimer la position des plumes
ainsi que les hyperparamètres.
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