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The dynamics of unfolded proteins are important both for the process of protein folding and for
the behavior of intrinsically disordered proteins. However, methods for investigating the global
chain dynamics of these structurally diverse systems have been limited. A versatile experimental
approach is single-molecule spectroscopy in combination with Fo¨rster resonance energy transfer and
nanosecond fluorescence correlation spectroscopy. The concepts of polymer physics offer a powerful
framework both for interpreting the results and for understanding and classifying the properties of
unfolded and intrinsically disordered proteins. This information on long-range chain dynamics can
be complemented with spectroscopic techniques that probe different length scales and time scales,
and integration of these results greatly benefits from recent advances in molecular simulations. This
increasing convergence between the experiment, theory, and simulation is thus starting to enable
an increasingly detailed view of the dynamics of disordered proteins. Published by AIP Publishing.
https://doi.org/10.1063/1.5037683
PROTEIN STRUCTURE: FROM ORDER TO DISORDER
Proteins are the most versatile and functionally important
components of living systems. This versatility is based on their
heteropolymeric nature: a repertoire of 20 amino acids with
chemically diverse side chains is used to generate proteins
with very different structural and functional properties. Our
notion of proteins has been shaped by the tremendous success
of structural biology, which, ever since the crystal structure
of myoglobin was solved some 60 years ago,1 has revealed a
stunning inventory of molecular machinery at atomic detail,
ranging from globular enzymes soluble in aqueous solution
and membrane proteins embedded in the hydrophobic envi-
ronment of lipid bilayers to proteins that further assemble into
higher order complexes or fibrous structures with unrivalled
materials properties.
There is another side of the coin, however, which has been
more difficult to access at the same level of detail—the prop-
erties of proteins when they do not assume such a well-folded
three-dimensional structure that is amenable to crystallization.
Such unfolded proteins are of great interest for at least two
reasons. First, they constitute the starting point of the protein
folding process, i.e., the transition of the polypeptide chain
from the largely unstructured ensemble of configurations (e.g.,
after its synthesis on the ribosome) to the folded structure
associated with its specific biological function. Over the past
20 years, however, a second important reason for investigat-
ing unfolded proteins has emerged: Based on a combination
of biophysical experiments and bioinformatics, it has become
evident that a large fraction of naturally occurring proteins
are in fact unstructured under physiological conditions or con-
tain long segments that are not folded, especially in higher
organisms and viruses. According to current estimates, the
fraction of such intrinsically disordered proteins (IDPs) in
humans is greater than a third of all proteins.2 Some IDPs
retain an ability to fold, e.g., upon specific binding of a small
molecule, a segment of DNA, or another protein.3 Other IDPs,
however, retain disorder even when bound to another protein.4
It has thus become increasingly clear that IDPs are of func-
tional importance for many biological processes, for instance,
in cellular signal processing, gene regulation, or assembly of
large complexes.5
These findings have stimulated a surging interest in the
properties of unfolded and intrinsically disordered proteins
and triggered three important developments: (i) advances in
techniques that allow the dynamics of polypeptide chains to
be studied experimentally;6 (ii) the optimization of molec-
ular dynamics (MD) force fields for atomistic simulations
of these systems;7–12 and (iii) a revival of polymer physics
applied to protein configurations and dynamics.13–18 In the
context of protein folding, such measurements were motivated,
in particular, by the search for a “speed limit” for structure
formation,19–21 ultimately given by the diffusive rate of con-
tact formation within the chain. Correspondingly, triplet-state
quenching techniques were employed that essentially require
van der Waals contact between two groups in the polypep-
tide.22,23 Closely related are fluorescence quenching tech-
niques where complex formation between a fluorophore and a
quencher in the chain causes photo-induced electron transfer,
which results in fluctuations in emission that can be quanti-
fied by fluorescence correlation spectroscopy (FCS).24–26 If
the quenching efficiency and its distance dependence are suf-
ficiently well known, the resulting rates of contact formation
can be related to intramolecular distance distributions and an
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effective diffusion coefficient between the chromophore and
quencher.27,28 However, characterizing the distance distribu-
tion usually requires independent information, and the analysis
is very sensitive to the detailed shape of the distribution in the
contact region.29–31
PROBING DISTANCES AND DISTANCE
DISTRIBUTIONS IN UNFOLDED PROTEINS
An alternative approach that can provide access to both
distance distributions and dynamics is Fo¨rster resonance
energy transfer (FRET), which relies on the near-field dipole-
dipole interactions between two fluorophores.32 One fluo-
rophore, the donor, absorbs a photon of incident light; the
resulting excited-state energy can then be transferred to the
other dye, the acceptor, in a nonradiative process. Accord-
ing to Fo¨rster’s theory,32 the rate of this energy transfer, kT,
varies with the distance between the donor and acceptor, r, as
kT = kD (R0/r)6, where kD is the fluorescence decay rate of the
donor in the absence of an acceptor. The Fo¨rster radius, R0, can
be calculated from independently measurable spectroscopic
quantities and characterizes the regime in which FRET is most
sensitive to distance changes, typically between about 2 and
10 nm (depending on the Fo¨rster radius of the dye pair, which
is typically between 5 and 7 nm), an ideal range for probing
biological macromolecules. For a single fixed distance, the
efficiency of energy transfer is defined in terms of the rate
coefficients as E = kT/(kT + kD) and can thus be related to the
distance via E(r) = 1/
(
1 + r6/R60
)
. In practice, E is most com-
monly determined by measuring either the transfer rate via the
change in fluorescence lifetimes of the donor and/or acceptor
or via the photon emission rates of the donor and acceptor, nD
and nA, respectively, as E = nA/(nA + nD).33
FRET had been used to study biomolecules since the
1950s,34 but a major breakthrough that led to a surge of
activity in the field was its use in combination with single-
molecule spectroscopy.35 For protein folding studies, the use
of confocal detection has been the dominant method, owing to
its compatibility with time-correlated single-photon counting
and the resulting high time resolution.36,37 A key advantage
of the single-molecule approach for studying protein fold-
ing and the properties of unfolded proteins is that it enables
subpopulation-specific analyses. For example, in the case of a
protein under conditions where only a fraction of the molecules
is unfolded, the signal from the unfolded subpopulation can be
analyzed selectively,38–40 without interference from the signal
of folded molecules (Fig. 1). (Note, however, that the rapid
exchange between subpopulations during the time of diffu-
sion through the confocal volume for proteins that fold in the
sub-millisecond range can lead to time averaging in transfer
efficiency histograms;41 in this case, a more detailed analy-
sis of the photon statistics or fluorescence lifetimes may be
necessary.42–46) Another potential advantage is that very low
(picomolar) concentrations of labeled proteins are required for
single-molecule experiments, which can eliminate unwanted
protein-protein interactions or protein aggregation, otherwise
common for denatured proteins. Finally, owing to the fluo-
rescence labeling, the properties of unfolded proteins can be
investigated even in heterogeneous environments, be it in the
presence of large concentrations of solutes to change solution
conditions47,48 or macromolecules to mimic crowding,49 other
components of the cellular machinery,50,51 or even within live
cells.52
The price for introducing fluorescence labels is that
their interference with the macromolecular properties under
investigation needs to be tested in every case, e.g., by
comparing properties that are measurable with and without
fluorophores [such as protein stability, biochemical activity,
affinity to a binding partner, or comparisons to other spectro-
scopic methods, such as circular dichroism, nuclear magnetic
resonance (NMR), etc.]; by determining fluorescence polar-
ization anisotropies to verify dye mobility45 (which indicates
a lack of attractive interactions with the protein); or by placing
the labels at different positions in the protein and comparing
the results for consistency.53,54 The Fo¨rster radii of currently
available single-molecule FRET pairs allow investigations of
unstructured polypeptides (or segments within larger proteins)
between about 30 and 200 amino acids in length18 (depend-
ing on their degree of expansion). For distances much less
or much greater than the Fo¨rster radius, the sensitivity of
the technique for distance changes decreases, and for very
short distances, other processes (such as electron transfer)
can compete with FRET, and the point-dipole approximation
in Fo¨rster’s theory may break down, preventing quantitative
analysis.55
The most well-known application of single-molecule
FRET is to obtain distance information on the molecu-
lar scale. In structured biomolecules, the observed transfer
efficiency can be interpreted approximately in terms of a sin-
gle distance, but unfolded and intrinsically disordered pro-
teins sample exceedingly broad distributions of distances,
P(r). As a result, the contribution of all these distances
must be taken into account for the average observed transfer
efficiency18,56
〈E〉 =
∫
P(r)E(r)dr
(with the appropriate integration limits and normalization of
the probability density function). Measurements in which the
relevant observation time scale is much slower than the dynam-
ics of the chain provide only this average value and no direct
information about the shape of the distance distribution. This
is the case, e.g., if transfer efficiency histograms are generated
from the numbers of donor and acceptor photons from fluo-
rescence bursts emitted by single unfolded protein molecules
diffusing through the confocal volume [Fig. 1(b)]. Since the
average interphoton time (microseconds) is much greater than
the distance relaxation time within the chain (tens of nanosec-
onds, as explained below), the widths of the resulting transfer
efficiency peaks are dominated by shot noise.57 We thus need
to assume a functional form for P(r), which can, e.g., be
approximated by simple polymer models or based on molec-
ular simulations.18 Since E(r) is known (given the Fo¨rster
radius), the measured 〈E〉 can be used to parameterize the
distance distribution, if P(r) is defined by a single adjustable
parameter,14,18 such as the mean-squared end-to-end distance
for a Gaussian chain,39 the persistence length for a worm-like
chain,58 or the scaling exponent or end-to-end distance for a
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FIG. 1. Combining single-molecule FRET efficiency measurements with nanosecond correlation spectroscopy for quantifying distance distributions and dynam-
ics in IDPs and unfolded proteins. (a) Illustration of an unfolded protein labeled with donor and acceptor fluorophores with a fluctuating intramolecular distance,
r(t), and a simple photophysical scheme representing the FRET process with the rate coefficients of the transitions. (b) Example of a transfer efficiency histogram
illustrating the separation of an unfolded and a folded population (here at transfer efficiencies of∼0.6 and∼0.9, respectively), a key prerequisite for distinguishing
changes in intramolecular distances in the unfolded state from those caused by folding. The small population at E ≈ 0 is caused by molecules with a bleached,
inactive, or absent acceptor fluorophore. (c) 2D histogram of relative fluorescence lifetime of the donor versus transfer efficiency. The straight line is the depen-
dence expected for a fixed intramolecular distance,45 and the curved line is the dependence expected for a broad distance distribution, here approximated by a
Gaussian chain.47 (d) The combined analysis of transfer efficiencies and fluorescence lifetime distributions can be used to quantify intramolecular distances in
terms of a distance distribution characterized, e.g., by the mean squared end-to-end distance, 〈r2〉, or the radius of gyration, Rg. (e) Examples of nanosecond FCS
measurements showing the donor (DD, correlated) and acceptor (AA, correlated) autocorrelations and the donor-acceptor (AD, anticorrelated) cross correlations
with a decay on the ∼100 ns time scale characteristic of the long-range dynamics in many unfolded proteins and IDPs.40,47,69,70 The pronounced anticorrelated
component below ∼10 ns is caused by photon antibunching on the time scale of the fluorescence lifetime.80 A global analysis of correlation functions, transfer
efficiencies, and lifetimes can be used to quantify intramolecular distance distributions, P(r), and chain reconfiguration times, τr , of IDPs and unfolded proteins.
Adapted with permission from Brucale et al., Chem. Rev. 114(6), 3281–3317 (2014). Copyright 2014 American Chemical Society.81
suitably chosen self-avoiding walk59 (the latter is arguably the
most accurate of these simple models currently available).
Conversely, measurements in which the relevant obser-
vation time scale is shorter than the dynamics of the chain
can provide additional information about the shape of the
distance distribution. In typical single-molecule FRET exper-
iments on unfolded proteins, this is the case for fluorescence
lifetime measurements, which are available if confocal detec-
tion is combined with pulsed excitation and time-correlated
single-photon counting.45,60 The fluorescence lifetime (a few
nanoseconds) is much shorter than the distance relaxation
time within the chain, and so the decay of the fluorescence
emission intensity, I(t), depends on the shape of the distance
distribution,
I(t) = I0
∫ ∞
0
P(r)e−t/τDA(r)dr,
where the mean donor fluorescence lifetime in the pres-
ence of the acceptor for a fixed distance is given by
τDA(r) = τD(1−E(r)), and τD = 1/kD is the donor lifetime in the
absence of the acceptor. In principle, the shape of the distance
distribution can thus be obtained from fluorescence lifetime
measurements.56 In practice, extracting the detailed shape of
P(r) is limited by the experimentally available signal-to-noise
ratio, but lifetime information can yield a reliable measure of
the variance of the underlying distance distribution.42,43 As
a result, the presence of a broad P(r) yields a characteristic
signature in plots relating transfer efficiencies quantified from
the numbers of donor and acceptor photons to fluorescence
lifetimes [Fig. 1(c)]: The deviation of the unfolded subpopu-
lation from the diagonal line expected for a static population44
is related to the variance of the underlying transfer efficiency
(and thus distance) distribution.18,42,43,47
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SINGLE-MOLECULE FRET OF PROTEIN DYNAMICS
Already in the 1970s, it was realized that the fluorescence
lifetime decays of short peptides labeled with a FRET donor
and acceptor contained information not only about the dis-
tance distribution but also about the dynamics of the chain
if the fluorescence lifetime is in a similar range as the dis-
tance relaxation time.61 Shortly after, in the context of the early
developments of FCS,62,63 the use of correlations between flu-
orescence photons in a FRET-labeled system was suggested
theoretically as a way of extending this approach to dynamics
of larger systems with dynamics slower than the typical flu-
orescence lifetimes of a few nanoseconds.64 First indications
that biopolymer dynamics can indeed result in detectable devi-
ations from Poissonian photon statistics were reported in Han-
bury Brown and Twiss-type65,66 correlation experiments on
DNA in 200267 and shortly after in simulations on peptides.68
A few years later, rapid correlation experiments were first used
for determining the dynamics of unfolded proteins.40,69 Essen-
tially, the distance fluctuations between the donor and acceptor
fluorophore attached to specific positions in the chain lead to
time correlations in photon emission. The loss of these cor-
relations, reflected in the decay of the fluorescence intensity
correlation function, can be related to the reconfiguration time
of the chain, i.e., the relaxation time of the distance correla-
tion function40,68,70 [Fig. 1(e)]. This advance was facilitated by
the previous decade of rapid developments in single-molecule
FRET35 for investigating biomolecules,45,71 especially protein
folding and dynamics,72,73 including the theoretical methods
for the quantitative analysis of photon statistics.74,75 By mon-
itoring FRET-labeled molecules individually, ensemble aver-
aging is prevented, and so equilibrium fluctuations out of reach
with ensemble methods became amenable to experimental
investigation.
The information on chain dynamics is accessible with
multi-channel confocal fluorescence detection combined with
single-photon counting:76 by distributing the photons onto
two donor and two acceptor detectors and cross correlat-
ing the signal between them, the ∼100 ns dead time of the
avalanche photodiodes can be avoided,65 and both the donor
and acceptor autocorrelations and the donor-acceptor cross
correlation are available from a single measurement (Fig. 1).
A key strength of FRET is the combination of this information
on the dynamics with the information on the intramolecular
distance distributions:18 From a joint analysis of the photon
statistics of all three correlation functions (which exhibit the
same relaxation time caused by chain dynamics) and the dis-
tance distribution parametrized based on transfer efficiency
and fluorescence lifetimes, the properties of unfolded proteins
can be quantified both in terms of their intramolecular distance
distributions and their long-range dynamics (Fig. 1).47,60,69
By placing the fluorophores into different positions within
the chain, these properties can be mapped across different
parts of the molecule to test for the consistency with simple
polymer models or deviations that might be caused by het-
erogeneity in intrachain interactions.47,53,54,77–79 In summary,
single-molecule FRET in combination with rapid correlation
analysis [nanosecond-FCS (nsFCS)] enables us to quantify
both equilibrium distance distributions and chain dynamics in
unfolded and intrinsically disordered proteins. These quanti-
ties provide a direct link to the concepts of polymer physics as a
way of describing and understanding the behavior of unfolded
proteins.
CHAIN DYNAMICS OF UNFOLDED PROTEINS
The starting points for these investigations were proteins
unfolded in aqueous solutions containing high concentrations
of denaturants, such as urea or guanidinium chloride (GdmCl),
which are a good solvent for unfolded proteins54,82,83 and
thus lead to protein unfolding. Under these conditions, non-
covalent intrachain interactions are minimized and polypep-
tides are expected to approach the behavior of a homopolymer
in good solvent. Correspondingly, unfolded proteins typically
exhibit an expansion with increasing denaturant concentra-
tion.15,39,73,84,85 nsFCS of the 66-residue cold shock pro-
tein (Csp) at 8M GdmCl revealed a reconfiguration time of
25± 5 ns (corrected for the change in solution viscosity caused
by GdmCl),40,47 which is remarkably fast and close to the
dynamics expected for a simple Rouse or Zimm chain with the
same dimensions. However, with decreasing denaturant con-
centration, the reconfiguration time, τr (corrected for solution
viscosity), increased concomitantly with chain compaction, in
contrast to the behavior expected from the Rouse or Zimm
model, where chain compaction leads to a decrease in τr.86
This discrepancy is an indication for the presence of internal
friction, i.e., effects of interactions within the protein on chain
dynamics. I will use the investigation of internal friction as
an example to illustrate how single-molecule FRET combined
with nsFCS can be employed to probe the behavior of unfolded
proteins.
Internal friction had previously been investigated for
folded proteins87 and in the context of protein folding reac-
tions,88,89 where its molecular origin was mainly assigned to
the large degree of desolvation in the very compact folded or
transition states and the resulting decoupling from the solvent.
For unfolded proteins, however, where the expansion of the
chain relative to the folded state suggests pronounced solvation
even in the absence of denaturants,53,54 alternative concepts
for quantifying the contribution of internal friction to pro-
tein dynamics and identifying its mechanistic origin had to be
used. There is a long history of theoretical concepts in polymer
dynamics that address the question of internal friction (or inter-
nal viscosity). Early ideas go back to the studies of Kuhn,90
Cerf,91 and de Gennes.92 A particularly simple class of mod-
els that allow internal friction to be incorporated rigorously93
are those of Rouse94 and Zimm.86,95 In the original Rouse the-
ory,94 chain dynamics are represented by the Brownian motion
of coupled oscillators, i.e., beads representing individual chain
segments connected by ideal springs whose dynamics are con-
trolled only by the neighboring beads and the viscous drag
from the solvent. Internal friction can be included in terms of
an internal friction coefficient that impedes the relative motion
of two beads.96,97 Notably, this additional term does not change
the eigenmodes of the system, but it increases all relaxation
times by the same internal friction time, τi, yielding a spec-
trum of relaxation times, τ(n) = τRouse/n2 + τi(n = 1, 2, . . .),
where τRouse is the Rouse time, the largest relaxation time of
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the Rouse chain without internal friction, and n is the mode
number. A simple commonly used approximation is that only
the dynamics corresponding to τRouse/n2 depend on solvent
viscosity, η, whereas τi does not.92 Since the overall solvent-
dependent relaxation time, τs, with contributions from all
relaxation modes, is the same as τRouse to within a numeri-
cal factor,98 we arrive at the relation τr = (η/η0)τs(η0) + τi,
where η0 is the viscosity of water. If the chain reconfiguration
time is measured as a function of solution viscosity and extrap-
olated linearly to zero viscosity, the internal friction time thus
result as the intercept. Essentially the same behavior is found
for the Zimm model when internal friction is included anal-
ogously, only with a mode dependence of n−2/3 compared to
n−2.93
This behavior was observed by Soranno et al.47 for
unfolded Csp (Fig. 2). At 6M GdmCl, internal friction was
negligible, but with decreasing denaturant concentration, τi
increased to ∼40 ns, much greater than τs under the same
conditions, indicating the dominance of internal friction com-
pared to solvent friction. An orthogonal approach to determine
τi independent of changes in solution viscosity confirmed this
result: Since the chain exhibits a spectrum of relaxation modes,
each associated with a different length scale, segments of dif-
ferent lengths are affected by different parts of this spectrum,98
and the relative contribution of internal friction to the reconfig-
uration dynamics will depend on the length of the segments.97
By placing the FRET dyes in different positions within the
chain, this signature becomes detectable: At low denaturant
concentrations, τr is dominated by τi independent of seg-
ment length, whereas at high denaturant concentrations, the
relaxation time scales with segment length as expected for a
chain without internal friction [Fig. 2(b)]. Qualitatively sim-
ilar behavior as for Csp was observed by Borgia et al. for
the chemically unfolded spectrin domains R15 and R17.99
However, in these cases, internal friction was detected even
at the highest GdmCl concentrations, indicating a possible
role of residual local interactions and secondary structure
formation.
Rapid correlation experiments can be used to investi-
gate not only chemically unfolded proteins but also proteins
that are unfolded under physiological conditions. Interestingly,
such IDPs typically exhibit global chain dynamics on similar
time scales as chemically denatured proteins, in the range of
∼10–100 ns,30,47,100,101 and they also show internal fric-
tion.30,47,100 An interesting trend is illustrated by a plot of
τi versus the dimensions of the chains, which exhibits a
decrease in τi with increasing chain expansion (Fig. 3), inde-
pendent of whether this expansion is caused by the presence of
denaturants or by the repulsion between charged residues in
polyelectrolytic IDPs. Simple models of polymer dynamics,
such as the Rouse or Zimm models with internal friction,93
can thus provide a physically justified and self-consistent
way of quantifying internal friction in unfolded and intrin-
sically disordered proteins. As recently shown by Hofmann
and co-workers, a range of conceptually related models of
polymer dynamics can be used to describe this experimen-
tally observed behavior.100 However, these models have a
limited capacity for identifying the molecular origins of why
the dynamics depend on solvent conditions or the degree of
FIG. 2. Measuring internal friction in an unfolded protein. (a) Determining
internal friction from the solvent viscosity dependences of chain reconfigu-
ration times, τr , of terminally labeled Csp at different GdmCl concentrations
(concentration indicated in the upper right of each panel). The data were fit
with τr = (η/η0)τs(η0) + τi (solid lines) to extract the characteristic time
scale associated with internal friction, τi. (b) Determining internal friction
from the dependence of chain dynamics on the length of the polypeptide seg-
ment probed in unfolded Csp at different GdmCl concentrations (1.3M: red,
2.0M: orange, 4.0M: green, 7.0M: blue). The reconfiguration time, τij, for the
donor and acceptor in positions i and j normalized by the end-to-end reconfig-
uration time, τr, is shown as a function of the sequence separation, |i − j|. The
fits with the Rouse model with internal friction used to determine the char-
acteristic time scale associated with internal friction, τi, are shown as solid
lines. (c) Quantifying internal friction as a function of denaturant concentra-
tion and comparison to (a) and (b). The experimentally determined GdmCl
dependence of the end-to-end reconfiguration time, τr (filled red spheres),
with an empirical polynomial fit used for interpolation (red line). The data
point at the lowest GdmCl concentration was obtained in a microfluidic mix-
ing experiment.47 The solid (dashed) gray line shows the reconfiguration
time expected for a Rouse (Zimm) chain in the absence of internal fric-
tion, τs. τi calculated for the Rouse and Zimm models is shown as solid
and dashed black lines, respectively. The values of τi from this analysis agree
well with the independently obtained values from (a) and (b) (shown as open
circles and triangles, respectively), supporting the robustness of the analysis.
Reproduced with permission from Soranno et al., Proc. Natl. Acad. Sci. U.
S. A. 109(44), 17800–17806 (2012). Copyright 2012 National Academy of
Sciences.
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FIG. 3. Internal friction increases with increasing chain compaction. The
dependence of the internal friction time, τi, on chain expansion for differ-
ent unfolded proteins and IDPs, as indicated by their apparent persistence
length, lp, over a broad range of solution conditions shows a trend of more
internal friction for more compact chains (prothymosinα, blue; the N-terminal
domain of HIV integrase, yellow; Csp, red; spectrin R17, dark green; spectrin
R15, light green).47,99 Reprinted with permission from Schuler et al., Annu.
Rev. Biophys. 45, 207–231 (2016). Copyright 2016 Annual Reviews.
compaction of the chain. A great opportunity for addressing
such questions is the use of more detailed models in molecular
simulations.
CLUES FROM MOLECULAR SIMULATIONS
Owing to the traditional focus on folded proteins in biol-
ogy, force fields for molecular dynamics (MD) simulations
were primarily optimized for proteins to form stable structures.
As a result, the use of these potentials for unfolded or intrin-
sically disordered proteins typically yielded conformational
ensembles that were much more structured and compact than
observed experimentally. Triggered primarily by the increas-
ing interest in IDPs, recent developments have changed this
situation considerably.7,11,12,102–106 Another important devel-
opment has been the use of experimental restraints, where a
simulated conformational ensemble is biased or reweighted
based on experimental information, taking into account the
uncertainties of the measurements.85,107–109 These develop-
ments have started to enable a more and more realistic and
detailed view of unfolded proteins.102 Since the reconfig-
uration of unfolded proteins in the absence of persistent
interactions occurs on the sub-microsecond time scale, MD
simulations can now access these dynamics even in explicit
solvent,11,12,101,110,111 providing a new opportunity for identi-
fying the molecular contributions affecting them. As an exam-
ple, Fig. 4(a) illustrates the direct comparison of nsFCS data
FIG. 4. Unfolded-state dynamics from molecular simu-
lations. (a) Comparison of fluorescence correlation func-
tions of unfolded state dynamics of protein L, observed
experimentally (left) and calculated based on large-scale
MD simulations (right), including the autocorrelation
of acceptor fluorescence, gAA(τ), donor fluorescence,
gDD(τ), and cross correlation of acceptor and donor flu-
orescence, gAD(τ).30 Experimental data30 were taken at
3M GdmCl (black lines show a global fit of the three cor-
relations with the reconfiguration time, τr, as a shared
fit parameter), and MD simulations12 were performed
in the absence of denaturants. Adapted with permission
from Soranno et al., Proc. Natl. Acad. Sci. U. S. A.
114(10), E1833–E1839 (2017). Copyright 2017 National
Academy of Sciences. (b) Average end-to-end distance
reconfiguration times (τR) as obtained from atomistic
molecular dynamics simulations of unfolded Csp in
explicit water plotted as a function of solvent viscos-
ity at different GdmCl concentrations (as indicated in
the upper right of the panels).111 Note the similarity
of the results to the experimental findings in Fig. 2(a).
Adapted with permission from Echeverria et al., J. Am.
Chem. Soc. 136(24), 8708–8713 (2014). Copyright 2014
American Chemical Society. [(c), left)] Viscosity depen-
dence of the isomerization rate of a four-bead butane-like
molecule used as a minimal model for dihedral transitions
in water.113 Each of the atoms has the Lennard-Jones
parameters of an aliphatic carbon in the Amber ff03
force field. [(c), right)] Illustration of the molecule in
explicit water. Adapted with permission from de Sancho
et al., Nat. Commun. 5, 4307 (2014). Copyright 2014
Macmillan Publishers Ltd. In both simulations, solvent
viscosity was varied by rescaling the masses of the water
molecules.117
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observed experimentally and calculated based on large-scale
MD simulations of the same unfolded protein.30
To identify the origin of internal friction, Echeverria
et al.111 simulated unfolded Csp at different GdmCl concen-
trations and observed trends in remarkable agreement with the
experimental data47 [Fig. 4(b)]. Based on the analysis of the
reconfiguration dynamics of the unfolded chain, the authors
concluded that dihedral angle transitions provide the dominant
mechanism of internal friction. Another potential contribu-
tion to the deviation of relaxation times in unfolded proteins
from proportionality to solvent viscosity—the experimental
signature ascribed to internal friction—is a low sensitivity of
dihedral angle isomerization to solvent viscosity, which was
predicted theoretically by Portman et al.112 and identified to
affect protein folding dynamics by de Sancho et al.113 in sim-
ulations [Fig. 4(b)]. It appears that this effect is connected
to memory friction introduced when a system crosses sharp
local energy barriers on a time scale comparable to that of
solvent relaxation.114,115 Other possible contributions to inter-
nal friction come from non-native interactions, e.g., hydrogen
bonds, as suggested by atomistic simulations of peptides.116
A direct comparison of the dynamics of several unfolded pro-
teins from large-scale MD simulations12 with single-molecule
fluorescence experiments indicated a greater abundance of
transient non-native sequence-distant hydrogen bonds, salt
bridges, and hydrophobic contacts in proteins that are more
compact and exhibit more internal friction.30 These increased
interactions were correlated with slowed dihedral angle transi-
tions, suggesting that the two contributions may be difficult to
separate.
INTEGRATION OF METHODS
In view of such advances in methodology, we are thus
at a very promising point for developing a much more com-
plete understanding of the dynamics of unfolded and intrin-
sically disordered proteins. Single-molecule FRET combined
with fluorescence correlation spectroscopy has opened a new
window for probing global chain dynamics, but a comprehen-
sive picture will require additional information from comple-
mentary techniques. Similar in spirit to the thriving field of
integrative structural biology,118 combining information from
multiple sources will be essential for covering the entire range
of relevant length scales and time scales, from the picosecond
dynamics of the individual amino acid residue and nanosec-
ond segmental dynamics to the sub-microsecond global chain
dynamics and all the way to microsecond or even millisecond
dynamics of IDPs comprising more persistent structures. Many
spectroscopic techniques have the potential for providing per-
tinent additional information. Infrared spectroscopy is starting
to resolve site-specific information down to picosecond times
for larger proteins.119 Neutron spin echo spectroscopy120 may
be the only other method besides nsFCS currently available for
probing (bio)polymer chain dynamics in the tens of nanosec-
ond range; it can reveal a large spectrum of relaxation modes
and has been used to identify internal friction.121,122 Arguably
the most popular technique for IDPs is nuclear magnetic res-
onance (NMR) spectroscopy: While the time scales of global
chain dynamics are difficult to access with NMR because of
rotational decorrelation, the technique is ideal for obtaining
a wealth of information on local dynamics, especially on the
level of individual residues or segments forming secondary
structures.123,124 With such combined data acting as stringent
benchmarks or restraints, it should ultimately be possible to
use the framework of MD simulations to describe the complete
structural and dynamic properties of unfolded and intrinsically
disordered proteins from picoseconds to microseconds and
beyond. At the same time, polymer theory and simple mod-
els will continue to be indispensable for identifying essential
physical mechanisms and for the analysis of experimental data.
The investigation of unfolded and intrinsically disordered pro-
teins has thus become an inspiring arena for interdisciplinary
research bringing together different experimental techniques
with theory and simulation.
OPEN QUESTIONS AND CHALLENGES
With single-molecule spectroscopy and this growing
repertoire of complementary methods, a range of open ques-
tions will become accessible. One direction will be to further
probe effects of the solution conditions and the environment on
the conformational ensembles and dynamics of unfolded pro-
teins. The temperature dependence of chain dynamics125 might
offer further experimental clues as to the origin of internal fric-
tion, such as the presence of activated processes beyond solu-
tion viscosity; the role of charge regulation,126 counterion con-
densation,127 and charge renormalization128 will be particu-
larly important for a quantitative understanding of the structure
and dynamics of highly charged IDPs; and the effects of macro-
molecular crowding,129 i.e., the interactions with other macro-
molecules present in solution at a high concentration, might
be particularly pronounced for unfolded and intrinsically dis-
ordered proteins with their weak intramolecular interactions
and lack of well-defined three-dimensional structures.49 The
latter aspects provide a direct link to the cellular environ-
ment, where high concentrations of ions and biomolecules
may modulate protein conformation and dynamics. The
emerging possibility of single-molecule measurements in liv-
ing cells130 has started to enable a quantitative investiga-
tion of the dynamics of IDPs directly in their biological
environment.52
A second direction of research will be to go beyond the
behavior of individual polypeptide chains and develop a more
quantitative understanding of the mechanisms involved in the
many important interactions of IDPs with their cellular targets,
be they other proteins, nucleic acids, lipids, small molecules,
or metal ions. For these interactions, IDPs have been shown
to employ a wide spectrum of mechanisms, where very dif-
ferent degrees of disorder can remain present in the bound
state4 so that the polymer aspects remain essential. While
some IDPs fold upon binding,3 many of them remain par-
tially, largely, or even completely unstructured in the bound
state.131 In the extreme case, highly oppositely charged IDPs
can interact with very high affinity and yet remain entirely
unstructured in the complex78 (Fig. 5). This type of behav-
ior has been known for polyelectrolyte complexes of synthetic
polymers132,133 but had not been anticipated in biology. The
closely related process of liquid-liquid phase separation or
010901-8 Benjamin Schuler J. Chem. Phys. 149, 010901 (2018)
FIG. 5. Dynamics of two IDPs that bind with high affinity but remain disordered in the complex.78 (a) Comparison of experimental (filled squares) and
simulated transfer efficiencies (empty symbols) in the high-affinity complex between the two IDPs, histone H1 (H, blue pictogram) and prothymosin α (P,
red pictogram), for the pairs of dye positions indicated below (triangles and circles: simulations with and without explicit chromophores, respectively). The
results were used for parametrizing coarse-grained simulations of the complex, snapshots of which are shown in (c). (b) Examples of nsFCS probing long-range
dynamics in the complex based on intra- and intermolecular FRET for the different dye positions illustrated in the pictograms of the two proteins. The resulting
reconfiguration times, τr, are shown in each panel. (c) Examples of configurations of H (blue) and P (red) in the disordered complex based on coarse-grained
simulations, illustrating the large range of arrangements. The structures are projected onto the first three principal components (PC) of the distance map, with
projections of the full ensemble shown as gray scatter plots (units of Å). Numbers indicate the positions of the structures in the PC projections. Adapted with
permission from Borgia et al., Nature 555(7694), 61–66 (2018). Copyright 2018 Macmillan Publishers Ltd.
coacervation134 has recently enjoyed a remarkable revival in
biology owing to its discovery as a mechanism of forming
non-membrane bound compartments in cells.135 Elucidating
the structural and dynamic properties of disordered proteins
in such multimolecular assemblies will be essential for bridg-
ing the gap between the molecular mechanisms136 and the
mesoscopic picture emerging from the concepts of phase sepa-
ration.135 Finally, understanding unfolded state dynamics may
also be important for the pathological aggregation of proteins
involved in many neurodegenerative diseases.101,137 In sum-
mary, a vast array of questions related to the dynamics of
unfolded and intrinsically disordered proteins is waiting to
be addressed, and a wide range of methods and concepts from
polymer physics, chemical physics, and soft matter physics
will be essential for tackling these challenges. Single-molecule
FRET combined with nsFCS has helped to open a new
window into previously inaccessible length scales and time
scales.
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