Abstract. We generalize a formula on the counting of prime geodesics, due to Kuznetsov-Bykovskii, used in the work of Soundararajan-Young on the prime geodesic theorem. The method works over any number field and for any congruence subgroup. We give explicit computation in the cases of principal and Hecke subgroups.
1. Introduction 1.1. Prime Geodesic Theorem. The Selberg trace formula fascinates the differential geometers. One reason is that it, in its classical invariant form, relates the mysterious (discrete) spectrum of the hyperbolic laplacian ∆ on Γ\H to the so-called "length spectrum" of Γ\H, which is closely related to the concrete arithmetics of the lattice Γ. Precisely, let λ j = 1/4+r and h(z) = R g(r)e −irz dr, then the formula takes the form (see [14, (2.4) ] and assume Γ is torsion-free) ] Γ for some integer k ≥ 1. We have omitted the contribution from the continuous spectrum by simply writing it as (CSC). In particular, this formula allows Vignéras [21] to construct isospectral but non-isometric compact hyperbolic manifolds, giving a beautiful counter-example to Kac's question [10] .
The Selberg trace formula also inspires the analytic number theorists, because it is very similar to the explicit formula of the Riemann zeta function. Precisely, let ρ = β + iγ with β ∈ [0, 1], γ ∈ R run over the set of non trivial zeros of the Riemann zeta function. Let f be a nice function on R >0 defined by − log p p n/2 (F (−n log p) + F (n log p)) + (Weil's Functional). where L(s, δ) is a certain L-series closely related to quadratic Dirichlet L-functions. Its origin goes back to the work of Zagier [23] and even Siegel [17] . Among other things, we only recall that L(s, δ) has the following representation as Dirichlet series [19, (3 
Remark 1.2.
There is another property of L(s, δ), which is interesting but does not enter into the proof of the PGT. Namely, the zeros of T (D) l (s) all lie on the critical line ℜ(s) = 1/2. Following Nelson, Pitale and Saha [15, §1.7] , who encountered a similar phenomenon in the explicit computation of certain local Rankin-Selberg integrals, we shall refer to this property as the "(geometric) local Riemann hypothesis". Remark 1.3. There is a parallel story for the upper half space H 3 and Γ = PSL 2 (Z[i]), starting from Sarnak [16] , Koyama [11] to the recent results of Balkanova-Chatzakos-Cherubini-Frolenkov-Laaksonen [1] and Balkanova-Frolenkov [2] . The approach and result of Balkanov-Frolenkov [2] is the closest to the method of Soundararajan-Young. In fact, although they did not mention the (generalization of ) Kuznetsov-Bykovskii's formula in their paper, they did relate the relevant mean value of the symmetric L-functions to the analogue of L(s, δ), see [2, (3.18 ) & Lemma 4.6]. The equivalence of these two methods fit into the framework of the Rankin-Selberg trace formula, initiated and explained in [22] .
Main Result.
In this paper, we will simplify the proof and give a generalization of (1.3). We shall work over a number field F which is
• either Q, in which case we denote by H F = H the usual upper half plane;
• or a quadratic imaginary number field of class number Cl(F) with ring of integers o, in which case we denote by H F = H 3 the upper half space.
For lattices, we will take Γ < PSL 2 (o) to be • either a principal congruence subgroup of level N, i.e., those γ < PSL 2 (o) which has a representative in SL 2 (o) congruent to the identity matrix modulo the integral ideal N ⊆ o; • or a Hecke subgroup of level N, i.e., those γ < PSL 2 (o) which has a representative in SL 2 (o) congruent to an upper triangular matrix modulo N.
Rigorously speaking, there are issues from geometry:
(1) If Γ is not torsion-free, the quotient space Γ\H F is not a Riemannian manifold but an orbifold. The notion of "closed geodesics" should be carefully defined. (2) If H F = H 3 , with the careful definition of closed geodesics, the bijective correspondence between the set of closed geodesics and the conjugacy classes in Γ fails in general, but only "up to a finite number". In particular, primitive hyperbolic conjugacy classes cannot be defined as Both issues will be carefully looked at in Section 2. In particular, we will replace the notion of a conjugacy class in Γ by "root conjugacy class" but keep the same notation, which remedy the bijective correspondence. We will also introduce E(γ) ∈ 2Z >0 in Remark 2.14 for such classes, so that our counting function becomes (drop the subscript Γ for simplicity, or regard it as root-conjugacy class)
.
where n runs over the set of Tr(γ) for hyperbolic γ ∈ Γ (considered as a subset of o) such that
where χ d δ is the quadratic character associated with
(3) Moreover, P Γ,p (s) satisfies the local Riemann hypothesis if Γ is a principal congruence subgroup.
Remark 1.5. The precise form of the polynomials P Γ,p (s) will be given in (4.7) for the case of principal congruence subgroups, in (4.8), (4.9), (4.10), (4.11), (4.12) and (4.13) for the case of Hecke subgroups. In particular, P Γ,p (s) has the same shape for the principal congruence subgroups, with a "shift" determined by the level of Γ. Remark 1.6. We have restricted to principal and Hecke subgroups for explicit computation, but our method is applicable to any congruence subgroup. However, the analogue of Ψ Γ for number fields is unclear to us. This paper should also be viewed as a refinement of the explicit computation of the elliptic terms in the geometric side of the Rankin-Selberg trace formula in our previous paper [22] . Hence although for η = 1, the terms I η (s; t, f ), which will be defined in (3.8), do not contribute to the final formula, we have included their computation in detail.
Remark 1.7. Section §3.3 contains the beginning of a non-adelic treatment, which leads directly to the Dirichlet series representation of L(s, δ) by Rankin-Selberg unfolding.
Remark 1.8. Although we have written this paper as a preparation for the prime geodesic theorems, the method of computation is potentially useful for the beyond endoscopy proposal. For example, our method should give a simpler proof of the Eichler-Selberg formula as treated in Rudnick's thesis. All these will come in a later paper. 
Geometric Preliminaries
2.1. Closed Geodesics. Throughout this paper, F is either Q or a quadratic imaginary number field of class number 1. The two cases are distinguished by F ∞ = R or F ∞ = C. We write
where H 2 resp. H 3 is the half upper plane resp. half upper space and j = (0, 0, 1).
Remark 2.1. To view things well, one must work everything in the category of Riemannian manifolds with orientation.
Recall that a geodesic flow with unit speed or simply geodesic flow is an orientation-preserving isometric embedding ℓ : R → H F which satisfies the (second order) differential equation of geodesics. Here R is regarded as a one-dimensional Riemannian manifold with orientation, whose group of orientationpreseving isometries is Isom + (R) ≃ R. We define a geodesic curve with orientation or simply geodesic to be a class of geodesic flows
Changing ℓ to another ℓ • σ ′ in the above equation will change σ to the conjugate σ ′ σ(σ ′ ) −1 . Since Isom + (R) is abelian, σ does not change. The group of stabilizers of [ℓ] is denoted by N [ℓ] . Hence we get a well-defined homomorphism of (Lie) groups
There is a special geodesic flow ϕ(t) = e t i F .
Lemma 2.2. The group of stabilizers
where
. This is equivalent to the existence of t 0 ∈ R such that
The last equation is equivalent to that a(e −t0/2 )g fixes the point (i F , i F ) in the unit tangent bundle of H F . We conclude by showing that the stabilizer of this point is
This is elementary and left to the reader.
Corollary 2.3.
There is a bijection between the set of geodesics in H F and PSL 2 (F ∞ )/A 1 (F ∞ ).
Proof. By the transitivity of the action of PSL 2 (F ∞ ) on the unit tangent bundle of H F , any geodesic flow in H F is of the form ℓ(t) = g.ϕ(t) for some g ∈ PSL 2 (F ∞ ).
Let Γ < PSL 2 (F ∞ ) be a lattice. Some geodesics [ℓ] are globally stable by non-trivial elements in Γ. We formalize this property in the following definition.
is a maximal abelian subgroup of Γ. It is isomorphic to Z × Z/nZ for some n ∈ Z >0 , and if F ∞ = R we must have n = 1.
which by Lemma 2.2 is isomorphic to
With this identification, π [ℓ] is identified with the projection onto the R-component. Remark 2.7. In the special case that Γ\H F does admit the structure of a Riemannian manifold, our notion of "closed geodesics" is more precisely "compact geodesics" or "closed geodesics with finite length", in the sense that they are (classes of ) isometric embeddings of the form
where both R/T R and Γ\H F are regarded as Riemannian manifolds with orientation and T > 0 is the length of [ℓ].
2.2. Relation with Conjugacy Classes. We recall the standard classification of elements in PSL 2 (F ∞ ) (or SL 2 (F ∞ )). For F ∞ = R, this is standard. γ ∈ SL 2 (R) is elliptic resp. hyperbolic resp. parabolic if |Trγ| < 2 resp. |Trγ| > 2 resp. |Trγ| = 2. For F ∞ = C, we follow [5, Definition 2.1.3]. Namely, γ ∈ SL 2 (C) is elliptic resp. hyperbolic resp. parabolic if Trγ ∈ R and |Trγ| < 2 resp. |Trγ| > 2 resp. |Trγ| = 2; it is loxodromic if Trγ / ∈ R.
Remark 2.8. For the purpose of this paper, it seems to be not important to distinguish hyperbolic elements from loxodromic elements. We will simply call them hyperbolic.
We also recall the arithmetic classification of elements γ ∈ GL 2 (F) − Z(F): γ is called F-elliptic resp. F-hyperbolic resp. F-parabolic if the F-algebra F[γ] is a quadratic field extension of F resp. isomorphic to F × F resp. isomorphic to F[X]/(X 2 ). For congruence subgroups, the hyperbolic elements are automatically F-elliptic as the following lemma shows.
Proof. γ can not be F-parabolic, otherwise either (γ + 1) 2 = 0 or (γ − 1) 2 = 0, which implies γ is parabolic. If γ is F-hyperbolic, then it is conjugate in GL 2 (F) to a diagonal matrix with entries t and t −1 for some t ∈ F. We thus get Tr(γ) = t + t −1 ∈ o, hence both t and t −1 are integral over o. It follows that t ∈ o × . Under our assumption on F, o × is a finite group. Hence γ is of finite order and must be elliptic. The only remaining possibility is F-elliptic. Remark 2.10. If F = Q, the condition "γ ∈ SL 2 (o)" in the above lemma can be relaxed to "γ ∈ SL 2 (Q)", since "hyperbolic" is the same as "R-elliptic" in this situation.
Remark 2.11. The set of elliptic elements in Γ will be denoted by U (Γ). It has the following description
It is the set of elements in Γ which admits (at least) a fixed point in H F (c.f. Definition 2.12. For hyperbolic γ ∈ Γ, we denote by C γ the centralizer of γ in PSL 2 (F ∞ ). We define the root-conjugacy class of γ by {γ} := u∈Cγ ∩U(Γ)
[γu], where for any γ ′ ∈ Γ, [γ ′ ] is the usual conjugacy class in Γ.
Only the last assertion needs some explanation. In fact, under the isomorphism mentioned in the statement, γ ∈ C γ is mapped to some r ∈ F × ∞ with |r| = 1. Hence γ Z is identified with some lattice in
Remark 2.14. In concrete terms, the isomorphism takes γ to r, one of its eigenvalue in F × ∞ . We call l(γ) := 2 log max(|r|, |r|
the length of γ. This quantity is unchanged by conjugation, hence passes to conjugacy and root-conjugacy classes, i.e., l([γ]) and l({γ}) are well-defined. It is equal to the length of the geodesic on Γ\H F to which it corresponds. We also denote by E(γ) ∈ Z >0 such that the torsion part of C γ ∩ Γ is isomorphic to Z/E(γ)Z. Since we work with PSL 2 , we have
is an even positive integer if F ∞ = C. The fact that E(γ) is always even reflects the geometric view that a geodesic flow has a direction. Definition 2.15. A hyperbolic γ ∈ Γ is called primitive, if its length l(γ) attains the minimum among elements in C γ ∩ Γ. A root-conjugacy class {γ} of a hyperbolic element γ ∈ Γ is called primtive if γ is primitive.
Proposition 2.16. Let Γ < PSL 2 (F ∞ ) be a discrete subgroup. Closed geodesics on Γ\H F are in bijection with the primitive root-conjugacy classes of hyperbolic elements in Γ.
Proof. Let [ℓ] be a closed geodesic on Γ\H F . Since π(A [ℓ] ) is a lattice in R, it is t 0 Z for some unique
Other choices of γ are of the form γu for some u ∈ U (Γ). Moreover, it is easy to see
is an integral multiple of t 0 . This proves that γ is primitive. We thus get a well-defined map from the set of closed geodesics to the set of primitive root-conjugacy classes
, hence stabilizes the unique geodesic flow ϕ(t). Changing g to gw if necessary, we may assume that g −1 γg fixes the orientation of ϕ(t).
′ g also stabilizes ϕ(t) and fixes its orientation. We thus get a map from the set of root-conjugacy classes in Γ to the set of closed geodesics on Γ\H F τ : {γ} → [g.ϕ]. It is easy to verify that τ • ι = id is the identity map on the set of closed geodesics. Hence ι is a bijection onto its image, i.e., the set of primitive root-conjugacy classes. 
. In the group of automorphs A [ℓ] , there is {γ} inducing the translation t → t + t 0 in the parameters R of ℓ such that t 0 > 0 is smallest possible. These are the primitive hyperbolic elements. In particular, the fibers of τ in the above proof are precisely hyperbolic conjugacy classes which admit the same centralizer group up to Γ-conjugacy.
Proposition 2.18. U (Γ) is a finite union of conjugacy classes in Γ.
We leave the technical detail of the proof in an appendix. For the moment, we are content with the following remark, since we will eventually work with arithmetic non-uniform lattices.
Remark 2.19. In the case F = Q, this is part of [13, Theorem 1.7.8]. But we do not see how to extend this method to the case F ∞ = C. However, the argument given in the appendix for the case F ∞ = C can be easily adapted to the case F = Q, replacing [5, Theorem 2.7] by [13, (1.9.9) ]. Moreover, if Γ is a congruence subgroup, we have a simpler proof. We first reduce to the case Γ = PSL 2 (o F ) for the ring of integers o F of F by noticing that Proposition 2.18 for Γ 1 and Γ 2 are equivalent if Γ 2 < Γ 1 and [Γ 1 : Γ 2 ] < ∞. Then we take a Siegel domain S which contains a fundamental domain for PSL 2 (o F ). Since the number of elements γ ∈ PSL 2 (o F ) such that γ.S ∩S = ∅ is finite [6, Lemma (3. 3)], we conclude.
is a lattice, then the number of primitive root-conjugacy classes {γ} which contains more than one conjugacy class is finite.
Proof. There is nothing to prove in the case F ∞ = R. In the case F ∞ = C, if {γ} is such a primitive root-conjugacy class, then C γ = C u for some 1 = u ∈ U (Γ). Thus γ is an element in C u ∩ Γ with minimal positive length. But the Γ-conjugacy classes of possible C u ∩ Γ are finite by Proposition 2.18. Thus the possible root-conjugacy classes of γ are finite.
3. Transforming to Rankin-Selberg Integrals 3.1. Relevant Orbital Integrals. Take f ∞ : PSL 2 (F ∞ ) → C to be a nice test function. Let Γ < PSL 2 (o) be a congruence subgroup. For every hyperbolic conjugacy class [γ] in Γ, the following sum
is a well-defined function on Γ\PSL 2 (F ∞ ). Fix a t ∈ F ∞ lying in the image of hyperbolic elements in Γ under the trace map. We are interested in
The computation is part of the orbital integrals in the geometric side of the Selberg trace formula. We include it for convenience. Recall that C γ is the centralizer of γ in PSL 2 (F ∞ ). We have
If we transport the Haar measure of F
The integral is transformed to
Remark 3.1. From now on, we choose f ∞ to be bi-K ∞ -invariant.
In particular, the above transform is given by the Selberg transform. We recall: for
for
If for some P ∈ GL 2 (F ∞ ) we have
so that l(γ) = log|N (γ)|, we arrive at the formula
Spherical Eisenstein Series.
We need to work with two algebraic groups SL 2 and GL 2 . Let P resp. P 1 denote the upper triangular subgroup of GL 2 resp. SL 2 . Let N denote the upper unipotent subgroup of both SL 2 and GL 2 , A 1 resp. A the split sub-torus of diagonal matrices, Z resp. Z 1 be the center of GL 2 resp. SL 2 , K resp. K 1 be the standard maximal compact subgroup of GL 2 resp. SL 2 . Let F be a general number field with ring of integers o, ring of adeles
Hence any character χ of Cl(F) can be viewed as a Hecke character of A × which is
• unramified at every finite place p. Let e 0 be the function on K taking constant value 1. It can be viewed as a spherical element e χ in π(1, χ) := Ind
It determines a flat section e χ,s ∈ π(|·|
Hence we get a collection of spherical Eisenstein series
Remark 3.2. If χ = 1 is the trivial character, we shall write e s for e 1,s and E(s, g) for E(s, e 1 )(g).
Lemma 3.3. The set of double cosets
is in bijection with the class group Cl(F) of F.
Proof. This is the content of [18, Proposition 20] . For convenience we include a proof. Recall
where N − is the lower unipotent subgroup, and record
Then λ extends to SL 2 (F) by λ(w) = 1 and left invariance of P 1 (F). Since
we easily deduce that for any γ ∈ SL 2 (F)
Lemma 3.4. Fix once and for all a uniformizer ̟ p of F p at each finite place p < ∞. To any x ∈ F we associate an idele ι(x) defined by ι(0) = 1 and for x = 0
Proof. The first relation follows from
For the moreover part, write x = a/b with a, b ∈ o and b = 0. Then a representative ideal in the class of λ(n − (x)), i.e., oa + ob corresponds to the idele (̟
Recall the height function
The classical spherical Eisenstein series is defined by
Proposition 3.5. Write g ∞ ∈ SL 2 (F ∞ ) and let 1 fin be the identity element in SL 2 (A fin ) (or GL 2 (A fin )), then we have the relation
Proof. It is easy to see that the sum χ e χ,s (g ∞ , g fin ) is non-vanishing only at elements (g ∞ , g fin ) for which
is non-vanishing only if γ ∈ P 1 (F)SL 2 (o) by the above Lemma 3.3 and 3.4. Consequently,
Corollary 3.6. E 1 (s, g ∞ ) has a constant residue at s = 1/2 equal to
where Λ F (s) is the complete Dedekind zeta-function of F and Λ * (1) is its residue at 1.
Proof. It suffices to notice that χ is not trivial on A 1 , the subgroup of A × with adelic norm 1, unless χ = 1 is trivial, which then implies that the intertwining operator
, whose restriction to spherical elements is multiplication by
, is holomorphic at s = 1/2. Hence E(s, e χ ) is holomorphic at s = 1/2 for χ = 1.
3.3. Heuristic: Rankin-Selberg Method. In this subsection, we suppose Γ = PSL 2 (o) is the full modular group. We propose to compute
By (3.4), we can apply the Rankin-Selberg unfolding to get
Definition 3.7. We introduce the
We regroup the inner summation by P 1 (o)-conjugacy classes and get
If we regard f ∞ as a function on PGL 2 (R) with support contained in the connected component of identity if 
where we denote by c = c(γ 1 ) such that
We thus obtain
Lemma 3.8. If we write the summation on the RHS of the above equation as
Nr(n) s , where the sum is over all principal integral ideals (n) = 0 and
and observing the two possible ways of conjugation by elements in
we see that ρ((n), t) counts the number of solutions to
If we write x = t + 2a, then the above equation is equivalent to
We claim that the first equation implies the second one, i.e., if p | 2 with v p (2) = e, then
Otherwise, assume
The above lemma shows that the Rankin-Selberg unfolding gives the direct link between the counting of geodesics and the counting of the solutions of the relevant congruence equation, which appeared in [19, p.108] . Hence one can carry out the rest of the calculation just like in [19] and obtain the desired final formula. But the generalization to arbitrary congruence subgroups of this approach is not obvious. For this reason, we prefer the adelic translation which we now develop.
3.4. Adelization. We return to the general case that Γ < PSL 2 (o) is a congruence subgroup. This means that there is an integral ideal N ⊆ o such that
Taking closure at a place p < ∞, we get
or we can write down its pro-finite version
We take a test function of the form
and consider the orbital integral for a conjugacy class [γ] 1 in PSL 2 (F)
, it is a normal subgroup of Γ. Hence K 1 fin (N) is a normal subgroup of Γ, i.e.,
Hence the integrand in the defining integral of
. By the strong approximation theorem for SL 2 , we have
Hence we can dis-adelize the integral and get
By definition, [γ] 1 ∩ Γ is the set of elements in Γ conjugate to γ in PSL 2 (F). It is a union of conjugacy classes in Γ. In particular, we have
Hence for any t ∈ o lying in the image of Γ under the trace map, we get
where [γ] denotes a conjugacy class in Γ and we recall the notation in Section 3.1
But the integrand is a function in x ∞ obviously invariant by left translation by Γ. Hence we get
Similarly, if we define
then we arrive at
We record what we have done in the following lemma.
Then we have 
hence the F-algebra F[γ] ≃ E for some quadratic separable extension of F depends only on t. In particular, any two such γ are stably conjugate to each other. By Skolem-Noether theorem, this is equivalent to that they are conjugate in PGL 2 (F). We record this observation in the following lemma.
Lemma 3.10. For any γ ∈ PSL 2 (F) with Tr(γ) = t, the disjoint union
is the set of elements of Γ in a single (stable) conjugacy class in PGL 2 (F).
Taking any hyperbolic γ ∈ PSL 2 (o) with Tr(γ) = t and defining
we can consequently rewrite
The rest of the subsection is devoted to the analysis of the right hand side of the above equation. There are a priori three cases according to the nature of E = F[γ]:
(1) E is a quadratic field extension of F, which is equivalent to
is not separable, which is equivalent to t 2 = 4.
But Lemma 2.9 shows that only the case (1) is possible. The realization of E as a subalgebra in M 2 (F) implies that there exists a(n) (abstract) basis e 1 , e 2 ∈ E such that (3.7) (γe 1 , γe 2 ) = (e 1 , e 2 )γ, where the multiplication in LHS is interpreted as the abstract one in the algebra E while the multiplication in RHS is the matrix multiplication. In particular, the matrix realization of E × resp. the elements of norm one E 1 becomes an F-torus T = T E resp.
e s (σx), a standard Rankin-Selberg unfolding yields
Lemma 3.11. We have a double coset decomposition
Moreover, for every α we have
Proof. Identifying E with F ⊕ F (row vectors) in view of (3.7), the set
becomes a single orbit of GL 2 (F) and corresponds to E × . The stabilizer of (0, 1) being
we deduce the decomposition
We introduce the group
Then every element in P 1 (F) is the product of an element in B 2 (F) and an element in the center Z(F).
The desired decomposition then follows from
The other assertion is easy.
We deduce from the previous lemma that
Lemma 3.12.
(1) The following function defined over
is invariant by multiplication by elements in (A × ) 2 for whichever test function f .
(2) Consider f = f ∞ ⊗ ½ Γ as before. Let N ( Γ) be the normalizer group of Γ in PGL 2 (A fin ) and
Then h(y) is invariant by multiplication by elements in
We get the desired invariance from
(2) By definition, for any u ∈ o × Γ we have
Writing x u = a(u)xa(u) −1 , we thus get
Since conjugation by a(u) stabilizes both B(A) and K resp. K 1 and leaves the height unchanged, we have e s (x) = e s (x u ) and dx = dx u . It follows that h(yu) = h(y). 
Consequently, I(s; t, f ) is the sum over F
where η runs over quadratic Hecke characters trivial on o × Γ defined in Lemma 3.12 (2). In particular, the sum over η is finite and the number depends only on Γ.
Lemma 3.13. If F ∞ = R, f ∞ is bi-SO 2 (R)-invariant, and η ∞ = sgn is non-trivial, then
Proof. There is an outer automorphism of SL 2 (R) given by
which obviously leaves a bi-SO 2 (R)-invariant function invariant. Moreover, we also have
Hence the two parts of the infinite component of the integral over PGL 2 (R) + and PGL 2 (R) − PGL 2 (R) + cancel with each other, yielding a vanishing integral.
Remark 3.14. For Γ being principal or Hecke congruence subgroups, we have o
The sum in η is over quadratic characters unramified at every finite place and each real place, i.e., quadratic class group characters. We thus obtain
Before ending this section, we shall calculate the volume Vol(I F /I 2 F ). Lemma 3.15. In (3.8), the volume Vol(I F /I 2 F ) = 2. Proof. Following the procedure of passing from SL 2 to GL 2 in (3.8), the quotient I F /I 2 F is interpreted as the quotient of PGL 2 (A)/PGL 2 (F) by PSL 2 (A)/PSL 2 (F) in the following way. We have both locally and globally semi-direct product decompositions
Compatible with these decompositions are the Tamagawa measures on GL 2 , GL 1 and SL 2 . In fact, if ω 1 is the F-differential form in the following coordinates of SL 2
This identity has the following explanation: The image of
and if ω is the F-differential form in the following coordinates of GL 2
x y z w , ω = |xw − yz| −2 dxdydzdw, then in the following coordinates of GL 2 t 0 0 1
one verifies easily that
If one take U a fundamental domain for I F = A × /F × and S 1 a fundamental domain for SL 2 (A)/SL 2 (F), then it is easy to verify that
is a fundamental domain for GL 2 (A)/GL 2 (F). Quotient by the center gives
Thus the volume Vol(I F /I 2 F ) is the ratio of the Tamagawa number of GL 2 by the Tamagawa number of SL 2 , which is 2/1 = 2. 
whereβ is the conjugation of β in E and D E = D(E/F) is the relative discriminant ideal of E/F.
Proof. At a prime p < ∞ of o, o p is a PID. Hence there exists θ p ∈ O E,p such that
. We also have O β,p = o p + βo p . Hence we can calculate the discriminant of O β,p in two ways and get
from which we deduce the desired equality.
Remark 4.2. Obviously J β depends only on t := Tr(β). Hence we can write J t instead of J β . In the sequel, we shall denote by [J t ] the image of J t in Cl(F).
Rankin-Selberg Orbital Integrals.
We shall consider general test function f in (3.8) in this subsection and introduce some notations and terminologies, which are parallel to those in the study of trace formulae. We expect these notations to be generalizable and useful for the potential application of the comparison of the Rankin-Selberg trace formulae. In the next two subsections, we will specialize (the finite part of) f to be the characteristic functions of the principal or Hecke congruence subgroups, and carry out an explicit computation. Recall that in this case η appearing in (3.8) must be quadratic class group characters. First of all, the notations in (3.8) suggest that the RHS is independent of the choice of γ ∈ SL 2 (F) such that Tr(γ) = t ∈ F × − (F × ) 2 . This is clear from our previous discussion for the chosen special test function f . We notice that it is also true for arbitrary test function f . In fact, any two such γ are conjugate by an element P ∈ GL 2 (F). But the proof of Lemma 3.11 shows that we can take P ∈ B(F). Since e s (x) is left invariant by B(F) and η is trivial on F × , we get the independence of the choice of γ. We shall choose a particular element in the stable conjugacy class of γ. To this end, we denote by E = E t the quadratic field extension F[X]/(X 2 − tX + 1). Obviously, γ corresponds to an (abstract) element β in E such that
We choose γ according to this embedding, i.e., we can assume in the following discussion that
The computation of the infinite component is simply given by [22, Proposition 4.10] since η ∞ = 1, i.e., we have (note that difference in the definitions of e s !)
since the lower-left entry of γ is 1.
Lemma 4.3. Suppose γ is F ∞ -hyperbolic such that for some P ∈ GL 2 (F ∞ )
Then we have, with g defined in (3.1) and (3.2),
Proof. This is [24, (4.12) ] for F ∞ = R and [20, (3.15) ] for F ∞ = C. For convenience, we include a proof, which follows the style of [22, Proposition 4.9] . We only treat the case F ∞ = R, the complex case being similar. By assumption |t| > 2. An easy computation shows
, with
With the choice of test function Φ in the Godement section, we have
It follows that
By the Iwasawa decomposition, we can write g = n(x)κ. Evaluated at s = 1, the last integral
is independent of g. We get the desired equality by (3.1).
We are left for the computation at finite primes p < ∞. Let's make some first reductions. We assume that the support of f p is contained in SL 2 (o p ). Obviously, the non-vanishing of all I ηp (s; t, f p ) implies that β is integral over o (even a unit in O E of norm 1). Since o p is a PID, there exists θ p ∈ E p such that the ring O p of integers of
Remark 4.4. We shall identify E × p with its image under ι p in the sequel. Since β ∈ O p − F p , we can find u p , v p ∈ o p with v p = 0 such that
Consequently, we get
pĨηp (s; t, f p ),
By definition, we obviously have (recall η p is unramified)
We have two possibilities for η p : η p (̟ p ) = 1 (equivalent to η p = 1) or η p (̟ p ) = −1. We observe that the second case can be reduced to the first one as follows. We can write
Then we have
Thus ifĨ 1 (s; t, f p ) is expressed as a function H(Nr(p) s ), thenĨ ηp (s; t, f p ) is simply H(−Nr(p) s ).
We are finally reduced to computingĨ 1 (s; t, f p ), which we write asĨ p (s; t, f p ). Now at a finite place p < ∞ such that E/F is not split, the principality of lattices implies (for details, see the discussion leading to [22, (4. 2)]) 
denote ζ E,p for the product of local factors of the Dedekind zeta-function of E at primes above p, then we can rewriteĨ
Similarly, at a finite place p < ∞ such that E/F is split, the usual Iwasawa decomposition implies
is the diagonal torus and we have identified β with an element in o p ,θ p :
then we can rewritẽ
The Rankin-Selberg weights wt p (s; r, E p /F p ) are independent of f p . We record their explicit values and postpone their computation to the next subsection. Proposition 4.5. We write q = q p for the cardinality of o/p and Z := q s . Then we have
where η Ep/Fp is the quadratic character associated with the quadratic extension E p /F p . We have the following formulae of the weights wt p (s; r, E p /F p ) for r ≥ 1.
(
We are thus reduced to the computation of the Rankin-Selberg orbital integrals RS−O γ (r, f p ) for various concrete choices of f p . For further convenience of notations, we denote
Thus we get a uniform form of the Rankin-Selberg orbital integrals
4.3.
Rankin-Selberg Weights. For simplicity of notations, let's drop the subscript p in this subsection. We shall compute the Rankin-Selberg weights explicitly, i.e., prove Proposition 4.5. Recall from (4.3) and (4.5) that these weights have the form
where d r is given in (4.2) and (4.4) and a r is given in (4.6). In particular, these weights do not depend on our choice of measure on E × . We shall achieve the computation by replacing the flat sections e s with the Godement section, i.e., for Φ(x, y) := ½ o×o (x, y)
We can then decompose the weight as
where each term in the first line depends only on the choice of the measure on GL 2 (F) resp. Z(F), while each term in the second line depends only on r.
Lemma 4.6. Whatever the measure on E × we choose, we have
Proof. The first equation is standard. It implies that the zeta-integral in the second equation is equal
. By the definition of the quotient measure and the fact that O E is optimally
Lemma 4.7. If q denotes the cardinality of o/p, then we have for r ≥ 1
Proof. Let O r := o+̟ r βo denote the order in E of level r. In the non-split case, we have an identification of spaces of orbits
We also have ̟
Hence we get the ratio
], which will be explicitly determined in the next Lemma 4.8. In the split case, we have similarly
It is easy to see
Hence we get the desired ratio
Lemma 4.8. Let v E be the normalized additive valuation of E. For any ℓ ∈ Z ≥0 , consider
Proof. Both assertions are elementary. We omit the details and only point out that (1) follows from the formula
and (2) follows from the tower and equality
where we have written U (ℓ)
E for the standard neighborhoods of identity U (ℓ)
We have obviously
It remains the last term. It is an analogue of Legendre functions. Exploiting the construction of our embedding E → M 2 (F), it is not difficult to identify the last term as the following Legendre functions associated with the quadratic extension E/F. Definition 4.9.
(1) If E/F is non-split with ring of integers O, we take θ ∈ O − o such that O = oθ + o. Hence all the o-orders in E are listed by
The r-th Legendre function is defined to be
(2) If E/F is split, we identify it with F × F. Write L 0 = o ⊕ o and consider the lattices
Proposition 4.10. If F is non-archimedean with q F the cardinality of the residue class field and E is a quadratic field extension of F, then, writing Z = q
Proof.
Write q E for the cardinality of the residue class field of E. If E/F is unramified, then
In the split case E = F × F, we have
We get the desired formulas after some elementary manipulation.
Proposition 4.5 is thus proved by combining all the above computation. 
where N ⊆ o is an integral ideal. Suppose F[γ] ≃ E with Tr(γ) = t. We have specified an abstract element β ∈ E corresponding to γ. Recall that we have chosen the global and local embeddings so that
Lemma 4.12.
(1) The non-vanishing of I(s; t, f ), i.e., the conditions that for any finite place p there exists r ≥ 0 such that
r ι p (β)a r ) = 1, and that the weighted sum of I η (s; t, f ) (3.8) is non zero implies t ∈ Tr(Γ).
(2) Under this condition, the non-vanishing of RS−O γ (r, f p ) is equivalent to
Proof.
(1) follows directly from the non-adelic translation of I(s; t, f ) established in Lemma 3.9. We assume this condition t ∈ Tr(Γ) in the rest of the proof.
(2) At p for which E p is non-split, we have
, and θ p ≡θ p (mod p).
It follows that if a −1 r ι p (β)a r ∈ Γ p for some r, then a
(3) This equation follows from the definition, the following relation and Lemma 4.1
By the above lemma, the proof of [22, Lemma 3.3] then implies
with a polynomial P p (s, l p ) in Nr(p) s and Nr(p) −s which satisfies the functional equation
Precisely, writing Z = Nr(p) s−1/2 then we have
where ε E,p = −1 resp. 0 resp. 1 according as E p is unramified resp. ramified resp. split over F p . It satisfies the local Riemann hypothesis by the last part of [19, Lemma 2.1] . We deduce the general casẽ
4.5. Hecke Congruence Subgroups. Compared to the previous case, the difficulty lies in the computation of the Rankin-Selberg orbital integrals, which is no longer an indicator function, since Γ p is no longer invariant by conjugation by GL 2 (o p ), but only by
We fix a finite place p. For simplicity of notations, we introduce
The case n = 0 is already treated. We assume n ≥ 1 in what follows. Since Γ p < SL 2 (o p ), we deduce from the previous case (with N = o) that the non-vanishing requires the condition
The computation of the split case seems to be different from the non-split case in nature.
The formulae for N ∞ (r; n, l) then follows the same way as the previous case.
We have the obvious relation
Lemma 4.13 then readily implies the following formulae (recall Z = q s−1/2 ):
(1) If E/F is unramifed at p and if l ≥ n, then
while if l < n, then (4.9)
In particular, P p (s; l, n, E p /F p ) is non-vanishing only if n ≤ 2l. (2) If E/F is ramifed at p and if l ≥ n − 1, then
In particular, P p (s; l, n, E p /F p ) is non-vanishing only if n ≤ max(2l, l + 1).
Remark 4.14. Although these polynomials P p (s; l, n, E p /F p ) = P p (1 − s; l, n, E p /F p ) still satisfy the functional equation, local Riemann hypothesis fails in general. For example,
We deduce the general casẽ
4.5.2. p is split. We omit the subscript p and write q = Nr(p). Recall the decomposition
We have 1
Lemma 4.15. Assume n ≥ 1 and 0 ≤ r ≤ l. Write N (r; n, l) = N 0 (r; n, l) + N ∞ (r; n, l);
. Then we have the following formulae.
(1) N 0 (r; n, l) is non-vanishing only if l ≥ n, in which case it is given by
(2) If l ≥ n, then we have
while if l < n, then we have
(1) is easy. For (2), if l ≥ n, then α(α + ̟ r ) ∈ p n+r−l is equivalent to α 2 ∈ p n+r−l , from which we easily deduce the desired formula. Assume l < n. We introduce for integers 0 ≤ u, v ≤ n
If N (u, v) = 0 then we must have min(u, v) ≤ r, which we assume from now on. We distinguish two cases: (i) u, v ≤ r; (ii) min(u, v) ≤ r, max(u, v) > r. In the case (i), we have
In the case (ii), we have
We obviously have the relation
If r < n − l, i.e., if 2r < n + r − l, then
so that we have
Lemma 4.15 then readily implies the following formulae (recall Z = q s−1/2 ):
(2) If l < n, then P p (s; l, n, E p /F p ) = 2q . This observation applies also to the non-split case.
• J t is the ideal determined by (t 2 − 4)o = J 2 t D E , • P η (s, N) is the product of local polynomials P ηp (s, N) given in (4.7). By Corollary 3.6 and Lemma 3.9, we also have Theorem 1.4 is thus proved by summing over suitable t and by taking P Γ (s) = P 1 (s, N).
Remark 4.17. The contribution from I η (s; t, f ), η = 1 to Res s=1/2 I(s; t, f ) is zero, which is consistent with the discussion in [8, §3.2 Case 1]. It reflects the orthogonality between the restriction to the diagonal of the elliptic terms in the geometric side of the trace formula and η(det x).
Appendix: Finiteness Properties
We shall prove Proposition 2.18. Recall by [5, Theorem 2.7] that Γ\H 3 has a fundamental domain given by a Poincaré normal polyhedron P Q (Γ) for some Q = rj ∈ H 3 with r ≥ 1.
Definition 5.1. For any P ∈ P Q (Γ), write L(P ) := {Q 1 ∈ Γ.Q : d(P, Q 1 ) = d(P, Q)}.
The following lemma is geometrically intuitive. We leave the detail of the proof to the reader. Lemma 5.2. We can distinguish the position of a point P ∈ P = P Q (Γ) as follows.
(1) P lies in the interior of P Q (Γ) iff L(P ) = {Q} is reduced to a single point.
(2) P lies in the interior of a face S in ∂P Q (Γ) iff L(P ) = {Q, γ.Q} with a unique 1 = γ ∈ Γ. The geodesic linking Q, γ.Q is perpendicular to S. (3) P lies in the interior of an edge s in ∂P Q (Γ) iff L(P ) is a set of at least three points, all lying in a geodesic plane perpendicular to s. (4) P is a vertex of P Q (Γ) iff L(P ) is not contained in any geodesic plane.
Corollary 5.3. If P ∈ P as above is in the case (k) and γ ∈ Γ such that γ.P ∈ P, then γ.P is also in the case (k), k = 1, 2, 3, 4.
Proof. We must have γ.Q ∈ L(P ) in this case. Now if γ ′ .Q ∈ L(P ), then
we must have equality everywhere, proving that γ.L(P ) ⊂ L(γ.P ). Exchanging the roles of P and γ.P , we get γ −1 L(γ.P ) ⊂ L(P ). Hence L(γ.P ) = γ.L(P ). The nature of L(γ.P ) is the same as L(P ).
Proof of Proposition 2.18. Let [γ 0 ] be an elliptic conjugacy class in Γ. Let ℓ 0 be the geodesic invariantly fixed by a representative γ 0 . We may assume P 0 ∈ ℓ 0 ∩ P Q (Γ) exists. P 0 can not lie in the interior of P.
(1) If P 0 lies in the interior of a face S 0 , we have L(P 0 ) = {Q, γ.Q}. Then from d(P 0 , Q) = d(γ n 0 .P 0 , Q) = d(P 0 , γ −n 0 .Q), ∀n ∈ Z we deduce that γ n 0 ∈ {1, γ}, hence γ = γ 0 is cyclic of order 2. Thus γ 0 is the rotation about the axis ℓ 0 of angle π. Consequently, ℓ 0 and the geodesic linking Q and γ 0 .Q lie in a geodesic plane and they are perpendicular with each other. Hence ℓ 0 lies in the geodesic plane containing S 0 . As the rotation γ 0 must map the interior of S 0 into itself by Corollary 5.3, ℓ 0 must be an axis of symmetry of the hyperbolic polygon S 0 .
(2) If P 0 lies in the interior of an edge s 0 , and if ℓ 0 does not contain s 0 , then P 0 must be the middle point of s 0 and γ 0 is a rotation of angle π, since γ 0 maps the interior of s 0 into itself by Corollary 5.3. We also have γ 0 L(P 0 ) = L(P 0 ) by the proof of Corollary 5.3, hence ℓ 0 is an axis of symmetry of the polygon determined by L(P 0 ). If ℓ 0 does contain s 0 , then γ 0 is a rotation about s 0 which permutes L(P 0 ), since we still have γ 0 L(P 0 ) = L(P 0 ). (3) If P 0 is a vertex of P, we claim that there exist P 1 ∈ ℓ 0 and γ ∈ Γ such that γ.P 1 ∈ P is not a vertex, hence we can replace γ 0 resp. P 0 with γγ 0 γ −1 resp. P 1 and reduce to the previous cases. In fact, otherwise, the orbits of the vertices under Γ, which is countably many, would cover ℓ 0 , which is uncountably many. Contradiction. We have shown that up to conjugation by elements of Γ, γ 0 is
• either a rotation of angle π about an axis of symmetry of a face of P;
• or a rotation of angle π about an axis of symmetry of the polygon determined by L(P 0 ), where P 0 is the middle point of an edge of P; • or a rotation about an edge of P, which permutes L(P 0 ) for any P 0 lying in the interior of that edge.
Hence there are only finitely many options for γ 0 and we conclude the proof.
