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Tato práce se zabývá metodami vyhledávání vzorů pomocí konečných automatů a popisuje
některé optimalizace těchto algoritmů. Dále rozebírá návrh a implementaci metodiky pro
měření spolehlivosti vyhledávání na základě srovnávání s výsledky PCRE knihovny. Expe-
rimentální měření byla provedena pro konečný automat s perfektním hašováním a chybující
přechodovou tabulkou. Nakonec je prezentováno výsledné hodnocení spolehlivosti algoritmu
spolu s návrhem řešení zjištěných problémů.
Abstract
This thesis deals with the pattern matching methods based on finite automata and describes
their optimizations. It presents a methodology for the measurement of reliability of pattern
matching methods, by comparing their results to the results of the PCRE library. Expe-
riments were conducted for a finite automaton with perfect hashing and faulty transition
table. Finally, the resulting reliability evaluation of the algorithm is shown and possible
solutions of the identified problems are proposed.
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S vyhledáváním vzorů se můžeme setkat v různých oblastech informačních technologií. Vy-
užívá se například při zvýrazňování syntaxe v textových editorech, pro zpracování textu
v programovacích a skriptovacích jazycích nebo při kontrole síťového provozu. A právě
využití v počítačových sítích nabylo v poslední době na významu a důležitosti. Síťové tech-
nologie prošly v posledních letech dynamickým vývojem, výrazně se zvýšila rychlost linek,
objem přenášených dat i počet nabízených aplikačních služeb. Tento rozvoj s sebou ovšem
přinesl i nárůst škodlivého softwaru, cílených útoků a dalších bezpečnostních hrozeb. Tra-
dičně používaný paketový filtr, který dokáže blokovat část provozu na základě definovaných
pravidel a informací z hlaviček paketů, přestal být dostačující. Proto se začaly používat sys-
témy pro odhalení průniku (IDS – Intrusion Detection System, případně IPS – Intrusion
Prevention System), které prohledávají celý obsah paketu. Typickým příkladem realizace
takového systému je Snort.
Databáze známých útoků a nežádoucího provozu je vyjádřena množinou vzorů, které
jsou dnes obvykle specifikovány pomocí regulárních výrazů. Ve vstupních datech se pak
hledají řetězce, které těmto vzorům odpovídají. Specifikem této oblasti je určitá nepřesnost
samotných vzorů, které mohou způsobovat plané poplachy při normální síťové aktivitě,
nebo naopak nemusí některé útoky vůbec odhalit.
Hlavní problém, který se dnes řeší, je rychlost samotného prohledávání paketů. Je totiž
potřeba zpracovávat pakety v reálném čase na linkách o rychlostech až v jednotkách desí-
tek gigabitů za sekundu. Byly navrženy různé metody a postupy, jak vyhledávání urychlit.
Některé z těchto algoritmů ovšem vnáší do vyhledávání chybovost. Občasná chyba při kon-
trole síťového provozu nemusí být kritická (na rozdíl od jiných oblastí), naopak zahlcení
jednotky a časová prodleva ve zpracování problémem je. Určit pravděpodobnost výskytu
chyby v teoretické rovině ovšem bývá složité. Proto se tato diplomová práce zabývá návrhem
metodiky pro ohodnocení spolehlivosti vyhledávacích algoritmů pomocí měření na reálných
datech. Výsledky měření pak mohou pomoci při rozhodování, zda se daný algoritmus vyplatí
používat, případně jaké okolnosti ovlivňují spolehlivost vyhledávání.
Práce je členěna do sedmi kapitol, přičemž úvodní slovo a následující tři kapitoly (2, 3
a 4) byly po mírné úpravě a doplnění nových poznatků převzaty ze semestrálního projektu.
Rozšířeny byly především podkapitoly 3.3 a 3.4, které hlouběji vysvětlují optimalizace vy-
hledávacích metod a možné zavedení chybovosti. Ve druhé kapitole jsou definovány základní
teoretické pojmy, které souvisejí s regulárními výrazy. Třetí kapitola se zabývá praktickým
použitím regulárních výrazů pro vyhledávání řetězců a odlišnostmi od jejich matematické
definice. Ve čtvrté kapitole je navrhnuta metodika pro měření chybovosti vyhledávacího
algoritmu. Další část popisuje implementaci metodiky, vyhledávacího algoritmu a pomoc-
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ných nástrojů. V předposlední kapitole jsou prezentovány a diskutovány výsledky experi-
mentálních měření. Pro nalezené problémy jsou navrhnuta jejich řešení v podobě vylepšení
původního algoritmu. Na závěr je uvedeno shrnutí, zhodnocení výsledků a návrh dalšího
pokračování práce.
V přílohách nalezneme seznam všech použitých regulárních výrazů, výpis obsahu při-
loženého CD a návod pro používání implementovaných nástrojů.
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Kapitola 2
Regulární výrazy a konečné
automaty
Pro další potřeby této práce je nejprve nutné definovat pojmy jako regulární jazyk, regulární
výraz a konečný automat. Budou uvedeny i algoritmy, které s těmito pojmy souvisí. Nejprve
je ovšem nutné vysvětlit, co to je abeceda, řetězec, jazyk a gramatika. Informace v této
kapitole jsou převzaty z [6] a [21].
Definice 2.1 Abeceda je neprázdná množina prvků, které se nazývají symboly abecedy.
Definice 2.2 Řetězcem (také slovem nebo větou) nad danou abecedou se nazývá každá
konečná posloupnost symbolů abecedy. Prázdná posloupnost symbolů, tj. posloupnost, která
neobsahuje žádný symbol, se nazývá prázdný řetězec a značí se symbolem ε.
Pro popis abecedy, symbolů a řetězců se používá následující konvence:
• Velká řecká písmena (Σ) značí abecedy.
• Malá latinská písmena (a, b, c, d, f, ...) značí symboly.
• Malá latinská písmena (t, u, v, w, x, ...) značí řetězce.
Nad řetězci je definována operace konkatenace.
Definice 2.3 Nechť x a y jsou řetězce nad abecedou Σ. Konkatenací (zřetězením) řetězce
x s řetězcem y vznikne řetězec xy.
Často se používá pojem délka řetězce.
Definice 2.4 Délka řetězce je nezáporné celé číslo udávající počet symbolů řetězce. Délka
řetězce x se symbolicky značí |x|. Je-li x = a1a2...an, ai ∈ Σ pro i = 1, 2, ...n, pak |x| = n.
Délka prázdného řetězce je nulová, tj. |ε| = 0.
Jazyk nad danou abecedou je definován následujícím způsobem.
Definice 2.5 Nechť Σ je abeceda. Symbol Σ∗ značí množinu všech řetězců nad abecedou Σ
včetně řetězce prázdného. Symbol Σ+ značí všechny řetězce nad abecedou Σ vyjma řetězce
prázdného. Platí tedy Σ∗ = Σ+ ∪ {ε}. Množina L, pro niž platí L ⊆ Σ∗ (případně L ⊆ Σ+,
pokud ε /∈ L), se nazývá jazykem L nad abecedou Σ. Jazykem tedy může být libovolná
podmnožina řetězců nad danou abecedou.
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Nad jazyky lze provádět dva typy operací. První typ vychází z toho, že jazyky jsou
množiny. Má tedy smysl mluvit o sjednocení, průniku, rozdílu a komplementu jazyků.
Druhá skupina operací souvisí se skutečností, že prvky jazyků jsou řetězce. Na základě
toho lze definovat operace součinu (konkatenace) a iterace jazyků.
Definice 2.6 Nechť L1 je jazyk nad abecedou Σ1 a L2 je jazyk nad abecedou Σ2. Součinem
(konkatenací) jazyků L1 a L2 je jazyk L1 ·L2 nad abecedou Σ1∪Σ2, jenž je definován takto:
L1 · L2 = {xy|x ∈ L1, y ∈ L2}
Operace součin jazyků je tedy definována prostřednictvím konkatenace řetězců.
Definice 2.7 Nechť L je jazyk nad abecedou Σ. Iterace L∗ jazyka L a pozitivní iterace L+
jazyka L se definuje takto:
L0 = {ε}










Gramatika je nejznámější prostředek pro reprezentaci jazyka. Umožňuje reprezentovat ko-
nečné i nekonečné jazyky. Používá dvě konečné vzájemně disjunktní abecedy. Je to množina
nonterminálních symbolů (nonterminálů) a množina terminálních symbolů (terminálů).
Pro zápis terminálních a nonterminálních symbolů a řetězců, které tvoří, se používá
následující konvence:
• a, b, c, d reprezentují terminální symboly
• A,B,C,D, S reprezentují nonterminální symboly
• U, V, . . . , Z reprezentují terminální nebo nonterminální symboly
• α, β, . . . , ω reprezentují řetězce terminálních a nonterminálních symbolů
• u, v, . . . , z reprezentují řetězce pouze terminálních symbolů
Definice 2.8 Gramatika G je čtveřice G = (N,Σ, P, S), kde
1. N je konečná množina nonterminálních symbolů,
2. Σ je konečná množina terminálních symbolů, N ∩ Σ = ∅,
3. P je konečná podmnožina kartézského součinu
(N ∪ Σ)∗N(N ∪ Σ)∗ × (N ∪ Σ)∗
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4. S ∈ N je výchozí nebo také počáteční symbol gramatiky.
Prvky (α, β) množiny P se nazývají přepisovací pravidla a značí se α → β. Řetězce α
resp. β se nazývají levou resp. pravou stranou přepisovacího pravidla.
Gramatika představuje generativní systém, ve kterém lze z jistého nonterminálu pomocí
pravidel generovat řetězce tvořené pouze terminálními symboly. Takové řetězce reprezentují
právě věty jazyka definovaného gramatikou. Pomocí relace přímé derivace a jejího tranzi-
tivního a reflexního uzávěru pak můžeme definovat jazyk generovaný gramatikou.
Definice 2.9 Nechť G = (N,Σ, P, S) je gramatika a nechť λ, µ jsou řetězce z (N ∪ Σ)∗.
Mezi řetězci λ a µ platí binární relace ⇒
G
, nazývaná přímá derivace, jestliže můžeme řetězec
λ a µ vyjádřit ve tvaru:
λ = γαδ
µ = γβδ
kde γ, δ ∈ (N ∪Σ)∗ a α→ β je nějaké přepisovací pravidlo z P . Relace přímé derivace mezi
řetězci λ a µ se značí λ ⇒
G
µ. Případně lze použít i λ ⇒ µ, je-li z kontextu zřejmé, že jde
o derivaci v gramatice G. Tranzitivní a reflexivní uzávěr relace přímé derivace se nazývá
derivace a značí se ⇒∗.
Definice 2.10 Nechť G = (N,Σ, P, S) je gramatika. Jazyk L(G), který je generován gra-
matikou G, je definován jako množina řetězců:
L(G) = {w|S ⇒∗ w ∧ w ∈ Σ∗}
Jazyky generované gramatikou je možné rozdělit do několika typů podle Chomského
klasifikace gramatik (a jazyků). Tato klasifikace (známá také jako Chomského hierarchie
jazyků) vymezuje čtyři typy gramatik podle tvaru přepisovacích pravidel, které jsou obsa-
ženy v množině přepisovacích pravidel P . Tyto typy se označují jako typ 0, typ 1, typ 2
a typ 3.
Typ 0 – obsahuje pravidla v nejobecnějším tvaru, který je shodný s definicí 2.8 gramatiky:
α→ β, α ∈ (N ∪ Σ)∗N(N ∪ Σ)∗, β ∈ (N ∪ Σ)∗.
Gramatiky typu 0 se proto také nazývají gramatikami neomezenými.
Typ 1 – obsahuje pravidla tvaru:
αAβ → αγβ, A ∈ N , α, β ∈ (N ∪ Σ)∗, γ ∈ (N ∪ Σ)+
nebo
S → ε, pokud se S neobjevuje na pravé straně žádného pravidla.
Gramatiky typu 1 se nazývají také gramatikami kontextovými, jelikož tvar pravidla
této gramatiky implikuje, že nonterminál A může být nahrazen řetězcem γ pouze
tehdy, je-li jeho levým kontextem řetězec α a pravým kontextem řetězec β.
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Typ 2 – obsahuje pravidla tvaru:
A→ γ, A ∈ N , γ ∈ (N ∪ Σ)∗.
Gramatiky typu 2 se nazývají také gramatikami bezkontextovými, protože substituci
pravé strany pravidla γ za nonterminál A lze provádět bez ohledu na kontext, ve kte-
rém se nonterminál nachází.
Typ 3 – obsahuje pravidla tvaru:
A→ xB nebo A→ x, A,B ∈ N , x ∈ Σ∗.
Gramatika s tímto tvarem pravidel se také nazývá pravá lineární gramatika, neboť
jediný možný nonterminál pravé strany pravidla se může nacházet jen úplně napravo.
K uvedené gramatice je možné sestrojit ekvivalentní gramatiku s pravidly tvaru:
A→ aB nebo A→ a, A,B ∈ N , a ∈ Σ
nebo
S → ε, pokud se S neobjevuje na pravé straně žádného pravidla
(generovaný jazyk obsahuje prázdný řetězec).
Tato gramatika se nazývá pravá regulární gramatika. V [6] je dokázána ekvivalence
k pravé lineární gramatice.
Definice 2.11 Jazyk generovaný gramatikou typu i, kde i ∈ {0, 1, 2, 3}, se nazývá jazykem
typu i. Jazyky pak nazýváme neomezené (i = 0), kontextové (i = 1), bezkontextové (i = 2)
a regulární (i = 3).
Tato práce se zabývá pouze jazyky typu 3.
2.2 Regulární množiny a výrazy
Regulární jazyky lze také vyjádřit pomocí regulárních množin. V [6] je dokázána jejich
ekvivalence.
Definice 2.12 Regulární množinu nad konečnou abecedou Σ definujeme takto:
1. ∅ (prázdná množina) je regulární množina nad abecedou Σ,
2. {ε} (množina obsahující pouze prázdný řetězec) je regulární množina nad abecedou
Σ,
3. {a} pro všechna a ∈ Σ je regulární množina nad abecedou Σ,
4. jsou-li P a Q regulární množiny nad abecedou Σ, pak také P ∪ Q, P · Q a P ∗ jsou
regulární množiny nad abecedou Σ.
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5. Množiny, které nelze získat pomocí výše uvedených pravidel, nejsou regulárními množi-
nami.
Jedná se o rekurzivní definici, kdy regulární množinu můžeme sestrojit použitím regu-
lárních operací (sjednocení, konkatenace, iterace) nad existujícími regulárními množinami.
Regulární množiny obvykle zapisujeme pomocí regulárních výrazů.
Definice 2.13 Regulární výrazy nad abecedou Σ popisují regulární množiny a jsou rekur-
zivně definovány takto:
1. ∅ je regulární výraz označující regulární množinu ∅,
2. ε je regulární výraz označující regulární množinu {ε},
3. a je regulární výraz označující regulární množinu {a} pro všechna a ∈ Σ,
4. jsou-li p, q regulární výrazy označující regulární množiny P a Q, pak
(a) (p+ q) je regulární výraz označující regulární množinu P ∪Q,
(b) (pq) je regulární výraz označující regulární množinu P ·Q,
(c) (p∗) je regulární výraz označující regulární množinu P ∗.
5. Žádné jiné regulární výrazy nad abecedou Σ neexistují.
Pro používání regulárních výrazů existuje několik konvencí. Jedna z nich je, že regulární
výraz p+ značí regulární výraz pp∗. Dále byla stanovena priorita operátorů pro omezení
počtu používaných závorek. Nejvyšší prioritu má iterace (+ a ∗), následuje konkatenace
a nejmenší prioritu má alternativa (+).
2.3 Konečné automaty
Definice 2.14 Deterministický konečný automat (DKA, anglicky deterministic finite au-
tomaton – DFA) je definován jako pětice A = (Q,Σ, δ, q0, F ), kde
1. Q je konečná množina stavů,
2. Σ je konečná vstupní abeceda,
3. δ je zobrazení δ : Q× Σ→ Q, které nazýváme přechodová funkce,
4. q0 ∈ Q je počáteční stav,
5. F je množina koncových stavů F ⊆ Q.
Nedeterministický konečný automat (NKA, anglicky nondeterministic finite automaton
– NFA) definujeme stejně jako deterministický s tím rozdílem, že přechodová funkce má
tvar δ : Q× Σ→ 2Q, kde 2Q je množina všech podmnožin množiny Q.
Činnost konečného automatu začíná vždy v počátečním stavu. Následně automat po-
stupně čte symboly vstupního řetězce. Na základě dvojice aktuálního stavu a právě čteného
symbolu provede přechod do následujícího stavu podle přechodové funkce. Pokud nelze pro-
vést žádný přechod, činnost automatu končí a vstupní řetězec je odmítnut. Automat vstupní
řetězec přijímá, jestliže se po zpracování celého řetězce automat nachází v koncovém stavu.
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V případě deterministického konečného automatu určuje přechodová funkce pro daný
stav a čtený symbol maximálně jeden následující stav. Pro jakýkoliv vstupní řetězec tedy
existuje právě jeden korektní běh automatu, na základě kterého je řetězec přijat nebo od-
mítnut. Přechodová funkce nedeterministického konečného automatu ovšem může určovat
několik možných následujících stavů. Řetězec je automatem přijat, pokud existuje alespoň
jeden běh automatu, který se po přečtení vstupního řetězce dostane do koncového stavu.
Zbývá ještě definovat rozšířený konečný automat, který se využívá v algoritmu pro
převod regulárního výrazu na konečný automat v podkapitole 2.4.
Definice 2.15 Rozšířený nedeterministický konečný automat je pětice A = (Q,Σ, δ, q0, F ),
kde
1. Q, Σ, q0, F mají stejný význam jako u deterministického konečného automatu (defi-
nice 2.14),
2. δ je zobrazení δ : Q× (Σ ∪ {ε})→ 2Q, kde 2Q je množina podmnožin množiny Q.
Rozšířený konečný automat obsahuje speciální přechody, zvané ε-přechody, při kterých
automat může přejít do jiného stavu, aniž by četl symbol vstupního řetězce. Proto musí
být tento automat také nedeterministický – je potřeba zvolit, zda číst symbol vstupního
řetězce, nebo provést ε-přechod.
2.4 Algoritmy
Existují algoritmy pro vzájemné převody mezi gramatikami typu 3, regulárními výrazy
a konečnými automaty (viz [6]). Tím je dokázána ekvivalence (ekvivalentní vyjadřovací
síla) těchto výpočetních modelů.
Pro tuto práci je nejdůležitější algoritmus pro převod regulárního výrazu na konečný
automat, proto bude více rozebrán. Dále budou ještě zmíněny algoritmy pro převod mezi
rozšířeným, nedeterministickým a deterministickým konečným automatem a pro minimali-
zaci deterministického automatu.
Algoritmus 2.1 Převod regulárního výrazu na konečný automat
Vstup: Regulární výraz r popisující regulární množinu R nad abecedou Σ.
Výstup: Rozšířený konečný automat M takový, že L(M) = R.
Metoda:
1. Rozložíme regulární výraz r na jeho primitivní složky podle rekurzivní definice regu-
lárního výrazu (2.13).
2. (a) Pro výraz ε zkonstruujeme automat na obrázku 2.1-a.
(b) Pro výraz a, a ∈ Σ zkonstruujeme automat na obrázku 2.1-b.
(c) Pro výraz ∅ zkonstruujeme automat na obrázku 2.1-c.
(d) Nechť N1 je automat přijímající jazyk specifikovaný regulárním výrazem r1
a nechť N2 je automat přijímající jazyk specifikovaný regulárním výrazem r2.
i. Pro výraz r1 · r2 zkonstruujeme automat na obrázku 2.1-d.
ii. Pro výraz r1 + r2 zkonstruujeme automat na obrázku 2.1-e.
iii. Pro výraz r∗1 zkonstruujeme automat na obrázku 2.1-f.
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Algoritmus rekurzivně sestavuje konečný automat podobně, jako jsou konstruovány re-
gulární výrazy podle definice 2.13. Princip vyjádření regulárních operací a základních re-
gulárních výrazů (ε, a, ∅) pomocí konečného automatu ukazuje obrázek 2.1.
Obrázek 2.1: Převod regulárních výrazů na konečný automat z [21]
Výsledný rozšířený konečný automat lze převést na nedeterministický konečný auto-
mat pomocí algoritmu na odstranění ε-přechodů (viz [6]). Tento algoritmus definuje funkci
ε-uzávěr, která pro daný stav vrátí množinu všech stavů, které jsou ze vstupního stavu
dostupné pouze přes ε-přechody. Tyto přechody jsou následně odstraněny tak, že jednot-
livé stavy v přechodové funkci jsou nahrazeny svým ε-uzávěrem. Výsledkem je ekvivalentní
nedeterministický automat.
Tento převod dokazuje, že nedeterministický konečný automat má alespoň takovou vyja-
dřovací sílu jako rozšířený konečný automat. Z definic obou automatů (definice 2.14 a 2.15)
je zřejmé, že každý nedeterministický konečný automat je zároveň rozšířený. Oba dva typy
automatů jsou tedy ekvivalentní.
2.4.1 Determinizace automatu
Nejednoznačnost přechodové funkce nedeterministického konečného automatu lze odstranit
převodem na ekvivalentní deterministický konečný automat.
Algoritmus 2.2 Determinizace automatu
Vstup: Nedeterministický konečný automat M = (Q,Σ, δ, q0, F ).
Výstup: Deterministický konečný automat M ′ = (Q′,Σ, δ′, q′0, F ′).
Metoda:
1. Polož Q′ = 2Q \ {∅}.
2. Polož q′0 = {q0}.
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3. Polož F ′ = {S|S ∈ 2Q ∧ S ∩ F 6= ∅}.
4. Pro všechna S ∈ 2Q \ {∅} a pro všechna a ∈ Σ polož:
(a) δ′(S, a) =
⋃
q∈S δ(q, a), je-li
⋃
q∈S δ(q, a) 6= ∅.
(b) Jinak δ′(S, a) není definováno.
Výsledný deterministický automat má 2|Q| stavů. Každý tento stav představuje množinu
stavů původního automatu. Proto může být několik hodnot nedeterministické přechodové
funkce reprezentováno jediným deterministickým přechodem. Algoritmus může být opti-
malizován tak, že jsou stavy do množiny Q′ přidávány až v případě potřeby a přechodová
funkce je konstruována iterativně s využitím zásobníku. Začíná se od počátečního stavu
a všechny nově vytvořené stavy se vkládají do zásobníku. Horní omezení počtu stavů de-
terministického automatu však zůstává exponenciálně závislé na počtu stavů původního
automatu (2|Q|).
Pomocí tohoto algoritmu lze dokázat ekvivalence deterministických a nedeterminis-
tických konečných automatů podobným postupem, jaký byl výše popsán u algoritmu pro
odstranění ε-přechodů.
2.4.2 Minimalizace automatu
Převod regulárního výrazu na deterministický automat pomocí algoritmů 2.1 a 2.2 vytváří
velké množství stavů výsledného automatu. Proto se obvykle po převodu používá algoritmus
pro minimalizaci automatu.
Prvním krokem minimalizace je odstranění nedosažitelných stavů.
Definice 2.16 Uvažujme deterministický konečný automat M = (Q,Σ, δ, q0, F ). Stav
q ∈ Q nazveme dosažitelný, pokud existuje vstupní řetězec w ∈ Σ∗ takový, že po jeho
zpracování se automat dostane ze stavu q0 do stavu q. Stav je nedosažitelný, pokud není
dosažitelný.
Algoritmus pro odstranění nedosažitelných stavů ve skutečnosti iterativně vytváří novou
množinu stavů (označme ji S). Na začátku je v množině S pouze počáteční stav q0. V každé
další iteraci se do S přidají ty stavy, do kterých existuje přechod z nějakého stavu v S. Cyklus
končí, pokud v dané iteraci nebyl přidán žádný další stav. Nakonec stačí upravit množinu
cílových stavů jako průnik s množinou S a odstranit přechody s odebranými stavy.
Hlavní část minimalizace tvoří odstranění nerozlišitelných stavů.
Definice 2.17 Uvažujme deterministický konečný automat M = (Q,Σ, δ, q0, F ).
• Říkáme, že řetězec w ∈ Σ∗ rozlišuje stavy q1, q2 ∈ Q, pokud se automat po zpracování
řetězce w dostane ze stavů q1, q2 do stavů q3, q4 a právě jeden z těchto stavů je v F .
• Říkáme, že stavy q1, q2 ∈ Q jsou k−nerozlišitelné a píšeme q1 k≡ q2, právě když nee-
xistuje řetězec w ∈ Σ∗, |w| ≤ k, který rozlišuje q1 a q2.
• Stavy q1, q2 jsou nerozlišitelné, značíme q1 ≡ q2, jsou-li pro každé k ≥ 0 k−nerozlišitel-
né.
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Relace ≡ je ekvivalence na Q, tj. relace, která je reflexivní, symetrická a tranzitivní.
Algoritmus pro odstranění nerozlišitelných stavů spočívá v rozdělení množiny stavů
na třídy ekvivalence podle relace nerozlišitelnosti. Tyto třídy jsou pak využity jako stavy
nového automatu. Hledání relace nerozlišitelnosti probíhá iterativně. Na začátku existují
pouze dvě třídy ekvivalence – koncové a nekoncové stavy. Tyto třídy jsou v každé iteraci
dále děleny podle přechodové funkce – pro každý vstupní symbol a ∈ Σ a pro každý stav q
v dané třídě musí platit, že stavy q′ = δ(q, a) patří do stejné třídy ekvivalence. Algoritmus
končí, pokud v dané iteraci nevznikla žádná nová třída.
Minimalizaci lze provést pouze pro deterministický konečný automat, pro nedeterminis-




Existuje mnoho způsobů, jak vyjádřit vyhledávané vzory. Nejjednodušším z nich je re-
prezentace pomocí řetězců. Jejich vyhledávání je velmi rychlé a známe několik efektivních
algoritmů. Jedním z nich je Knuth-Morris-Prattův algoritmus. Čas potřebný k předpři-
pravení hledaného řetězce je lineárně závislý na jeho délce. Samotné vyhledávání pak má
lineární složitost vzhledem k délce vstupních dat (viz [11]). V praxi dosahuje ještě lepších
výsledků algoritmus Boyer Mooreův [11].
Paxson a Sommers ovšem ukázali [19], že řetězce nemají dostatečnou vyjadřovací sílu
pro detekci nebezpečného síťového provozu, a navrhli používat regulární výrazy. Zbytek
této kapitoly se zabývá jejich zápisem a implementací vyhledávání řetězců, které daným
vzorům odpovídají.
3.1 Reprezentace regulárních výrazů
Pojem regulární výraz dnes nemá při praktickém použití přesně stejný význam, jako je jeho
matematická definice (viz definice 2.13). Ve snaze ulehčit a zefektivnit používání regulárních
výrazů byla zavedena různá rozšíření. Některá mají význam pouze jako zkrácení zápisu, jiná
ovšem mění vyjadřovací sílu regulárních výrazů. Příkladem takového rozšíření jsou zpětné
odkazy (backreference), které výrazně zesložiťují samotné vyhledávání.
3.1.1 POSIX regulární výrazy
Standard POSIX (Portable Operating System Interface) definuje dvě skupiny regulárních
výrazů – základní (BRE – Basic Regular Expressions) a rozšířené (ERE – Extended Re-
gular Expressions) [28]. Jedním z rozdílů je, že základní regulární výrazy neměly operátor
alternace, rozšířené naopak nepodporovaly zpětné odkazy. Určité sjednocení těchto skupin
přineslo GNU rozšíření (viz např. [23]), kde jediným rozdílem zůstává escapování některých
řídících znaků.
V POSIX výrazech je kromě základních kvantifikátorů * (0 až n-krát) a + (1 až n-krát)
zaveden ještě ? (0 nebo 1-krát). Přesný počet výskytů lze specifikovat číslem ve složených
závorkách, případně tak lze určit i interval možných opakování {min,max}. Jako operátor al-
ternace byl zvolen znak |. Znak . představuje libovolný znak na vstupu, kromě znaku nového
řádku (obvykle \n). Metaznaky ^, $ označují začátek, případně konec řádku vstupního ře-
tězce. Pomocí hranatých závorek [...] se zadává množina znaků, které odpovídá libovolný
znak v této množině. Jedná se o zkrácený zápis pro alternaci těchto znaků, např. množina
[abc] by se v regulárním výrazu podle matematické definice zapsala jako (a+b+c). Pokud
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se na začátku množiny nachází znak ^, jedná se o negovanou množinu – odpovídá každému
znaku, který v množině není obsažen. Standard POSIX předdefinovává několik tříd znaků,
které se uvozují jako [:...:]. Používají se například třídy alnum – alfanumerické znaky,
digit – číselné znaky, space – bílé znaky, lower – malá písmena nebo upper – velká pís-
mena. Přesný obsah těchto tříd je ovlivněn danou lokalizací, takže v češtině by například
přibyly znaky s háčkem a čárkou. Kulaté závorky (. . . ) označují skupinu. Zpětný odkaz na
tuto skupinu se zapisuje jako \d, kde d je číslo z intervalu 1–9.
3.1.2 PCRE regulární výrazy
Knihovna PCRE (Perl Compatible Regular Expressions) používá regulární výrazy, které
mají stejnou syntaxi a sémantiku jako v jazyce Perl 5 [9]. Podporovány jsou ovšem i výrazy
dle standardu POSIX.
PCRE výrazy podporují všechny metaznaky popsané v sekci 3.1.1 se stejným význa-
mem. Navíc jsou přidány některé další řídící konstrukce. Třídy znaků se zapisují pomocí
zpětného lomítka (\) následovaného znaky w – alfanumerické znaky a znak ’ ’, s – bílé
znaky, d – číselné znaky. Komplementy těchto tříd představují velká písmena W, S, D.
Perl podporuje modifikátory, které mění interpretaci regulárních výrazů [25]. Mezi nej-
důležitější patří:
• /i – case-insensitive, ignorování rozdílu velkých a malých písmen
• /m – multiline, znaky ^, $ označují začátek a konec řádku, bez tohoto přepínače
označují začátek a konec vstupního řetězce
• /s – singleline, znak . představuje libovolný znak včetně znaku nového řádku
• /x – ignorování bílých znaků a zapnutí podpory komentářů uvnitř regulárního výrazu
PCRE dále rozšiřuje koncept zpětných odkazů, přidává pojmenované skupiny a relativní
odkazy na skupiny. Implementuje i podmíněné vzory a (rekurzivní) volání podvýrazů. Tyto
funkce zpomalují a zesložiťují vyhledávání vzorů a dostávají se nad rámec matematické
definice regulárních výrazů. Nejsou proto vhodné pro kontrolu síťového provozu, kde je
nejdůležitější rychlost, a např. ani aplikace Snort tyto konstrukce ve svých pravidlech [27]
nevyužívá.
Zavedený způsob PCRE zápisu je /RV/modifikatory. Samotný regulární výraz RV je
ohraničen lomítky. Na konci jsou jednoznakové modifikátory, jak je definuje Perl. Při zpra-
cování výrazu pomocí PCRE knihovny se tyto modifikátory převádí pomocí interních sym-
bolů, viz tabulka 3.1.





Tabulka 3.1: Použití Perl modifikátorů v PCRE knihovně
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3.2 Implementace vyhledávání
Regulární výrazy se obvykle pro vyhledávání převádí na konečné automaty (viz podkapi-
tola 2.4). Oproti popsané definici ovšem existuje několik rozdílů. Hlavní odlišnost spočívá
v tom, že automaty podle definice přijímají pouze slova patřící do daného jazyku, zatímco
v našem případě chceme ve vstupních datech nalézt odpovídající řetězec. To, že hledaný
řetězec nemusí být na začátku vstupu, můžeme simulovat tak, že před výraz implicitně při-
dáme konstrukci .*. Výraz v PCRE notaci /abc/ se tedy ve skutečnosti chápe jako .*abc.
Pokud víme, že se hledaný řetězec musí nacházet na začátku vstupního řetězce (řádku),
specifikujeme tuto skutečnost pomocí příslušného řídícího znaku: /^abc/. Aby byl nalezen
řetězec, který se nenachází na konci vstupu, došlo ke změně sémantiky konečného automatu.
Pro přijetí (nalezení) řetězce nemusí automat v koncovém stavu skončit. Stačí, aby se do
koncového stavu dostal kdykoliv během zpracování vstupu. Toto chování lze opět změnit
použitím řídícího znaku – $. Výraz /^abc$/ pak odpovídá právě a jen vstupnímu řetězci
abc.
Další komplikace přináší PCRE parametr /m. Pak totiž řídící znak ^ znamená, že se
má hledaný řetězec nacházet na začátku řádku. Bez parametru /m může automat skončit,
pokud nemůže provést žádný přechod. Pokud je ovšem parametr přítomný, vyhledávání
musí pokračovat od začátku dalšího řádku. Toho lze docílit tak, že se vstup rozdělí na
jednotlivé řádky a automat je bude procházet postupně. V některých případech (např. při
použití parametru /s a konstrukce .*) se ovšem může hledaný řetězec nacházet na rozhraní
dvou (nebo více) řádků. Pak by muselo být implementováno navazování vyhledávání mezi
dvěma řádky. Vyhledávání by navíc muselo být spuštěno znovu speciálně pro každý začátek
nového řádku.
Jiný způsob řešení víceřádkového vyhledávání je přidání k regulárnímu výrazu vhodný
prefix (viz např. [3]). V případě, že je jako konec řádku chápán znak \n, se k výrazu přidává
(.*\n)?. Na obrázku 3.1 je příklad takto upraveného automatu pro výraz /^abc/m. Pro
přehlednost jsem použil rozšířený nedeterministický automat (viz definice 2.15).
Obrázek 3.1: Konečný automat pro PCRE výraz /^abc/m
3.2.1 Využití DKA a NKA
Podle toho, na jaký typ konečného automatu regulární výraz převedeme, hovoříme o přístu-
pech s DKA nebo NKA. Oba mají své výhody a nevýhody.
Vyhledávání pomocí DKA je jednoduché a přímočaré. Přechodová funkce je determinis-
tická, tedy v každém stavu je jednoznačně určen stav následující na základě čteného sym-
bolu. Z toho vyplývá, že tento přístup pracuje s lineární časovou složitostí vzhledem k délce
vstupního řetězce (v každém kroku přečte právě jeden znak). Samotné vytváření determi-
nistického automatu s sebou ovšem nese režii. Navíc může dojít k exponenciálnímu nárůstu
počtu stavů, což zapříčiňuje velké paměťové nároky. Hlavní problém tohoto přístupu tudíž
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spočívá v efektivní realizaci přechodové tabulky. Ta navíc může být pouze řídce využita.
Některé metody optimalizace základního DKA jsou zmíněny v podkapitole 3.3.
Díky tomu, že je přechodová tabulka DKA uložena v paměti, lze velmi pohodlně měnit
množinu používaných regulárních výrazů. Řídící logika jednotky zůstává nedotčená, pouze
se změní obsah paměti a vyhledávání může pokračovat.
V DKA nelze implementovat některé pokročilé funkce, jako je vyhodnocování skupin
a zpětných odkazů na ně. Tyto funkce ovšem (jak bylo zmíněno v sekci 3.1.2) nejsou vhodné
pro detekci nebezpečného síťového provozu. Proto absence jejich implementace nemusí zna-
menat nevýhodu.
Přístup s NKA nepostihují problémy deterministického řešení. Paměťová náročnost je
malá, odpadá režie spojená s determinizací automatu, implementace pokročilých funkcí je
relativně jednoduchá. Netriviálním se ovšem stává samotné vyhledávání. V každém kroku
totiž může existovat několik možností, jak pokračovat.
Poměrně přímočaré softwarové řešení vyhledávání nabízí zpětné vyhledávání (back-
tracking). Algoritmus si musí pamatovat kroky, které zvolil, včetně již prohledané části
řetězce. Při neúspěchu vyhledávání dojde k navrácení k předchozí volbě a prozkoumá se
jiná varianta. Tento postup realizuje prohledávání do hloubky, což se nedá provést s lineární
časovou složitostí. Vyhledávání nad určitým typem vstupních dat proto může trvat dlou-
hou dobu. To lze ilustrovat praktickým příkladem z [7]. Při aplikaci výrazu X(.+)+X např.
na vstupní řetězec =XX==================== trvá vyhodnocení buď velmi dlouho (např.
nástroj mawk), případně dojde k výpisu chyby o přetečení (např. PCRE knihovna). Naproti
tomu programy založené na DKA (např. egrep) výraz vyhodnotí téměř okamžitě. Závislost
rychlosti vyhledávání NKA na podobě vstupních dat je u IDS systému nepříjemné, protože
toho může být využito k útokům typu DoS (Denial of Service).
Jiným způsobem vyhledávání pomocí NKA (typickým v hardwarových řešeních) je para-
lelismus, který umožňuje více aktivních stavů v jednom okamžiku. Díky tomu lze dosáhnout
lineární časové složitosti navzdory nedeterminismu. Procházení stavů pak odpovídá prin-
cipu prohledávání do šířky. Přechodová funkce v tomto případě není realizována pomocí
paměti, ale kombinačním obvodem. Při změně množiny regulárních výrazů je tedy potřeba
provést rekonfiguraci jednotky.
U DKA lze v libovolném okamžiku vyhledávání přerušit, uložit aktuální stav automatu
a pokračovat v činnosti později. Toho se využívá, pokud jsou vstupní data logicky rozdělena
do několika nesouvislých bloků. Typickým příkladem je síťový provoz. Potřebujeme prohle-
dávat jednotlivé datové toky (podle protokolů TCP nebo UDP). Ty jsou ovšem rozděleny
po paketech a navzájem se prolínají. V deterministickém řešení stačí vyhradit pro každý
tok paměťový prostor pro uložení stavu automatu. Jelikož NKA může mít několik aktivních
stavů v každém okamžiku, není navazování vyhledávání obvykle implementováno a vstupní
data se prohledávají po paketech.
Jako konkrétní příklad expanze počtu stavů a přechodů při determinizaci uvedu příklad
s regulárním výrazem /ab.*ba|cd/. Na obrázku 3.2 je nedeterministický konečný auto-
mat, na obrázku 3.3 pak ekvivalentní minimální deterministický konečný automat. U obou
automatů je počáteční stav označen číslem 0.
3.3 Optimalizace
V podkapitole 3.2 jsem popsal základní metody implementace vyhledávání vzorů pomocí
NKA nebo DKA a rozebral jsem jejich výhody a nevýhody. Je patrné, že ani jeden přístup
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Obrázek 3.2: Nedeterministický konečný automat pro výraz /ab.*ba|cd/
Obrázek 3.3: Minimální deterministický konečný automat pro výraz /ab.*ba|cd/
není ideální. Nelze ani určit, který z nich je lepší. Vznikla proto řada modifikací a optima-
lizací, které se snaží zlepšit rychlost vyhledávání, paměťové nároky, případně jiné faktory.
V následujících podkapitolách jsou diskutována některá z publikovaných rozšíření. Ilustrační
obrázky s praktickou ukázkou využití byly vytvořeny pomocí implementace těchto přístupů
v knihovně Netbench [17].
3.3.1 Hybridní automat
Kombinovat výhody DKA a NKA se snaží hybridní přístup popsaný v [1]. Hlavní část au-
tomatu vychází z klasického DKA. Rozdělení automatu vychází z pozorování, že konstrukce
.* způsobuje při determinizaci expanzi stavů. Pokud je při vytváření automatu taková ex-
panze detekována, determinizace se přeruší a na dané místo se naváže výrazně menší NKA.
Těchto úsporných částí může být i větší počet, hlavní část je vždy pouze jedna.
Při implementaci je hlavní část realizována pomocí rychlé paměti. U stavů blízko počá-
tečního stavu je totiž největší pravděpodobnost, že budou aktivní. Pokud se automat do-
stane do hraničního stavu, je zbytek vstupu předán nedeterministické části. Ta již může být
implementována v pomalejší paměti, jelikož pravděpodobnost její aktivace je malá. Zatímco
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úsporná část prohledává zbytek vstupu, může rychlá část pokračovat dále.
Hybridní přístup jsem aplikoval na regulární výraz, který byl použitý i v podkapitole
3.2. Obrázek 3.4 ukazuje výsledný automat. Část s NKA je zobrazena přerušovaně. Vzniklý
automat je o poznání jednodušší než odpovídající klasický DKA (viz obrázek 3.3). Hybridní
přístup tedy lze použít i tam, kde je samotný DKA nerealizovatelný (kvůli velké paměťové
náročnosti).
Obrázek 3.4: Hybridní konečný automat pro výraz /ab.*ba|cd/
3.3.2 Zpožděný automat
Pro snížení počtu přechodů deterministického automatu byl navrhnut takzvaný Delay DFA
neboli zpožděný automat [16]. Definice DKA je zde rozšířena o tzv. implicitní přechody,
které se provedou, pokud v daném stavu nelze přijmout znak na vstupu. Díky přidání
implicitního přechodu mezi dva stavy je pak možné u prvního stavu odstranit všechny
přechody, které jsou pro oba společné. To vede na řídkou přechodovou tabulku, kterou pak
lze efektivněji implementovat. Implicitní přechody na sebe navíc mohou navazovat. To ale
způsobuje snížení propustnosti, protože na zpracování jednoho znaku se může provést víc
než jeden přechod. Vstupem algoritmu pro konstrukci automatu je proto omezení maximální
délky cesty tvořené pouze implicitními přechody. Becchi [2] navrhla heuristiku pro vytváření
zpožděného automatu, u kterého je navíc zaručeno, že se v průměru provede maximálně
jeden implicitní přechod na jeden vstupní symbol.
Na obrázku 3.5 je zobrazen zpožděný automat pro regulární výraz /(ab.*ba|cd/. Im-
plicitní přechody jsou naznačeny přerušovanou čarou. Při srovnání s klasickým DKA na
obrázku 3.3 je jasně vidět redukce počtu přechodů a prořídnutí přechodové tabulky.
3.3.3 Perfektní hašovací funkce
Z měření v článku [13] vyplývá, že přechodová tabulka deterministického automatu bývá
rozsáhlá, ale také velmi řídká. Její zaplnění nepřesahovalo pro většinu testovaných výrazů
20 %. Pro uložení takové tabulky se nabízí použití hašovacích funkcí. Vstupem takové funkce
je řetězec kódující aktuální stav a vstupní symbol, výstup je index do tabulky přechodů.
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Obrázek 3.5: Zpožděný automat pro výraz /ab.*ba|cd/
Problémem jsou ovšem kolize hašovacích funkcí, kvůli kterým je nutný víc než jeden přístup
do paměti. Možné řešení je popsáno v [15] a využívá perfektních hašovacích funkcí (PHF),
které kolize nevytvářejí.
Perfektní hašovací funkce je definována stejně jako uniformní hašovací funkce, která
libovolný vstup x mapuje do intervalu [0, n− 1]. PHF se liší v tom, že pro danou množinu
klíčů S jsou výstupní hodnoty unikátní. Pro jiné hodnoty může být výstup libovolný.
Způsobů, jak pro danou množinu klíčů nalézt perfektní hašovací funkci, je několik. Za-
jímavý algoritmus je představen v [4]. Časová složitost nalezení vhodné funkce je lineární
a výsledná hašovací funkce má malé paměťové nároky. V prvním kroku jsou náhodně vy-
brány tři uniformní hašovací funkce, které mapují množinu klíčů S do intervalu o velikosti
M (M ≥ |S|). Z množiny S a odpovídajících výstupů hašovacích funkcí se pak vytvoří ná-
hodný hypergraf. Hodnoty z intervalu 1–M představují vrcholy grafu, hrany jsou tvořeny
podle výsledků hašovacích funkcí pro každý klíč. Jestliže je výsledný hypergraf acyklický,
pak lze přiřadit každému klíči právě jeden vrchol a tím pádem i unikátní výstupní hodnotu.
Pokud hypergraf cyklus obsahuje, náhodně se vyberou nové tři hašovací funkce a postup
se opakuje. Pravděpodobnost, že toto nastane, je však velmi malá a při několika málo
opakováních se limitně blíží k 0.
Na každém indexu tabulky musí být navíc uloženy 2 bity. Při výpočtu výsledné hodnoty
PHF se nejdříve vyčíslí pro daný klíč všechny tři uniformní hašovací funkce. Nad odpovída-
jícími uloženými dvoubitovými hodnotami se následně provede operace exkluzivní disjunkce
(XOR). Výsledek pak určuje, která hašovací funkce představuje index daného klíče.
V kontextu přechodové tabulky budou klíče bitové reprezentace přechodů, což jsou dvo-
jice aktuálního stavu a čteného symbolu. Na daném indexu pak bude uložen následující stav,
do kterého se má provést přechod. Perfektní hašovací funkce ovšem nevytváří kolize pouze
pro korektní vstupy – klíče z množiny S. Při nekorektním vstupu (neexistující přechod
automatu) ke kolizi dojít může. Jedním ze způsobů, jak toto řešit, je uložit v přechodové
tabulce kromě příštího stavu ještě správný klíč. Tuto hodnotu je pak potřeba porovnávat
se skutečně použitým klíčem, čímž se nalezený přechod validuje. Výrazně to však zvětšuje
paměťové nároky pro uložení celé tabulky. V závislosti na velikosti reprezentace stavů a pře-
chodů dochází při uložení klíčů v tabulce k minimálně dvojnásobnému zvětšení potřebného
prostoru.
V článku [14] je navrhnuta metoda pro snížení velikosti ukládaných hodnot. Místo celého
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klíče se do tabulky uloží pouze výstup uniformní hašovací funkce. Při validaci přechodu se
nejdříve spočítá jeho haš a ta je pak porovnána s hodnotou uloženou v tabulce. Velikost
výstupu hašovací funkce lze velice snadno a efektivně upravovat pomocí logického součinu.
Nevýhoda této optimalizace spočívá v riziku chybné validace přechodu, pokud dojde ke
kolizi kompresní hašovací funkce. Tento problém je více rozebrán v podkapitole 3.4.
Nedořešenou otázkou je, jak zpracovat regulární výrazy, které nevytvářejí řídkou přecho-
dovou tabulku. Tento problém se stává velmi aktuálním např. při použití pravidel systému
Snort [27], kde většina výrazů vytváří 100 % zaplnění přechodové tabulky. Buď se jedná
o pravidla neomezená (nezačínají řídícím znakem ^), nebo obsahují parametr /m pro více
řádkové prohledávání (viz podkapitola 3.2). V sekci 3.3.2 bylo ukázáno, jak mohou impli-
citní přechody zredukovat počet přechodů a zlepšit obsazení tabulky. Pro potřeby této práce
jsem zvolil jednodušší variantu. V regulárních výrazech se často vyskytuje konstrukce .*. Ta
způsobuje, že mnoho stavů obsahuje zpětné přechody do stavu, ze kterého .* vychází, navíc
často s několika různými symboly. Toho lze s výhodou využít, pokud je přechodová tabulka
automatu zcela zaplněná. Stav, do kterého vede velký počet zpětných přechodů, označíme
jako návratový (fallback) stav. Všechny přechody, které do něj vedou, následně odstraníme.
Nyní pokud automat nemůže provést žádný přechod (selhala validace přechodu), přejde
se do označeného návratového stavu. Paměťová náročnost této optimalizace je velmi malá,
stačí mít uložen jeden stav. Pro některé regulární výrazy ovšem může být ušetřeno velké
množství přechodů (více v kapitole 6).
Na obrázku 3.6 je zobrazen výsledek popsané optimalizace pro výraz /(ab.*ba|cd/.
Stav číslo 2 byl zvolen jako návratový, odstraněné přechody jsou zobrazeny přerušovaně.
Obrázek 3.6: Konečný automat pro výraz /ab.*ba|cd/ s návratovým stavem 2
3.3.4 Víceznakové automaty
Přímého zvýšení rychlosti vyhledávání konečným automatem lze dosáhnout zvětšením veli-
kosti vstupních symbolů. Praktická realizace byla popsána v [5] nebo [3]. Při zdvojnásobení
počtu symbolů zpracovaných v každém kroku dosáhneme dvakrát větší propustnosti. Ve-
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likost přechodové funkce však roste exponenciálně s počtem symbolů. Tento problém lze
částečně řešit např. transformací vstupní abecedy (zavedení tříd znaků k přechodům auto-
matu) [2].
3.4 Chybovost ve vyhledávání
Některé optimalizace popsané v předchozí podkapitole dokáží poměrně zásadně změnit
vlastnosti konečného automatu a urychlit tak jeho činnost. Mohou ovšem také způsobit
chyby ve výsledcích vyhledávání.
Hybridní přístup spoléhá na to, že pravděpodobnost aktivace navázaného NKA je velmi
malá. Pokud k tomu dojde, obě části pracují paralelně a rychlá část se klidně může dostat
až k prohledávání dalšího paketu. Problém nastane, pokud další paket opět aktivuje NKA
a to ještě předtím, než bylo dokončeno předchozí zpracování. V případě, že jednotka s touto
situací nepočítá, může vzniknout chyba ve vyhledávání. Případně nelze určit, ke kterému
paketu výsledek patří. Řešením by bylo před opětovnou aktivací počkat na dokončení zpra-
cování. To by však vedlo ke zpomalení jednotky. Útočník by tohoto chování navíc mohl
využít k zahlcení a následnému odstavení jednotky. Nabízí se tedy, aby se místo čekání na
dokončení zpracování předchozího paketu generoval signál o podezřelé události. Stále ovšem
hrozí možnost falešného poplachu a tím pádem v podstatě k chybě ve vyhledávání.
Při porovnávání výhod a nevýhod DKA a NKA (viz sekce 3.2.1) jsem zmiňoval možné
komplikace při implementaci prohledávání celých síťových (TCP nebo UDP) toků. Z hle-
diska rychlosti zpracování a jiných vlastností může být zvolena metoda, která podporuje
pouze prohledávání po paketech. V tom případě je ovšem jasné, že nemůže být nalezen
řetězec, který se nachází na rozhraní dvou paketů. Detekce některých pokročilých útoků
navíc přímo vyžaduje prozkoumání několika navazujících paketů.
U perfektního hašování bylo popsáno rozšíření, kdy se velikost hodnoty klíče ukládaného
v tabulce komprimuje pomocí uniformní hašovací funkce. Při kolizi této funkce ovšem do-
chází k nesprávné validaci přechodu, který pak automat chybně provede. Nutno podotknout,
že platný přechod automatu se provede vždy, chyba může nastat pouze pro neexistující pře-
chod. V případě klasického DKA to znamená, že automat se místo ukončení vyhledávání
(neexistuje možný přechod) přesune do jiného stavu a pokračuje dále. Je však pravděpo-
dobné, že se vyhledávání ukončí při čtení některého dalšího znaku na vstupu. Chyba ve
výsledku tak může nastat pouze, pokud se automat mezi chybným přechodem a ukončením
vyhledávání dostal do koncového stavu. Výsledek vyhledávání je pak nekorektně určen jako
pozitivní.
Situace se změní, jestliže byla řídká přechodová tabulka získána využitím některé z opti-
malizací popsané v podkapitole 3.3. Uvažujme nyní automat s návratovým stavem. Chybná
validace přechodu pak znamená, že místo do návratového stavu se automat dostal do něk-
terého jiného. V tomto případě již hrozí i to, že se vinou chybného přechodu automat
nedostane do koncového stavu a hledaný řetězec tak nebude nalezen. Stejně tak se může
stát, že dojde k chybnému přechodu do koncového stavu a k nalezení neexistujícího ře-
tězce. Jak pozitivní tak negativní výsledek tedy může být potenciálně chybný. Vzhledem
k vlastnostem návratového stavu je ale pravděpodobné, že po přečtení některého z dalších





V předchozí kapitole bylo řečeno, že některé optimalizace mohou způsobit chybu ve vy-
hledávání. Tato chyba může být buď falešně pozitivní (false positive) – vzor se v datech
nenachází, ale výsledek vyhledávání je kladný, nebo falešně negativní (false negative) – pro-
hledávaná data vzor obsahují, ale algoritmus ho nenalezl. Oba typy chyb mohou mít různý
dopad na funkčnost zařízení a jinou závažnost. Proto je vhodné při měření tyto chyby
odlišit. K hodnocení spolehlivosti vyhledávání se pak tradičně používají veličiny přesnost
(precision, P ) a pokrytí (recall, R) [18]. Pro jejich vyčíslení je potřeba znát správný počet
kladných výsledků (tp) a počet falešně pozitivních (fp) a falešně negativních (fn) chyb.








Hodnoty přesnosti a pokrytí dobře vyjadřují spolehlivost vyhledávacích algoritmů, umož-
ňují i jejich srovnávání. Často ovšem potřebujeme jediné číslo pro hodnocení spolehlivosti.
V praxi se používá takzvané F-hodnocení [18], které obě veličiny kombinuje. Obecný vzo-
rec výpočtu je v rovnici 4.2. Parametr β musí být nezáporné reálné číslo, pomocí kterého
můžeme měnit váhu přesnosti a pokrytí. Pokud např. použijeme hodnotu 2, dostáváme F2
hodnocení, které do výsledku více zohledňuje pokrytí. Určení důležitosti obou položek záleží
na konkrétní aplikaci. V rámci této práce budeme používat vyvážené F1 hodnocení. Jeho
výpočet ukazuje rovnice 4.3.
Fβ = (1 + β
2) · P ·R
β2 · P +R (4.2)
F1 = 2 · P ·R
P +R
(4.3)
Aby bylo možné určit správný výsledek vyhodnocení výrazu, je potřeba zvolit vhodný
referenční model. Vybral jsem knihovnu PCRE [10] a to hned z několika důvodů. Tato
knihovna je využívána v řadě aplikací, mezi které patří i několik velkých projektů, jako
jsou např. Apache, PHP nebo KDE. Funkčnost knihovny by tedy měla být dobře prověřena
a otestována. Navíc PCRE poskytuje velmi rychlé a efektivní vyhledávání regulárních vý-
razů (podle měření v [20]). Na PCRE je založen i významný systém na detekci nebezpečného
síťového provozu – Snort [26].
Nyní je třeba ještě specifikovat konkrétní referenční nástroj pro vyhledávání regulárních




Knihovna PCRE obsahuje dva nástroje pro vyhledávání – pcretest a pcregrep. Oba dva
jsem zkoumal a pokusil se je upravit pro potřeby této práce.
4.1.1 pcretest
Tento program byl vytvořen pro potřeby testování správné funkčnosti PCRE knihovny.
Lze ho používat v interaktivním režimu, kdy si program nejdříve vyžádá regulární výraz
v PCRE notaci (viz sekce 3.1.2) a poté jednotlivé řádky vstupních dat. Druhá možnost je za-
dat jako vstup jméno souboru, ve kterém je na prvním řádku regulární výraz a na ostatních
data k prohledání. Výstup programu je velmi podrobný, vypisují se konkrétní podřetězce,
které odpovídají danému regulárnímu výrazu, i hodnoty všech ozávorkovaných skupin. Po-
kud je vyžádán výstup do souboru, je navíc vypsán i regulární výraz a celé prohledávané
řádky. Toto chování je vhodné pro ruční testování a kontrolování správnosti vyhledávání,
pro automatické porovnávání dvou různých programů ovšem nikoliv. Proto jsem ze zdro-
jového souboru pcretest.c odebral všechny výstupní operace a při shodě/neshodě nechal
vypisovat jen znak 0/1.
Po testování takto upraveného programu jsem však narazil na několik dalších problémů.
Prvním z nich je, že se ve vstupních datech interpretují některé znaky po zpětném lomítku,
např. \n. Pokud tedy necháme vyhledávat výraz /n/ nad daty \n, shoda nenastane, ale
v řetězci \\n nebo \an již ano. Toto chování znemožňuje použití nástroje na reálných datech.
Zdrojový kód se mi nepodařilo jednoduše upravit tak, aby znaky po zpětném lomítku
interpretovány nebyly.
Dalším problémem je, že pcretest načítá vstupní data jako textové řetězce jazyka C.
To znamená, že znak s hodnotou 0 ukončuje vstupní řetězec a nebere se při vyhledávání
v úvahu, což je při použití binárních dat ze síťového provozu nepřípustné. Řešení problému
by opět vyžadovalo větší změny ve zdrojovém kódu, což by mohlo vnést do programu další
chyby.
Vstupní data umožňuje pcretest načítat pouze z jednoho souboru. Pro každý vstup je
tedy nutné program znovu spustit. S tím je spojena vysoká režie včetně opětovné kompi-
lace regulárního výrazu (vytvoření konečného automatu), což by výrazně zpomalovalo celé
automatizované testování.
4.1.2 pcregrep
Nástroj pcregrep poskytuje funkčnost programu grep s využitím PCRE knihovny pro vy-
hledávání řetězců podle daných regulárních výrazů. V základním nastavení se prohledává
vstupní soubor a vypisují se řádky, na kterých nastala shoda. Samotný regulární výraz je
zadán jako parametr programu nebo ve vstupním souboru, ovšem ne v PCRE notaci, ale
bez oddělujících lomítek a následných modifikátorů. Jejich částečná podpora je zachována
pomocí přepínačů programu: -M aktivuje PCRE MULTILINE a PCRE FIRSTLINE (přiřazování
shody k řádku, na kterém začíná), -i aktivuje PCRE CASELESS. Ostatní modifikátory (jako
PCRE DOTALL) by bylo nutné do zdrojového kódu ručně přidat a program by se musel spou-
štět skriptem, který by modifikátory v regulárním výrazu převedl na parametry programu.
Druhou možností je přepsat zdrojový kód tak, aby přímo podporoval výrazy v PCRE notaci.
Zajímavou volbou programu pcregrep je takzvaný tichý mód (quiet mode), který se
zapne přepínačem -q. V tomto módu program nevypisuje žádné výstupy a pouze návratová
hodnota udává, zda nastala alespoň jedna shoda. To je vhodné pro využití ve skriptech.
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Další výhodou tohoto programu je možnost určení více konkrétních souborů k prohle-
dání. Případně pomocí přepínače -r lze prohledat všechny soubory v daném adresáři. Díky
tomu odpadá režie opětovného spouštění programu a kompilace regulárního výrazu, jako
tomu bylo u programu pcretest. Prohledávání více souborů však nelze kombinovat s ti-
chým módem, protože by pak nešlo zjistit, ve kterých souborech shoda nastala. Místo toho
je možné použít přepínač -l, který zajistí vypsání pouze jmen souborů s kladným výsledkem
vyhledávání, případně přepínač -L, který funguje přesně naopak.
Původní program grep je určen především pro zpracování textových souborů. Tomu
je přizpůsobeno i samotné chování vyhledávání. Vstupní data se totiž načítají po řádcích
a shoda se hledá na každém jednotlivém řádku. To je nevhodné pro aplikaci na síťová data,
která jsou obecně binární a hledaný řetězec může obsahovat znaky nového řádku. Přepí-
načem -M se naštěstí aktivuje iterativní vyhledávání přes celá načtená data s postupným
restartem na každém řádku, což tento problém řeší. Zásahem do kódu aplikace by se ovšem
musela ošetřit situace, kdy je na vstupu regulární výraz, který se má nacházet pouze na
začátku celého řetězce (řídící znak ^). V takovém případě se musí data projít pouze jednou.
Použití programu pcregrep může být velmi efektivní, díky specifikaci více souborů
pro prohledávání. Je ale nutné nějakým způsobem doplnit podporu PCRE modifikátorů
a ošetřit vyhledávání regulárních výrazů, které se mají nacházet pouze na začátku vstupu.
4.1.3 Vlastní implementace
Ani jeden z výše uvedených nástrojů nelze využít pro tuto práci bez zásahu do zdrojových
kódů. Navíc není jisté, že se při budoucím testování nevyskytnou další problémy. Vyvstává
tedy otázka, zda není výhodnější implementovat vlastní nástroj, který by pro vyhledávání
regulárních výrazů používal PCRE knihovnu. Program by tak měl chování šité na míru da-
nému použití, tedy vyhledávání vzorů v síťových datech. Odstraněním přebytečného kódu
(nepotřebné volby, ošetřování některých specifických chyb) by se také dalo dosáhnout lepší
efektivnosti a rychlosti. Při implementaci se lze inspirovat již zmíněnými nástroji, nebo
přímo PCRE modulem v systému Snort [26]. Nevýhodou takového řešení je ovšem prav-
děpodobnost výskytu chyb v implementaci, což by negativně ovlivnilo výsledky budoucího
měření. Naproti tomu jsou programy pcregrep a pcretest udržované, dobře otestované
a měly by proto obsahovat minimální množství chyb.
4.2 Regulární výrazy
Po zvolení knihovny PCRE jako referenčního modelu pro vyhledávání vzorů se nabízí použít
jako testovací regulární výrazy pravidla systému Snort [27]. Tato pravidla jsou totiž zapsána
v PCRE notaci (viz sekce 3.1.2) a v současné verzi jich je téměř 7 tisíc. Pro efektivní
testování je nutné z těchto pravidel vybrat jen reprezentativní množinu. Některé regulární
výrazy bude nutné vyřadit kvůli specifickým Snort modifikátorům, které nejsou v PCRE
podporovány. Pravidel, která používají pouze základní modifikátory s, m a i, je však přes
6 tisíc. Výběr je tedy stále dostatečný.
Pro většinu pravidel se shoda získá pouze velmi zřídka, což je pro systémy IDS přirozené
(většina průchozích dat není nebezpečná). Avšak aby vůbec bylo možné pozorovat falešně
negativní chyby, jsou potřeba pravidla, u kterých je pravděpodobnost shody vysoká. Jedním
řešením by bylo si ručně vytvořit nebo jinak získat záznamy útoků a ty následně vložit do
prohledávaných dat. Tento postup by byl ovšem časově náročný a pravděpodobně by se
nepodařilo získat dostatečné množství dat pro důkladné testování. Další možností by bylo
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vhodná data generovat automaticky. To vyžaduje napsat nástroj, který pro daný regulární
výraz náhodně vygeneruje odpovídající řetězec.
Vzhledem ke komplikacím spojeným s hledáním vhodných vstupních dat pro pravidla
systému Snort by bylo vhodné uvažovat i jiné testovací regulární výrazy. Dobrým kandidá-
tem se jeví aplikace L7-filter [22], která má za úkol rozpoznávat pakety různých aplikačních
protokolů, např. HTTP, Jabber, FTP, SMTP, BitTorrent atd. Taková data se v síťové
komunikaci běžně vyskytují a jejich získání by neměl být problém.
4.3 Vstupní data
Měření spolehlivosti algoritmů chceme provádět na reálných datech, abychom mohli ohodno-
tit, jak se bude algoritmus chovat při praktickém nasazení. Pro zachycení síťového provozu
existuje spousta nástrojů, např. aplikace Wireshark [29] nebo knihovna libpcap [24]. Za-
chycená data mohou být uložena do souboru na disku. Vyhledávacím nástrojům je však
potřeba předávat vstupní data po částech.
První možností je dělení dat po jednotlivých paketech. K tomuto účelu bude potřeba
vytvořit skript, který bude odstraňovat hlavičky paketů a předávat vlastní data do vyhledá-
vacích programů. Případně je možné ukládat obsahy paketů po jednom do souborů. To by
vyhovovalo nástroji pcregrep, který dokáže prohledat všechny soubory v dané složce (viz
sekce 4.1.2). Při velkých objemech dat však hrozí nebezpečí dosáhnutí teoretických limitů
počtu souborů v jedné složce, případně degradace výkonu souborového systému. Výhodnější
proto bude rozdělit soubory s pakety do více složek.
Pro detekci některých útoků není prohledávání po paketech vyhovující, je potřeba pro-
cházet celé TCP toky. Vyhledávací algoritmy pak najednou prochází větší množství dat.
To se může projevit na jejich spolehlivosti (algoritmus má
”
větší prostor“ pro vytvoření
chyby), což je pro měření zajímavé. Dělení zachycených dat na jednotlivé toky podporuje
např. nástroj tcpflow [8]. Jeho používání je velice jednoduché, má však některé nevýhody.
Nepodporuje například protokol UDP. Dále ztrácíme vazbu mezi pakety a jednotlivými
toky, takže by nešlo určovat chybovost vyhledávání po paketech. Vlastní implementace
podobného nástroje se jeví jako mnohem vhodnější a flexibilnější.
Nyní vyvstává další otázka, a to kde testovací data získat. Není problém zachytit data
na domácím počítači nebo v malé síti sdílené několika lidmi, od kterých si můžeme vy-
žádat souhlas. Tato data však nebudou dostatečně heterogenní a zajímavá. Ideální by byl
síťový provoz nějakého internetového poskytovatele nebo z velké sítě (např. vysokoškol-
ské koleje). Taková data je ovšem problematické získat kvůli zajištění soukromí uživatelů.
Řešením je vytvořit softwarovou sondu, která by běžela přímo na serveru v dané síti. Sonda
může provádět porovnání výsledků dvou vyhledávacích nástrojů a výstupem z dané sítě
budou pouze statistické údaje o úspěšnosti vyhledávání. Na běžném hardwaru a na rych-
lejších síťových linkách však sonda zcela určitě nebude stíhat zkoumat data v reálném čase.
Rekonstrukce jednotlivých toků navíc vyžaduje určitou vyrovnávací paměť. Ideální proto
bude, když sonda poběží iterativně. Nejdříve zachytí určité množství dat. Nad nimi pro-
vede analýzu a uloží/odešle výstupní statistická data. Následně smaže všechny zachycené




Pro implementaci navržené metodiky, pomocných nástrojů a samotných vyhledávacích
přístupů jsem využil knihovnu Netbench [17]. Ta by měla sloužit právě jako framework
pro snadnou realizaci nového algoritmu. Celá knihovna se dělí do třech hlavních částí: vy-
hledávání nejdelšího shodného prefixu, klasifikace paketů a vyhledávání vzorů. Všechny tři
části sdílejí společné pomocné třídy, které obsahují podporu pro zpracování pcap souborů
po paketech a umožňují analyzování hlaviček různých protokolů (IPv4, IPv6, TCP, UDP).
Implementačním jazykem je Python.
V rámci této práce nás nejvíce zajímá část zabývající se vyhledáváním regulárních vý-
razů. Zde nalezneme např. syntaktický analyzátor regulárních výrazů v PCRE notaci pro
jejich převod na rozšířený nedeterministický automat. Je umožněno i vytvoření jednoho
automatu pro skupinu regulárních výrazů. Dále máme třídy reprezentující základní deter-
ministický a nedeterministický automat, jejich stavy a symboly. Jsou obsaženy i algoritmy
pro determinizaci, minimalizaci apod. Implementováno je i několik rozšíření, např. hybridní
automat, zpožděný automat nebo automat s perfektní hašovací funkcí.
Následuje popis implementace jednotlivých částí s problémy, které jsem musel řešit.
5.1 Automat s perfektním hašováním
Knihovna Netbench již obsahovala základní implementaci tohoto přístupu. Třída PHF DFA
dokázala pro daný deterministický konečný automat vygenerovat perfektní hašovací funkci
pomocí algoritmu [4]. Jako uniformní hašovací funkce je použita Jenkinsova haš [12]. Její
náhodné generování spočívá v určení semínka, což je 32bitové číslo. Pro plnou funkčnost
algoritmu bylo potřeba přidat podporu pro vyhledávání a doplnit rozšíření s kompresní
hašovací funkcí a návratovým stavem (viz podkapitola 3.3).
Přechodová tabulka v původní implementaci sestává ze tří sloupců. V prvním je dvou-
bitová hodnota g, kterou potřebuje samotný PHF algoritmus pro určení správného indexu
do tabulky. Druhý sloupec obsahuje reprezentaci správného přechodu na tomto indexu,
což je využíváno při validaci přechodu. V posledním sloupci je uložen stav, do kterého
má automat přejít. U rozšíření s chybující přechodovou tabulkou by ve druhém sloupci
místo celé hodnoty reprezentace přechodu měla být pouze jeho haš. Pro testování je ovšem
nevhodné, aby se tento sloupec neustále přepisoval při přepínání mezi chybujícím a ne-
chybujícím režimem. Proto jsem do tabulky přidal ještě čtvrtý sloupec, který obsahuje
komprimovanou reprezentaci přechodu. Výhoda takového řešení je i v tom, že při chybující
validaci přechodu můžeme pomocí původní hodnoty ověřovat, zda došlo k chybě. Celkový
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počet chybných přechodů lze uchovávat a použít pro ladící účely. Jako kompresní funkci
jsem použil Jenkinsovu haš [12], jejíž výstup omezuji na daný počet bitů pomocí logického
součinu. Aktivace chybující přechodové tabulky se provádí metodou enable faulty, která
jako parametr přijímá požadovanou komprimovanou velikost. Návrat k nechybující tabulce
zajišťuje metoda disable faulty.
Před aktivací rozšíření s návratovým stavem je potřeba zkontrolovat, zda má auto-
mat zcela zaplněnou přechodovou tabulku. Za předpokladu, že abeceda automatu pokrývá
všechny možné vstupní znaky, můžeme použít tuto podmínku: T = S · A, kde T je počet
přechodů, S je počet stavů a A je velikost abecedy (počet symbolů). Samotná realizace
rozšíření je pak velmi jednoduchá. Nejdříve se jako návratový stav vybere ten, který má
nejvíce příchozích přechodů. Po označení nalezeného stavu za návratový lze tyto přechody
odstranit. Tady jsem však narazil na problém se zásadami knihovny Netbench. Při vy-
tváření automatu se totiž nejdříve převede regulární výraz na rozšířený nedeterministický
automat. Následně se zavoláním metody compute automat upraví podle daného přístupu.
V našem případě tedy proběhne determinizace, minimalizace a vygenerování PHF tabulky.
Potom je nicméně možné změnit data automatu nebo různá nastavení přístupu (např.
aktivovat rozšíření), přičemž pomocí metody compute bychom se opět měli dostat do kon-
zistentního stavu. Pokud ovšem spustíme minimalizaci na automat s odstraněnými návra-
tovými přechody, může dojít k odebrání některých stavů. Tento problém jsem vyřešil tak,
že třída obsahuje dvě kopie dat konečného automatu. Návratové přechody se odstraňují
pouze ve druhé kopii, která je pak používána interními metodami. Determinizace a mi-
nimalizace probíhá nad původními nezměněnými daty. Rozšíření je aktivováno metodou
enable fallback state. Pomocí volitelného parametru state lze explicitně specifikovat
požadovaný návratový stav. Ke zrušení se používá disable fallback state.
K vyhledávání ve vstupním řetězci slouží metoda search. Ta probíhá iterativně. Začíná
se vždy v počátečním stavu. V každé iteraci se pak nejdříve dekóduje vstupní znak (znaky)
na symbol abecedy. Následně se z dvojice (aktuální stav, symbol) vytvoří reprezentace
přechodu. Pomocí perfektní hašovací funkce pak dostáváme index do tabulky. Nyní pro-
běhne (ne)chybující validace přechodu. Pokud je výsledek validace kladný, automat přejde
do stavu uloženého v přechodové tabulce a pokračuje v další iteraci. Jestliže je tento stav
koncový, poznačíme si navíc kladný výsledek vyhledávání pro odpovídající regulární výraz
(výrazy). V situaci, kdy je přechod označen jako neplatný, existují dvě možnosti, jak po-
kračovat. V základním nastavení je vyhledávání přerušeno a je vrácen současný výsledek.
Při použití návratového stavu je do něj proveden přechod a vyhledávání pokračuje dále až
do konce vstupu.
Aby bylo možné provádět měření spolehlivosti chybujícího vyhledávání, bylo potřeba
nejdříve důkladně otestovat a vyladit nechybující algoritmus. K prvotním verifikačním
testům jsem použil nástroj popsaný v části 5.5. Díky tomu byla nalezena a opravena řada
chyb jak v implementovaném algoritmu, tak ve třídách samotné knihovny Netbench. Jed-
nalo se např. o syntaktický analyzátor regulárních výrazů nebo o metody pro minimalizaci
či spojování automatů.
5.2 Generování řetězců odpovídajících regulárním výrazům
V podkapitole 4.2 jsem vysvětlil, proč je pro měření důležité, aby prohledávaná data ob-
sahovala shody s použitými regulárními výrazy. Snažil jsem se proto najít způsob, jak pro
regulární výraz náhodně vygenerovat odpovídající řetězec. Přímo s regulárními výrazy se
pracuje poměrně špatně, proto jsem se rozhodl využít algoritmu pro převod na konečný
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automat. Ten je pak ve své podstatě reprezentován grafem, který se zpracovává mnohem
lépe.
Při generování řetězců vycházím z předpokladu, že každý stav konečného automatu je
ukončující, takže se z něj lze dostat do nějakého koncového stavu. Mnou navržený algo-
ritmus pak funguje podobně, jako vyhledávání. Pracuje iterativně a začíná v počátečním
stavu. Z každého stavu (s možnou výjimkou u koncových) vede několik přechodů. Z nich se
náhodně s uniformním rozložením pravděpodobnosti jeden vybere. Symbol svázaný s tímto
přechodem může obecně představovat množinu znaků. Z nich se opět jeden náhodně vybere
a zapíše se na výstup. V další iteraci se pokračuje stejně se stavem získaným ze zvoleného
přechodu. Pokud je tento stav koncový, generování se ukončí a vzniklý řetězec je výsledkem.
Vzhledem k předpokladu, že každý stav automatu je ukončující, by měl být v konečném
čase vygenerován odpovídající řetězec. Přechody jsou ovšem vybírány zcela náhodně, takže
je možné, že bude průchod stavy trvat velmi dlouho kvůli vnitřním smyčkám. Je proto
vhodné nastavit maximální přípustnou délku generovaného řetězce. Pokud je tato délka
během výpočtu přesažena, je generování ukončeno s chybou.
Další otázkou je, jaký typ konečného automatu pro generování zvolit. Deterministický
automat obsahuje velké množství přechodů, z nichž většina nevede do koncových stavů. Ge-
nerování pak trvá velmi dlouho, protože dochází k cyklickému přecházení mezi nekoncovými
stavy automatu. Zvolil jsem proto nedeterministický automat, ze kterého jsem odstranil ep-
silon přechody. Každý zvolený přechod tedy generuje jeden znak na výstup.
Funkčnost algoritmu jsem otestoval pro 1 800 pravidel systému Snort dostupných v kni-
hovně Netbench. Ke každému regulárnímu výrazu jsem vygeneroval řetězec. Následně jsem
ověřil, že výsledek vyhledávání pro daný výraz je kladný. Test proběhl úspěšně pro všechna
pravidla a trval necelých pět minut.
5.3 Dělení vstupních dat
V adresáři tools knihovny Netbench se nacházel skript payload gen.py. Ten umožňoval
vyexportovat přenášená data v paketech z pcap souboru a rozdělit je do souborů odpoví-
dajících jednotlivým UDP a TCP tokům.
V tomto skriptu jsem pro potřeby této práce provedl několik rozšíření. První spočívá
v možnosti generovat kromě souborů s toky také soubory pro každý paket. Toto chování se
aktivuje pomocí přepínače -P. Ve specifikovaném výstupním adresáři se pak vytvoří složky
flows a packets, do kterých jsou následně ukládány jednotlivé soubory. Změnil jsem také
konvenci pojmenování souborů. Místo původních dlouhých jmen toků, které vycházely z IP
adres, čísel portů a časových razítek, jsem použil jednoduché sekvenční číslování od 0.
Díky tomu lze také snadno kontrolovat počet souborů v jedné složce. Aby nedocházelo
k degradaci výkonu souborového systému, omezil jsem maximální počet souborů ve složce
na 10 000. Pokud má paket/tok číslo menší než 10 000, je uložen do podadresáře 0. Jestliže
číslo přesáhne mezní hodnotu, stávají se jménem souboru poslední 4 číslice a zbytek tvoří
jméno adresáře. Dále je vhodné zachovat vazbu mezi paketem a příslušným tokem. Proto
za jméno paketu přidávám oddělovací znak - následovaný jménem příslušného toku. Číslo
adresáře toku je ve jméně odděleno znakem . Např. paket s číslem 22 999, který patří k toku
1234, je uložen do složky 2 se jménem 2999-0 1234.
Do dělení vstupních dat na pakety a toky jsem zabudoval i podporu pro vkládání vy-
generovaných řetězců podle algoritmu v podkapitole 5.2. Na začátku skriptu se specifikuje
soubor s požadovanými regulárními výrazy a pravděpodobnost, s jakou se do paketu vloží
vygenerovaný řetězec. Při každém zpracovávaném paketu se vygeneruje náhodné reálné
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číslo v rozsahu 0-1 (funkce random). Jestliže je hodnota menší než určená pravděpodob-
nost, vybere se náhodně jedno ze specifikovaných pravidel a vygeneruje se odpovídající
řetězec. Nyní se opět náhodně vybere pozice v paketu, kam se má řetězec vložit. Pokud
by řetězec přesáhl délku paketu, vloží se pouze odpovídající část a zbytek se vloží až na
začátek dalšího paketu ve stejném toku. Díky tomuto dělení bude možné testovat chybovost
vyhledávání po paketech oproti vyhledávání po tocích.
5.4 Úprava programu pcregrep
Možnosti implementace vyhledávání pomocí knihovny PCRE jsem diskutoval v podkapi-
tole 4.1. Rozhodl jsem se pro upravení programu pcregrep, protože nakonec nebylo potřeba
provést tolik zásahů do zdrojového kódu. Použil jsem PCRE knihovnu verze 8.20.
K argumentům programu jsem přidal přepínač -S, který do nastavení PCRE přidá
volbu PCRE DOTALL. Parametr -M jsem upravil tak, že nastavuje pouze PCRE MULTILINE a ne
PCRE FIRSTLINE. Na kterém řádku začíná shoda s regulárním výrazem nás totiž nezajímá.
Dále jsem interní proměnné multiline nyní implicitně přiřadil hodnotu true. Díky tomu
se vždy načte a prohledá celý vstup bez dělení na jednotlivé řádky. Pro ošetření vyhledávání
regulárních výrazů, které se mají nacházet pouze na začátku řetězce, jsem přidal proměnnou
singleline. Ta je přednastavená na true a pouze parametr -M ji změní na false. Podle
hodnoty této proměnné se určuje, zda se má nebo nemá opakovat vyhledávání na začátcích
nových řádků.
Převod PCRE modifikátorů v regulárním výrazu na parametry příkazového řádku pro-
gramu pcregrep řeším přímo v porovnávacím skriptu, který je popsán v podkapitole 5.5.
5.5 Porovnávání výsledků
Již jsem popsal implementaci testovaného přístupu, vyhledávání pomocí PCRE knihovny
a přípravu vstupních dat. Nyní zbývá vytvořit skript, který provede oba typy vyhledávání,
porovná jejich výsledky a vytvoří statistiky o spolehlivosti použitého algoritmu.
Základním vstupem skriptu je soubor s regulárními výrazy oddělenými novým řád-
kem a složka s vygenerovanými vstupními daty. Syntaktický analyzátor regulárních výrazů
knihovny Netbench umožňuje vytvoření konečného automatu ze skupiny regulárních výrazů.
Ty se mu předají metodou load file. Data automatu jsou pak inicializována pomocí syn-
taktického analyzátoru metodou create by parser. Následně můžeme nastavovat rozšíření,
tedy počet bitů výstupu kompresní hašovací funkce, případně aktivaci návratového stavu.
Po zavolání metody compute se pak může začít s vyhledáváním. Data načtená ze vstupních
souborů se předají metodě search. Výsledkem je vektor hodnot 0 a 1, které značí, zda byl
daný regulární výraz nalezen. Tyto vektory jsou ukládány do tabulky indexované jménem
prohledávaného souboru.
Program pcregrep sice podporuje vyhledávání více regulárních výrazů, ovšem pouze
po první shodu. Pro dosažení stejných výsledků, jako dává metoda search, je nutné vyhle-
dávání provádět pro každý regulární výraz zvlášť. Protože pcregrep nepodporuje PCRE
notaci (viz sekce 4.1.2), je třeba vybrat pouze samotný regulární výraz bez hraničních
znaků /. Ten je pak ukládán do dočasného souboru, aby nebylo nutné řešit interpretaci
řídících znaků v příkazovém řádku. Případné zbylé PCRE parametry se pak jednoduše
převedou na argumenty programu. Celý spouštěcí řetězec vypadá následovně:
"pcregrep" + PCRE_parametry + "-r -l -f" + soubor_s_RV + vstupni_slozka
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Parametr -r zajistí rekurzivní průchod vstupní složkou včetně všech podsložek, -l vypisuje
na výstup pouze soubory, kde nastala shoda, a -f specifikuje soubor s hledaným regulár-
ním výrazem. K samotnému spouštění programu využívám balíček subprocess. Proces
se vytvoří metodou Popen, které se předá uvedený řetězec. Dále je potřeba nastavit pře-
směrování standardního výstupu programu pomocí roury do rodičovského skriptu (stdout
= subprocess.PIPE) a spouštění ve vlastním příkazovém řádku (shell = True). Na do-
končení běhu podprogramu se čeká metodou wait. Výstup se pak čte z atributu stdout
pomocí souborových operací.
K usnadnění porovnávání výsledků je vhodné, aby výstup programu pcregrep byl
stejný, jako dává metoda search. Pro každý vstupní soubor tedy vytvářím vektor o ve-
likosti rovné počtu hledaných výrazů, který inicializuji na nulové hodnoty. Následně pro
každý regulární výraz nastavím hodnotu 1 u těch souborů, které byly vypsány programem
pcregrep. Nyní lze snadno zjistit počet falešně pozitivních a falešně negativních chyb po-
rovnáním všech hodnot u jednotlivých souborů. Celkový počet výsledků 1 v tabulce pro
pcregrep určuje počet správných pozitivních výsledků vyhledávání. To je vše, co je potřeba
k určení výsledného F-hodnocení. Skript však vypisuje několik dalších hodnot užitečných
pro testování, např. počet stavů a symbolů automatu, zaplněnost přechodové tabulky, počet




Pro testování spolehlivosti jsem zvolil automat s chybující přechodovou tabulkou realizova-
nou pomocí perfektní hašovací funkce. Jeho princip a implementaci jsem popsal v předcho-
zích kapitolách. U tohoto přístupu je zajímavé sledovat vliv velikosti výstupu kompresní
hašovací funkce na spolehlivost algoritmu a určit vhodnou mez pro reálné nasazení. Podle
teoretických výsledků v článku [14] lze očekávat paměťové úspory 20 %. To znamená, že
komprimovaná hodnota by měla mít o 20 % menší velikost než původní reprezentace pře-
chodu.
Měření jsem prováděl pro různé velikosti komprimované hodnoty, obvykle od dvou do
deseti bitů. Pro každou hodnotu jsem měření minimálně desetkrát opakoval. Při každém
opakování byla náhodně generována nová perfektní hašovací funkce i kompresní haš. Vý-
sledné počty falešně pozitivních a falešně negativních chyb jsem zprůměroval. Z těchto
hodnot jsem pak vypočítal příslušné ohodnocení.
V následujících podkapitolách jsou prezentovány výsledky pro různé regulární výrazy
z L7-filteru [22] a systému Snort [27]. Snažil jsem se vybírat takové výrazy, které vytvářejí
řídce zaplněnou přechodovou tabulku. Jako vstupní data jsem použil pcap soubor zachycený
v malé domácí síti. Rychlost vyhledávání pomocí knihovny Netbench je totiž malá, i soubory
o velikosti jednotek megabytů se prohledávají několik hodin. Příčinou je pravděpodobně
použití jazyka Python. Nebylo proto nutné ani časově únosné shánět a prohledávat data
z větších sítí.
U každého testu je uvedena tabulka, která shrnuje vlastnosti konečného automatu vznik-
lého z daných regulárních výrazů. Mezi obsažené údaje patří počty stavů, symbolů a pře-
chodů nebo zaplněnost přechodové tabulky. Dále jsou uvedeny i počty bitů nutných k re-
prezentaci symbolu, stavu a přechodu. Tyto hodnoty lze vypočítat jako dlog2Ne, kde N je
počet stavů nebo symbolů. Velikost reprezentace přechodu pak lze získat sečtením hodnot
pro stav a symbol.
6.1 Obecný regulární výraz
V prvním testu jsem použil regulární výraz z aplikace L7-filter, který charakterizuje datový
tok aplikace eDonkey. Jeho přesná podoba je v příloze A.1. Tento výraz jsem zvolil hlavně
proto, že je velmi málo specifický. Vytváří tedy spoustu kladných výsledků vyhledávání
i v náhodných binárních datech, které se v síťovém provozu hojně vyskytují. V tomto testu
jsem tedy nemusel používat umělé vkládání řetězců do prohledávaných dat. Nevýhodou
tohoto výrazu je to, že vytváří hustě zaplněnou přechodovou tabulku (viz tabulka 6.1).
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Přesto byly výsledky měření zajímavé.
Protože se jedná o samostatný regulární výraz, byl vzniklý automat poměrně malý. Proto
jsem ho rozšířil tak, aby přijímal s každým symbolem dva znaky na vstupu (viz sekce 3.3.4).
V knihovně Netbench k tomu slouží metoda stride 2. Její implementace je ovšem pro de-
terministické automaty pouze experimentální a vyhledávání nad vzniklým automatem tedy
není zcela spolehlivé. Proto jsem v dalších testech používal pouze jednoznakové automaty.
Počet Počet Počet Zaplněnost Reprezen- Reprezentace Reprezentace
symbolů stavů přechodů tabulky tace stavu symbolu přechodu
48 288 13 652 98,8 % 9 bitů 6 bitů 15 bitů
Tabulka 6.1: Charakteristiky konečného automatu pro výraz A.1
Jako vstupní data jsem použil zachycený pcap soubor o velikosti 84 MB. U zkoumaného
regulárního výrazu se hledaný řetězec může vyskytovat pouze na začátku řetězce a dosahuje
velikosti maximálně 23 znaků. Vzhledem k obecnému charakteru regulárního výrazu jsem
proto zvolil prohledávat soubor po jednotlivých řádcích, aby byla data více využita. Soubor
obsahoval 384 625 řádků, přičemž na 2 239 z nich nastala shoda.
Během tohoto testu jsem si všimnul, že se počty naměřených chyb mezi jednotlivými
opakováními velmi výrazně liší, někdy až o několik řádů. Zjistil jsem, že je to způsobeno
nerovnoměrným využíváním jednotlivých stavů během vyhledávání. V tomto konkrétním
případě byl nejčastěji aktivní počáteční stav, ostatní se využívaly pouze zřídka. Chyby
při validaci přechodů ovšem mohou vzniknout pro libovolný stav, což způsobuje problémy.
Kolize kompresní hašovací funkce pro přechod z počátečního stavu, který je hojně využí-
vaný, pak způsobuje velké množství chyb ve vyhledávání. Naproti tomu chyba u velmi řídce
využívaného přechodu se nemusí projevit vůbec.
Jako řešení tohoto problému jsem navrhl optimalizaci, která by dělila stavy podle toho,
s jakou pravděpodobností budou aktivní. Pro ty nejčastěji využívané by se prováděla ne-
chybující validace přechodů, u ostatních by z důvodu úspory paměti stačilo porovnávat
komprimovanou hodnotu. Tuto optimalizaci jsem pokusně implementoval pro tento kon-
krétní případ pouze s počátečním stavem. Všechna měření jsem následně opakoval.
Výsledky měření jsou zobrazeny v tabulce 6.2. Chyby jsou uvažovány pouze falešně
pozitivní, protože falešně negativní se vzhledem k tvaru regulárního výrazu vyskytnout ne-
mohly (viz podkapitola 3.4). Je vidět, že optimalizace značně snížila počet chyb vzniklých
kolizemi kompresní funkce. Bezchybné vyhledávání ovšem pozorujeme od 9 bitů nezávisle
na optimalizaci. Její přínos tedy spočívá hlavně ve snížení dopadu způsobené kolize a tedy
i pravděpodobnosti vzniku chyby. K dalšímu ušetření paměti ovšem nedojde. Použití veli-
kosti 9 bitů by vedlo na úsporu paměti 40 %, což dvojnásobně převyšuje původní očekávání.
Tento výsledek však není zcela směrodatný, neboť k němu pravděpodobně přispívá velmi
Počet bitů 2 3 4 5 6 7 8 9 10
Počet chyb 75 700 32 900 8720 40 800 3 010 10 600 32,6 0 0
S optimalizací 1 590 72,5 123 6,57 67,4 183 7,71 0 0
Chybné přechody 122 000 40 800 12 200 49 700 13 800 13 500 44,0 0 0
S optimalizací 2 540 804 850 293 104 414 125 1 0
Tabulka 6.2: Výsledky měření pro regulární výraz A.1
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vysoká zaplněnost přechodové tabulky. Ze stejného důvodu je tento automat nevhodný pro
implementaci pomocí perfektní hašovací funkce.
U tohoto testu jsem v tabulce pro ilustraci uvedl i průměrný počet chybných přechodů,
které automat provedl. Vidíme, že chybných přechodů je vždy více než počet chyb ve vyhle-
dávání. To potvrzuje domněnku, že chybný přechod nemusí způsobit chybu ve vyhledávání.
U dalších testů tento údaj ovšem neuvádím, jelikož je z pohledu spolehlivosti vyhledávání
nezajímavý.
Závislost přesnosti algoritmu na velikosti reprezentace přechodu jsem vynesl do grafu
na obrázku 6.1. Záměrně jsem u tohoto testu nepoužil F-hodnocení. Pro tento výraz se
nemohou vyskytovat falešně negativní chyby, takže pokrytí musí být vždy 100 %. To by
pak výsledné hodnocení zkreslovalo.























Obrázek 6.1: Závislost přesnosti vyhledávání na velikosti reprezentace přechodu
Graf na obrázku 6.2 porovnává vliv optimalizace na přesnost vyhledávání. Zlepšení je
jasně patrné. V dalších testech jsem ovšem tuto optimalizaci již nepoužil. Jedním z důvodů
je to, že u složitějších automatů může být problematické určit nejvíce frekventované stavy.
V úvahu by se taky mělo brát, kolik přechodů z daného stavu chybí. Jak jsem již diskutoval
v podkapitole 3.4, chyby mohou vzniknout pouze u neexistujících přechodů. Navíc u auto-
matů v dalších testech nebyly patrné tak velké výkyvy mezi jednotlivými měřeními, proto
jsem tento koncept dále nerozšiřoval.
6.2 Skupina výrazů z L7-filteru
Dalším předmětem mého zkoumání byly ostatní regulární výrazy z aplikace L7-filter. Ty,
které jsem použil v tomto testu, jsou vypsány v příloze A.2. Vybíral jsem výrazy začínající
znakem ^. Opět tedy mohly vznikat pouze chyby falešně pozitivní. Vlastnosti konečného
automatu pro tyto výrazy jsou shrnuty v tabulce 6.3. Zaplnění přechodové tabulky bylo po-
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Obrázek 6.2: Vliv optimalizace na spolehlivost algoritmu
měrně vysoké (41,3 %). Zkoušel jsem proto redukovat počet přechodů odebráním některých
výrazů. Nakonec jsem po odstranění vzorů 2 a 11 dosáhl zaplnění tabulky 30,9 %. Počet
stavů a symbolů přitom zůstal srovnatelný (viz tabulka 6.3). Testy jsem pak prováděl pro
oba automaty, aby bylo možné porovnat výsledky.
Počet Počet Počet Zaplněnost Reprezen- Reprezentace Reprezentace
symbolů stavů přechodů tabulky tace stavu symbolu přechodu
49 347 7 020 41,3 % 9 bitů 6 bitů 15 bitů
46 278 3 955 30,9 % 9 bitů 6 bitů 15 bitů
Tabulka 6.3: Charakteristiky konečného automatu pro skupinu regulárních výrazů A.2
K prohledávání jsem opět použil pcap soubor o velikosti 84 MB. Automat totiž obvykle
prozkoumával jen několik prvních znaků vstupu, vyhledávání proto probíhalo rychle. Ze
stejného důvodu jsem vyhledával po paketech, kterých v souboru bylo 58 637. Správných
kladných výsledků vyhledávání bylo 401. Počty průměrně vytvořených falešně pozitivních
chyb oběma automaty jsou v tabulce 6.4. Graf závislosti přesnosti vyhledávání na velikost
reprezentace přechodu jsem vynesl do grafu na obrázku 6.3. Srovnání vlivu obsazenosti
přechodové tabulky na spolehlivost vyhledávání ukazuje obrázek 6.4. Podle očekávání se
mnohem více chyb vyskytlo při použití automatu s méně zaplněnou přechodovou tabulkou.
S rostoucím počtem vynechaných přechodů totiž roste i počet neexistujících klíčů perfektní
hašovací tabulky. To pak způsobuje větší pravděpodobnost vzniku kolize u kompresní ha-
šovací funkce a provedení chybného přechodu.
U automatu s více zaplněnou přechodovou tabulkou pozorujeme zlom ve spolehlivosti
algoritmu při velikosti 6 bitů. To by oproti původním 15 bitům znamenalo úsporu 60 %.
U druhého automatu tento zlom nastává až u 8 bitů, což ušetří asi 47 % paměti. Zaplně-
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nost přechodové tabulky tedy znatelně ovlivňuje jak spolehlivost vyhledávání, tak i objem
ušetřené paměti. Oba testované automaty ovšem přesahují ideální zaplněnost přechodové
tabulky pro perfektní hašování, což je 20 %.
Počet bitů 2 3 4 5 6 7 8 9 10
Počet chyb (41,3 %) 6,9 7,5 2,6 6,7 0,0 0,0 0,0 0,0 0,0
Počet chyb (30,9 %) 76,4 14,3 12,6 12,0 9,1 0,6 0,0 0,0 0,0
Tabulka 6.4: Výsledky měření pro skupinu regulárních výrazů A.2



















Obrázek 6.3: Závislost přesnosti algoritmu na velikosti reprezentace přechodu
6.3 Skupina výrazů vytvářející hustě zaplněnou tabulku
Regulární výrazy z aplikace L7-filter byly již v minulých testech vyčerpány, dále se tedy
budeme zabývat pravidly systému Snort. Drtivá většina z těchto pravidel vytváří zcela za-
plněnou přechodovou tabulku, proto bude nutné použít optimalizaci s návratovým stavem.
Nicméně i s tímto vylepšením je poměrně obtížné vybrat takové regulární výrazy, aby za-
plněnost vzniklé tabulky dosáhla přijatelných mezí. Obvykle jsem totiž dostával hodnoty
80 % a více. Přesto se našlo několik výjimek. Tato pravidla jsem pak sdružoval do skupin,
aby vznikl dostatečně velký konečný automat.
V tomto testu budu používat několik regulárních výrazů, které začínají slovem Cookie.
Jejich přesná podoba je v příloze A.3. Vlastnosti vzniklého automatu jsou v tabulce 6.5.
Zaplnění přechodové tabulky je 76,3 %, což není vhodná hodnota pro použití perfektního
hašování. Přesto jsem provedl měření spolehlivosti jako další test vlivu obsazenosti přecho-
dové tabulky.
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Obrázek 6.4: Vliv zaplnění přechodové tabulky na spolehlivost algoritmu
Počet Počet Počet Zaplněnost Reprezen- Reprezentace Reprezentace
symbolů stavů přechodů tabulky tace stavu symbolu přechodu
35 307 8 194 76,3 % 9 bitů 6 bitů 15 bitů
Tabulka 6.5: Charakteristiky konečného automatu pro skupinu výrazů A.3
Původní pcap soubor jsem musel zkrátit na velikost 5 MB. Hledané řetězce se totiž
mohly nacházet kdekoliv ve vstupních datech a rychlost zpracování tak výrazně poklesla.
Do souboru jsem zanesl 78 shod s danými regulárními výsledky. Vyhledávání probíhalo
po tocích, kterých se v souboru vyskytovalo 208. Podle očekávání se chyb ve vyhledávání
vyskytovalo velmi málo. Falešně pozitivní chyby se dokonce nevyskytovaly vůbec. Naměřená
spolehlivost algoritmu s počty chyb je v tabulce 6.6. Od velikosti přechodu pouhých 5 bitů
bylo dosahováno hodnocení 100 %. Výsledky nejsou zajímavé, nevynášel jsem je proto ani
do grafu.
Počet bitů 2 3 4 5 6 7 8 9 10
Počet chyb FP 0 0 0 0 0 0 0 0 0
Počet chyb FN 2,40 1,20 0,20 0,00 0,10 0,00 0,10 0,00 0,00
F-hodnocení [%] 98,5 99,2 99,9 100 99,9 100 99,9 100 100
Tabulka 6.6: Výsledky měření pro regulární výrazy A.3
Jedno z dvaceti měření pro hodnoty 6 a 8 bitů ovšem obsahovalo chybu ve vyhledávání.
I pro větší velikosti reprezentace přechodu se tedy občas stává, že jsou vygenerovány takové
hašovací funkce, které obsahují kolize a způsobují pak chyby ve vyhledávání. Vzhledem
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k výkyvům mezi jednotlivými měřeními (viz podkapitola 6.1) tak nelze zcela přesně odhad-
nout, jaké spolehlivosti bude dosahovat vytvořený automat. Tuto nepříjemnou vlastnost se
pokusím řešit v podkapitole 6.6.
6.4 Skupina výrazů vytvářející řídce zaplněnou tabulku
Po neúspěchu minulého testu bylo nyní hlavním cílem najít takovou skupinu pravidel, která
s pomocí návratového stavu vytvoří automat s co nejméně zaplněnou přechodovou tabulkou.
Toto kritérium výborně splnily regulární výrazy, které začínají slovem Authorization. Jejich
seznam je v příloze A.4. Vlastnosti odpovídajícího automatu jsou v tabulce 6.7. Zaplnění
8,1 % je pro perfektní hašování ideální. Nevýhodou je ovšem o něco menší velikost automatu
než u ostatních testů. K plné reprezentaci přechodu by stačilo pouze 13 bitů.
Počet Počet Počet Zaplněnost Reprezen- Reprezentace Reprezentace
symbolů stavů přechodů tabulky tace stavu symbolu přechodu
41 109 4 469 8,1 % 7 bitů 6 bitů 13 bitů
Tabulka 6.7: Charakteristiky konečného automatu pro výrazy A.4
Během měření jsem zjistil, že se vůbec nevyskytovaly falešně negativní chyby, přestože
při použití návratového stavu by k nim teoreticky docházet mělo. Abych mohl tento jev
vysvětlit, musíme se blíže podívat na daná pravidla a vzniklý konečný automat. Všechny
regulární výrazy mají podobný tvar. Začínají řetězcem ^Authorization:. Poté následuje
jeden nebo více bílých znaků – \s+. Na konci je řetězec několika alfanumerických znaků.
Celý výraz se přitom musí nacházet na začátku řádku. Zjednodušený zápis výsledného
automatu je na obrázku 6.5.
Obrázek 6.5: Zjednodušený zápis konečného automatu pro výrazy A.4
Počáteční stav je označen číslem 0. Z něj se při čtení znaku a/A dostaneme do stavu
2, kde začíná hledaný řetězec. Poté by mělo následovat čtení u/U atd. Zbytek této dlouhé
přijímající části automatu je zjednodušeně označen jako jediný stav s číslem 3. Přechody
znázorněny přerušovanými čarami ve skutečnosti vedou z každého stavu v této části. Pokud
je na vstupu neočekávaný znak (*), přechází se do stavu 1 a čeká se na začátek nového řádku.
Po přijetí znaku \0xa v kterémkoli stavu automatu se dostáváme zpět do stavu 0 a celé
vyhledávání pokračuje opět od začátku. Stav s číslem 1 má nejvíce vstupních přechodů,
proto je vybrán jako návratový stav. Pokud dojde k chybné validaci přechodu, přejdeme
do jiného stavu než 1. Tímto způsobem se můžeme dostat až do koncového stavu a vzniká
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tak falešně pozitivní chyba. Můžeme si ovšem všimnout, že pokud je na vstupu řetězec
odpovídající našemu regulárnímu výrazu, pak jsou všechny přechody v automatu přítomny
a do stavu 1 se vůbec nedostaneme. To je způsobeno tím, že přijetí znaku nového řádku vždy
restartuje vyhledávání do počátečního stavu, protože se ve výrazu žádná další konstrukce
.* nevyskytuje. Proto opravdu není možné, aby vznikaly falešně negativní chyby. V tomto
testu tedy stejně jako v předchozích případech nepoužívám celé F-hodnocení, ale pouze
veličinu přesnost.
Kvůli rychlosti jsem opět musel testovat pouze na pcap souboru o velikosti 5 MB. Jed-
notlivé toky jsem vygeneroval tak, že obsahovaly 75 shod s hledanými regulárními výrazy.
Výsledné počty falešně pozitivních chyb a procentuální vyjádření přesnosti vyhledávání jsou
v tabulce 6.8. Závislost přesnosti vyhledávání na velikosti reprezentace přechodu je vyne-
sena do grafu na obrázku 6.6. Přesnosti 100 % je dosahováno od 8 bitů. Oproti původním 13
bitům by tedy bylo možné uspořit až 38 %. Vzhledem k velmi nízkému zaplnění přechodové
tabulky je to nečekaně dobrý výsledek. Musíme ovšem přihlédnout k faktu, že pro dané
regulární výrazy nemohly vznikat falešně negativní chyby.
Počet bitů 1 2 3 4 5 6 7 8 9 10
Počet chyb 94,8 51,6 14,8 7,10 0,50 0,41 0,37 0 0 0
Přesnost 44,2 59,2 83,5 91,3 99,3 99,5 99,5 100 100 100
Tabulka 6.8: Výsledky měření pro regulární výrazy A.4

















Obrázek 6.6: Závislost přesnosti algoritmu na velikosti reprezentace přechodu
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6.5 Velká skupina regulárních výrazů
Pro poslední test se mi podařilo připravit velmi velkou skupinu pravidel. Všech 87 regulár-
ních výrazů je vypsáno v příloze A.5. Díky tomu, že jsou si jednotlivé výrazy velmi podobné
(všechny začínají slovem Host), bylo možné zachovat nízkou zaplněnost přechodové tabulky
u výsledného automatu. Jedná se také o největší testovaný automat, k reprezentaci jeho
přechodu je potřeba 17 bitů. Detaily jsou v tabulce 6.9.
Počet Počet Počet Zaplněnost Reprezen- Reprezentace Reprezentace
symbolů stavů přechodů tabulky tace stavu symbolu přechodu
36 1 233 7 437 16,8 % 11 bitů 6 bitů 17 bitů
Tabulka 6.9: Charakteristiky konečného automatu pro výrazy A.5
V tomto testu se konečně vyskytovaly oba typy chyb, tedy jak falešně negativní, tak
falešně pozitivní. Jejich průměrné počty s odpovídajícím F-hodnocením jsou zobrazeny
v tabulce 6.10. Zajímavé je, že falešně negativních chyb bylo v průměru až desetkrát více.
To může souviset s velikostí automatu. Aby totiž vznikla falešně pozitivní chyba, musel by
chybný přechod vést do koncového stavu. Případně by mohl vést i do stavu blízko koncového,
do kterého by se přešlo přijetím řetězce na vstupu. To je ovšem málo pravděpodobné.
Koncových stavů automat obsahoval 93, což je výrazně méně než celkový počet stavů
(1 233). Navíc do každého koncového stavu vede právě jeden přechod se symbolem o velikosti
2 znaky (malé a velké písmeno). Přechodů vedoucích do koncových stavů je tedy pouze
1,25 % z celkového počtu přechodů. Z toho vyplývá nízká pravděpodobnost vzniku falešně
pozitivní chyby.
Počet bitů 1 2 3 4 5 6 7 8 9 10
Počet chyb FP 8,5 6,2 3,3 0,1 0,0 0,1 0 0 0 0
Počet chyb FN 85,0 61,7 4,9 4,2 1,8 1,0 0,6 0,1 0 0
F-hodnocení [%] 82,9 86,9 98,2 99,1 99,6 99,8 99,9 99,9 100 100
Tabulka 6.10: Výsledky měření pro regulární výrazy A.5
Ke vzniku falešně negativní chyby na druhou stranu teoreticky stačí pouze jeden chybný
přechod na cestě z počátečního stavu do odpovídajícího koncového. Hledané řetězce se
mohou nacházet pouze na začátku nového řádku, podobně jako v testu 6.4. Tyto výrazy
ovšem obsahují konstrukci [^\r\n]*, což je obdoba .*. Proto není návratový stav hned na
začátku jako v předchozím případě. Namísto toho je zvolen stav 30, kam kvůli druhé iteraci
vede nejvíce přechodů. Proto se u tohoto automatu mohou vyskytovat falešně negativní
chyby. Každý přijímající běh automatu navíc stavem 30 musí projít, proto jsou chyby tak
časté.
Pro měření jsem opět použil pcap soubor o velikosti 5 MB rozdělený na jednotlivé toky.
Vzhledem k velkému počtu hledaných regulárních výrazů jsem si mohl dovolit vkládat
vygenerované řetězce do více paketů než u předchozích testů, aniž by se v jednom toku
vyskytoval stejný vzor vícekrát. Při pravděpodobnosti vložení 10 % obsahovala testovací
data 226 shod s regulárními výrazy.
U tohoto testu jsem se rozhodl zkoumat, jaký vliv na spolehlivost má procházení dat po
tocích a po paketech. Ukázalo se ovšem, že v tomto případě nemá smysl uvažovat chybu-
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jící vyhledávání po paketech. Vzhledem k faktu, že je vyhledávání restartováno po každém
znaku nového řádku (viz podkapitola 6.4), není spolehlivost vyhledávání ovlivněna délkou
vstupních řetězců. Rozdíl by mohl být patrný pro regulární výrazy, které nezačínají zna-
kem ^. Pro takové výrazy se mi ovšem nepodařilo vytvořit přechodovou tabulku s vhodnou
mírou zaplněnosti. Bylo by tedy potřeba buď vylepšit použité rozšíření např. o více návra-
tových stavů pro různé části automatu, nebo použít jinou optimalizaci, jako je zpožděný
automat (viz podkapitola 3.3).
Stále bylo ovšem možné srovnávat s nechybujícím vyhledáváním po paketech. Do vstup-
ního pcap souboru jsem opakovaně vkládal vygenerované řetězce a poté jsem provedl roz-
dělení na jednotlivé toky i pakety. Nad oběma skupinami jsem pak vyhledával dané regulární
výrazy. Výsledky pro jednotlivé pakety jsem pomocí logického součtu sloučil a získal tak
hodnoty pro celé toky. Následným porovnáním výsledků jsem zjistil, kolik řetězců nebylo
vyhledáváním po paketech nalezeno. Po dvaceti opakováních jsem dostal průměrnou hod-
notu 5 falešně negativních chyb způsobených nenalezením řetězce na rozhraní dvou paketů.
Při použití hodnoty 225 jako průměrného počtu správných kladných výsledků vyhledávání
dostáváme pro nechybující vyhledávání po paketech F-hodnocení 98,9 %.
Závislost spolehlivosti vyhledávání chybujícího algoritmu na velikosti reprezentace pře-
chodu jsem společně s hodnocením vyhledávání po paketech vynesl do grafu na obrázku 6.7.
Vidíme, že od použití velikosti výstupu kompresní hašovací funkce 4 bity dosahuje chybu-
jící vyhledávání lepšího hodnocení než vyhledávání po paketech. Od hodnoty 9 bitů se pak
zdá, že chyby již nenastávají. Oproti původním 17 bitům pro reprezentaci přechodu by to
znamenalo úsporu 47 %.






















Obrázek 6.7: Závislost spolehlivosti algoritmu na velikosti reprezentace přechodu
V jednom z pokusných měřeních pro chybující vyhledávání po paketech ovšem vznikla
chyba i při použití 10 bitů, zatímco u hodnot 9 a 8 bitů k chybám nedocházelo vůbec.
Vypadá to tedy, že se zvyšující se velikostí výstupu kompresní hašovací funkce sice klesá
pravděpodobnost vygenerování přechodové tabulky s kolizemi, nicméně při častém opako-
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vání takové riziko stále existuje. Podobná situace byla vidět i v testu 6.3 pro 6 a 8 bitů. To
mě přivedlo na myšlenku zabývat se samotným vytvářením přechodové tabulky a ne až chy-
bami ve vyhledávání, které jsou tímto způsobeny. Tento problém dále rozebírá následující
podkapitola.
6.6 Vylepšení vytváření přechodové tabulky s perfektním
hašováním
Při testování v předchozích podkapitolách jsem narazil na několik problémů automatu s per-
fektním hašováním a chybující přechodovou tabulkou. Hned u prvního testu (6.1) jsem
zjistil, že počet vzniklých chyb se mezi jednotlivými měřeními velmi výrazně liší. Kolize
hašovacích funkcí se nemusí projevit vůbec, nebo naopak může způsobit často využívaný
neplatný přechod, který pak vytváří velký počet chyb ve výsledcích vyhledávání. Navrhl
jsem sice optimalizaci, která se toto snaží řešit pomocí speciální validace přechodů z často
aktivních stavů, její použití se ovšem komplikuje pro složitější automaty. Neřeší navíc chybné
přechody, které vedou rovnou do koncových stavů a způsobují tak falešně pozitivní chyby
ve vyhledávání.
Další nepříjemností bylo, že i pro větší velikosti reprezentace přechodu byla občas vy-
generována tabulka s kolizemi způsobujícími chybné přechody (viz podkapitoly 6.3 a 6.5).
Tyto kolize jsou způsobeny použitím perfektní hašovací funkce. Při jejím vytváření se vy-
chází z předpokladu, že máme na vstupu množinu korektních vstupů, pro které chceme
funkci vytvořit. Množina ostatních klíčů ovšem může být nekonečná a výstup funkce pro ně
není definován. V případě přechodové tabulky konečného automatu je ovšem množina všech
možných klíčů na vstupu konečná a dokonce známá již při generování funkce. Přechod totiž
může vzniknout pouze jako dvojice stavu a symbolu, kterých je konečný počet. Proto jsem
se snažil najít způsob, jak při vytváření automatu zajistit bezkoliznost použitých funkcí
a tím i bezchybovost vyhledávání.
Ve třídě implementující automat s perfektním hašováním jsem vytvořil experimentální
metodu check faulty table, která kontroluje, zda pro vytvořené hašovací funkce mo-
hou vznikat kolize. Pseudokód této metody je zapsán na následujících řádcích. V proměnné
aut je uložen konečný automat. Jeho atributy states a symbols představují množiny všech
stavů a symbolů. Proměnná PHF table uchovává samotnou přechodovou tabulku indexova-
nou pomocí perfektní hašovací funkce. V ní je pak uložena celá reprezentace přechodu (full)
a komprimovaná hodnota (compr). Kompresní hašovací funkce se volá jako compress.
1 for state in aut.states:
2 for symbol in aut.symbols:
3 tran = (state, symbol)




Na řádcích 1 a 2 je zapsán cyklus přes všechny stavy a symboly automatu, tedy přes
všechny možné přechody. Z této dvojice se na řádku 3 vytvoří reprezentace přechodu. Dále je
pak porovnán výsledek bezchybné validace pomocí celých reprezentací přechodů a validace
podle zkomprimovaných hodnot (řádek 4). Pokud se výsledky liší, byla nalezena kolize
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a výsledkem je False. Jestliže se úspěšně provede cyklus přes všechny možné přechody,
k žádným chybám docházet nemůže a je tedy vráceno True.
Nově implementovanou metodu jsem pak využil při vytváření automatu. Po úspěšném
vygenerování perfektní hašovací funkce, přechodové tabulky a kompresní hašovací funkce
ověřím, zda může docházet k chybám. Pokud ano, celé generování se opakuje. Po určitém
počtu iterací by tedy měl být výsledkem automat, u kterého je zaručena bezchybovost
vyhledávání.
Hlavní problém je samozřejmě určit takovou velikost výstupu kompresní hašovací funkce,
aby algoritmus vůbec v konečném čase skončil. Pro všechny výrazy z předchozích testů jsem
experimentálně vytvářel automaty s nastavenou komprimovanou velikostí o 20 % menší,
než je velikost plné reprezentace přechodu. Průměrně bylo potřeba 10 iterací, aby byly
vygenerovány vhodné hašovací funkce. Konkrétní doba běhu algoritmu a pravděpodobnost
úspěšného generování závisí na mnoha faktorech, např. na velikosti automatu, zaplnění
jeho přechodové tabulky, celkové velikosti PHF tabulky apod. Nicméně v experimentálních
měřeních pro regulární výrazy popsané v příloze A jsem dosáhl zajímavých výsledků. Doba
pro přípravu automatu byla sice 10 krát delší (stále v řádu maximálně desítek minut), díky
tomu byla ovšem zaručena bezchybovost vyhledávání i při úspoře paměti 20 %.
Popsaný algoritmus je pouze experimentální a rozhodně není optimální. Jeho běh by
se dal urychlit například tím, že by se pro danou PHF tabulku vygenerovalo a ověřilo na
bezkoliznost několik kompresních funkcí najednou. Pokud by žádná nevyhovovala, přešlo by
se na časově náročné vygenerování nové perfektní hašovací funkce a postup by se opakoval.
Dalšího urychlení by šlo dosáhnout zmírněním požadavků na bezchybovost. Mohla by se
určit pouze podmínka, při které již přechodová tabulka vyhovuje. Dal by se tak např.
zajistit maximální možný počet kolizí. Lze také pohlídat, aby chybné přechody nevedly
do koncových stavů nebo z často aktivních stavů. Obecně by bylo možné napsat funkci
pro ohodnocování vzniklých PHF tabulek a pro reálné nasazení pak vybrat nejlepší z nich.
Další optimalizace v tomto směru může být vylepšení samotného algoritmu hledání perfektní




V této práci jsem shrnul matematické definice související s regulárními výrazy a konečnými
automaty. Uvedl jsem i souvislosti těchto pojmů a některé algoritmy pro vzájemné převody
mezi jednotlivými modely. Rozebral jsem praktické využití regulárních výrazů v dnešní době
a s tím související rozšíření jejich matematické definice v podobě specifikace Posix standardu
nebo PCRE syntaxe. Dále jsem popsal realizaci vyhledávání řetězců specifikovaných regu-
lárními výrazy pomocí konečných automatů a uvedl jsem výhody a nevýhody základních
metod s DKA a NKA. V rámci srovnávání těchto přístupů jsem pak diskutoval některé
optimalizace, které se týkaly převážně redukce počtu přechodů a efektivní implementace
přechodové tabulky, např. pomocí perfektních hašovacích funkcí. Tyto optimalizace mohou
mít za následek zavedení chybovosti ve vyhledávání, proto byla čtvrtá kapitola věnována ná-
vrhu metodiky, která by ohodnotila spolehlivost různých vyhledávacích algoritmů. Pomocí
praktického měření se zjišťuje počet falešně pozitivních a falešně negativních chyb. Porov-
náním s celkovým počtem správných pozitivních výsledků vyhledávání se získá přesnost
vyhledávání, případně F-hodnocení. Pro tuto metodiku jsem pak zvolil PCRE knihovnu
jako referenční model vyhledávání vzorů. Připravil jsem několik skupin regulárních výrazů
ze systému Snort a aplikace L7-filter. Samotné vyhledávání probíhá nad daty zachycenými
z reálného síťového provozu. Implementovaná metodika lze využít pro srovnávání spolehli-
vosti různých algoritmů, zkoumání vlivu optimalizací, vlastností vstupních dat nebo i pro
verifikaci správné implementace nechybujícího algoritmu.
Ke zkoumání spolehlivosti vyhledávání jsem si vybral konečný automat s perfektním ha-
šováním a chybující přechodovou tabulkou. Ve všech testech jsem měřil závislost velikosti
reprezentace přechodu na spolehlivost vyhledávání. Zabýval jsem se také vlivem zaplně-
nosti přechodové tabulky a podobou konkrétních regulárních výrazů. V jednom z testů
jsem výsledky srovnával s nechybujícím vyhledáváním po paketech. Během měření jsem
také zjistil, že počet vzniklých chyb závisí i na konkrétní vygenerované tabulce s perfektní
hašovací funkcí. Proto jsem navrhl vylepšení způsobu jejího vytváření, které dokáže i při
redukci velikosti potřebné paměti zajistit bezchybovost vyhledávání. Pro praktické využití
je ovšem tento koncept nutno rozšířit a lépe otestovat.
Jedním z hlavních omezujících faktorů provedených měření byla poměrně nízká rychlost
vyhledávání pomocí knihovny Netbench. Musel jsem proto použít pouze data o velikosti
několika MB. Pro podrobnější a důkladnější testování by proto bylo vhodné zdrojové kódy
knihovny optimalizovat, případně reimplementovat některé metody v jazyce C. Jinou mož-
ností by bylo realizovat testovaný algoritmus ve specializovaném hardwaru a porovnávat
jeho výsledky se softwarovou částí.
Problémem bylo také získání vhodných regulárních výrazů pro testování automatu s per-
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fektním hašováním, který vyžaduje řídce zaplněnou přechodovou tabulku. Nabízí se proto
implementace některého rozšíření, např. implicitních přechodů popsaných v [16], což by
mělo redukovat počet přechodů deterministického automatu. Dalším pokračováním práce
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A.1 Obecný regulární výraz






A.2 Skupina výrazů z L7-filteru








7. /^(\* ok|a[0-9]+ noop)/s
8. /^(nick[\x09-\x0d -~]*user[\x09-\x0d -~]*:|user[\x09-\x0d -~]*:
[\x02-\x0d -~]*nick[\x09-\x0d -~]*\x0d\x0a)/s
9. /^(ver [ -~]*msnftp\x0d\x0aver msnftp\x0d\x0ausr|method msnmsgr:)/s
10. /^(\+ok |-err )/s
11. /^(get \/.*icy-metadata:1|icy [1-5][0-9][0-9] [\x09-\x0d -~]*
(content-type:audio|icy-))/s
12. /^(invite|register|cancel|message|subscribe|notify) sip[\x09-\x0d -~]*
sip\/[0-2]\.[0-9]/s
13. /^220[\x09-\x0d -~]* (e?smtp|simple mail)/s








A.3 Skupina výrazů vytvářející hustě zaplněnou tabulku






A.4 Skupina výrazů vytvářející řídce zaplněnou tabulku






A.5 Velká skupina regulárních výrazů





























































































Na přiloženém CD jsou všechny zdrojové soubory včetně aktuální vývojové verze knihovny
Netbench. Pro spuštění aplikace je potřeba mít nainstalovaný Python. Dále CD obsahuje
i text této práce a zdrojové soubory v LATEXu. Adresářový strom je následující:
<ROOT>
• <doc> – zdrojové soubory tohoto dokumentu v LATEXu
– <fig> – obrázky použité v tomto dokumentu
• <src> – zdrojové soubory
– <netbench> – aktuální vývojová verze knihovny Netbench včetně implemento-
vané třídy PHF DFA
– <pcre-8.20> – složka se zdrojovými kódy PCRE knihovny s modifikovaným
programem pcregrep
– <rules> – složka s regulárními výrazy použitými v testech
– compare.py – skript pro porovnávání výsledků
– payload gen.py – skript pro rozdělení pcap souboru na toky a pakety
– prepare libs.sh – skript pro přípravu knihoven Netbench a PCRE k použití
– simscript.sh – skript pro vygenerování souboru s informacemi o tocích (využívá
flowcontext z knihovny Netbench)
– test.flow – informace o tocích v souboru test.pcap
– test.pcap – krátký testovací pcap soubor z knihovny Netbench
– Readme – anglický návod na používání skriptů




V této příloze popíšu používání jednotlivých implementovaných skriptů. Pro měření spoleh-
livosti potřebujeme pcap soubor se vstupními daty a vybrané regulární výrazy. Z pcap sou-
boru nejdříve pomocí skriptu simscript.sh vygenerujeme soubor s informacemi o síťových
tocích. Tyto dva soubory jsou následně vstupem skriptu payload gen.py, který zajišťuje
rozdělení na jednotlivé toky či pakety. Pokud uznáme za vhodné, můžeme pro regulární
výrazy do vstupních dat přidat i několik odpovídajících řetězců. Následně již jen spus-
tíme skript compare.py, který provede srovnání výsledků vyhledávání obou metod a vrátí
statistiky o počtu chyb a celkovém hodnocení.
Ke správnému běhu skriptů je nutné mít nainstalovanou knihovnu Netbench. Ta vyža-
duje nastavení odpovídajících systémových proměnných spuštěním . setup.sh ve složce
netbench. Dále je potřeba nakonfigurovat knihovnu PCRE pro překlad. Toho se docílí spu-
štěním příkazu ./configure ve složce pcre-8.20. K připravení obou knihoven lze také
použít přiložený skript: . prepare libs.sh.
C.1 simscript.sh
./simscript.sh file.pcap file.flow
Tento skript má pouze dva vstupy, pcap soubor se vstupními daty a název výstupního sou-
boru s informacemi o síťových tocích. K prozkoumání vstupního souboru je použit nástroj
ve složce netbench/flowcontext. Do výstupního souboru je pak uložen seznam jednotli-
vých toků s informacemi o použitém protokolu (TCP nebo UDP), zdrojové a cílové IP
adrese, zdrojovém a cílovém portu a časovém intervalu, kdy tok probíhal.
C.2 payload gen.py
./payload_gen.py file.pcap file.flow [options]
Skript payload gen.py slouží k rozdělení vstupního pcap souboru na jednotlivé síťové toky
či pakety. K tomu potřebuje jako parametr soubor s informacemi o tocích, který vygeneroval
předchozí skript. V základním nastavení se pak do složky tmp/flows uloží výstupní soubory
s toky. Rozšiřující volby programu jsou popsány v následujícím seznamu.
• -h, --help – vypíše nápovědu
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• -O OUTDIR, --outputdir=OUTDIR – výstupní složka pro export paketů a toků místo
výchozí volby tmp
• -P, --PerPacket – exportuje navíc i soubory s jednotlivými pakety do podsložky
packets, umožňuje měření počtu chyb vyhledávání po paketech
• -M MAXFILES, --maxfiles=MAXFILES – maximální délka názvu souboru, používá se
k omezení počtu souborů v jedné složce. Přednastavená hodnota je 4, což odpovídá
10 000 souborů na složku.
Následující doplňující volby umožňují vkládat do paketů řetězce odpovídající specifikova-
ným regulárním výrazům.
• -p PROB, --probability=PROB – číslo s plovoucí desetinnou čárkou určující pravdě-
podobnost, že bude do paketu vložen vygenerovaný řetězec
• -A, --anchored – povolení vkládání řetězců pouze na začátek paketu
• -r FILE, --rulesfile=FILE – soubor s regulárními výrazy, které mají být použity
pro generování řetězců
Při povolení těchto voleb se na standardní výstup vypisují informace o tom, do jakých
paketů byly vloženy generované řetězce pro jednotlivé regulární výrazy. Tyto informace je
vhodné uchovat v souboru pro pozdější ladění. Typické použití skriptu v této práci tedy
vypadá následovně:
./payload_gen test.pcap test.flow -P -O host_data/ -r rules/host.pcre \
-p 0.1 > host.injections
C.3 compare.py
./compare.py rules.pcre pcap_dir/ [options]
Skript compare.py provádí samotné vyhledávání vzorů a srovnávání výsledků. Je uzpů-
soben pro testování deterministického automatu s perfektní hašovací funkcí a chybující
přechodovou tabulkou. Očekávány jsou dva vstupy, soubor s regulárními výrazy v PCRE
notaci oddělenými novými řádky a složka se vstupními daty vygenerovanými pomocí před-
chozího skriptu. Výstupem programu jsou statistiky o počtu chyb ve vyhledávání a výsledná
přesnost, pokrytí a F-hodnocení. Skript přijímá několik dalších voleb:
• -h, --help – vypíše nápovědu
• -O RESULTFILE, --outputfile=RESULTFILE – soubor, do kterého bude uložen vý-
stup programu. Implicitní je standardní výstup.
• -P, --PerPacket – provede srovnání nechybujícího vyhledávání po tocích a po pa-
ketech
• -s, --showprogress – povolí zobrazování průběhu výpočtu a vyhledávání
• -C MAXITER, --count=MAXITER – kolik iterací se má provést před vypočítáním cel-
kových statistik a ukončením programu
55
• -F FAULTY, --faulty=FAULTY – počet výstupních bitů kompresní hašovací funkce.
Výchozí hodnota je 0 (chybující tabulka není povolena).
• -D DEBUG, --debuglevel=DEBUG – objem vypisovaných údajů, povolená hodnota je
0–2. Při 0 se vypisují pouze nutné údaje o chybách a hodnocení, 1 přidává doplňující
údaje o vytvořeném automatu a přechodové tabulce, 2 povolí vypisování použitých
chybných přechodů a výsledků vyhledávání pro jednotlivé soubory.
• -S FILE, --savefile=FILE – soubor, do kterého se mají uložit nfa data vytvoře-
ného automatu
• -L FILE, --loadfile=FILE – soubor, z kterého se mají načíst nfa data automatu
• -N, --nonfaulty – povolí experimentální rozšíření, kdy je cílem vytvoření bezkolizní
PHF tabulky při použití FAULTY bitů u kompresní hašovací funkce, což zajistí bezchy-
bující vyhledávání. Malé hodnoty ovšem mohou způsobit velký počet nutných iterací,
vytvoření přechodové tabulky tak může trvat velmi dlouho.
Příklad použití skriptu:
./compare.py rules/host.pcre host_data/ -P -F 8 -L host.nfa_data -D 1 -s \
-O host.output -C 10
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