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Introduzione
Data una funzione f : Ω ⊆ C → C sufficientemente regolare, e data una
matrice A ∈ Cn×n tale che il suo spettro è contenuto in Ω, possiamo definire
la matrice f(A) ∈ Cn×n, che viene denominata funzione di matrice.
Ci sono varie definizioni equivalenti di f(A). Una di esse si basa sulla
forma di Jordan di A, ossia sulla matrice J = Z−1AZ = diag(J1, . . . , Jp), con
Jk = Jk(λk) ∈ Cmk×mk blocco di Jordan associato all’autovalore λk. In questo
contesto, si definisce
f(A) := Z · diag(f(J1), . . . , f(Jp)) · Z−1,
dove l’immagine tramite f di un blocco di Jordan è la seguente matrice:
f(Jk) :=

f(λk) f
′(λk) · · · f
(mk−1)(λk)
(mk−1)!
f(λk)
. . . ...
. . . f ′(λk)
f(λk)
 .
La funzione di matrice può essere vista come una generalizzazione della fun-
zione f ad una applicazione dallo spazio delle matrici in sé stesso. Le funzioni
di matrici, pur essendo state introdotte con un interesse strettamente teorico,
sono diventate oggetto di studio e di grande interesse nel campo della mate-
matica applicata, della fisica e dell’ingegneria. L’ambito di ricerca riguardante
le funzioni di matrici comprende al suo interno la teoria delle matrici, l’ana-
lisi numerica, la teoria dell’approssimazione e la progettazione di algoritmi e
software, dunque coinvolge diverse aree sia in ambito teorico e che applicativo.
In molte applicazioni interviene il problema di calcolare funzioni di matrici
f(A), in cui A possiede un certo tipo di struttura. La domanda naturale che
sorge è quella di capire se tale struttura sia invariante rispetto alla valutazione,
almeno per certi tipi di funzioni o certi tipi di strutture. Ad esempio, se A è
una matrice triangolare, allora anche f(A) è triangolare. Se invece A è una
matrice a banda, f(A) non è detto che sia a banda. In generale la struttura non
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viene conservata, ma in molti casi pratici si è osservato come f(A) differisca
poco da una matrice con struttura.
In questo elaborato ci occuperemo delle proprietà teoriche e computazionali
di funzioni di matrici, nel caso in cui la matrice A è a banda. Mostreremo che,
se A è una matrice diagonalizzabile a banda ed f è una funzione analitica su un
dominio opportuno, allora f(A) presenta un decadimento esponenziale dei suoi
elementi man mano che ci si allontana dalla diagonale principale: proveremo
cioè che |f(A)ij| ≤ Cλ|i−j|, dove le costanti C > 0 e 0 < λ < 1 dipenderanno
dal dominio di f , dalla banda di A e dal numero di condizionamento spettrale.
Forniremo ulteriori bound di decadimento più precisi nel caso particolare in cui
f(z) = 1/z e indagheremo in dettaglio su alcuni raffinamenti di tale proprietà
nel caso la matrice A sia simmetrica.
Successivamente il decadimento esponenziale sarà sfruttato per l’ideazione
e implementazione di algoritmi per calcolare una funzione di matrice a banda,
mediante un’approsimazione polinomiale di f . L’efficienza e la precisione di tali
algoritmi verrà testata mediante lo svolgimento di alcuni esperimenti numerici.
La tesi è strutturata in quattro capitoli, di cui andiamo brevemente a
riassumere il contenuto.
Nel capitolo 1 verranno introdotti i concetti necessari per la comprensione
dei capitoli successivi. Dopo alcuni richiami di algebra lineare e analisi nume-
rica, sarà posta particolare attenzione alla definizione e alle proprietà basilari
delle funzioni di matrici.
Il capitolo 2 sarà sostanzialmente suddiviso in due parti. La prima si con-
centrerà sullo studio della struttura di banda, dandone la definizione e alcune
proprietà. Dopo tale introduzione, l’analisi tratterà in maniera molto detta-
gliata la proprietà di decadimento esponenziale. La seconda parte del capitolo
presenterà alcuni possibili approcci per riuscire ad approssimare una funzione
con un polinomio: tali tecniche risulteranno propedeutiche per valutare tali
funzioni quando la variabile è matriciale.
Il terzo capitolo sarà dedicato interamente alla parte algoritmica, con annes-
sa implementazione dei metodi in linguaggio MATLAB. Le tecniche di appros-
simazione polinomiale descritte nel capitolo precedente verranno qui tradotte
in codice; in seguito per ogni metodo sarà ideata e sviluppata una versione ot-
timizzata che sfrutti la struttura di banda. A tutto questo seguirà l’esposizione
di quattro esperimenti numerici atti a testare l’efficienza degli algoritmi: i risul-
tati ottenuti verranno riuniti in tabelle in modo da favorire alcune osservazioni
a posteriori.
All’interno del quarto e ultimo capitolo verrà fornita una sintesi dei risultati
raggiunti e saranno presentate alcune possibili generalizzazioni ed ampliamenti
per eventuali trattazioni future.
Capitolo 1
Terminologia e risultati
introduttivi
Lo scopo di questo capitolo è fornire la nomenclatura e le notazioni che ver-
ranno utilizzate nei capitoli seguenti ed enunciare i risultati che saranno pro-
pedeutici alle analisi teoriche future.
Nella sezione 1.1 sarà descritta la simbologia legata alle matrici: in parti-
colare si richiamerà il concetto di autovalore, si definiranno particolari tipi di
matrici in base ad alcune proprietà dei loro elementi e si descriveranno alcune
particolari operazioni possibili tra matrici. La sezione 1.2 servirà ad introdurre
il concetto di grafo associato ad una matrice. Nella sezione 1.3 si parlerà di
norme vettoriali e matriciali, dandone la definizione ed alcune fondamentali
proprietà. La sezione 1.4 presenterà alcuni cenni riguardanti l’interpolazione
polinomiale. Nella sezione 1.5 verranno fornite varie definizioni di ciò che si
intende quando si parla di funzioni di matrici. La sezione 1.6 sarà dedicata
alla presentazione dei polinomi ortogonali di Chebyshev, visti come utile stru-
mento per approssimare funzioni. Infine nella sezione 1.7 saranno descritti dei
particolari polinomi, detti polinomi di Faber, che risulteranno utili per appros-
simare alcune funzioni prima di applicarle alle matrici.
1.1 Simbologia relativa alle matrici
1.1.1 Notazione legata agli autovalori
Consideriamo una matrice A ∈ Cn×n.
Definizione 1.1.1. λ ∈ C è autovalore per A se ∃ v ∈ Cn \ {0} / Av = λv.
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Il vettore v è detto autovettore di A relativo all’autovalore λ.
Definizione 1.1.2. Siano λ1, . . . , λn gli autovalori di A.
• Si definisce spettro di A l’insieme σ(A) := {λ1, . . . , λn}.
• Si definisce raggio spettrale di A la quantità ρ(A) := max
λ∈σ(A)
|λ|.
1.1.2 Particolari proprietà matriciali
A seconda di alcune proprietà dei suoi elementi, una matrice può essere deno-
minata in modi differenti. Qui di seguito riportiamo le definizioni che useremo
nelle analisi successive.
Definizione 1.1.3. Consideriamo una matrice A ∈ Cn×n.
• A è simmetrica se AT = A, antisimmetrica se AT = −A
• A è hermitiana se AH = A, antihermitiana se AH = −A
• A è unitaria se AH = A−1
• A è normale se AHA = AAH
• A è definita positiva se per ogni vettore x ∈ Cn \ {0} la parte reale di
xHAx è positiva.
• A è una matrice di permutazione se aij = δσ(i) j, dove δ è la delta di
Kronecker (δii = 1 , δij = 0 se i 6= j) e σ è una permutazione.
• A è irriducibile se non esiste una matrice di permutazione Π tale che
ΠAΠT è triangolare a blocchi della forma:
ΠAΠT =
[
A11 A12
0 A22
]
dove i blocchi sono matrici quadrate.
Si può dimostare che se A è hermitiana allora σ(A) ⊂ R, e in tal caso una
condizione equivalente alla definita positività è che tutti gli autovalori di A
siano reali positivi.
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1.1.3 Il prodotto di Kronecker
Date due matrici A = (aij) ∈ CmA×nA , B = (bij) ∈ CmB×nB , definiamo
prodotto di Kronecker la seguente matrice:
A⊗B := (aijB) ∈ C(mAmB)×(nAnB).
Legata al prodotto appena visto è possibile introdurre una ulteriore operazione,
detta somma di Kronecker :
A⊕B := A⊗ I + I ⊗B.
Per poter effettuare tale somma è necessario che le matrici A,B abbiano la
stessa dimensione, ossia si deve avere mA = mB , nA = nB.
1.2 Grafo associato ad una matrice
Ad una matrice A = (aij) ∈ Cn×n è possibile associare in modo naturale una
struttura di grafo G(A) = (V,E).
Per farlo basta porre V := {1, . . . , n} , E := {(i, j) / aij 6= 0}, ossia:
Definizione 1.2.1. Esiste un arco dal nodo i al nodo j se aij 6= 0.
Fissati due nodi i, j ∈ V definiamo la distanza d(i, j) come la lunghezza
del cammino più corto per andare dal nodo i al nodo j: per lunghezza di un
cammino si intende il numero di archi che compongono il cammino.
Osservazione: in generale, la distanza che abbiamo appena definitito non gode
della proprietà commutativa, ossia d(i, j) 6= d(j, i). La cosa però è vera in caso
di matrici simmetriche.
Osservazione: nel caso non esistano cammini dal nodo i al nodo j, la distanza
viene posta per convenzione uguale a ∞.
Definizione 1.2.2. Data A ∈ Cn×n, il diametro del grafo G(A) è la massima
lunghezza di un cammino tra due nodi qualsiasi.
Proposizione 1.2.3. Consideriamo una matrice A = (aij) ∈ Cn×n con grafo
associato G(A). Allora, comuque si scelgano due nodi i, j tali che d(i, j) > k,
vale che (Ak)ij = 0.
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Dimostrazione. Procediamo per induzione su k, denotando con Ak = (a(k)ij ).
Il caso k = 1 è banale: se avessimo aij 6= 0, per come abbiamo definito la
distanza varrebbe d(i, j) = 1.
Supponiamo ora d(i, j) > k + 1 e osserviamo che a(k+1)ij =
n∑
l=1
a
(k)
il · alj.
Se d(i, l) > k allora a(k)il = 0 per ipotesi induttiva.
In caso contrario osserviamo che:
k + 1 < d(i, j) ≤ d(i, l) + d(l, j) ≤ k + d(l, j).
Ne deduciamo che d(l, j) > 1 e perciò alj = 0.
Definizione 1.2.4. Il grafo G(A) si dice fortemente connesso se, presi co-
munque due nodi, esiste sempre un cammino che unisce il primo al secondo.
È possibile provare il seguente fatto (per i dettagli si consulti [8], teo. 1.24):
Teorema 1.2.5. Una matrice A è irriducibile se e solo se il suo grafo associato
G(A) è fortemente connesso.
1.3 Norme e condizionamento
Presentiamo in seguito alcune definizioni e proprietà sulle principali norme
vettoriali e matriciali di cui faremo uso nei capitoli successivi. Queste ulti-
me risultano infatti essenziali per riuscire a presentare criteri di stabilità ed
efficienza riguardanti un qualsiasi tipo di approssimazione, in particolare nel
nostro caso per stimare funzioni di matrici. Per dettagli più approfonditi di
quelli che desciveremo consultare [8].
Definizione 1.3.1. Un’applicazione ‖ · ‖ : Cn → R definisce una norma
vettoriale se sono soddisfatte le seguenti proprietà:
• ‖x‖ ≥ 0 , ‖x‖ = 0⇔ x = 0 ∀x ∈ Cn
• ‖αx‖ = |α| · ‖x‖ , ∀α ∈ C , ∀x ∈ Cn
• ‖x+ y‖ ≤ ‖x‖+ ‖y‖ , ∀x, y ∈ Cn
Presentiamo qui di seguito le norme di maggior uso:
‖x‖1 :=
∑n
i=1 |xi|
‖x‖2 :=
√∑n
i=1 |xi|2
‖x‖∞ := max
i=1,...,n
|xi|
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Esse sono casi particolari della norma ‖x‖p :=
(
n∑
i=1
|xi|p
)1/p
.
Definizione 1.3.2. Un’applicazione ‖ · ‖ : Cn×n → R definisce una norma
matriciale se valgano le stesse proprietà della norma vettoriale e in aggiunta
è verificato che ‖A ·B‖ ≤ ‖A‖ · ‖B‖ per ogni coppia di matrici A,B.
Osservazione: la proprietà aggiuntiva appena descritta è detta proprietà sub-
moltiplicativa.
Data una norma vettoriale ‖ · ‖ è possibile definire in modo naturale una
norma matriciale nel seguente modo:
‖A‖ := max
‖x‖=1
‖Ax‖ = max
y 6=0
‖Ay‖
‖y‖ .
Essa è detta norma matriciale indotta da ‖ · ‖.
Osservazione: dalla definizione di norma indotta si può dedurre la norma della
matrice inversa.
‖A−1‖ = max
y 6=0
‖A−1y‖
‖y‖ = maxz 6=0
‖z‖
‖Az‖ .
Il risultato che segue caratterizza le norme matriciali indotte da quelle
vettoriali che abbiamo elencato in precedenza.
Teorema 1.3.3.
‖A‖∞ = max
i
(∑
j
|aij|
)
‖A‖1 = max
j
(∑
i
|aij|
)
‖A‖2 =
√
ρ(AHA)
Dimostrazione. Vedi [8].
Definizione 1.3.4. Data A ∈ Cn×n e una norma matriciale ‖ · ‖, definiamo
numero di condizionamento di A la quantità κ(A) := ‖A‖ · ‖A−1‖.
Osservazione: il numero di condizionamento dipende dalla particolare norma
considerata.
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Proposizione 1.3.5. Valgono le seguenti proprietà:
a)A unitaria ⇒ κ2(A) = 1
b)A hermitiana ⇒ κ2(A) = |λmax/λmin|
Dimostrazione. Dimostriamo separatamente i due casi.
a) Se A è unitaria possiamo scrivere:
‖Ax‖2 =
√
< Ax,Ax > =
√
xHAHAx =
√
< x, x > = ‖x‖2 ∀x ∈ Cn.
Dunque ‖A‖2 = max‖x‖2=1‖Ax‖2 = max‖x‖2=1‖x‖2 = 1.
Calcoliamo la norma dell’inversa:
‖A−1‖2 = max
x 6=0
‖x‖2
‖Ax‖2 = maxx 6=0
‖x‖2
‖x‖2 = 1.
Dunque il numero di condizionemanto è 1.
b) Detti λ1, . . . , λn gli autovalori di A, allora AHA = A2 ha come autovalori
gli elementi |λ1|2, . . . , |λn|2.
Sia λmax l’autovalore massimo di A e x il suo autovettore. Osserviamo che:
(AHA)x = AH(Ax) = AH(λmaxx) = λmax · AHx = λmax · Ax = (λmax)2x.
Ne consegue che ρ(A) = |λmax| =
√
(λmax)2 =
√
ρ(AHA).
Calcoliamo ora la norma dell’inversa:
‖A−1‖2 =
√
ρ((AH)−1 · A−1) = ρ(A−1) = 1|λmin| .
Da qui segue subito la tesi.
Riportiamo di seguito un risultato che ci tornerà utile nello studio delle
funzioni di matrici.
Proposizione 1.3.6. Data una matrice A vale che ∀i, j |aij| ≤ ‖A‖2.
Dimostrazione. Dalla disuguaglianza di Cauchy-Schwartz (vedi [8], es. 3.4)
sappiamo che, presi comunque due vettori x, y vale che |xHy| ≤ ‖x‖2 · ‖y‖2.
Da tale relazione si deduce la tesi:
|aij| = |(ei)H(Aej)| ≤ ‖eHi ‖2 · ‖Aej‖2 ≤ ‖ei‖2 · ‖A‖2 · ‖ej‖2 = ‖A‖2.
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1.4 Interpolazione polinomiale
Data una mappa f e un insieme {x0, x1, . . . , xn} di nodi distinti, il problema
dell’interpolazione consiste nel determinare una funzione φ tale che si abbia
φ(xi) = f(xi) per i = 0, . . . , n. La soluzione del problema è una approssima-
zione della funzione f , e notiamo che per porci il problema dell’interpolazione
è sufficiente conoscere soltanto i valori di f sui nodi xi.
Se imponiamo che la φ sia un polinomio, l’interpolazione si dice polinomiale.
Supponendo di avere delle funzioni linearmente indipendenti φ0, . . . , φn defi-
nite sul dominio di f , è possibile cercare la funzione interpolante nella forma
φ(x) =
n∑
j=0
αjφj(x). In questa situazione il nostro problema si riduce a quello
di determinare i coefficienti αi in modo che siano verificate le condizioni.
Elenchiamo qui di seguito tre insiemi {φ0, . . . , φn} usualmente scelti come
possibili basi per l’interpolazione:
• Base delle potenze: φi(x) = xi.
Utilizzando questa base, si dimostra (vedi [7]) che il sistema lineare
n∑
j=0
αjφj(xi) = f(xi) associato all’interpolazione ha sempre soluzione se i
nodi sono distinti, ma calcolare gli αi tramite il sistema è un problema
malcondizionato (se i nodi sono reali) e molto costoso al crescere di n.
• Base di Lagrange: φi(x) := Li(x) =
n∏
j=0
(j 6=i)
x−xj
xi−xj .
Osservando che Li(xk) = δik, dove δik è la delta di Kronecker, vale che il
polinomio di interpolazione di Lagrange viene determinato dalla relazione
φ(x) =
n∑
i=0
f(xi) · Li(x). Si riesce inoltre a dimostrare [7] che esso può
essere calcolato con un costo di O(n) operazioni aritmetiche.
• Base di Newton: φi(x) = (x− x0)(x− x1) · · · (x− xi).
In certi casi il calcolo della φ utilizzando questa base è numericamente
più stabile rispetto all’uso della base di Lagrange.
Poiché la useremo in seguito per approssimare funzioni di matrici, forniamo
qualche dettaglio in più sull’interpolazione con il metodo di Newton.
Supponiamo che i nodi x0, . . . , xn siano tutti distinti.
È possibile conoscere a priori delle relazioni che determinano i coefficienti del
polinomio di interpolazione di Newton, ma per questo è necessario presentare
il concetto delle differenze divise.
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Definizione 1.4.1. Per x 6= xi, è detta differenza divisa di ordine k della
mappa f relativa ai nodi x0, . . . , xk−1 la funzione f [x0, . . . , xk−1, x] definita per
ricorrenza come segue:
k = 0 → f [x] = f(x).
k = 1 → f [x0, x] = f [x]−f [x0]x−x0 .
k ≥ 2 → f [x0, . . . , xk−2, xk−1, x] = f [x0,...,xk−2,x]−f [x0,...,xk−1]x−xk−1 .
Le differenze divise si possono rappresentare con una matrice triangolare infe-
riore A di ordine n+ 1.
A =

f [x0] 0 · · · 0
f [x1] f [x0, x1] · · · 0
...
... . . .
...
f [xn] f [x0, xn] · · · f [x0, . . . , xn]

Gli elementi di tale matrice sono definiti dalle relazioni:
ai1 = f(xi−1) i = 1, . . . , n+ 1
aij =
ai,j−1−aj−1,j−1
xi−1−xj−2
j = 2, . . . , n+ 1
i = j, . . . , n+ 1
Proposizione 1.4.2. Valgono le seguenti affermazioni:
a) f(x) = f [x0]+(x−x0)f [x0, x1]+ · · ·+(x−x0) . . . (x−xn)f [x0, . . . , xn, x].
b) Pn(x) := f [x0]+(x−x0)f [x0, x1]+· · ·+(x−x0) . . . (x−xn−1)f [x0, . . . , xn]
è un polinomio di grado minore o uguale ad n tale che Pn(xi) = f(xi)
per i = 0, . . . , n.
Dimostrazione. La prova di entrambe le tesi si ottiene per induzione su n:
consultare [7], teoremi 5.15, 5.16.
Da questo si deduce che il polinomio Pn nella tesi (b) è il polinomio di
interpolazione nella forma di Newton.
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1.5 Le funzioni di matrici
Date una mappa f : Ω ⊆ C→ C e una matrice A ∈ Cn×n, vorremmo riuscire
a dare una definizione formale e rigorosa della matrice f(A) ∈ Cn×n.
La seguente trattazione segue fedelmente quella di Higham [16].
Vi sono alcuni casi in cui f(A) si riesce a definire in modo naturale:
• Se f(z) = anzn + · · · + a1z + a0 è un polinomio possiamo semplicemen-
te sostituire la matrice al posto della variabile, ottenendo la scrittura
f(A) := anA
n + · · ·+ a1A+ a0.
• Se f è una funzione razionale possiamo procedere come nel caso prece-
dente, rimpiazzando l’operazione di divisione con quella di inversione di
matrice (controllando che le matrici si possano invertire). Ad esempio:
f(z) =
1 + z2
1− z ⇒ f(A) := (I − A)
−1(I + A2) se 1 /∈ σ(A)
• Se f ammette una espansione in serie, come la seguente:
log(1 + z) = z − z
2
2
+
z3
3
− · · · , |z| < 1
allora essa è applicabile ad una matrice in modo analogo al caso polino-
miale. In questo esempio si ottiene:
log(I + A) = A− A
2
2
+
A3
3
− · · · , ρ(A) < 1.
Nonostante in questo modo si riesca a definire una grande varietà di funzioni di
matrici, questo approccio presenta degli svantaggi, come la mancanza di una
vera definizione con f arbitraria, oppure il fatto che una particolare formula
tra quelle elencate prima potrebbe non avere senso per ogni matrice A.
Esistono molti modi equivalenti di definire una funzione di matrice. Qui di
seguito ne vediamo tre: il primo è basato sulla trasformazione di A nella sua
forma canonica di Jordan, il secondo su una strategia interpolatoria ed il terzo
su un risultato di analisi complessa, vedendo la funzione di matrice come un
particolare integrale.
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1.5.1 Definizione mediante forma di Jordan
È ben noto ([8], teo. 2.18) che ogni matrice A ∈ Cn×n può essere espressa nella
forma canonica di Jordan J = Z−1AZ = diag(J1, . . . , Jp).
Quest’ultima matrice è diagonale a blocchi, in cui ogni blocco Jk, associato ad
un certo autovalore λk, ha la struttura seguente:
Jk = Jk(λk) =

λk 1
λk
. . .
. . . 1
λk
 ∈ Cmk×mk , m1 + · · ·+mp = n.
La matrice J è unica a meno dell’ordine dei blocchi, mentre la matrice di
trasformazione Z non lo è.
Come notazione, siano λ1, . . . , λs gli autovalori distinti di A, dei quali deno-
tiamo con ni l’ordine del più grande blocco di Jordan relativo all’autovalore λi.
Definizione 1.5.1. f è definita sullo spettro di A se esistono le quantità
f (j)(λi) , i = 1, . . . , s , j = 0, . . . , ni− 1. In caso affermativo essi sono denotati
come i valori di f sullo spettro di A.
Benché in molti casi di particolare interesse la funzione ha una ben precisa
espressione analitica, osserviamo che, nella definizione che segue, f(A) richiede
soltanto di conoscere i valori di f sullo spettro di A.
Definizione 1.5.2. Data A con forma canonica di Jordan J ed f definita sullo
spettro di A, definiamo f(A) := Zf(J)Z−1 = Zdiag(f(Jk))Z−1, dove:
f(Jk) :=

f(λk) f
′(λk) · · · f
(mk−1)(λk)
(mk−1)!
f(λk)
. . . ...
. . . f ′(λk)
f(λk)
 .
Osservazione: se A è diagonalizzabile (A = Zdiag(λi)Z−1) allora per defini-
zione abbiamo f(A) = Zdiag(f(λi))Z−1. Ne deduciamo che f(A) ha gli stessi
autovettori di A e ha come autovalori le immagini di quelli di A tramite f .
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Osservazione: scrivendo Jk = λkI +Nk, è facile vedere che Nk è nilpotente di
ordine mk (ossia mk è il più piccolo intero tale che Nmkk = 0).
Dunque se f ha il seguente sviluppo:
f(z) = f(λk) + f
′(λk)(z − λk) + · · ·+ f
(j)(λk)(z − λk)j
j!
+ · · ·
allora, valutando in Jk, si ottiene:
f(Jk) = f(λk)I + f
′(λk)Nk + · · ·+ f
(mk−1)(λk)N
mk−1
k
(mk − 1)! .
1.5.2 Definizione mediante interpolazione polinomiale
Data A ∈ Cn×n, è ben noto che l’insieme IA dei polinomi a coefficienti com-
plessi che si annullano in A è un ideale.
Definiamo polinomio minimo di A l’unico generatore monico di IA, indicando-
lo con ψ(z). Per definizione esso divide tutti i polinomi p(z) tali che p(A) = 0.
Usando la precedente notazione introdotta per la forma canonica di Jordan,
si può dimostrare che il polinomio minimo è della forma ψ(z) =
s∏
i=1
(z − λi)ni ,
da cui si deduce che ψ si annulla sullo spettro di A.
Per poter enunciare la definizione di f(A), osserviamo dapprima cosa ac-
cade nel caso polinomiale.
Proposizione 1.5.3. Data A ∈ Cn×n e p, q polinomi, sono equivalenti:
• p(A) = q(A).
• p, q hanno gli stessi valori sullo spettro di A.
Dimostrazione. Definito d := p − q, se p(A) = q(A) allora d(A) = 0. Dunque
d è diviso dal polinomio minimo ψ e pertanto si annulla sullo spettro di A. Ne
segue che i valori di p e q su σ(A) coincidono.
Viceversa, se p e q hanno gli stessi valori su σ(A), allora il polinomio d è nullo
su tale spettro. Per definizione di polinomio minimo esiste un polinomio r tale
che d = ψr, da cui d(A) = 0.
Osservazione: per quanto appena visto, la matrice p(A) è completamente de-
terminata dai valori di p sullo spettro di A. Costruiamo perciò la definizione
di f(A) in modo che questa proprietà continui a valere.
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Definizione 1.5.4. Consideriamo A ∈ Cn×n con polinomio minimo ψ, e sia
f : Ω ⊆ C→ C tale che σ(A) ⊂ Ω.
Definiamo f(A) := p(A), dove p è un polinomio tale che siano soddisfatte le
seguenti condizioni:
• deg(p) < deg(ψ) =
s∑
i=1
ni.
• p(j)(λi) = f (j)(λi) , i = 1, . . . , s , j = 0, . . . , ni − 1.
Da questa definizione si possono dedurre alcune osservazioni:
• Per quanto visto nella proposizione 1.5.3, per definire f(A) può essere
usato un qualsiasi polinomio che soddisfi le condizioni sopra elencate.
• un polinomio interpolante p è dato esplicitamente dalla scrittura:
p(z) =
s∑
i=1
[(
ni−1∑
j=0
1
j!
φ
(j)
i (λi)(z − λi)j
)∏
j 6=i
(z − λj)nj
]
nella quale φi(z) = f(z)/[
∏
j 6=i(z − λj)nj ].
Nel caso A sia diagonalizzabile, la formula si riduce al classico polinomio
di interpolazione di Lagrange.
• è importante notare che il polinomio p dipende da A, in quanto costruito
con condizioni sullo spettro di A.
• se f ammette una espansione in serie, la definizione precedente garantisce
che f(A) è un polinomio di grado minore o uguale a n − 1. Questo
perché, per il teorema di Cayley-Hamilton, noi abbiamo che il polinomio
caratteristico di A si annulla in A: è quindi possibile esprimere la matrice
An (e tutte le potenze superiori) per mezzo di I, A,A2, . . . , An−1.
Per iniziare ad intuire l’equivalenza tra le due definizioni prima presentate,
cerchiamo di calcolare l’immagine di un blocco di Jordan Jk = Jk(λk) con
l’approccio interpolatorio appena visto.
Poiché devono valere le condizioni p(j)(λk) = f (j)(λk) , j = 0, . . . ,mk−1, allora
un polinomio di interpolazione è il seguente:
p(z) = f(λk) + f
′(λk)(z − λk) + · · ·+ f
(mk−1)(λk)(z − λk)mk−1
(mk − 1)! .
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Valutando tale polinomio in Jk = λkI +Nk otteniamo:
p(Jk) = f(λk)I + · · ·+ f
(mk−1)(λk)N
mk−1
k
(mk − 1)!
=

p(λk) p
′(λk) · · · p
(mk−1)(λk)
(mk−1)!
p(λk)
. . . ...
. . . p′(λk)
p(λk)
 .
Dalle condizioni interpolatore sullo spettro di A deduciamo che tale matrice
coincide con quella ottenuta utilizzando la definizione di f(A) legata alla forma
canonica di Jordan.
1.5.3 Definizione mediante formula di Cauchy
Ricordiamo il seguente risultato di analisi complessa [10]:
Teorema 1.5.5. Siano K ⊆ D ⊆ C, con D aperto e K compatto avente bordo
orientato Γ. Data f : D → C olomorfa, valgono le seguenti:
• ∫
Γ
f(z)dz = 0
• ∀a ∈ K ∫
Γ
f(z)
z−adz = 2pii · f(a)
dove i è l’unità immaginaria.
Grazie a tale teorema siamo in grado di enunciare una ulteriore definizio-
ne, vista come generalizzazione del risultato appena visto in caso di funzioni a
valori matriciali.
Definizione 1.5.6. Siano A ∈ Cn×n e Ω ⊂ C contenente lo spettro di A.
Indicando con Γ il bordo di Ω, consideriamo f : Ω→ C analitica in Ω ∪ Γ.
Allora f(A) può essere definita mediante la seguente scrittura:
f(A) :=
1
2pii
∫
Γ
f(z)(zI − A)−1dz.
Osservazione: l’integrando contiene la martice (zI − A)−1, la quale ha senso
solo se Γ è disgiunto dallo spettro di A.
Da quanto visto finora, la matrice f(A) viene definita mediante tre stru-
menti matematici molto differenti, ossia la forma canonica di Jordan, l’inter-
polazione polinomiale e la formula dell’integrale di Cauchy. Nonostante questa
diversità, si riesce a dimostrare che queste tre forme sono del tutto equivalenti.
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Teorema 1.5.7. Le definizioni 1.5.2 e 1.5.4 sono equivalenti. Nel caso f sia
analitica, allora anche la definizione 1.5.6 è equivalente alle precedenti.
Dimostrazione. La definizione 1.5.4 afferma che f(A) = p(A) dove p è il
polinomio di interpolazione. Nel caso A = ZJZ−1 allora è facile notare che:
f(A) = p(A) = p(ZJZ−1) = Zp(J)Z−1 = Zdiag(p(Jk))Z−1.
Poiché p(Jk) è determinato dai valori di p su σ(Jk), i quali sono un sottoin-
sieme dei valori di p su σ(A), segue dalle osservazioni fatte in precedenza che
p(Jk) coincide con la matrice f(Jk) data nella definizione 1.5.2.
Per quanto riguarda i dettagli sull’equivalenza con la definizione 1.5.6, consul-
tare Horn e Johnson ([17], teorema 6.2.28).
Osservazione: il teorema precedente garantisce che nella ricerca e dimostra-
zione di risultati riguardanti funzioni di matrici è possibile servirsi indifferen-
temente di tutte e tre le formulazioni usate per definirle.
Il significato di possedere una buona definizione di f(A) è che essa conduce
alle proprietà elementari che ci si può aspettare sulle funzioni in generale, in
aggiunta ad altri risultati che sono meno ovvi e specifici per le matrici.
Proposizione 1.5.8. Siano A ∈ Cn×n ed f una funzione definita su σ(A).
Allora valgono le seguenti:
a) f(A) commuta con A.
b) f(AT ) = f(A)T .
c) f(XAX−1) = Xf(A)X−1, dove X è una matrice invertibile.
d) Gli autovalori di f(A) sono f(λi), dove i λi sono gli autovalori di A.
e) Se X commuta con A allora X commuta con f(A).
f) Se A = (Aij) è triangolare a blocchi allora lo è anche f(A). Inoltre la
struttura dei blocchi delle due matrici è la stessa e per i blocchi diagonali
vale (f(A))ii = f(Aii).
g) A = diag(A11, . . . , Amm) ⇒ f(A) = diag(f(A11), . . . , f(Amm)).
h) f(I ⊗ A) = I ⊗ f(A).
i) f(A⊗ I) = f(A)⊗ I.
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Dimostrazione. Grazie alla definizione 1.5.4 sappiamo che f(A) = p(A), dove p
è un polinomio interpolatorio. Da questo segue subito (a), grazie alla relazione
f(A)A = p(A)A = Ap(A) = Af(A). Usando il fatto che p(A)T = p(AT ), e
osservando che i valori di f su σ(A) e σ(AT ) sono gli stessi, si prova anche (b).
Le tesi (c) e (d) seguono subito dalla definizione 1.5.2, mentre per provare (e)
osserviamo che Xf(A) = Xp(A) = p(A)X = f(A)X.
Usando sempre la 1.5.4, abbiamo che f(A) = p(A) è chiaramente triangolare a
blocchi con blocchi diagonali p(Aii). Poiché p interpola f su σ(A), allora esso
la interpola su ogni σ(Aii), da cui si ha che p(Aii) = f(Aii), provando (f).
A questo punto (g) segue subito in quanto caso particolare di (f).
Poiché I ⊗ A = diag(A,A, . . . , A), la (h) è un caso particolare di (g).
Infine, poiché vale A⊗B = Π(B ⊗A)ΠT , dove Π è una opportuna matrice di
permutazione, allora:
f(A⊗ I) = f(Π(I ⊗ A)ΠT ) (c)= Πf(I ⊗ A)ΠT (h)= Π(I ⊗ f(A))ΠT = f(A)⊗ I.
In questo modo si ottiene (i), concludendo la dimostrazione.
1.6 Polinomi di Chebyshev
Definiamo D := ⋃
n∈N
Dn, dove indichiamo con Dn l’insieme dei polinomi a coef-
ficienti reali di grado minore o uguale a n.
Mappando un polinomio nel vettore dei suoi coefficienti si ottiene un iso-
morfismo canonico tra Dn e Rn+1. Tramite quest’ultimo è possibile definire su
Dn i concetti di norma e prodotto scalare.
La trattazione che faremo seguirà abbastanza fedelmente [7].
Definizione 1.6.1. La funzione ω : [a, b] → R ∪ {∞} è detta funzione peso
se sono verificate le seguenti proprietà:
• ω(x) > 0 ∀x ∈ [a, b]
• ∫ b
a
p(x)ω(x)dx < +∞ ∀p(x) ∈ D
Definizione 1.6.2. Data una funzione peso ω definita su [a, b], la relazione
< p(x), q(x) >:=
∫ b
a
p(x)q(x)ω(x)dx definisce un prodotto scalare su D.
Attraverso i concetti appena enunciati, è possibile introdurre delle parti-
colari famiglie di polinomi, i quali hanno la proprietà di risultare ortogonali
rispetto al prodotto scalare appena definito.
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Definizione 1.6.3. {pi}i≥0 è una successione di polinomi ortogonali se valgono
le seguenti proprietà:
• deg(pi) = i
• < pi(x), pj(x) >= 0 se i 6= j
Osservazione: se il prodotto scalare è indotto da quello standard di Rn+1 allora
i polinomi 1, x, x2, . . . sono ortogonali.
Si può dimostrare (per i dettagli vedere [7]) che in generale ogni famiglia
di polinomi ortogonali soddisfa la seguente relazione ricorrente a tre termini:
pn+1(x) = (an+1x+ bn+1) · pn(x)− ci · pn−1(x) , n ≥ 1
p0(x) = a0
p1(x) = a1x+ b1
Osservazione: fissati i coefficienti di p0 e p1 esistono delle formule che per-
mettono di calcolare i coefficienti di tutti gli altri pn. Attraverso la relazione
ricorrente e tali formule è possibile implementare un algoritmo che permetta
il calcolo di tali polinomi.
Al variare dell’intervallo considerato e del peso ω esistono molti tipi di
polinomi ortogonali: qui di seguito ci concentreremo sui polinomi di Chebyshev
di prima specie. Essi sono definiti su [−1, 1] e risultano ortogonali rispetto al
prodotto scalare generato dal peso ω(x) = (1− x2)−1/2.
La relazione ricorrente che determina questi polinomi è la seguente:
Tn+1(x) = 2xTn(x)− Tn−1(x) , n ≥ 1
T0(x) = 1
T1(x) = x
(1.1)
Poiché i polinomi di Chebyshev sono definiti su [−1, 1] allora è possibile scrivere
x = cos(θ) per un certo angolo θ ∈ [0, pi].
Proposizione 1.6.4. Tn(cos(θ)) = cos(n · θ).
Dimostrazione. Proviamolo per induzione su n.
I passi base sono sostanzialmente ovvi, in quanto basta osservare che valgono
le relazioni T0(cos(θ)) = 1 = cos(0 · θ) e che T1(cos(θ)) = cos(θ).
Concentriamoci ora sulla prova del passo induttivo.
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Quest’ultima è pressoché ovvia se si analizza la seguente catena di uguaglianze:
Tn+1(cos(θ)) = 2 cos(θ)Tn(cos(θ))− Tn−1(cos(θ))
= 2 cos(θ) cos(nθ)− cos(nθ − θ)
= 2 cos(θ) cos(nθ)− cos(nθ) cos(θ)− sin(θ) sin(nθ)
= cos(θ) cos(nθ)− sin(θ) sin(nθ)
= cos(nθ + θ) = cos((n+ 1)θ).
Dalla relazione appena vista si possono dedurre immediatamente alcuni fatti:
• Poiché ad x = 1 corrisponde θ = 0 allora Tn(1) = 1 ∀n ∈ N.
• |Tn(x)| ≤ 1 ∀n ∈ N , ∀x ∈ [−1, 1]
• Le radici dei polinomi di Chebyshev sono tutte reali e si possono carat-
terizzare completamente:
{x ∈ [−1, 1] / Tn(x) = 0} =
{
xj = cos(θj) , θj =
(j − 1/2)pi
n
, j = 1, . . . , n
}
.
I polinomi di Chebyshev sono molto utili in quanto essi rappresentano uno
strumento efficace per approssimare funzioni.
Se consideriamo una mappa f ∈ C∞([−1, 1]) si dimostra [7] che essa ammette
il seguente sviluppo in serie:
f(x) =
∞∑
k=0
ckTk(x) , ck =
∑n
j=1 Tk(xj)f(xj)∑n
j=1 Tk(xj)Tk(xj)
(1.2)
dove x1, . . . , xn sono gli zeri di Tn.
Osservazione: valutare i Tk negli xj non richiede la sostituzione del valore
all’interno del k-esimo polinomio di Chebyshev, in quanto tali valutazioni si
possono esplicitare nel modo seguente.
Tk(xj) = Tk(cos(θj))
1.6.4
= cos(k · θj) = cos
(
k(j − 1/2)pi
n
)
.
1.7 Polinomi di Faber
Consideriamo un insieme Ω ⊂ C non vuoto, compatto e connesso: possiamo
supporre che Ω = D∪C , dove D è un dominio di Jordan con bordo C regolare.
Per il teorema della mappa di Riemann esiste una mappa conforme φ tale che:
φ : Ωc −→ {|w| > ρ} , φ(∞) =∞ , lim
z→∞
φ(z)
z
= 1. (1.3)
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La quantità ρ è detta capacità logaritmica di Ω.
Preso un intero N > 0, allora φN ha il seguente sviluppo all’infinito:
[φ(z)]N = zN + c
(N)
N−1z
N−1 + · · ·+ c(N)0 +
c
(N)
−1
z
+ · · ·
La parte polinomiale φN(z) = zN + c
(N)
N−1z
N−1 + · · · + c(N)0 è detta N-esimo
polinomio di Faber generato da Ω.
Per comprendere meglio la struttura di tali polinomi, definiamo la trasfor-
mata di Faber nel modo seguente:
T (F )(z) := 1
2pii
∫
C
F (φ(t))
t− z dt
dove la F considerata è analitica su {|w| < ρ} e continua sul bordo.
Si può provare (per i dettagli vedere [20]) che φN(z) = T (wN)(z), deducendo
di conseguenza la struttura dei suoi coefficienti.
Proposizione 1.7.1. Sia s ∈ R+ tale che C ⊂ {|z| < s}. Allora i coefficienti
di φN sono determinati dalle relazioni:
c
(N)
N = 1
c
(N)
j =
1
2pii
∫
|t|=s
(φ(t))N
tj+1
dt , j = 0, . . . , N − 1
Dimostrazione. Calcoliamo la trasformata di Faber di wN :
T (wN)(z) = 1
2pii
∫
|t|=s
(φ(t))N
t− z dt =
1
2pii
∫
|t|=s
(φ(t))N
t
· 1
1− z/tdt
=
1
2pii
∫
|t|=s
(φ(t))N
t
[ ∞∑
j=0
zj
tj
]
dt =
1
2pii
∫
|t|=s
∞∑
j=0
zj
(φ(t))N
tj+1
dt.
Osserviamo che se |z| ≤ r < s allora la serie converge in norma:
∞∑
j=0
zj (φ(t))Ntj+1
 ≤ ∞∑
j=0
rj
sj+1
|(φ(t))N | = |(φ(t))
N |
s
∞∑
j=0
(r
s
)j
< +∞
Perciò possiamo invertire la serie con l’integrale e otteniamo:
φN(z) =
∞∑
j=0
[
1
2pii
∫
|t|=s
(φ(t))N
tj+1
dt
]
zj =:
∞∑
j=0
c
(N)
j z
j.
La tesi segue subito dal fatto che φN all’infinito si comporta come zN .
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Osservazione: nella pratica solitamente viene scelta la quantità s = 1.1·max
z∈C
|z|,
allo scopo di evitare intersezioni tra C e il disco di raggio s.
Detta ψ := φ−1, consideriamo R > ρ e chiamiamo CR := ψ({|w| = R}),
denotando con I(CR) la parte del piano complesso racchiusa da CR.
Teorema 1.7.2. Consideriamo Ω ⊂ C con capacità logaritmica ρ. Data la
mappa f : Ω→ C analitica su I(CR0), con R0 > ρ, essa è sviluppabile in serie
nel modo seguente:
f(z) =
∞∑
k=0
αkφk(z) , αk =
1
2pii
∫
|w|=R
f(ψ(w))
wk+1
dw , ρ < R < R0.
Osservazione: la serie che appare in tesi è detta serie di Faber della funzione f
e converge uniformemente dentro I(CR0). Per ulteriori dettagli vedere [20],[13].
Viene naturale il tentativo di approssimare la funzione mediante un tron-
camento della serie di Faber: fissato un grado N , definiamo il polinomio di
approssimazione PN(z) :=
N∑
k=0
αkφk(z), osservando che deg(PN) ≤ N .
Elenchiamo in seguito un fondamentale risultato (ulteriori dettagli in [20],[3]),
attraverso il quale viene collegata la regolarità di f con la possibilità di poterla
ben approssimare nel modo appena descritto.
Teorema 1.7.3. Sia Ω ⊂ C con capacità logaritmica ρ e sia f definita su Ω.
Presa una costante 0 < q < 1 allora sono equivalenti:
• f analitica su I(CR0), con R0 = ρ/q.
• Comunque presi  > 0, N ∈ N, esistono una costante positiva c = c()
e un polinomio PN , di grado al più N , tali che valga l’approssimazione
|f(z)− PN(z)| < c() · (q + )N ∀z ∈ Ω.
Nel caso valga una delle precedenti proprietà, vale che PN → f uniformemente
dentro I(CR0) per N →∞.
Osservazione: il raggio di convergenza della serie è legato alla regolarità della
mappa f , mentre la costante q dipende dalla regione su cui è definita.
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Osservazione: è possibile stimare (si veda [13]) la costante c in questo modo.
Presi R0, q ed  come nel teorema, se scegliamo R tale che ρ < R < R0 allora
asintoticamente vale l’approssimazione:
c() ≈ 3
2
M(R) · q + 
1− (q + ) , M(R) := maxz∈CR|f(z)|.
Vedendo PN come un operatore lineare (che si comporta come l’identità sui
polinomi di grado al più N), è possibile procedere con un’approssimazione in
norma della funzione f :
‖f − PN(f)‖∞ = ‖f − p+ PN(p− f)‖∞
≤ ‖f − p‖∞ + ‖PN(p− f)‖∞
≤ (1 + ‖PN‖) · ‖f − p‖∞.
La relazione vale se p è un qualsiasi polinomio complesso di grado al più N .
Se come p prendiamo il polinomio di minimax di f otteniamo una migliore
approssimazione.
Vale inoltre che se PN è l’operatore che tronca la serie di Faber si ha il
seguente bound (dimostrazione e maggiori dettagli in [20],[13]):
‖PN‖ ≤ V
pi
[
4
pi2
ln(N) +B
]
, N ≥ 1 (1.4)
dove B ≈ 1.773 e V è una costante (detta rotazione totale) che dipende dalla
regione di definizione di f .
In particolare V :=
∫
C
|dθ(z)|, dove θ(z) è l’angolo che la tangente a C nel
punto z forma con la direzione positiva dell’asse reale (la tangente esiste per
le ipotesi di regolarità del bordo di Ω). Si dimostra [13] che V ≥ 2pi e vale
l’uguaglianza se Ω è convesso.
Definizione 1.7.4. Ω ⊂ C è a rotazione totale limitata se V < +∞.
Con tale ipotesi aggiuntiva su Ω possiamo enunciare un ulteriore risultato
(trovato in [3]) che determina un buond più preciso per l’approssimazione di
f data dalla serie di Faber.
Teorema 1.7.5. Sia Ω ⊂ C a rotazione totale limitata e con capacità logarit-
mica ρ, e sia inoltre f analitica su CR, con R > ρ. Allora valgono le seguenti
relazioni:
a) ∀N ≥ 1 ‖φN‖∞ ≤ ρN · Vpi .
b) ∀N ≥ 0 ‖f − PN‖∞ ≤M(R)Vpi · (ρ/R)
N+1
1−ρ/R , M(R) = maxz∈CR
|f(z)|.
Capitolo 2
Funzioni di matrici a banda
Nella maggior parte dei casi in cui si voglia determinare f(A), conoscendo a
priori particolari strutture possedute dalla matrice A ∈ Cn×n, il calcolo espli-
cito dell’immagine di f in A può risultare computazionalmente sconveniente,
in particolar modo se la dimensione di A è grande. Questo perché spesso gli
elementi effettivamente non trascurabili della matrice f(A) sono solo una pic-
cola parte rispetto a n2, ossia al numero totale delle entrate della matrice.
In particolare, in questo capitolo ci occuperemo della struttura di banda,
che definiremo formalmente nella sezione 2.1. La sezione 2.2 servirà per dimo-
strare che le funzioni di matrici sono strutturalmente dense. Nella sezione 2.3
sarà studiata la proprietà di decadimento esponenziale degli elementi di f(A)
mano a mano che ci si allontana dalla diagonale principale: inizieremo con il
caso particolare dell’inversa di matrice, per poi giungere a bound di decadi-
mento con f arbitraria, basati su alcune proprietà del grafo associato ad A.
La sezione 2.4 tratterà della possibilià di approssimare a banda una matrice
con decadimento. Infine nella sezione 2.5 analizzeremo varie tecniche per ap-
prossimare f tramite un opportuno polinomio: oltre a studiare i vari metodi,
verrà posta l’attenzione sulle ipotesi necessarie per la loro applicabilità.
2.1 La struttura di banda
Data A = (aij) ∈ Cn×n, diamo le seguenti definizioni.
Definizione 2.1.1.
A ha banda inferiore s > 0 ⇔ aij = 0 se i− j > s
A ha banda superiore p > 0 ⇔ aij = 0 se j − i > p
A ha banda m > 0 ⇔ aij = 0 se |i− j| > m
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Proposizione 2.1.2. Se A = (aij) ha banda m allora Ak = (a
(k)
ij ) ha banda
km per ogni intero k ≥ 1.
Dimostrazione. Dimostriamolo per induzione su k, osservando che il caso k = 1
è tautologico.
Supponiamo che |i− j| > (k + 1)m = km+m e analizziamo cosa accade agli
elementi della matrice Ak+1.
Appurato che a(k+1)ij =
n∑
l=1
a
(k)
il · alj, proviamo che tale elemento è nullo:
• Se |i− l| > km allora per ipotesi induttiva a(k)il = 0.
• Se |i− l| ≤ km allora si hanno le disuguaglianze:
km+m < |i− j| ≤ |i− l|+ |l − j| ≤ km+ |l − j| ⇒ |l − j| > m.
Da ciò segue che l’elemento alj = 0.
Corollario 2.1.3. Se A ha banda superiore p e banda inferiore s allora per
ogni intero k ≥ 1 la matrice Ak ha banda superiore kp e banda inferiore ks.
Dimostrazione. Del tutto analoga a quella della proposizione 2.1.2.
Osservazione: da quanto appena detto si deduce subito che, presi un polino-
mio p di grado k e una matrice A con una qualsiasi struttura di banda, allora
p(A) avrà la medesima struttura, nella quale la larghezza di banda viene mol-
tiplicata per k.
2.2 Densità di struttura delle funzioni di matrici
Prendendo f abbastanza regolare, cerchiamo di indagare se f(A) mantiene
le proprietà di eventuali strutture possedute da A. Purtroppo la risposta in
generale è negativa, in quanto l’immagine di matrici sparse è quasi sempre una
matrice densa.
Proposizione 2.2.1. Sia f : Ω→ C analitica vicino a z0 ∈ Ω, ossia esprimi-
bile nella forma f(z) =
+∞∑
k=0
ak(z− z0)k , ak = f (k)(z0)k! , dove la serie ha raggio di
convergenza r > 0. Sia inoltre A ∈ Cn×n irriducibile, a entrate diagonali non
nulle e avente grafo G(A) con diametro 1 ≤ l ≤ n− 1.
Supponendo che esista un k ≥ l tale che f (k)(z0) 6= 0, è possibile assegnare
valori agli elementi aij non nulli in modo che la matrice f(A) sia densa.
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Dimostrazione. Osserviamo innanzi tutto che si possono assegnare dei valori
in modo che σ(A) ⊂ {|z| < r}, in altre parole ogni matrice può essere traslata e
scalata allo scopo che i suoi autovalori soddisfino |λi− z0| < r per i = 1, . . . , n.
Tali trasformazioni non compromettono l’irriducibilità di A e in compenso
garantiscono l’esistenza di f(A), ad esempio mediante la definizione 1.5.2.
Dall’analiticità di f abbiamo che:
a0I + a1(A− z0I) + · · ·+ as(A− z0I)s =
s∑
k=0
ak(A− z0I)k →
s→∞
f(A).
Per l’irriducibilità di A, presi comunque due nodi i e j esiste un cammino da
i a j; poiché l = diam(G(A)) la massima distanza tra due nodi è l e perciò se
k ≥ l la matrice (A−z0I)k è densa. L’esistenza di un k ≥ l tale che f (k)(z0) 6= 0
ci garantisce dunque che f(A) è a sua volta densa.
Osservazione: per il teorema appena visto, sostanzialmente se A è irriducibile
con la diagonale principale non nulla e f è una generica funzione analitica
(ossia analitica con almeno una derivata non nulla di ordine abbastanza alto)
allora la maggior parte delle entrate di f(A) è diversa da zero.
2.3 Decadimento esponenziale
Il risultato precedente nega in generale che f(A) mantenga proprietà di banda
o sparsità in modo esatto, ma ciò che ci accingiamo ad analizzare è se tali
proprietà possano essere mantenute in modo approssimato, ossia a meno di un
errore trascurabile.
Vedremo infatti che, data A matrice a banda, in molti casi la matrice
f(A) presenta un decadimento esponenziale dei suoi elementi man mano che
ci allontaniamo dalla diagonale: inoltre osserveremo che esso dipenderà da f ,
dalla lunghezza di banda e dal numero di condizionamento di A.
Diamo una precisa definizione di cosa intendiamo con tale decadimento:
Definizione 2.3.1. B = (bij) ∈ Cn×n ha proprietà di decadimento esponen-
ziale fuori dalla diagonale se esistono due costanti c > 0, 0 < λ < 1 tali che
|bij| ≤ cλ|i−j| per tutti gli i, j = 1, . . . , n.
La definizione appena vista ha bisogno di un’interpretazione: se una ma-
trice A ha dimensione fissata, è sempre possibile trovare la costante c (a patto
di prenderla abbastanza grande) che verifichi la proprietà precedente.
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Il decadimento esponenziale diventa significativo se la costante c è piccola, o
comunque se esso vale per una successione di matrici di dimensione crescente,
ma in cui la costante c non dipenda da quest’ultima.
Osserviamo il fenomeno del decadimento mediante un esempio concreto.
Prendiamo la matrice A = tridiag(1, 4, 1) di dimensione 15 e di essa calcoliamo
l’esponenziale, il seno ed il logaritmo.
Il seguente grafico rappresenta il valore assoluto degli elementi della prima
riga delle matrici exp(A), sin(A) e log(A), rappresentati rispettivamente in
blu, rosso e verde.
Figura 2.1: Modulo degli elementi della prima riga di f(A)
Dal grafico si può osservare che in tutti e tre i casi gli elementi hanno un
forte decadimento da un certo punto in poi: in questo caso tutti quelli che
vanno dall’ottavo al quindicesimo sono vicini a zero.
Inseriamo in una tabella i moduli di alcuni elementi della prima riga di
queste funzioni di matrici, per capire quanto velocemente essi decadono a zero.
Elem 1◦ 3◦ 5◦ 7◦ 9◦ 11◦ 13◦ 15◦
exp 86.9 34.8 2.7 8.6e-2 1.5e-3 1.6e-5 1.2e-7 6.6e-10
sin 4.4e-1 2.9e-1 2.7e-2 9.3e-4 1.7e-5 1.9e-7 1.5e-9 8.2e-12
log 1.3 3.5e-2 1.2e-3 5.8e-5 3.1e-6 1.8e-7 1.1e-8 6.2e-10
Si osserva che, al crescere dell’indice di riga, l’entità del decadimento diven-
ta sempre più significativa: ad esempio, passando dal settimo al nono elemento,
si nota la diminuzione di un ordine di grandezza in tutti i casi, mentre dal tre-
dicesimo al quindicesimo gli ordini di grandezza sono due per il logaritmo e
tre per il seno e l’esponenziale.
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Il fenomeno di decadimento non si limita agli elementi della prima riga, ma
coinvolge interamente la matrice f(A).
Rappresentiamo le matrici exp(A), sin(A) e log(A) attraverso un grafico
tridimensionale nel quale, per ogni coppia di indici (i, j), la coordinata z è
data dal valore assoluto di f(A)ij.
(a) exp(A)
(b) sin(A) (c) log(A)
Figura 2.2: Moduli degli elementi di f(A)
Nonostante il fatto che i valori e gli andamenti delle entrate di f(A) vicine
alla diagonale siano diversi da grafico a grafico (essi dipendono dalla particolare
funzione f), osserviamo che il loro decadimento asintotico è del tutto analogo:
se consideriamo elementi sempre più distanti dalla diagonale (in altre parole,
se aumentiamo il valore di |i− j|), i loro moduli tendono rapidamente a zero.
Questa proprietà rende f(A) molto vicina ad essere una matrice a banda:
in seguito cercheremo di approssimarla con una matrice che possegga effetti-
vamente tale struttura.
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Dai grafici non è possibile però dedurre che il decadimento sia proprio di tipo
esponenziale, né intuire quando e per quale motivo un fenomeno di questo tipo
possa presentarsi.
Lo scopo che ora ci poniamo è analizzare il decadimento dapprima nel ca-
so dell’inversa di una matrice, per poi generalizzare alle funzioni di matrici,
ponendo anche l’attenzione su quali ipotesi sono necessarie di volta in volta
affinché si presenti il fenomeno appena presentato.
2.3.1 Il caso dell’inversa
Data f : Ω ⊆ C → C, ricordiamo che si può definire una norma funzionale
mediante la formula ‖f‖∞ := sup
z∈Ω
|f(z)|.
Indichiamo con Dk l’insieme dei polinomi di grado minore o uguale di k e con
ek(Ω) := inf{‖f − p‖∞, p ∈ Dk} l’errore di approssimazione.
Vale il seguente risultato (per i dettagli consultare [12]):
Proposizione 2.3.2. Consideriamo f(z) = 1/z e due costanti positive a < b.
Definendo r = b/a e q =
√
r−1√
r+1
, si ha che vale il seguente bound:
ek([a, b]) = C0q
k+1 , C0 :=
(1 +
√
r)2
2b
.
Sfruttiamo il risultato precedente per ottenere il decadimento esponenziale
per l’inversa di una matrice a banda, con l’ipotesi ulteriore che sia definita
positiva.
Teorema 2.3.3. Sia A matrice definita positiva, simmetrica, invertibile, con
banda m e tale che a e b siano rispettivamente l’autovalore minimo e quello
massimo. Definendo r, q e C0 come in precedenza, allora vale la proprietà di
decadimento |(A−1)ij| ≤ Cλ|i−j|, in cui si ha λ := q1/m, C := max {a−1, C0}.
Dimostrazione. Per la proposizione 2.1.2 la matrice Ak ha banda mk, perciò
possiede tale banda ogni matrice p(A), p ∈ Dk, ossia p(A)ij = 0 se |i−j| > mk.
Per la proposizione 2.3.2 esiste una successione {pk}, con pk ∈ Dk, tale che per
ogni x ∈ [a, b] vale la relazione:
‖1/x− pk(x)‖∞ = C0qk+1.
Osserviamo che valgono le seguenti relazioni:
‖A−1 − pk(A)‖2 = max
η∈σ(A)
|1/η − pk(η)| ≤ C0qk+1.
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Se i = j, utilizzando la proposizione 1.3.6, abbiamo |(A−1)ii| ≤ ‖A−1‖2 = a−1.
Nel caso i 6= j possiamo scrivere |i− j| = km+ l, dove l ∈ {1, . . . ,m}, notando
che |i−j|
m
= k + l
m
≤ k + 1.
A questo punto, usando le proprietà di banda di pk(A) otteniamo:
|(A−1)ij| = |(A−1)ij − pk(A)ij|
1.3.6≤ ‖A−1 − pk(A)‖2 ≤ C0qk+1 ≤ C0λ|i−j|.
La tesi a questo è dimostrata scegliendo C := max{a−1, C0}.
Osservazione: la costante λ = q1/m ∈ (0, 1) poichè q ∈ (0, 1) e la quantità 1/m
è un numero positivo più piccolo di 1.
Osservazione: è importante notare che, nelle ipotesi fatte, si ha r = κ2(A).
Nel caso il numero di condizionamento spettrale di A sia alto, segue subito
che q, e dunque λ, sono vicini a 1, rendendo il bound appena ottenuto di fatto
poco utile.
Il decadimento esponenziale non è limitato solo al caso in cui la matrice sia
definita positiva.
Corollario 2.3.4. Consideriamo una matrice A invertibile con banda m tale
che a = λmin , b = λmax. Definiti r e q come in precedenza e denotato con
λ1 := q
1/2m, allora esiste una costante C1 > 0 tale che vale |(A−1)ij| ≤ C1λ|i−j|1
Dimostrazione. Vedi [12].
È possibile fornire stime più dettagliate delle costanti che appaiono nei
bound sotto alcune ipotesi aggiuntive sulla matrice A, comunque non restrittive
a meno di shift sugli elementi (si veda [12]). Ci limitiamo a riunire tutti questi
risultati formulando il seguente:
Teorema 2.3.5. Consideriamo una matrice A invertibile.
a) Se A è a banda m e definita positiva allora |(A−1)ij| ≤ Cλ|i−j| dove:
• λ =
(√
κ2(A)−1√
κ2(A)+1
)1/m
.
• C = ‖A−1‖2 ·max
{
1,
1+
√
κ2(A)
2κ2(A)
}
.
b) Se A è a banda m allora |(A−1)ij| ≤ C1λ|i−j|1 dove:
• λ1 =
(√
κ2(A)−1√
κ2(A)+1
)1/2m
.
• C1 = (2m+ 1)λ−2m1 · ‖A−1‖2 · κ2(A) ·max
{
1, 1
2
[
1+κ2(A)
κ2(A)
]2}
.
De Boor [11] ha generalizzato questo bound al caso più generale della ‖ · ‖p.
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2.3.2 Caso di funzioni analitiche su ellissi
Riprendiamo la notazione precedente per lo spazio di polinomi Dk e per l’er-
rore ek relativo alla norma ‖ · ‖∞.
Consideriamo f : Ω ⊆ C→ C analitica e riportiamo il seguente risultato,
dovuto a Bernstein (vedi [21], pag. 91):
Proposizione 2.3.6. Se Ω ⊇ [−1, 1] è semplicemente connesso e f è analitica
su Ω allora esiste una famiglia di ellissi E con i fuochi sull’asse reale in ±1 e
tali che f è analitica al loro interno.
Siano α, β > 0 i semiassi di una di tali ellissi.
Grazie alla posizione nota dei due fuochi, l’ellisse è completamente determina-
ta dalla somma dei due semiassi.
Denotata con τ tale somma, si osserva infatti che:
α + β = τ√
α2 − β2 = 1
=⇒

α = τ
2+1
2τ
β = τ
2−1
2τ
Grazie a quanto appena osservato, possiamo inserire la notazione Eτ per indi-
care tali ellissi: in particolare definiamo ellisse di regolarità Eτ¯ la curva tale
che τ¯ = τ¯(f) = sup {τ : f analitica all’interno di Eτ }.
Usando le notazioni appena definite, ci torna molto utile il seguente risultato
(per la dimostrazione consultare [21]):
Proposizione 2.3.7. Sia f una funzione continua sull’ellisse Eτ e analitica al
suo interno. Se f(z) ∈ R per valori di z reali allora, detto M(τ) := max
z∈Eτ
|f(z)|,
vale il seguente bound sull’errore di approssimazione:
ek(f) ≤ K0qk+1 , K0 := 2τM(τ)
τ − 1 , q :=
1
τ
.
Poichè i fuochi di Eτ sono in ±1, ne deduciamo che τ > α > 1; perciò l’er-
rore nell’approssimazione polinomiale della f in norma infinito tende a zero
esponenzialmente.
Questa proprietà in effetti è proprio quella che ci serve per prevedere il de-
cadimento esponenziale degli elementi della funzione di matrice che andremo
a considerare. Di seguito il nostro ragionamento è analogo a quello seguito
in [12] e di fatto amplia ciò che già avevamo osservato nel caso della matrice
inversa.
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Teorema 2.3.8. Consideriamo f nelle ipotesi della proposizione 2.3.7 e sia
A ∈ Cn×n simmetrica con banda m tale che λmin = −1 , λmax = 1.
Allora, usando le precedenti definizioni di q e K0, vale la proprietà di de-
cadimento |f(A)ij| ≤ Kλ|i−j| per ogni scelta di indici i,j. Le costanti che
compaiono nella relazione sono λ := q1/m e K = max {K0, ‖f(A)‖2}.
Dimostrazione. Per la proposizione 2.3.7 è possibile trovare una successione
{pk} di polinomi di grado k tale che ‖f − pk‖∞ = ek(f) ≤ K0qk+1.
Osserviamo che:
‖f(A)− pk(A)‖2 = max
ν∈σ(A)
|f(ν)− pk(ν)| ≤ ‖f − pk‖∞ ≤ K0qk+1.
Nel caso i = j vale che |f(A)ii|
1.3.6≤ ‖f(A)‖2.
Se invece i 6= j scriviamo |i − j| = km + l, dove l ∈ {1, . . . ,m}: osserviamo
che |i−j|
m
= k + l
m
≤ k + 1.
Ricordando che pk(A) ha banda km (proposizione 2.1.2), possiamo scrivere le
seguenti relazioni:
|f(A)ij| = |f(A)ij − pk(A)ij|
1.3.6≤ ‖f(A)− pk(A)‖2 ≤ K0qk+1
≤ K0
(
q1/m
)|i−j|
= K0λ
|i−j|.
La tesi è dunque provata scegliendo K = max {K0, ‖f(A)‖2}.
L’ipotesi sugli autovalori può essere rimossa senza alcuna perdità di genera-
lità. Consideriamo infatti una matrice A simmetrica con a = λmin , b = λmax.
É possibile riscalare lo spettro di A attraverso la seguente mappa affine:
χ : C→ C , χ(z) = 2z − (a+ b)
b− a . (2.1)
Osservando che χ([a, b]) = [−1, 1], se ne deduce che B = χ(A) = 2
b−aA− a+bb−aI
ha gli autovalori minimo e massimo rispettivamente uguali a 1 e −1. Inoltre è
ovvio che la ψ mantiene qualsiasi eventuale struttura di banda di A.
D’altra parte, presa f analitica su un dominio Ω ⊇ [a, b] semplicemente connes-
so e tale che f(z) ∈ R per valori reali di z, si può dimostrare che F := f ◦ χ−1
soddisfa le ipotesi della proposizione 2.3.6.
L’inversa della χ si calcola esplicitamente ed è data da:
∆ := χ−1 : C→ C , ∆(w) = (b− a)w + a+ b
2
. (2.2)
In conclusione, il teorema 2.3.8 garantisce il decadimento esponenziale degli
elementi di F (B), il che conduce a dei bound abbastanza simili per le entrate
della matrice f(A).
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2.3.3 Bound basati sul grafo associato
Considerando funzioni f abbastanza regolari (in un senso che specificheremo
in seguito), si può giungere ad un decadimento esponenziale degli elementi di
f(A) con la sola ipotesi che A sia una matrice diagonalizzabile: rimuoviamo
cioè le richieste di simmetria o definita positività della matrice, nonché la pro-
prietà di essere a banda. Di fatto quindi il risultato che segue, basato sugli
studi di Benzi e Razouk [3], ha una portata molto più generale dei precedenti.
Esso è basato sulle proprietà del grafo associato G(A) e sull’approssimazione
di f mediante l’utilizzo della serie di Faber.
Analizziamo la cosa più nel dettaglio, mantenendo la notazione che abbia-
mo introdotto nella sezione 1.7.
Teorema 2.3.9. Consideriamo un insieme Ω ⊆ C non vuoto, compatto e con-
nesso con capacità logaritmica ρ e sia A ∈ Cn×n una matrice diagonalizzabile
(A = XDX−1) tale che σ(A) ⊂ Ω. Detto G(A) il grafo associato ad A, data f
definita su Ω e analitica in I(CR0) ⊃ σ(A), dove R0 = ρ/q, 0 < q < 1, allora
esistono due costanti K > 0 , 0 < λ < 1 tali che |f(A)ij| < κ2(X) ·K · λd(i,j)
per ogni i, j, dove d è la distanza indotta da G(A).
Dimostrazione. Dal teorema 1.7.3 sappiamo che, comunque preso un valore
 > 0, esiste una sequenza di polinomi {Pk}, con deg(Pk) = k, e una costante
positiva c = c() tali che |f(z) − Pk(z)| < c() · (q + )k per ogni z ∈ Ω. Sce-
gliamo  in modo che λ := q +  < 1.
Sfruttando la diagonalizzabilità di A e la proprietà submoltiplicativa delle
norme matriciali, osserviamo che vale:
‖f(A)− Pk(A)‖2 = ‖X · diag(f(λi)) ·X−1 −X · diag(Pk(λi)) ·X−1‖2
≤ ‖X‖2 · ‖X−1‖2 · ‖diag(f(λi)− Pk(λi))‖2
= κ2(X) · max
µ∈σ(A)
|f(z)− Pk(z)| < κ2(X) · c() · λk.
Se i = j vale che |f(A)ii|
1.3.6≤ ‖f(A)‖2.
Nel caso invece si abbia i 6= j poniamo d(i, j) = k + 1, sapendo dalla proposi-
zione 1.2.3 che Pk(A)ij = 0 se d(i, j) > k.
Posto K0 := c()/(q + ) = c()/λ, otteniamo:
|f(A)ij| = |f(A)ij − Pk(A)ij|
1.3.6≤ ‖f(A)− Pk(A)‖2
< κ2(X)c()λ
d(i,j)−1 = κ2(X)K0λd(i,j).
La tesi è dunque dimostrata ponendo K := max{K0, ‖f(A)‖2}.
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Osservazione: se A è normale, per il teorema di Schur ([8], teo. 2.28), essa si
può rendere diagonale mediante una trasformazione con una matrice unitaria
X, da cui si deduce che κ2(X) = 1, confermando la validità del bound. Esempi
di matrici normali sono le unitarie (o loro multipli reali), le Hermitiane e le
anti-Hermitiane.
Nel caso in cui la matrice A sia densa, si ha che anche il suo grafo G(A)
risulta denso, rendendo il bound non molto significativo; tale bound diventa in
compenso determinante quando la matrice A di partenza è a banda o sparsa.
Cerchiamo, attraverso le stesse tecniche, di provare un risultato più preciso nel
caso la matrice presenti proprietà di banda.
Teorema 2.3.10. Siano A ed f soddisfacenti le ipotesi del teorema 2.3.9.
Inoltre supponiamo che A abbia banda superiore p e banda inferiore s.
Allora esistono K,C > 0 e λ, η ∈ (0, 1) tali che:
|f(A)ij| <
{
κ2(X)Kλ
i−j i ≥ j
κ2(X)Cη
j−i i < j
Dimostrazione. Preso  tale che q +  < 1, con ragionamento analogo alla
dimostrazione del teorema 2.3.9, otteniamo una successione di polinomi {Pk}
tale che ‖f(A)− Pk(A)‖2 < κ2(X)c()(q + )k.
Dalla proposizione 2.1.2 sappiamo che Pk(A) possiede banda superiore kp e
banda inferiore ks. Limitiamoci a dimostrare il caso i ≥ j.
Ponendo i− j = kp+ l, con l ∈ {1, . . . , p}, otteniamo i−j
p
− 1 = k+ l
p
− 1 ≤ k;
ciò ci permette di esprimere il seguente buond:
|f(A)ij| = |f(A)ij − Pk(A)ij|
1.3.6≤ ‖f(A)− Pk(A)‖2 < κ2(X)c()(q + )k
≤ κ2(X)c()(q + )
i−j
p
−1 = κ2(X)K0λi−j.
dove λ = (q + )1/p, K0 = c()/(q + ).
A questo punto basta prendere K := max{K0, ‖f(A)‖2} e la tesi è dimostrata.
Il caso i < j è del tutto analogo.
Corollario 2.3.11. Siano A ed f soddisfacenti le ipotesi del teorema 2.3.9.
Inoltre supponiamo che A sia una matrice a banda. Allora esistono delle
costanti K > 0, 0 < λ < 1 tali che |f(A)ij| < κ2(X)Kλ|i−j| ∀i , j.
Osservazione: se aggiungiamo l’ipotesi di simmetria su A, riotteniamo essen-
zialmente la tesi presente nel teorema 2.3.8 di [2].
Osservazione: se l’ampiezza di banda è m, allora λ = (q + )1/m, perciò si
osserva che in generale più la banda è piccola più il decadimento è veloce.
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Osservazione: i buond visti finora utilizzano sostanzialmente il teorema 1.7.3.
É possibile effettuare un raffinamento di tali risultati basandosi anche sul teo-
rema 1.7.5. In particolare, se f verifica le ipotesi di tale teorema e A verifica
quelle del teorema 2.3.9, si può dimostrare che:
|f(A)ij| ≤ κ2(X)Kλd(i,j) , λ = ρ
R
, K = max
{
‖f(A)‖2 , M(R)V
pi(1− ρ/R)
}
.
2.4 Struttura di banda approssimata
Nella sezione 2.3 abbiamo analizzato in dettaglio che, sotto alcune ipotesi, se A
è una matrice a banda allora l’immagine B := f(A) presenta un decadimento
esponenziale tanto più significativo quanto più si considerano elementi lontani
dalla banda di A (riferendoci alla definizione 2.3.1). Prendendo perciò una
matrice B densa ma con tale proprietà di decadimento, ha senso il tentativo
di approssimarla con una matrice che sia effettivamenete a banda.
Se la matrice A di partenza è sparsa, con ragionamenti simili si può appros-
simare f(A), che ricordiamo essere densa (proposizione 2.2.1), con una matrice
a sua volta sparsa.
Le tecniche più comuni per effettuare tali approssimazioni sono le seguenti:
• Se A è a banda, si approssima B con B˜ mettendo a zero tutti gli elementi
oltre una certa banda (che non deve necessariamente essere quella di A).
• Se A è sparsa, si crea un’approssimazione B˜ imponendo che siano nulli
tutti i bij il cui modulo sia inferiore ad una data tolleranza.
A prescindere dall’approccio utilizzato, è essenziale che, fissata una certa nor-
ma ‖ · ‖, l’errore di sparsificazione ‖B − B˜‖ possa essere limitato da qualcosa
che non dipenda dalla dimensione della matrice.
Osservazione: se la matrice A è pseudosparsa, ossia sparsa o a banda a meno
di elementi molto vicini a zero, è possibile approssimarla subito con A˜ utiliz-
zando le tecniche appena viste, per poi procedere al calcolo di f(A˜). Questo è
utile in quanto ci garantisce le proprietà di decadimento viste nella sezione 2.3.
Concentriamoci ora sull’approssimazione della struttura di banda.
Definizione 2.4.1. Data la matrice B = (bij) e fissato un intero m ∈ N,
definiamo la matrice B[m] := (b[m]ij ) nel modo seguente:
b
[m]
ij :=
{
bij |i− j| ≤ m
0 |i− j| > m
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La matrice appena definita non è altro che un’approssimazione di B, ottenuta
imponendo che abbia banda m, secondo la definizione 2.1.1.
Come vedremo, la proprietà di decadimento esponenziale garantisce una
buona approssimazione della banda, poiché in questo caso l’errore di sparsifi-
cazione diventa trascurabile.
Proposizione 2.4.2. Sia B ∈ Cn×n una matrice con la proprietà di decadi-
mento esponenziale. Detta B[m] la sua approssimazione con banda m, allora,
comunque fissato un valore  > 0, esiste un intero positivo m¯ tale che per ogni
m ≥ m¯ vale ‖B −B[m]‖1 ≤ 
Dimostrazione. Per l’ipotesi di decadimento, la definizione 2.3.1 garantisce che
|bij| ≤ cλ|i−j|, dove c > 0 e 0 < λ < 1.
Analizziamo i seguenti passaggi:
‖B −B[m]‖1 1.3.3= max
1≤j≤n
n∑
i=1
|bij − b[m]ij | ≤
n∑
k=m+1
cλk
≤ c ·
∞∑
k=m+1
λk =
c · λm+1
1− λ .
La tesi è dunque dimostrata in quanto l’ultima frazione può essere resa più
piccola di  a patto di prendere m abbastanza grande.
Osservazione: il risultato precedente si può adattare anche ad altri tipi di de-
cadimento, ad esempio uno del tipo |bij| ≤ c · |i− j|−p, con p > 1.
Così come la definizione di decadimento esponenziale, anche la proposizio-
ne appena vista è poco utile nel caso la matrice B abbia una dimensione n
fissata, in quanto prendendo m = n l’errore risulterebbe uguale a zero.
Se invece possediamo una successione {Bn} di matrici di dimensione cre-
scente e dotate della proprietà di decadimento (con c, λ indipendenti dalla
dimensione) allora è possibile, dato , trovare una lunghezza di banda m, in-
dipendente a sua volta dalla dimensione, tale che l’errore di sparsificazione sia
minore di  in norma 1.
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2.5 Approssimazione polinomiale della funzione
Data una matrice A ∈ Cn×n, se vogliamo approssimare f(A) ed f ammette
uno sviluppo in serie, abbiamo già visto che basta sostituire A alla variabile z
all’interno della serie. Grazie alla definizione 1.5.4 sappiamo però che f(A) si
può esprimere per mezzo di un polinomio di grado minore di n.
Questo approccio presenta comunque diversi svantaggi:
• Per costruire il polinomio è necessario conoscere esattamente σ(A).
• Se n è grande può esserlo anche il grado del polinomio, producendo alti
tempi di calcolo.
Ciò che tenteremo di fare sarà cercare un polinomio che approssimi la f ma
tale che il suo grado sia m << n, in modo da calcolare f(A) con costi compu-
tazionali più contenuti.
Indicando con Pm tale polinomio, il problema sarà quale approccio utiliz-
zare per ottenerlo; quest’ultimo dipenderà dal dominio della funzione f e dal
suo livello di regolarità .
Denotato con Dm l’insieme dei polinomi di grado minore o uguale ad m, è
noto (vedi [7], teorema 6.4) che se f è analitica su un dominio Ω ⊂ C compat-
to e connesso allora esiste un polinomio P ∗m ∈ Dm di miglior approssimazione,
ossia tale che ‖f − P ∗m‖∞ ≤ ‖f − q‖∞ ∀q ∈ Dm.
Trovare esplicitamente tale polinomio è complicato, ma è possibile appros-
simarlo: basta infatti possedere un operatore Sm : {f analitiche } → Dm che
abbia norma abbastanza piccola.
Questo si può dedurre dalle seguenti relazioni:
‖f − Sm(f)‖∞ = ‖f − P ∗m + Sm(P ∗m − f)‖∞ ≤ ‖f − P ∗m‖∞ + ‖Sm(P ∗m − f)‖∞
≤ ‖f − P ∗m‖∞ + ‖Sm‖∞‖f − P ∗m‖∞ = (1 + ‖Sm‖∞)‖f − P ∗m‖∞.
Segue subito che più ‖Sm‖∞ è vicina a zero, più l’approssimazione si avvicina
a quella migliore nella norma del sup.
Esempio: nel caso f abbia come dominio il disco unitario, si può considerare
l’operatore Sm(f)(z) =
m∑
j=0
f (j)(0)
j!
zj. Si può dimostrare [15] che con questa
scelta si ha la disuguaglianza:
‖Sm‖∞ ≤ 4
pi2
log(m) + 1 +O(1). (2.3)
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Un possibile approccio per trovare il polinomio approssimante fa ricorso a
tecniche di interpolazione: in questo caso è utile capire come scegliere al meglio
i nodi in funzione del dominio Ω di f . Alcune possibili scelte sono (per dettagli
ulteriori consultare [15],[23]):
• Se Ω è il disco unitario, si possono prendere come nodi le radici m-esime
dell’unità. In questo caso il polinomio Sm ha norma che verifica la (2.3).
• Se Ω è non vuoto, compatto e connesso, tramite la relazione (1.3) possono
essere definite su di esso le funzioni φ, ψ che lo mappano biunivocamente
nel disco di raggio ρ. Come visto nel capitolo precedente, su Ω si posso-
no definire i polinomi di Faber φN , N ∈ N: è possibile dunque scegliere
come nodi z1, . . . , zm gli zeri di φm oppure prendere zj = ψ(ωj), dove gli
wj sono le soluzioni dell’equazione ωm = ρ.
Notiamo che con quest’ultima scelta non è effettivamente necessario
calcolare i polinomi di Faber.
Consideriamo ora una matrice A tale che σ(A) ⊂ Ω.
Poiché il nostro scopo è riuscire ad approssimare f(A), allora, per come sono
definite le funzioni di matrici, assume importanza cruciale la collocazione dello
spettro σ(A). A seconda di questo si possono scegliere tecniche differenti:
• Supponiamo che gli autovalori di A siano disposti su un segmento [a, b].
Abbiamo già visto che, attraverso le relazioni (2.1) e (2.2), si può definire
una mappa affine biunivoca χ in modo che la matrice shiftata B = χ(A)
abbia lo spettro contenuto in [−1, 1].
A questo punto la tecnica migliore è approssimare f(B) troncando la
serie di Chebyshev; per ritornare al problema originario basta osservare
che f(A) = f(χ−1(B)).
• Nel caso gli autovalori appartengano ad un insieme più complicato di
un segmento, ma che soddisfa le ipotesi del teorema della mappa di
Riemann, possiamo estendere la tecnica precedente utilizzando i polinomi
di Faber. In alcuni casi anch’essi verificano una relazione ricorrente a tre
termini, rendendo questo approccio di fatto analogo al precedente.
• Se σ(A) è contenuto in un dominio ancora più generale, si dimostra
[6] che il k-esimo polinomio di Faber soddisfa una relazione ricorrente
a k termini. Questo svantaggio rende inutilizzabile la tecnica appena
vista, ad esempio per l’eccesso di tempo necessario a svolgere i calcoli
nel caso k tenda a crescere molto. Solitamente in questi casi si utilizza
l’interpolazione per approssimare la f utililzzando i polinomi di Newton.
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Osservazione: ovviamente vi sono domini in cui alcune tecniche non sono ap-
plicabili, ma in generale per domini semplici non è obbligatorio scegliere un
metodo piuttosto che un altro: a seconda della matrice e della funzione che
consideriamo, alcune tecniche saranno più efficaci e altre meno.
2.5.1 Uso dei polinomi di Chebyshev
Supponiamo, a meno di un riscalamento, che la matrice A ∈ Cn×n abbia lo
spettro contenuto nell’intervallo [−1, 1].
Se f ∈ C∞([−1, 1]), abbiamo già visto che essa è sviluppabile in serie mediante
l’uso dei polinomi di Chebyshev (relazione (1.2)). In particolare si ha:
f(A) =
∞∑
k=0
ckTk(A) '
N∑
k=0
ckTk(A) =: PN(A).
Il polinomio PN , ottenuto dal troncamento della serie al termine N -esimo, è il
nostro approssimante di grado N e PN(A) è l’approssimazione di f(A) cercata.
Per il calcolo delle matrici Tk(A), 0 ≤ k ≤ N , riadattiamo la relazione
ricorrente introdotta dalla (1.1) al caso matriciale.
Tk+1(A) = 2ATk(A)− Tk−1(A) , k ≥ 1
T0(A) = I
T1(A) = A
Per quanto riguarda i coefficienti ck, ricordiamo che si possono calcolare age-
volmente mediante la seguente formula:
ck =
∑M
j=1 Tk(xj)f(xj)∑M
j=1 Tk(xj)Tk(xj)
, xj = cos(θj) , Tk(xj) = cos (kθj) , θj =
pi
M
(
j − 1
2
)
.
Osservazione: dalla relazione precedente deduciamo che i ck dipendono solo
dalla f ed il numero delle operazioni è indipendente dalla dimensione di A.
Il costo di questo metodo è dominato dal prodotto matrice per matrice,
necessario per calcolare i Tk mediante la relazione ricorrente: osserviamo però
che se A ha banda m allora (per la proposizione 2.1.2) Tk+1(A) ha banda km.
Perciò se lungo tutto l’algoritmo si ha una lunghezza di banda fissata indipen-
dente da n (o comunque se la banda resta limitata al crescere di n) si avrà
che il costo computazionale per l’approssimazione di f(A) è nell’ordine diO(n).
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Osservazione: conclusioni simili si possono dedurre se A è sparsa, mettendo a
zero elementi sotto una certa soglia di tolleranza; su questo però abbiamo solo
congetture sperimentali, senza rigorose giustificazioni.
Cerchiamo ora di analizzare l’errore eN(A) = f(A)− PN(A) in norma 2.
Poiché |Tk(x)| ≤ 1 ∀x ∈ [−1, 1] e lo spettro σ(A) ⊂ [−1, 1], possiamo affermare
che ‖Tk(A)‖2 ≤ 1 ∀k ∈ N.
Questo ci permette di dare una maggiorazione dell’errore indipendente dalla
dimensione di A:
‖eN(A)‖2 =
wwwww
∞∑
k=0
ckTk(A)−
N∑
k=0
ckTk(A)
wwwww
2
=
wwwww
∞∑
k=N+1
ckTk(A)
wwwww
2
≤
∞∑
k=N+1
|ck| · ‖Tk(A)‖2 ≤
∞∑
k=N+1
|ck|.
(2.4)
Stimando l’ultima somma è possibile fissare una lunghezza di banda mˆ tale
che, finché essa non è superata da PN(A), l’errore resta al di sotto di una tol-
leranza fissata: il problema è che, a causa della crescita lineare della banda, la
soglia mˆ viene superata in pochi passi.
Il decadimento esponenziale ci viene in aiuto in questo caso, in quanto gra-
zie ad esso è possibile scegliere una soglia di banda più bassa di quella data
dalla stima dell’errore: queste tecniche, che analizzeremo in seguito, prendono
il nome di dropping.
Osserviamo infine che un buon criterio di arresto per questo metodo con-
siste nel fissare una tolleranza  e nel fermare l’approssimazione al passo N se
il coefficiente |cN | < .
2.5.2 Uso dei polinomi di Faber
Sia f una mappa con dominio Ω ⊃ σ(A) con capacità logaritmica ρ, su cui
siano definibili le mappe ψ , φ (vedere la sezione 1.7).
Se f verifica le ipotesi del teorema 1.7.2, sappiamo che essa si può sviluppare
in serie di Faber.
Valutando nella matrice A otteniamo il polinomio approssimante PN :
f(A) =
∞∑
k=0
αkφk(A) '
N∑
k=0
αkφk(A) =: PN(A).
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Osservazione: vedendo PN come un operatore di proiezione, per la relazione
(1.4) abbiamo che ‖PN‖ cresce logaritmicamente con il grado; come abbiamo
già notato, questo è un criterio che identifica PN come un buon polinomio ap-
prossimante.
Per poter calcolare PN(A) è necessario riuscire a determinare sia i polinomi di
Faber φk che i coefficienti αk.
Per questi ultimi, abbiamo già visto nel capitolo precedente una loro espres-
sione in forma integrale:
αk =
1
2pii
∫
|w|=R
f(ψ(w))
wk+1
dw
w=Reiθ
=
1
2pi
∫ 2pi
0
f(ψ(Reiθ))
(Reiθ)k
dθ
=
1
2piRk
∫ 2pi
0
f(ψ(Reiθ))e−ikθdθ.
L’ultimo integrale si può approssimare con il metodo dei trapezi.
Osservazione: è necessario che il bordo del dominio di integrazione non sia
troppo vicino ad eventuali singolarità di f . Solitamente vengono scelti R = ρ
oppure R = 1.1 · ρ.
Cerchiamo ora di determinare i polinomi di Faber: fissato k ∈ {0, . . . , N},
per calcolare φk(z) =
k∑
j=0
cjz
j vi sono sostanzialmente due tecniche.
La prima sfrutta la struttura integrale dei coefficienti (proposizione 1.7.1).
cj =
1
2pii
∫
|t|=s
[φ(t)]k
tj+1
dt
t=ψ(w)
=
1
2pii
∫
|w|=R
wk · ψ′(w)
[ψ(w)]j+1
dw , R > ρ.
L’integrale si riesce ad approssimare (vedi [19]) nel seguente modo:
cj =
1
2pi
∫ 2pi
0
[φ(seiθ)]k
(seiθ)j
dθ ' 1
Msj
M−1∑
u=0
[
φ(seiθu)
]k
e−jiθu , θu =
2piu
M
.
L’approssimazione dell’integrale è ottenuta tramite il metodo dei trapezi con
M punti: in particolare, conoscendo a priori che ck = 1, possediamo in modo
naturale un controllo sull’accuratezza che permette di sapere se i polinomi di
Faber sono correttamente calcolati.
Esiste un modo alternativo per calcolare i φk(z) che non necessita in modo
esplicito dei coefficienti: esso infatti si basa su una relazione ricorrente simile
a quella usata per il calcolo dei polinomi di Chebyshev.
2.5. APPROSSIMAZIONE POLINOMIALE DELLA FUNZIONE 41
Si verifica [22] che, a patto di conoscere ψ(w) = w+ b0 + b1w−1 + b2w−2 + . . . ,
ossia lo sviluppo all’infinito della ψ, vale la seguente relazione ricorrente:
φ0(z) = 1
φ1(z) = z − b0
φk+1(z) = φ1(z)φk(z)−
∑k−1
j=1 bjφk−j(z)− (1 + k)bk , k ≥ 1
(2.5)
Poiché φk verifica una relazione a k termini, in generale questa tecnica è sempre
più sconveniente al crescere del numero dei passi, a causa dell’eccesiva memo-
ria occupata e di eventuale cancellazione numerica.
Osserviamo però che nei domini in cui la ψ ammette uno sviluppo con
un numero finito di addendi la relazione assume un numero di termini che
non cresce oltre una certa soglia: in questi casi il metodo appena esposto può
diventare preferibile al calcolo numerico degli integrali.
Vediamone un esempio (per la dimostrazione consultare [24]):
Proposizione 2.5.1. Supponiamo che il dominio Ω sia la chiusura della parte
interna di un’ellisse E simmetrica rispetto all’asse reale e avente centro d,
fuochi in d± c e semiassi a, b.
Allora, detto γ := (a+ b)/2, ψ ammette il seguente sviluppo all’infinito:
ψ(w) = w +
d
γ
+
c2
4γ2
· 1
w
.
In questo caso abbiamo che bj = 0 per tutti i j ≥ 2. Questo semplifica la
relazione ricorrente (2.5), che diventa:
φ0(z) = 1
φ1(z) = z − b0
φ2(z) = φ1(z)φ1(z)− 2b1
φk+1(z) = φ1(z)φk(z)− b1φk−1(z) , k ≥ 2
(2.6)
Osservazione: i parametri a, b, c, d opportuni dipendono da σ(A).
Osservazione: se siamo nelle ipotesi della proposizione 2.3.6 allora l’ellisse che
consideriamo ha parametri d = 0, c = 1, τ = a + b, da cui segue subito che
b0 = 0, b1 = τ
−2. Perciò, oltre ad avere decadimento esponenziale per la pro-
posizione 2.3.8, la relazione per il calcolo dei polinomi di Faber è ulteriormente
semplificata: 
φ0(z) = 1
φ1(z) = z
φ2(z) = z
2 − 2
τ2
φk+1(z) = zφk(z)− 1τ2φk−1(z) , k ≥ 2
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Osserviamo che la relazione appena vista ricorda quella per definire i polinomi
di Chebyshev, ma questo non è un caso: nelle ipotesi della proposizione 2.5.1,
se c 6= 0, a 6= b si può dimostrare (vedi [6]) che i polinomi di Faber sono otte-
nuti da quelli di Chebyshev tramite una traslazione e un riscalamento.
In particolare, se il dominio è Ω = [−1, 1], vale che φk(z) = Tk(z)/2k−1,
ossia i polinomi di Faber coincidono con i polinomi di Chebyshev dopo averli
resi monici, dividendo per il coefficiente direttivo.
2.5.3 Uso dei polinomi di Newton
Se f è definita su un dominio Ω ⊃ σ(A) con capacità logaritmica ρ e non
si riesce a semplificare la successione ricorrente per il calcolo dei polinomi di
Faber, è possibile approssimare la funzione con un polinomio Pm−1 di grado
m− 1 usando la base di Newton.
Il modo migliore per scegliere i nodi di interpolazione è quello di prendere
zj = ψ(ωj), per j = 1, . . . ,m, dove le costanti ωj sono le soluzioni complesse
dell’equazione ωm = ρ.
In questo modo non è necessario calcolare i polinomi di Faber per ottenere i
nodi, anche se bisogna conoscere ψ, o per lo meno una sua approssimazione.
Vi sono alcuni tipi di domini in cui questo si riesce agevolmente a fare.
Citiamo qualche esempio:
• Se Ω è un’ellisse, abbiamo già visto dalla proposizione 2.5.1 che la mappa
ψ si ricava esplicitamente ed ha una espressione analitica molto semplice.
• Se Ω è un poligono, esiste una funzione che permette di trasformarlo
in un disco, su cui applicare il caso precedente. Tale funzione prende
il nome di trasformazione di Schwarz-Christoffel. Maggiori dettagli si
possono trovare in [26].
• In alcuni casi gli autovalori della matrice A sono concentrati in zone
molto distanti tra loro: questo può succedere ad esempio se si analizzano
problemi stiff.
In questa situazione abbiamo Ω =
⋃
k
Ωk e il complementare Ωc è connesso
ma non semplicemente connesso, non garantendo in generale la buona
definizione della mappa ψ.
Si dimostra (vedi [25]) che la teoria si può estendere anche a questo caso:
in particolare è possibile scegliere i nodi come unione di insiemi di punti
presi nei singoli Ωk.
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Una volta ottenuti i nodi di interpolazione z1, . . . , zm, il polinomio approssi-
mante si scrive nel modo seguente:
Pm−1(z) := a1+a2(z−z1)+a3(z−z1)(z−z2)+· · ·+am [(z − z1) · · · (z − zm−1)] .
Nella scrittura appena presentata i coefficienti sono dati dalle differenze divise,
ossia ak := f [z1, . . . , zk] , k = 1, . . . ,m.
Quando ρ è grande gli ai possono diventare prossimi a zero: per questo
motivo spesso è preferibile effettuare il cambio di variabile zˆ = z/ρ.
Con questa scelta otteniamo fˆ(zˆ) = f(z) = f(ρzˆ) e Pm−1(zˆ) ' fˆ(zˆ), dove il
nuovo polinomio interpolante si può riscrivere così:
Pm−1(zˆ) := b1 +b2(zˆ− zˆ1)+b3(zˆ− zˆ1)(zˆ− zˆ2)+ · · ·+bm [(zˆ − zˆ1) · · · (zˆ − zˆm−1)] .
I coefficienti si trasformano di conseguenza nei bk = fˆ [zˆ1, . . . , zˆk], k = 1, . . . ,m.
A questo punto valutando in A e notando che anche la matrice si trasforma in
Aˆ := A/ρ, si ottiene l’approssimazione cercata:
fˆ(Aˆ) ' Pm−1(Aˆ) = b1I + b2(Aˆ− zˆ1I) + · · ·+ bm
[
(Aˆ− zˆ1I) · · · (Aˆ− zˆm−1I)
]
.
Un esempio di algoritmo che calcola questo tipo di approssimazione è il se-
guente:
• u = I
• Calcola b1
• w = b1I
• For i = 2, . . . ,m Do
• u = (Aˆ− zˆi−1I)u
• Calcola bi
• w = w + biu
Osservazione: l’errore di arrotondamento dipende molto dai nodi zi.
In molte situazioni pratiche abbiamo due ipotesi aggiuntive, ossia che la
matrice A ∈ Rn×n e che f(z¯) = f(z).
In questo caso è possibile riadattare l’algoritmo utilizzando l’aritmetica reale.
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Teorema 2.5.2. Siano z0, z1, z2, z¯2, . . . , zk, z¯k nodi di interpolazione, di cui
z0, z1 ∈ R . Se vale che f(z¯) = f(z) allora il polinomio interpolante P2k−1(z)
possiede coefficienti reali.
Dimostrazione. Usando la base di Lagrange, il polinomio interpolante assume
la forma P2k−1(z) =
k∑
j=0
Lj(z)f(zj) +
k∑
j=2
L∗j(z)f(z¯j), dove abbiamo:
Lj(z) =
Q2k(z)
Q′2k(zj)
· 1
z−zj , j = 0, . . . , k.
L∗j(z) =
Q2k(z)
Q′2k(z¯j)
· 1
z−z¯j , j = 2, . . . , k.
(2.7)
Nella relazione precedente Q2k(z) =
k∏
i=0
(z − zi)
k∏
i=2
(z − z¯i).
Derivando Q2k e valutando nei nodi otteniamo:
Q′2k(zj) =
k∏
i=0
(i 6=j)
(zj − zi)
k∏
i=2
(zj − z¯i)
Q′2k(z¯j) =
k∏
i=0
(z¯j − zi)
k∏
i=2
(i 6=j)
(z¯j − z¯i)
(2.8)
Sostituendo la (2.8) nella (2.7) e inserendo il risultato nel polinomio interpo-
lante, si dimostra (vedi [25]) che P2k−1(z) = P2k−1(z¯).
È possibile riadattare l’algoritmo per approssimare f(A) basandosi sul ri-
sultato precedente, ma a causa degli errori di arrotondamento si tende a pre-
ferire la più stabile interpolazione con la base di Newton.
Mantenendo i nodi come nelle ipotesi del teorema 2.5.2, possiamo riscrivere
P2k−1(z) = b0 + b1(z − z0) + (z − z0)(z − z1)
k−1∏
i=1
Si(z)Ri(z) dove la funzione
Si(z) := b2i + b2i+1(z − zi+1) e Ri è definita nel modo seguente: Ri(z) =
i∏
j=2
(z − zj)(z − z¯j) , i = 2, . . . , k − 1
R1(z) = 1
Teorema 2.5.3. Nella notazione precedente si può riscrivere:
P2k−1(z) = b0 + b1(z − z0) + (z − z0)(z − z1)
k−1∏
i=1
SRi (z)Ri(z)
dove SRi = bR2i + bR2i+1(z − zRi+1), bR2i = Re(b2i), bR2i+1 = Re(b2i+1) = b2i+1,
zRi+1 = Re(zi+1).
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Dimostrazione. Consultare [25].
I risultati appena visti ci consentono di riformulare una nuova procedura per
calcolare P2k−1(A).
• Calcola b0 , b1
• w = b0I + b1(Aˆ− z0I)
• r = (Aˆ− zˆ0I)(Aˆ− zˆ1I)
• For i = 1, . . . , k − 1 Do
• Calcola b2i , b2i+1
• r˜ = (Aˆ− zˆRi+1I)r
• w = w + bR2ir + bR2i+1r˜
• r = (Aˆ− zˆRi+1I)r˜ + (zˆIi+1)2r
Osservazione: una maniera alternativa si può ottenere attraverso il calcolo
delle radici di P2k−1(z).
Sapendo dal teorema 2.5.2 che esso ha coefficienti reali, l’insieme delle sue ra-
dici è {λ1, . . . , λr︸ ︷︷ ︸
R
, µ1, µ¯1, . . . , µs, µ¯s / r + 2s = 2k − 1}.
A patto di conoscere esplicitamente le radici, se definiamo β := (−1)r
r∏
i=1
λi
s∏
i=1
|µi|2
e α := P2k−1(0)/β, è possibile scrivere l’approssimazione in una forma nuova e
utilizzabile per il calcolo:
f(A) ' P2k−1(A) = α ·
r∏
i=1
(A− λiI) ·
s∏
i=1
(A2 − 2Re(µi)A+ |µi|2I).
Osservazione: l’efficacia dell’algoritmo dipende da quanto è efficiente il parti-
colare metodo usato per calcolare le radici.
2.5.4 Strategie di Dropping
Supponiamo che la matrice A abbia banda m e che si conosca a priori il veri-
ficarsi di proprietà di decadimento per l’immagine f(A).
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Una possibile idea per sfruttare questa proprietà è cercare di fissare una mas-
sima lunghezza di banda mˆ, in modo da possedere un’approssimazione che
mantenga la proprietà di banda.
Se f è approssimata con un polinomio, sappiamo che per calcolare la ma-
trice f(A) ' PN(A) si dovranno calcolare alcune potenze di A: per la propo-
sizione 2.1.2 è opportuno scegliere mˆ multiplo di m.
Se f è analitica su un dominio Ω e soddisfa le ipotesi del teorema 1.7.3 allora,
fissati ρ , R secondo la usuale notazione, un modo di scegliere a priori mˆ è farlo
in modo che valga la relazione:( ρ
R
)mˆ
' 
K
,  tolleranza fissata , K costante di decadimento esponenziale.
Detto N∗ := mˆ/m, l’approssimazione polinomiale di f dovrà dunque fermarsi
al termine N∗ in modo da restare sotto la massima lunghezza di banda: il
rischio è che però in questo modo non venga rispettata l’accuratezza richiesta.
Si può ovviare al problema continuando ad aggiungere termini e nel contempo
mettendo a zero tutti gli elementi fuori dalla banda mˆ.
2.5.5 Criteri di arresto
In alternativa alla scelta a priori di un termine dopo il quale arrestare l’appros-
simazione, è possibile continuare ad aggiungerne fino a quando un particolare
criterio di convergenza non venga soddisfatto.
Ad esempio, abbiamo visto che con la tecnica dei polinomi di Chebyshev un
utile criterio è fermarsi al passo N quando il modulo del coefficiente cN è ab-
bastanza piccolo.
Alcuni criteri particolari si ottengono in maniera naturale dalla struttura di f :
• Se f(A) = A−1 è approssimata con M , possiamo fermarci se la matrice
R = I − AM ha norma abbastanza piccola.
• Se f(A) = A1/2 = √A il test va fatto con R = A−M2.
• Se f(A) = A−1/2 tutto è analogo prendendo R = I −MAM .
Un’altra possibilità è fermarsi se l’approssimazione non cambia di molto, ossia
se ‖Mnew − Mold‖ è più piccola di una tolleranza fissata (in altri casi viene
analizzata la traccia della differenza tra due approssimazioni consecutive).
È opportuno osservare che quest’ultimo criterio può fallire in caso di momen-
tanea stagnazione (per maggiori dettagli consultare [14]).
Capitolo 3
Algoritmi e sperimentazione
Lo scopo di questo capitolo è l’implementazione e la sperimentazione numerica
dei metodi di approssimazione descritti nel capitolo precedente.
Tratteremo in dettaglio i tre metodi analizzati in precedenza, ossia quelli che si
basano sui polinomi di Chebyshev, Faber e Newton: nella sezione 3.1 ne daremo
una versione base e successivamente, nella sezione 3.2, verranno riorganizzati
in modo che sia sfruttata l’eventuale struttura di banda della matrice.
La sezione 3.3 sarà dedicata alla determinazione di un dominio ottimale della
mappa f , mentre la sezione 3.4 servirà a ricapitolare in modo sintetico quanto
descritto nelle precedenti. Nella sezione 3.5 presenteremo quattro test numerici
degli algoritmi su matrici di vari tipi e con strutture differenti, con lo scopo di
effettuare quando possibile un confronto tra i vari metodi.
3.1 Algoritmi: versione base
In questa sezione entreremo in dettaglio sul problema dell’implementazione in
MATLAB degli algoritmi che approssimano f(A).
Oltre alla matrice A e alla mappa f , a seconda del metodo usato sarà neces-
sario fornire in input altri valori, specifici delle diverse tecniche utilizzate.
In particolare la variabile in input toll starà ad indicare la soglia di tolleranza
per l’errore di approssimazione: essa dovrà essere fornita a priori dall’utente e
su di essa sarà stabilito il criterio di arresto degli algoritmi.
Una particolare considerazione va al modo in cui viene presa in input la fun-
zione: i programmi sono stati pensati per qualsiasi espressione analitica di
funzioni, dunque per mappe definite come stringhe in cui appaia la variabile
x. Per la valutazione infatti sarà assegnato quando necessario il valore di x ed
in seguito usato il comando eval.
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Vediamo un semplice esempio per comprendere quanto detto:
>> f=’x.^2+1’;
>> x=2;
>> eval(f)
ans =
5
Notiamo che MATLAB ha ricevuto in input f(x) = x2 + 1 per mezzo di una
stringa inserita tra i due apici; nel momento in cui si utilizza il comando eval
alla funzione viene sostituito il valore assegnato alla variabile x (la variabile
che appare nella stringa).
3.1.1 Metodo di Chebyshev
Consideriamo una matrice A tale che σ(A) ⊂ [−1, 1] e una funzione f analitica
in un aperto che contiene [−1, 1].
Ricordiamo che l’idea del metodo è fornire l’approssimazione f(A) '
N∑
k=0
ckTk(A),
dove i Tk sono i polinomi di Chebyshev valutati in A.
Fissato un intero M , abbiamo già visto che ogni coefficiente può essere
calcolato mediante la seguente formula:
ck =
∑M
j=1 Tk(xj)f(xj)∑M
j=1 Tk(xj)Tk(xj)
, xj = cos(θj) , θj =
pi
M
(
j − 1
2
)
.
Scegliendo M a priori, è facile implementare una function che calcoli ck.
Per quanto concerne il calcolo e la valutazione dei polinomi di Chebyshev,
utilizziamo la relazione ricorrente a tre termini vista nella (1.1).
Oltre al calcolo dei coefficienti, presentiamo la function principale che ap-
prossima f(A) con il metodo di Chebyshev: per entrambi gli algoritmi i cicli
presenti tenderanno ad aggiornare le variabili, evitando allocazioni inutili di
memoria.
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1 function C = Coeff_Cheby (k,M,f)
2 cost=pi/M;
3 theta=cost/2;
4 x=cos(theta);
5 y=cos(k*theta);
6 Num=eval(f)*y;
7 Den=y^2;
8 for j=2:M
9 theta=cost*(j-0.5);
10 x=cos(theta);
11 y=cos(k*theta);
12 Num=Num+eval(f)*y;
13 Den=Den+y^2;
14 end
15 C=Num/Den;
16 end
Facciamo alcune osservazioni sul codice appena scritto:
2. Per come è stato definito θj, la costante piM può essere calcolata una volta
sola in tutto l’algoritmo.
3-7. Prima di iniziare il ciclo for viene costruito il primo addendo delle due
somme, che corrisponde a j = 1.
8-14. Nel corpo del ciclo le costanti theta, x, y vengono di volta in volta ag-
giornate per aggiungere un altro addendo alle somme.
15. Una volta prodotte le due somme, l’algoritmo termina facendo il rapporto
fra esse e producendo in questo modo il coefficiente cercato.
Veniamo ora all’algoritmo principale del metodo di Chebyshev.
Oltre alla matrice A e alla mappa f , l’algoritmo prende in input il valore M
da passare alla function appena presentata per approssimare i ck.
Inoltre l’utente dovrà fornire una soglia di tolleranza, assegnata alla variabile
toll, la quale identifica la quantità di precisione voluta dall’algoritmo: più pic-
cola sarà la soglia, più passi saranno necessari per ottenere l’approssimazione.
In particolare essa è alla base del criterio di stop, il quale consiste nel confron-
tare con toll la somma dei moduli degli ultimi tre coefficienti calcolati; tale
criterio ha senso perché abbiamo una valida maggiorazione dell’errore nella
relazione (2.4).
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1 function [X,N] = Cheby (f,A,toll,M)
2 n=size(A);
3 n=n(1);
4 B=eye(n);
5 C=A;
6 D=2*A*C-B;
7 b=Coeff_Cheby(0,M,f);
8 c=Coeff_Cheby(1,M,f);
9 d=Coeff_Cheby(2,M,f);
10 X=b*B+c*C+d*D;
11 N=2;
12 while abs(b)+abs(c)+abs(d) > toll
13 N=N+1;
14 b=c;
15 c=d;
16 d=Coeff_Cheby(N,M,f);
17 B=C;
18 C=D;
19 D=2*A*C-B;
20 X=X+d*D;
21 end
22 end
Osservazioni sul codice:
1. Oltre all’approssimazione di f(A), l’algoritmo produce anche il valore N
del termine dopo il quale la somma si arresta.
4-6. Poiché si utilizza la relazione ricorrente, è necessario tenere allocate in
memoria le valutazioni in A di almeno tre polinomi di Chebyshev: prima
di iniziare il ciclo sono costruiti T0(A),T1(A),T2(A).
7-9. Conseguentemente vengono calcolati i primi tre coefficienti attraverso la
function esposta in precedenza.
10-11. La prima approssimazione prodotta è la somma dei primi tre termini,
della quale l’ultimo è c2T2(A). Per questo motivo viene inizializzato a 2
il valore di N .
12. È il test di arresto dell’algoritmo.
13-20. La somma è aggiornata ad ogni iterazione del ciclo, sovrascrivendo i valori
delle variabili b, c, d, B, C,D senza ulteriore allocazione di memoria.
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3.1.2 Metodo di Faber
Consideriamo una mappa f avente dominio Ω con capacità logaritmica ρ, dove
siano definite le mappe φ, ψ (vedi sezione 1.7), e una matrice A con σ(A) ⊂ Ω.
Abbiamo già osservato (teorema 1.7.2) che se f è analitica nella parte interna
di CR0 = ψ {|w| = R0}, R0 > ρ, allora f(A) =
∞∑
k=0
αkφk(A).
Ricordiamo che i coefficienti αk sono determinati da un integrale, che può
essere approssimato con il metodo dei trapezi nel modo seguente:
αk =
1
2piRk
∫ 2pi
0
f(ψ(Reiθ))e−ikθdθ ' 1
MRk
M−1∑
u=0
f(ψ(Reiθu))e−ikθu , θu =
2piu
M
.
dove R è una costante scelta dall’utente tale che valga ρ < R < R0.
Ogni polinomio φk soddisfa una relazione ricorrente a k termini ma, come
abbiamo visto nella proposizione 2.5.1, se f è analitica su un’ellisse simmetrica
rispetto all’asse reale, con centro d, fuochi d±c, semiassi a,b, allora la relazione
di riduce ad avere tre termini (2.6) e la mappa ψ ha uno sviluppo semplice:
ψ(w) = w + b0 +
b1
w
, b0 =
d
γ
, b1 =
c2
4γ2
, γ =
a+ b
2
. (3.1)
Si può preliminarmente impostare il calcolo della ψ attraverso la seguente:
1 function P = Psi (w,a,b)
2 P=w+a+b/w;
3 end
Tenendo questa function a parte, ce ne possiamo servire per effettuare il cal-
colo dei coefficienti αk, tenendo conto che il numeroM di punti su cui svolgere
l’approssimazione con il metodo dei trapezi viene fornito a priori dall’utente.
1 function C = Coeff_Faber (k,f,M,R,b_0,b_1)
2 cost=2*pi/M;
3 x=Psi(R,b_0,b_1);
4 C=eval(f);
5 for u=1:M-1
6 theta=cost*u;
7 x=Psi(R*exp(1j*theta),b_0,b_1);
8 C=C+eval(f)*exp(-1j*k*theta);
9 end
10 C=C/(M*R^k);
11 end
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Puntualizziamo alcune cose sul codice appena scritto:
2. La costante 2pi/M per il calcolo di θu può essere calcolata una volta sola.
3-4. Quando u = 0 si ha θu = 0. Dunque il primo termine della somma risulta
essere soltanto f(ψ(R)).
5-9. Nel corso del ciclo le variabili x, θu vengono ogni volta aggiornate e
sovrascritte.
Qui di seguito presentiamo il corpo principale dell’algoritmo:
1 function [X,N] = Faber (f,A,toll,M,gamma,c,d,rho)
2 n=size(A);
3 n=n(1);
4 R=1.1*rho;
5 b_0=d/gamma;
6 b_1=(c^2) / (4*gamma^2);
7 Coeff=Coeff_Faber(0,f,M,R,b_0,b_1);
8 I=eye(n);
9 Z=Coeff*I;
10 Coeff=Coeff_Faber(1,f,M,R,b_0,b_1);
11 B=A-b_0*I;
12 Y=B;
13 Z=Z+Coeff*B;
14 C=B^2-2*b_1*I;
15 Coeff=Coeff_Faber(2,f,M,R,b_0,b_1);
16 Z=Z+Coeff*C;
17 Coeff=Coeff_Faber(3,f,M,R,b_0,b_1);
18 D=Y*C-b_1*B;
19 X=Z+Coeff*D;
20 N=3;
21 while norm(X-Z) > toll
22 N=N+1;
23 Z=X;
24 Coeff=Coeff_Faber(N,f,M,R,b_0,b_1);
25 B=C;
26 C=D;
27 D=Y*C-b_1*B;
28 X=X+Coeff*D;
29 end
30 end
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Per comprendere meglio il corpo dell’algoritmo, facciamo alcune puntualizza-
zioni inerenti il codice:
1. Oltre all’approssimazione X ' f(A), l’algoritmo produce il grado N del-
l’ultimo polinomio di Faber calcolato. Osserviamo inoltre che le variabili
in input gamma (la semisomma dei semiassi),c, d vanno scelte con cura
in modo che l’ellisse contenga lo spettro di A.
4-7. In queste righe sono determinati i parametri della mappa ψ e il valore R
che serviranno per il calcolo dei coefficienti αk.
10-13. Viene calcolato φ1(A) e viene assegnato ad una variabile Y fissa in quanto
esso appare ad ogni applicazione della relazione ricorrente a tre termini.
14-21. Per poter utilizzare la relazione ricorrente servono le matrici B,C,D
di tre passi consecutivi. Inoltre viene indicata con X l’approssimazio-
ne ottenuta di volta in volta e con Z quella al passo immediatamente
precedente.
22. L’algoritmo si arresta quando l’approssimazione dista (in norma) meno
della soglia di tolleranza da quella ottenuta al passo precedente.
23-29. Ad ogni ciclo tutte le variabili vengono riaggiornate, ad eccezione ovvia-
mente di b0,b1,Y .
3.1.3 Metodo di Newton
Sia A ∈ Cn×n ed f definita su Ω ⊃ σ(A) che ha capacità logaritmica ρ.
Il metodo che vogliamo implementare approssima f attraverso il polinomio di
interpolazione di Newton.
Supponendo che f verifichi il teorema 1.7.3 allora, scelto R in modo pressoché
analogo a quanto visto nel metodo di Faber, possiamo fissare a priori il grado
del polinomio interpolante Pm−1.
Per poterlo fare stabiliamo una soglia di precisione : fatto questo, un modo
comune di determinare m è fare in modo che valga (ρ/R)m ' . Notiamo che:( ρ
R
)m
'  =⇒ m ' logρ/R() =
log()
log(ρ)− log(R) =: g(R).
Da ciò si deduce che m può essere scelto come l’approssimazione per ecces-
so della quantità g(R). La scelta di R non è una cosa banale, in quanto da
quest’ultima dipende il grado del polinomio interpolante e dunque il livello di
precisione che è possibile ottenere (notiamo che, a differenza degli altri metodi,
in questo caso non è presente un criterio di stop in corso d’opera).
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Considerando R come una variabile, osserviamo che:
• La mappa g(R) è definita per R > ρ, sempre positiva e strettamente
decrescente.
• lim
R→ρ+
g(R) = +∞ , lim
R→+∞
g(R) = 0.
Poiché m approssima g(R) all’intero successivo, allora deduciamo che se R è
troppo vicino a ρ il numero di passi risulta eccessivo (convergenza molto len-
ta); viceversa, se R cresce troppo, il rischio è una notevole perdita di precisione
nell’approssimazione, dovuta ad un troppo esiguo numero di passi.
In conclusione, è opportuno scegliere R vicino a ρ per avere precisione, ma
non eccessivamente vicino per avere un’approssimazione con un numero non
troppo elevato di passi (ossia utilizzare un polinomio con un grado non troppo
alto).
Una volta stabilito il grado, è necessario trovare i nodi di interpolazione:
come abbiamo già osservato, una possibile scelta è prendere zj = ψ(wj), dove
i wj sono le soluzioni complesse dell’equazione wm = ρ.
Supponendo che f sia analitica su un’ellisse, la ψ ammette lo sviluppo come in
(3.1) e possiamo utilizzare la stessa function adoperata per il metodo di Faber.
Per quanto riguarda l’equazione, è facile determinarne tutte le soluzioni:
{w ∈ C /wm = ρ} = {wk = m√ρ · eiθk , θk = (2kpi)/m , k = 0, . . . ,m− 1}.
Presentiamo qui di seguito la function che calcola i nodi di interpolazione:
1 function z = Nodi_Newton (m,b_0,b_1,rho)
2 w=zeros(m,1);
3 z=w;
4 for k=0:m-1
5 theta=(2*k*pi)/m;
6 w(k+1)=exp(j*theta);
7 end
8 w=( rho^(1/m) )*w;
9 for i=1:m
10 z(i)=Psi(w(i),b_0,b_1);
11 end
12 end
Osservazione: la prealloccazione del vettore z rende l’algoritmo più veloce,
evitando di aggiungere una componente di z ad ogni passo.
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Osservazione: le soluzioni wj, con j = 1, . . . ,m, sono tutte distinte; poiché la
mappa ψ è biunivoca, anche le loro immagini zj sono distinte.
Il fatto che non vi siano due nodi uguali consente di utilizzare la tecnica
delle differenze divise per calcolare il polinomio di Newton:
f(A) ' Pm−1(A) = a1 + a2(A− z1I) + · · ·+ am [(A− z1I) · · · (A− zm−1I)]
dove ogni coefficiente è ak = f [z1, . . . , zk].
Per il calcolo delle differenze divise è possibile costruire la seguente matrice:
D =

f [z1] 0 · · · 0
f [z2] f [z1, z2] · · · 0
...
... . . .
...
f [zm] f [z1, zm] · · · f [z1, . . . , zm]

Gli elementi non nulli di D sono definiti dalle relazioni:
di1 = f(zi) i = 1, . . . ,m
dij =
di,j−1−dj−1,j−1
zi−zj−1
j = 2, . . . ,m
i = j, . . . ,m
Per come sono legati l’uno con l’altro gli elementi della matrice, un possibile
algoritmo di calcolo consiste nel calcolare D: notiamo infine che gli ak che
cerchiamo coincidono con gli elementi diagonali della matrice appena definita.
Un algoritmo per calcolare le differenze divise è il seguente:
1 function a = Diff_Div (f,z)
2 n=length(z);
3 D=zeros(n,n);
4 for i=1:n
5 x=z(i);
6 D(i,1)=eval(f);
7 end
8 for j=2:n
9 for k=j:n
10 D(k,j)=( D(k,j-1)-D(j-1,j-1) )/( z(k)-z(j-1) );
11 end
12 end
13 a=diag(D);
14 end
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Ora che conosciamo il modo di trovare il grado del polinomio, i nodi di inter-
polazione ed i coefficienti, riunendo quanto detto si può costruire l’algoritmo
principale per trovare l’approssimazione di f(A).
1 function [X,m] = Newton (f,A,gamma,c,d,rho,R,toll)
2 b_0=d/gamma;
3 b_1=(c^2) / (4*gamma^2);
4 m=ceil ( (log(toll)) / ( log(rho)-log(R) ) );
5 z=Nodi_Newton(m,b_0,b_1,rho);
6 a=Diff_Div(f,z);
7 n=size(A);
8 n=n(1);
9 I=eye(n);
10 U=I;
11 X=a(1)*I;
12 for i=1:m-1
13 U=U*( A-z(i)*I);
14 X=X+a(i+1)*U;
15 end
16 end
Facciamo qualche osservazione riguardo al codice:
1. Oltre a X ' f(A), l’algoritmo produce anche la costante m. Ricordiamo
che il polinomio ha grado m− 1.
2-5. Sono prodotti i parametri della ψ e il valore di m: l’approssimazione
all’intero successivo è attuata dalla funzione ceil.
6-12. Dopo aver prodotto nodi e coefficienti, viene inizializzata X attraverso
il primo passo di approssimazione.
14-15. Ad ogni aggiunta di termine, i prodotti effettuati al passo precedente
vengono tenuti in memoria, evitando calcoli non necessari.
Con quest’ultima function abbiamo completato l’implementazione dei tre me-
todi di approssimazione discussi in precedenza, osservando quali ipotesi sono
necessarie per poterli applicare (alcuni dati riguardanti tali ipotesi sono indi-
spensabili per fornire corretti dati in input).
Cerchiamo di capire come questi ultimi possano essere modificati nel caso
la matrice in input possegga una struttura di banda.
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3.2 Algoritmi: versione per matrici a banda
Se A possiede una struttura di banda, abbiamo già visto (sezione 2.3) che,
sotto certe ipotesi, la matrice f(A) presenta la proprietà di decadimento espo-
nenziale, la quale rende inutile il calcolo effettivo di parte dei suoi elementi
(parte che diventa sempre maggiore quando la dimensione di A è grande e la
banda è piccola).
Abbiamo inoltre osservato che la proprietà di banda viene conservata dal-
l’elevamento a potenza con crescita lineare della lunghezza di banda (proposi-
zione 2.1.2) ed è ovvio che è preservata dalle operazioni di somma e di prodotto
per uno scalare. Se ne deduce immediatamente che la valutazione in A di un
polinomio (ossia il calcolo chiave dei metodi fin qui visti) conserva questo tipo
di struttura.
Tutti gli algoritmi presentati si prestano dunque ad essere ottimizzati nel caso
la matrice di partenza sia a banda, attraverso alcuni accorgimenti:
• Utilizzando algoritmi di prodotto tra matrici che sfruttino la struttura
si rendono meno costose le applicazioni delle relazioni ricorrenti (metodi
di Chebyshev e Faber) e la valutazione dei polinomi di Newton.
• Se si sfruttano le proprietà teoriche di decadimento si può evitare il
calcolo degli elementi di f(A) che risultano troppo piccoli (sotto una
certa soglia di tolleranza e, di conseguenza, fuori da una certa banda).
Cercheremo adesso di comprendere come il linguaggio MATLAB costruisce e
sfrutta la struttura di banda, per poi analizzare nel dettaglio possibili ottimiz-
zazioni degli algoritmi già implementati.
3.2.1 La struttura di banda in MATLAB
La memorizzazione di una matrice in MATLAB, oltre al modo classico (la
rappresentazione piena dei suoi n2 elementi), può avvenire in un modo alter-
nativo: quest’ultimo è detto memorizzazione sparsa e tiene in memoria una
lista di elementi, ognuno dei quali è costituito da una coppia (i, j) e dal valore
dell’elemento aij, a patto che quest’ultimo sia diverso da zero.
Vediamo un semplice esempio di questa doppia memorizzazione:
A =

1 4 0 · · · 0
9 0 0 · · · 0
0 0
. . . · · · ...
...
...
... . . .
...
0 0 · · · · · · 0
 ∈ R8×8 ⇔ A =

(1, 1) 1
(2, 1) 9
(1, 2) 4
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Da questo esempio si capisce subito che, al crescere della dimensione, il mo-
do alternativo è molto più conveniente di quello standard per matrici sparse
(oppure a banda): nel caso appena visto la memorizzazione piena alloca in
memoria 64 elementi, quella sparsa 3 valori e 3 coppie.
Osservazione: se una matrice A è memorizzata in formato sparso, è possibile
mutarla in formato pieno con il comando full(A); si può anche fare il contrario
tramite il comando sparse(A).
Vi sono alcune function di MATLAB che consentono la costruzione di ma-
trici sparse utilizzando questo nuovo modo di memorizzare.
Analizziamo ad esempio la seguente:
A=spdiags(B,d,m,n);
Con questo comando viene creata una matrice A di dimensione m × n con le
diagonali uguali alle colonne di B disposte nella posizione indicata dal vettore
d. Ad esempio:
>> n=6;
>> e=ones(n,1);
>> B=[e,-e,3*e,-e,2*e];
>> d=[-n/2,-1,0,1,n/2];
>> a=spdiags(B,d,n,n);
>> A=full(a);
Questi comandi memorizzano in modo sparso la seguente matrice:
A =

3 −1 0 2 0 0
−1 3 −1 0 2 0
0 −1 3 −1 0 2
1 0 −1 3 −1 0
0 1 0 −1 3 −1
0 0 1 0 −1 3
 ∈ R
6×6.
Osservazione: se l’intento è creare una matrice a banda m si può usare la
function appena vista inserendo d = −m : m.
Si verifica che in generale vi è un effettivo e notevole risparmio di spazio
usando la nuova memorizzazione: questo già ci garantisce un miglioramento
degli algoritmi fin qui visti solo cambiando il modo di registrare in input (e
durante il calcolo) le variabili rappresentate da matrici.
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Se applicate a matrici in formato sparso, le operazioni elementari e molte
funzioni MATLAB usano automaticamente algoritmi che consentono di otti-
mizzare i tempi di calcolo, operando solo sugli elementi non nulli. Questo si
può osservare fin dai calcoli più semplici:
>> A=eye(2000);
>> t=cputime;
>> B=A^2;
>> temp=cputime-t
temp =
3.3438
>> n=2000;
>> B=ones(n,1);
>> d=[0];
>> A=spdiags(B,d,n,n);
>> t=cputime;
>> C=A^2;
>> temp=cputime-t
temp =
0.4219
Osservazione: se vogliamo costruire e memorizzare in formato sparso la ma-
trice identica di dimensione n, un altro comando che è possibile utilizzare è
speye (n), anch’esso già presente nelle librerie MATLAB.
Per quanto concerne il decadimento esponenziale delle funzioni di matrici,
esso consente in molti casi di conoscere a priori una soglia di banda oltre la
quale gli elementi di f(A) siano prossimi a zero. Questo vuol dire che possono
essere trascurati, restituendo di fatto alla matrice una struttura di banda, con
tutti i vantaggi algoritmici che ne conseguono. Sarà dunque importante sta-
bilire una massima lunghezza di banda oltre la quale non considerare più gli
eventuali elementi non nulli, eliminandoli dopo ogni passo di approssimazione:
infatti, con la memorizzazione sparsa, ogni elemento aggiuntivo, per quanto
piccolo, viene registrato insieme alla coppia dei suoi indici.
Il recupero della banda può essere applicato in tutti gli algoritmi presentati
finora, e in generale ogni qual volta la proprietà di decadimento sia verificata.
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Una possibile function che svolge questa operazione è la seguente:
1 function B = CreaBanda (A,m)
2 u=size(A);
3 n=u(1);
4 B=A;
5 if m < n
6 for i=1:n-1
7 j=n;
8 while abs(i-j)>m
9 B(i,j)=0;
10 B(j,i)=0;
11 j=j-1;
12 end
13 end
13 end
14 end
3.2.2 Metodo di Chebyshev
Consideriamo una matrice A ed una funzione f che sia analitica su un dominio
Ω ⊂ C semplicemente connesso tale che Ω ⊃ [−1, 1] ⊃ σ(A).
Per la proposizione 2.3.6 possiamo trovare un’ellisse Eτ simmetrica rispetto
all’asse reale, con centro l’origine, fuochi in ±1 e tale che f è analitica su di es-
sa. La costante τ è la somma dei semiassi ed è sufficiente a determinare l’ellisse.
Se A è simmetrica con banda m, per il teorema 2.3.8 possediamo la pro-
prietà di decadimento |f(A)ij| ≤ K · λ|i−j|, in cui le costanti sono date da:
λ = τ−1/m , K = max {K0, ‖f(A)‖2} , K0 = 2τM(τ)
τ − 1 , M(τ) = maxz∈Eτ |f(z)|.
Fissata una soglia di tolleranza , l’idea per evitare il calcolo di elementi troppo
piccoli è trovare una banda b, dopo la quale gli elementi di f(A) soddisfino la
disuguaglianza |f(A)ij| ≤ K · λ|i−j| ≤ .
Trovata tale banda, tutte le entrate che ne stanno fuori potranno dunque esse-
re messe a zero, utilizzando la function CreaBanda che abbiamo appena visto.
Per il calcolo di b è necessario trovare le costanti K,λ possedendo a priori A, f ,
la banda m, la tolleranza , la costanteM ed il semiasse maggiore a dell’ellisse.
L’unica quantità che non sembra facile da determinare è la norma ‖f(A)‖2, in
quanto è necessario stimarla pur senza possedere esplicitamente la matrice.
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L’ipotesi di simmetria di A garantisce l’esistenza di una matrice invertibile X
tale che A = XDX−1, con D = diag(λ1, . . . , λn) ∈ Rn×n.
Utilizzando la definizione 1.5.2 e sfruttando la diagonalizzabilità di A, possiamo
effettuare la seguente maggiorazione sulla norma:
‖f(A)‖2 = ‖Xf(D)X−1‖2 ≤ ‖X‖2 · ‖f(D)‖2 · ‖X−1‖2
= κ2(X) · ‖f(D)‖2 = κ2(X) · max
i=1,...,n
|f(λi)| (3.2)
Se A è normale, sappiamo ([8], teo. 2.28) che X può essere presa unitaria:
utilizzando la proposizione 1.3.5 si ottiene che κ2(X) = 1, semplificando e
rendendo più accurata la stima della norma di f(A), che può essere riassunta
come segue:
‖f(A)‖2 ≤
 maxi=1,...,n|f(λi)| se AA
H = AHA
κ2(X) · max
i=1,...,n
|f(λi)| altrimenti
Presentiamo una function che calcola tale stima:
1 function N = MaggNorm2_Cheby (f,A)
2 n=size(A);
3 n=n(1);
4 if A*A’==A’*A
5 d=eig(A);
6 v=d;
7 for i=1:n
8 x=d(i);
9 v(i)=abs( eval(f) );
10 end
11 N=max(v);
12 else
13 A=full(A);
14 [X,D]=eig(A);
15 d=diag(D);
16 v=d;
17 for i=1:n
18 x=d(i);
19 v(i)=abs( eval(f) );
20 end
21 N=max(v)*cond(X);
22 end
23 end
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Possedendo una maniera per calcolare le costanti che definiscono il bound,
siamo in grado di esibire un algoritmo che determina la banda massima b.
Poiché la banda m cresce linearmente con le potenze di matrice (proposizione
2.1.2), risulta opportuno fare sì che b sia comunque un multiplo di m.
1 function bm = Bandamax_Cheby (A,f,m,Max,toll_elem,a)
2 b=sqrt(a^2-1);
3 tau=a+b;
4 lambda=tau^(-1/m);
5 N=MaggNorm2_Cheby(f,A);
6 K_0=(2*tau*Max)/(tau-1);
7 K=max(N,K_0);
8 bm=0;
9 while K*(lambda^bm) > toll_elem
10 bm=bm+1;
11 end
12 while mod(bm,m) ~=0
13 bm=bm+1;
14 end
15 end
Procediamo ora con l’implementazione dell’algoritmo ottimizzato per appros-
simare f(A) usando i polinomi di Chebyshev.
L’idea è di tenere sostanzialmente inalterata la struttura dell’algoritmo origi-
nario, ponendo l’attenzione ad alcune sottili modifiche:
• È essenziale che A e tutte le matrici che appariranno nel corso dell’al-
goritmo siano memorizzate in formato sparso, in modo da effettuare le
operazioni con costo inferiore grazie alle versioni alternative già fornite
da MATLAB.
• La banda dell’approssimazione è nota ad ogni passo dell’algoritmo, in
particolare se A ha bandam allora al passo k l’approssimazione avrà ban-
da km. É opportuno memorizzare tale banda per poterla confrontare con
la banda massima b calcolata all’inizio dell’algoritmo: non appena b ri-
sulterà inferiore alla banda dell’approssimazione, la function CreaBanda
eliminerà gli elementi fuori da b (i quali avranno modulo inferiore ad una
tolleranza fissata a priori, in conseguenza alla proprietà di decadimento
esponenziale).
Implementiamo l’algoritmo principale, facendo produrre in output anche la
banda massima e la banda effettiva dell’approssimazione.
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1 function [X,N,Banda,bm] = ChebyBanda (f,A,toll,M,m,Max,toll_elem,a)
2 bm=Bandamax_Cheby(A,f,m,Max,toll_elem,a);
3 n=size(A);
4 n=n(1);
5 B=speye(n);
6 C=A;
7 D=2*A*C-B;
8 b=Coeff_Cheby(0,M,f);
9 c=Coeff_Cheby(1,M,f);
10 d=Coeff_Cheby(2,M,f);
11 X=b*B+c*C+d*D;
12 N=2;
13 Banda=2*m;
14 while abs(b)+abs(c)+abs(d) > toll
15 if Banda>bm
16 X=CreaBanda(X,bm);
17 end
18 N=N+1;
19 b=c;
20 c=d;
21 d=Coeff_Cheby(N,M,f);
22 B=C;
23 C=D;
24 D=2*A*C-B;
25 X=X+d*D;
26 Banda=Banda+m;
27 end
28 end
Notiamo in dettaglio quali modifiche abbiamo applicato:
5-7. La matrice identica In deve essere inserita in formato sparso, rendendo
necessario sostituire eye(n) con la funzione spdiags.
15,28. La variabile Banda registra la banda dell’approssimazione X e viene
fatto in modo che al passo k abbia valore km.
17-19. In queste righe viene fatto il confronto tra la banda di X e la banda mas-
sima garantita dal decadimento, ottenuta usando la funzione Bandamax
presentata prima.
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3.2.3 Metodo di Faber
Allo scopo di riadattare ed ottimizzare l’algoritmo già presentato, formuliamo
le ipotesi che ci servono per poterlo applicare in tutte le sue parti:
• Prendiamo un dominio Ω ⊂ C con capacità logaritmica ρ, sul quale è
definita una funzione f che risulti analitica su I(CR0), dove R0 > ρ e
CR0 = ψ{|w| = R0}. Usando la consueta notazione, ricordiamo che ψ è
l’inversa della mappa φ definita dalla relazione (1.3).
• Per calcolare agevolmente ψ e i coefficienti αk della serie di Faber, fis-
siamo una costante R tale che ρ < R < R0 e supponiamo che Ω sia
un’ellisse simmetrica rispetto all’asse reale con centro d, fuochi in d ± c
e semiassi a, b. Supponiamo inoltre che f sia analitica su Ω.
• La matrice A che vogliamo valutare tramite f deve avere lo spettro
contenuto nel dominio Ω.
Osservazione: i parametri a, b, c, d dell’ellisse dipendono da come sono distri-
buiti gli autovalori di A: in particolare, trattando il metodo di Chebyshev,
abbiamo già osservato che se σ(A) ⊂ [−1, 1] è possibile trovare ellissi con
d = 0, c = 1, b =
√
a2 − 1, determinate da un unico parametro reale a.
Rispetto al metodo precedentemente analizzato, rimuoviamo su A l’ipotesi
di simmetria e la limitazione sullo spettro, in modo da ampliare la classe di
matrici su cui è applicabile il metodo di Faber.
Supponendo che A abbia banda m, anche in questo caso si può velocizzare
l’algoritmo facendo ricorso alla memorizzazione sparsa.
Vogliamo anche in questo caso sfruttare le buone proprietà che ci garantisce il
decadimento esponenziale: non potendo usare il teorema 2.3.8 (manca l’ipotesi
di simmetria), ci riferiamo al corollario 2.3.11.
Per poterlo applicare è necessario che A sia una matrice diagonalizzabile.
Poiché l’ellisse Ω è un dominio convesso, allora ha rotazione totale V = 2pi.
Questo ci garantisce la validità del teorema 1.7.5 e un decadimento esponen-
ziale degli elementi di f(A) con dei bound più raffinati di quelli dati dal grafo
associato (teorema 2.3.9).
In particolare, se A = XDX−1, abbiamo |f(A)ij| ≤ κ2(X) ·K · λ|i−j|, in cui le
costanti sono determinate dalle relazioni:
λ =
ρ
R
, K = max
{
‖f(A)‖2, 2M(R)
1− λ
}
, M(R) = max
z∈CR
|f(z)|. (3.3)
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Anche in questo caso dunque occorre stimare ‖f(A)‖2. Per farlo utilizziamo la
maggiorazione (3.2), procedendo al calcolo della matrice X degli autovettori,
della quale servirà in ogni caso il numero di condizionamento.
1 function [C,N] = MaggNorm2_Faber (f,A)
2 n=size(A);
3 n=n(1);
4 A=full(A);
5 [X,D]=eig(A);
6 d=diag(D);
7 v=d;
8 for i=1:n
9 x=d(i),
10 v(i)=abs(eval(f));
11 end
12 C=cond(X);
13 N=max(v)*C;
14 end
A questo punto definiamo la function che calcola la banda massima b della
matrice f(A), dopo la quale valga |f(A)ij| ≤ κ2(X) ·K ·λ|i−j| < , con  soglia
di tolleranza definita dall’utente.
Osserviamo che abbiamo fatto produrre in output dall’algoritmo precedente
anche C = κ2(X), per non doverla ricalcolare nella procedura seguente.
1 function bm = Bandamax_Faber (f,A,m,Max,rho,R,tolEl)
2 lambda=rho/R;
3 [C,N]=MaggNorm2_Faber(f,A);
4 K_0=(2*Max)/(1-lambda);
5 K=max(K_0,N);
6 bm=0;
7 while C*K*(lambda^bm) > tolEl
8 bm=bm+1;
9 end
10 while mod(bm,m)~=0
11 bm=bm+1;
12 end
13 end
Osservazione: anche in questo caso viene fatto in modo che la banda massima
sia un multiplo di m.
Osservazione: è opportuno scegliere R con cura: se infatti si avvicina troppo
a ρ abbiamo λ ' 1, con la conseguente crescita di K e della banda massima b.
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L’algoritmo ottimizzato di Faber si può implementare nel modo seguente:
1 function[X,N,Banda,bm]=FaberBanda(f,A,tol,M,d,c,gamma,rho,R,tolEl,m,Max)
2 n=size(A);
3 n=n(1);
4 bm=Bandamax_Faber(f,A,m,Max,rho,R,tolEl);
5 b_0=d/gamma;
6 b_1=(c^2)/(4*gamma^2);
7 Coeff=Coeff_Faber(0,f,M,R,b_0,b_1);
8 I=speye(n);
9 Z=Coeff*I;
10 Coeff=Coeff_Faber(1,f,M,R,b_0,b_1);
11 B=A-b_0*I;
12 Y=B;
13 Z=Z+Coeff*B;
14 C=B^2-2*b_1*I;
15 Coeff=Coeff_Faber(2,f,M,R,b_0,b_1);
16 Z=Z+Coeff*C;
17 Coeff=Coeff_Faber(3,f,M,R,b_0,b_1);
18 D=Y*C-b_1*B;
19 X=Z+Coeff*D;
20 N=3;
21 Banda=3*m;
22 while normest(X-Z) > tol
23 if Banda > bm
24 X=CreaBanda(X,bm);
25 end
26 N=N+1;
27 Z=X;
28 Coeff=Coeff_Faber(N,f,M,R,b_0,b_1);
29 B=C;
30 C=D;
31 D=Y*C-b_1*B;
32 X=X+Coeff*D;
33 Banda=Banda+m;
34 end
35 end
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Le modifiche sono simili a quelle che abbiamo commentato discutendo la nuova
versione dell’algoritmo di Chebyshev, ossia viene tenuta in memoria la banda
(confrontandola ad ogni passo con quella massima) e tutte le matrici sono in
formato sparso. A questo proposito, è opportuno notare che nelle function
appena esposte vengono usate delle procedure particolari:
• La funzione norm non è applicabile a matrici in formato sparso; al suo
posto è utilizzata la normest.
• Se una matrice è salvata in modo sparso non si può applicare la funzione
eigs per trovare la matrice X degli autovettori. Per ovviare al problema
nella sotto-funzione che maggiora ‖f(A)‖2, la matrice viene temporanea-
mente salvata in formato pieno, ma soltanto per questo calcolo (l’output
consiste in N e C, perciò nell’algoritmo principale non appaiono matrici
piene in conseguenza a tale cambio di memorizzazione).
3.2.4 Metodo di Newton
Oltre alla consueta memorizzazione sparsa delle matrici, anche per il metodo
che usa i polinomi di Newton l’ottimizzazione è legata al decadimento esponen-
ziale: mettiamoci perciò nelle stesse ipotesi che abbiamo supposto valide nella
trattazione del metodo di Faber, in modo da usufruire del corollario 2.3.11.
Fissata una soglia di tolleranza , per determinare la banda massima b è
molto utile adoperare una strategia di dropping (vedi [3]).
In particolare, si può scegliere b in modo che valga la relazione
(
ρ
R
)b ' 
K
, con
ρ ed R fissati a priori e dove K è la costante che compare nella relazione (3.3).
Ricordiamo che in questo caso è già noto il grado G− 1 del polinomio appros-
simante, determinato dall’equazione
(
ρ
R
)G ' , simile alla precedente formula.
Svolgendo i calcoli, possediamo le relazioni che ci permettono di determinare
sia la banda che il grado:
Grado
Banda

(
ρ
R
)G ' (
ρ
R
)b ' 
K
=⇒

G ' log()
log(ρ)−log(R)
b ' log()−log(K)
log(ρ)−log(R)
(3.4)
Ovviamente sia b che G devono essere arrotondati all’intero superiore; inoltre
b dovrà essere reso multiplo della banda m della matrice A.
In base a quanto visto, se vogliamo che la banda dell’approssimazione non
superi b, per la proposizione 2.1.2 il numero massimo di passi dell’algoritmo
dovrà essere N = b/m.
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Abbiamo dunque due casi possibili:
• Se G − 1 ≤ N l’algoritmo può procedere sostanzialmente come quel-
lo standard, poiché tutti gli elementi calcolati sono a tutti gli effetti
significativi.
• In caso si abbia G−1 > N allora dal passo N +1 in poi conviene ridurre
ogni volta l’approssimazione ad avere banda b, in modo da evitare di
svolgere operazioni con elementi così piccoli da poter essere trascurati.
Procediamo adesso con la stesura dell’algoritmo: per prima cosa occorre cal-
colare G e la banda massima b. Poiché le relazioni che determinano queste
costanti sono del tutto analoghe, per risparmiare sulle operazioni conviene
unire il loro calcolo in un’unica function.
Per trovare K è necessario anche in questo caso stimare ‖f(A)‖2, ma, visto
che non serve calcolare sempre la matrice degli autovettori, possiamo utilizzare
la stessa funzione che abbiamo adoperato nel metodo di Chebyshev (in modo
da sfruttare l’eventualità che A sia una matrice normale).
1 function [G,bm] = Bandamax_Newton (f,A,m,rho,R,toll,Max)
2 lambda=rho/R;
3 Den=log(lambda);
4 G=(log(toll))/Den;
5 G=ceil(G);
6 K_0=(2*Max)/(1-lambda);
7 K=max(K_0,MaggNorm2_Cheby(f,A));
8 bm= G - ( (log(K))/Den );
9 bm=ceil(bm);
10 while mod(bm,m)~=0
11 bm=bm+1;
12 end
13 end
A questo punto non resta che implementare la versione finale dell’algoritmo,
la quale avrà come idea chiave quella di separare i due casi osservati prima
confrontando G ed N : a priori è facile immaginare che più la banda iniziale si
alza meno passi serviranno per sovrastare la banda massima.
Come nel caso dei coefficienti nelle serie di Chebyshev e di Faber, in questo
caso le parti di algoritmo che non operano sulla matrice A possono restare
inalterate. In particolare non vi è alcun motivo di effettuare modifiche sulle
function che calcolano i nodi di interpolazione e le differenze divise, in quanto
tali algoritmi dipendono solo da f e dalle caratteristiche del suo dominio.
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L’algoritmo finale si può implementare nel seguente modo:
1 function [X,G,Banda,bm] = NewtonBanda(f,A,gamma,c,d,rho,R,toll,m,Max)
2 b_0=d/gamma;
3 b_1= (c^2)/(4*gamma^2);
4 [G,bm]=Bandamax_Newton(f,A,m,rho,R,toll,Max);
5 z=Nodi_Newton(G,b_0,b_1,rho);
6 a=Diff_Div(f,z);
7 Num_Passi=bm/m;
8 n=size(A);
9 n=n(1);
10 I=speye(n);
11 U=I;
12 X=a(1)*I;
13 Banda=0;
14 if G-1 <= Num_Passi
15 for i=1:G-1
16 U=U*(A-z(i))*I);
17 X=X+a(i+1)*U;
18 Banda=Banda+m;
19 end
20 elseif G-1 > Num_Passi
21 for i=1:Num_Passi
22 U=U*(A-z(i))*I);
23 X=X+a(i+1)*U;
24 Banda=Banda+m;
25 end
26 for i= Num_Passi+1 : G-1
27 U=U*(A-z(i))*I);
28 X=X+a(i+1)*U;
29 X=CreaBanda(X,bm);
30 Banda=Banda+m;
31 end
32 end
33 end
L’algoritmo contiene tutte le modifiche discusse precedentemente ed inoltre
garantisce la memorizzazione sparsa di tutte le matrici su cui opera.
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3.3 Determinazione di un dominio opportuno
In tutte le versioni dei metodi discussi in precedenza abbiamo supposto, per
un maggiore risparmio computazionale, che la funzione f sia analitica su un’el-
lisse Ω contenente lo spettro della matrice A, della quale vogliamo calcolare
l’immagine. Tale ellisse risulta necessaria affinché siano validi i teoremi sul de-
cadimento esponenziale ed inoltre particolari combinazioni dei suoi parametri
determinano la mappa ψ, indispensabile per il calcolo dei nodi di Newton e
dei coefficienti della serie di Faber.
L’ellisse Ω deve essere fornita in input dall’utente nei vari algoritmi per
mezzo di tre quantità: il centro d, la semidistanza focale c e la semisomma dei
semiassi γ.
A priori non è ovvio come fornire l’ellisse all’algoritmo, in quanto non è con-
veniente prenderla troppo ampia (la capacità logaritmica crescerebbe troppo
e con essa la costante R, con il rischio aggiuntivo di contenere eventuali singo-
larità di f), ma nel contempo bisogna essere certi che essa contenga tutti gli
autovalori di A.
Un’idea per determinare l’ellisse che ha dato buoni risultati nella pratica
(vedi [6]) consiste nel costruire un rettangolo chiuso Γ ⊃ σ(A), simmetrico ri-
spetto all’asse reale, utilizzando gli autovalori marginali, ossia quelli con parte
reale e immaginaria estrema; l’ellisse verrà scelta in modo da circoscrivere Γ e
da avere somma dei semiassi minima.
Entrando nel dettaglio, denotiamo con x e X rispettivamente la minima e
massima parte reale degli autovalori e con Y il massimo modulo tra le par-
ti immaginarie. Il rettangolo avrà dunque vertici (x;Y ), (X;Y ), (X;−Y ) e
(x;−Y ). Detto K := X−x
2
, si dimostra che i parametri dell’ellisse soddisfano
le seguenti relazioni:
d = 1
2
(X + x)
c =
√
(K2/3 + Y 2/3) (K4/3 − Y 4/3)
γ = 1
2
[
K2/3
√
K2/3 + Y 2/3 +
√
K2/3 · Y 4/3 + Y 2
] (3.5)
Possediamo dunque un metodo che, analizzando soltanto lo spettro della ma-
trice A, ci permette di determinare con semplici calcoli i parametri di un’ellisse
Ω che soddisfi le ipotesi richieste, senza bisogno di lavoro preliminare da parte
dell’utente per cercare un dominio opportuno per i metodi di approssimazione:
osserviamo che se Y = 0 l’ellisse risulta degenere (coincide con un segmento).
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Questo calcolo può essere facilmente tradotto in MATLAB, ad esempio tramite
la procedura che ora presentiamo.
1 function [gamma,c,d] = CreaEllisse (A)
2 v=eig(A);
3 Re=real(v);
4 x=min(Re);
5 X=max(Re);
6 Im=imag(v);
7 Y=max(abs(Im));
8 d=(X+x)/2;
9 K=(X-x)/2;
10 K23=K^(2/3);
11 Y23=Y^(2/3);
12 K43=K^(4/3);
13 Y43=Y^(4/3);
14 c=sqrt( (K23+Y23)*(K43-Y43) );
15 gamma=K23*sqrt(K23+Y23)+sqrt(K23*Y43+Y^2);
16 gamma=gamma/2;
17 end
3.4 Sintesi
Per approssimare funzioni di matrici abbiamo analizzato in tutto tre approcci
diversi, che hanno portato a definire ed implementare sei metodi: tre in versio-
ne standard e tre ottimizzazioni specifiche per i casi di matrici con struttura
di banda.
Ogni metodo ha bisogno di particolari ipotesi sul dominio di definizione della
funzione f , sulla matrice A e sul suo spettro; in particolare, al variare di f
ed A, non tutti i metodi possono essere usati, sia per problemi di effettiva
applicabilità sia per la lenta convergenza in alcuni casi sfortunati.
Allo scopo di comprendere meglio quali metodi utilizzare, presentiamo di
seguito una tabella che esprime la correlazione che vi è tra le ipotesi verificate
e la possibilità di applicare i metodi appena visti. Essa è utile in quanto, note
A ed f , conoscendo le proprietà che esse verificano (insieme di analiticità di f ,
collocazione dello spettro, eventuali proprietà di banda o simmetria), si pos-
siede un diretto riscontro su quali metodi si possano adoperare per il calcolo
di f(A).
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Per non appesantire troppo la notazione della tabella, utilizzeremo uno
speciale simbolismo, che viene spiegato nella seguente legenda.
• Domini: ΩA (aperto), ΩAsc (aperto semplicemente connesso),
ΩEs (ellisse simmetrica rispetto all’asse reale), I (l’intervallo [−1, 1]).
• Proprietà: An. (analitica), Sim. (simmetrica), Ban. (a banda), Diag.
(diagonalizzabile).
• Metodi: C (Cheby), Cb (Chebybanda), F (Faber), Fb (Faberbanda), N
(Newton), Nb (Newtonbanda).
Presentiamo dunque la tabella riassuntiva.
Hp f An. su ΩA ⊃ I An. su ΩAsc ⊃ I An. su ΩEs
Hp σ(A) σ(A) ⊂ I σ(A) ⊂ I ⊂ ΩEs σ(A) ⊂ ΩEs
Hp A No Sim,Ban No Sim,Ban No Diag,Ban
Metodi C C,Cb C,F,N Tutti F,N F,Fb,N,Nb
3.5 Esperimenti numerici
Allo scopo di testare l’efficienza dei metodi, vogliamo procedere alla presenta-
zione di alcuni esperimenti numerici con funzioni e matrici di vario tipo.
Di essi riporteremo i risultati ottenuti e faremo alcune osservazioni, principal-
mente riguardo l’applicabilità, la precisione ed i tempi di calcolo.
Gli algoritmi sono eseguiti da un processore Intel Core i7-4702MQ 2.20GHz,
utilizzando la versione R2013a di MATLAB.
Il primo test che esponiamo confronterà tutti e sei gli algoritmi, calcolando
l’esponenziale di una matrice a banda con spettro contenuto in [−1, 1].
Il secondo test servirà ad osservare in maggior dettaglio l’errore commesso nel-
l’approssimare una matrice con decadimento esponenziale con una a banda.
Il successivo esperimento tratterà di una tecnica alternativa per calcolare il
determinante di matrici a banda di grosse dimensioni.
Il quarto e ultimo test sarà riservato ad un’applicazione in campo fisico.
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3.5.1 Confronto dei metodi
Per poter applicare tutti i metodi è necessario (come si può osservare nella
sezione 3.4) che sia scelta una matrice A simmetrica a banda ed una mappa f
analitica su un’ellisse E ⊃ [−1, 1].
In questo test prendiamo f(z) = ez, analitica su tutto C, e la seguente matrice:
A =

1/2 1/10 1/10 0 · · ·
1/10 1/2 1/10 1/10
. . .
1/10 1/10 1/2
. . . . . .
0 1/10
. . . . . . . . .
... . . . . . . . . . . . .

Essa verrà testata al variare della dimensione: osserviamo che è simmetrica
con banda m = 2, secondo la definizione 2.1.1.
Analizziamo in dettaglio le variabili in input che daremo agli algoritmi per
questo esperimento:
• Le soglie di tolleranza sono toll = 10−6 per le condizioni di arresto e
tollelem = 10−4 per il calcolo della banda massima.
• La costante M per calcolare i coefficenti di Chebyshev e Faber è posta
uguale a 15.
• Poiché σ(A) ⊂ [−1, 1], prendiamo un’ellisse con centro d = 0, semidistan-
za focale c = 1 e semiasse maggiore a = 1.5. Detto b =
√
a2 − 1 l’altro
semiasse, è noto che la capacità logaritmica di tale ellisse è ρ = (a+b)/2.
• Dato che |f(z)| = |ex+yi| = ex · |eyi| = ex, il massimo di |f | sull’ellisse
risulta essere Max = ea.
• Per gli algoritmi di Faber abbiamo scelto R = 2.5, mentre per quelli di
Newton R = 3, in modo da aumentare la precisione senza avere a priori
un polinomio interpolante di grado troppo alto.
L’approssimazione X ottenuta con i nosti algoritmi sarà confrontata con la
funzione expm, già presente in MATLAB. Nelle tabelle che seguono riportiamo
i tempi di calcolo (in secondi), il numero dei passi effettuati, la banda massima
bm, la banda che avrebbe l’approssimazione senza sfruttare il decadimento
tramite CreaBanda e l’errore relativo err := ‖X − expm(A)‖2 / ‖expm(A)‖2.
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TABELLA 1: Chebyshev
Dim expm(A) Cheby Chebybanda
n Time Time Err N Time Err N bm Banda
50 0.2656 0.4375 1.2706e-11 10 0.1283 1.2706e-11 10 26 20
100 0.3281 0.8750 1.2822e-11 10 0.1875 1.2822e-11 10 26 20
200 0.3594 1.0781 1.2826e-11 10 0.2656 1.2826e-11 10 26 20
500 0.7656 1.1250 1.2827e-11 10 0.2975 1.2827e-11 10 26 20
2000 8.8906 15.9219 1.2827e-11 10 0.3594 1.2827e-11 10 26 20
TABELLA 2: Faber
Dim expm(A) Faber Faberbanda
n Time Time Err N Time Err N bm Banda
50 0.2656 0.8594 3.2702e-9 9 0.6406 3.7468e-7 9 20 18
100 0.3281 0.8992 3.3702e-9 9 0.6719 3.7469e-7 9 20 18
200 0.3594 0.9063 3.3965e-9 9 0.7031 3.7469e-7 9 20 18
500 0.7656 3.9531 3.4040e-9 9 1.2031 3.7469e-7 9 20 18
2000 8.8906 318.1875 3.4054e-9 9 31.3125 3.7469e-7 9 20 18
TABELLA 3: Newton
Dim expm(A) Newton Newtonbanda
n Time Time Err m Time Err G bm Banda
50 0.2656 0.5000 2.0943e-15 17 0.2121 2.0941e-15 17 22 32
100 0.3281 0.6824 2.2025e-15 17 0.2344 2.2025e-15 17 22 32
200 0.3594 0.8438 2.0948e-15 17 0.2969 2.0965e-15 17 22 32
500 0.7656 2.9688 2.2025e-15 17 1.5625 2.2024e-15 17 22 32
2000 8.8906 97.6094 2.2024e-15 17 21.1719 2.2033e-15 17 22 32
Osservazioni :
• Notiamo innanzi tutto una globale precisione di tutti i metodi: nel caso
peggiore, l’errore commesso si mantiene nell’ordine di 10−7.
• I metodi non perdono precisione al crescere della dimensione nella ma-
trice. Ciò si osserva fissando un metodo e notando che l’errore resta
sostanzialmente immutato al crescere di n.
• L’approssimazione è ottenuta con un numero non troppo elevato di passi.
• Nel metodo di Newton avviene un effettivo troncamento della banda:
l’approssimazione avrebbe avuto banda 32, ma l’algoritmo, sfruttando il
decadimento, ha imposto che fosse uguale a 22, senza alcuna perdita di
precisione rispetto alla versione standard.
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Per confrontare meglio i tempi di esecuzione dei vari metodi, costruiamo dei
grafici che li rappresentino in funzione della dimensione della matrice A.
In tutti i grafici sotto riportati, per convenzione la spezzata dei tempi
riguardante la funzione expm è disegnata in rosso, quella relativa ad una qua-
lunque versione standard dei nostri metodi ha colore verde ed infine tutte le
versioni ottimizzate per sfruttare la banda saranno di colore blu.
(a) Metodo di Chebyshev
(b) Metodo di Faber (c) Metodo di Newton
Figura 3.1: Confronto dei tempi di calcolo
Intuitivamente si osserva subito che i grafici relativi ai metodi di Faber
e Newton hanno una struttura analoga (in termini di crescenza delle curve),
mentre in quello che rappresenta il metodo di Chebyshev una delle spezzate si
avvicina ad essere una retta orizzontale.
Dai grafici possiamo dedurre alcune informazioni sui tempi di esecuzione
dei nostri metodi, confrontandoli tra loro e con la funzione expm.
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• I tempi di calcolo di tutti i metodi sono abbastanza bassi, a meno che
non si cresca troppo di dimensione (nei casi osservati, per n ≤ 500).
• Le versioni ottimizzate in tutti i casi impiegano meno tempo delle loro
controparti standard: questo fenomeno è tanto più significativo quan-
to più la dimensione è grande. In particolare il metodo Chebybanda è
addirittura più veloce di expm.
In conclusione, si può congetturare che, per matrici simmetriche a banda con
spettro contenuto in [−1, 1], la scelta migliore è senza dubbio il metodo di Che-
byshev ottimizzato (a patto che la funzione f non presenti singolarità vicino
all’ellisse presa in considerazione per il metodo).
3.5.2 Approssimazione della banda
In questo esperimento ci poniamo l’obbiettivo di calcolare sin(A) e cos(A),
dove A è una matrice simmetrica con decadimento esponenziale e tale che il
suo spettro sia contenuto nell’intervallo [−1, 1].
Costruiamo A = (aij) nel modo seguente:
aij =

1/2 i = j
e−2|i−j| i 6= j
Osservazione: detto α > 0, porre aij = e−α|i−j| è un ottimo modo per creare
matrici con un dato decadimento (esso non è presente nel caso limite α = 0,
ma diventa sempre più accentuato al crescere di α).
Vogliamo confrontare due modi differenti per valutare la matrice:
• Il primo calcola sin(A) e cos(A) attraverso la funzione funm, già presente
nelle librerie MATLAB.
• Il secondo dapprima approssima A con una matrice A˜ che ha banda fissa-
ta m, per poi calcolare sin(A˜) e cos(A˜) mediante i nostri algoritmi nella
loro versione a banda.
In questo esempio scegliamo m = 10, in quanto se |i − j| = 10 allora gli
elementi aij ' 10−9: possiamo perciò trascurare le entrate fuori da tale banda,
aspettandoci di non perdere troppa informazione.
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I dati in input delle nostre function possono essere presi esattamente come
nel test precedente, ad eccezione di f , della banda m e della costante Max.
Quest’ultima ha bisogno di qualche osservazione per essere determinata: ricor-
diamo che essa rappresenta il massimo di |f(z)| sull’ellisse E che abbiamo già
considerato nel primo test.
Studiamo dapprima il caso in cui f(z) = cos(z).
Ponendo z = x+ iy, analizziamo i seguenti passaggi:
cos(x+ iy) =
1
2
· [ei(x+iy) + e−i(x+iy)] = 1
2
· [eix · e−y + e−ix · ey]
=
1
2
· [(cosx+ i sinx)e−y + (cosx− i sinx)ey]
= cos(x) · e
y + e−y
2
− i sin(x) · e
y − e−y
2
= cos(x) · cosh(y)− i sin(x) · sinh(y).
Passando al modulo si ottiene:
| cos(x+ iy)|2 = (cosx)2 · (cosh(y))2 + (sinx)2 · (sinh(y))2
=
1
4
· [(cosx)2(e2y + e−2y + 2) + (sinx)2(e2y + e−2y − 2)]
=
1
4
· [e2y + e−2y + 2(cos2 x− sin2 x)]
=
1
4
(e2y + e−2y) +
1
2
cos(2x) =: F (x, y).
Noi vogliamo trovare il massimo di F (x, y) sull’ellisse E definita dall’equazione
x2
a2
+ y
2
b2
≤ 1, con a = 1.5 e b = √a2 − 1.
Detta g(y) := e2y + e−2y, è immediato notare che max
y∈[−b,b]
g(y) = g(b).
Perciò otteniamo la seguente maggiorazione:
|f |2 = F (x, y) = 1
4
· g(y) + 1
2
cos(2x) ≤ 1
4
· g(b) + 1
2
.
Da quest’ultima relazione si trova il valore Max =
√
g(b)/4 + 1/2, il quale
andrà inserito come dato in input.
Ad esperimento terminato, abbiamo raccolto i dati ottenuti in alcune tabel-
le che ci accingiamo ad esaminare (l’errore relativo, come nel test precedente,
è stato calcolato in norma 2).
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TABELLA 1: Coseno
Dim cos(A) Chebybanda Faberbanda Newtonbanda
n Time Time Err Time Err Time err
100 0.3594 0.1563 1.0034e-9 0.3281 3.8000e-3 0.3438 4.6075e-10
200 0.3906 0.1719 1.0213e-9 0.4844 3.9000e-3 3.5781 4.7841e-10
300 0.7031 0.2656 1.0250e-9 0.9063 3.9000e-3 11.1563 4.8206e-10
500 0.8906 0.4063 1.0270e-9 1.3750 3.9000e-3 40.5136 4.8403e-10
1000 3.6094 0.4688 1.0278e-9 4.1875 3.9000e-3 193.3281 4.8488e-10
TABELLA 2: Seno
Dim sin(A) Chebybanda Faberbanda Newtonbanda
n Time Time Err Time Err Time err
100 0.3281 0.2188 6.7101e-10 0.7188 5.5195e-4 0.4531 6.4797-10
200 0.5469 0.2298 6.9366e-10 0.8906 5.5346e-4 4.0938 6.7107e-10
300 0.7344 0.2969 6.9839e-10 1.1719 5.5375e-4 12.0156 6.7593e-10
500 0.8438 0.5156 7.0096e-10 1.3438 5.5389e-4 39.9531 6.7855e-10
1000 3.8750 0.5313 7.0210e-10 5.9688 5.5396e-4 191.6406 6.7970e-10
TABELLA 3: Numero passi e larghezza di banda
Mappa Chebybanda Faberbanda Newtonbanda
f N bm Banda N bm Banda G bm banda
cos(z) 9 120 90 3 20 30 17 20 160
sin(z) 10 120 100 4 20 40 17 20 160
Osservazioni :
• Per quanto riguarda la precisione, essa è molto elevata nei metodi di Che-
byshev e Newton, ma notiamo che in quello di Faber l’errore si mantiene
meno basso degli altri (ordine di 10−3). Questo si spiega osservando che
il metodo si arresta dopo pochi passi (N = 3, 4): per come è definito il
criterio di arresto, ciò vuol dire che ci troviamo in un caso di "stagnazio-
ne", ossia dove la differenza tra due approssimazioni consecutive è molto
piccola, ma esse non approssimano f(A) in modo molto preciso.
• Ad eccezione del metodo di Newton, che analizzeremo con maggior detta-
glio, gli altri due metodi hanno tempi di calcolo abbastanza bassi. Come
nel test precedente, anche in questo esperimento il metodo di Cheby-
shev risulta più efficiente della funzione funm di MATLAB, in quanto ha
elevata precisione e impiega meno tempo per essere applicato.
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• Dai risultati si nota come in realtà la matrice f(A) possa essere supposta
a banda senza alcuna perdita di informazione.
A titolo di esempio analizziamo il caso n = 1000.
La matrice cos(A) è una matrice piena 1000 × 1000 (possiede 106 ele-
menti), ma il metodo di Newton ci mostra che essa è approssimabile con
una matrice a banda 20 con un errore dell’ordine di 10−10.
Sfruttando la memorizzazione sparsa, se supponiamo che tutti gli elemen-
ti entro la banda siano non nulli, la matrice cos(A˜) viene salvata tramite
20890 entrate soltanto: lo spazio di memoria occupato è dunque uguale
a 20890/106 ' 1/50 di quello che servirebbe per la matrice cos(A).
Dalle tabelle si osserva che i tempi di calcolo del metodo di Newton sono molto
più alti di quelli degli altri metodi.
Questo a prima vista potrebbe far pensare che il metodo sia molto sconvenien-
te, per quanto possa essere preciso.
In realtà questo fenomeno è dovuto al parametro R (che nel test abbiamo posto
uguale a 3): ricordiamo che esso determina il grado del polinomio interpolante
mediante la relazione (3.4).
Avevamo già osservato che al crescere di R diminuisce il grado del polino-
mio: ci aspettiamo perciò una perdita di precisione, ma in compenso un minor
tempo di calcolo.
La seguente tabella mostra i risultati che si ottengono aumentando il valore
di R: si può notare che al significativo calo dei tempi corrisponde comunque
una precisione accettabile, rivalutando di fatto la convenienza del metodo.
TABELLA 4: Precisione di Newton al variare di R
Dim Caso R=3 Caso R=5 Caso R=10
n Time err G Time err G Time err G
500 40.514 4.822e-10 17 12.412 2.753e-9 11 4.125 2.652e-5 7
1000 193.328 4.849e-10 17 48.781 2.755e-9 11 15.375 2.652e-5 7
Passando da R = 3 a R = 10 il grado del polinomio si abbassa di 10 e perdiamo
5 cifre di precisione, ma il tempo per effettuare il calcolo è ridotto a un decimo
nel caso n = 500 e addirittura a un dodicesimo quando la dimensione è 1000.
Questo rende il metodo di Newton preferibile a quello di Faber.
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3.5.3 Calcolo del determinante
In questo esperimento vogliamo analizzare una tecnica alternativa per calcola-
re il determinante di una matrice di grandi dimensioni.
Essa si basa sul seguente risultato.
Proposizione 3.5.1. Se A ∈ Cn×n è una matrice definita positiva vale la
seguente:
det(A) = exp [ Tr(log(A)) ].
dove con Tr indichiamo la traccia di log(A).
Dimostrazione. Poiché A è definita positiva, ha senso la matrice B = log(A)
che appare in tesi. Inoltre essa soddisfa A = exp(B).
La tesi è dunque equivalente a det(exp(B)) = exp[Tr(B)].
Utilizzando la decomposizione di Schur ([8], teorema 2.22), possiamo scrivere
B = UTU−1, dove U è unitaria e T è triangolare superiore. Osserviamo che:
• det(exp(B)) = det(exp(UTU−1)) 1.5.8,(c)= det(U exp(T )U−1) = det(exp(T )).
• Tr(B) = Tr(UTU−1) Tr(AB)=Tr(BA)= Tr(U−1UT ) = Tr(T ).
Resta solo da dimostrare la tesi per una matrice T triangolare superiore.
Detti tj = (T )jj i suoi elementi diagonali, dalla tesi (f) della proposizione 1.5.8
deduciamo che (exp(T ))jj = etj , j = 1, . . . , n.
La seguente catena di uguaglianze ci permette di concludere la dimostrazione:
det(exp(T )) = et1 · et2 · · · etn = et1+t2+···+tn = exp(Tr(T )).
Cerchiamo di sfruttare questo risultato per calcolare il determinante di ma-
trici simmetriche, definite positive e di grandi dimensioni.
Nel caso tali matrici abbiano una struttura di banda (quest’ultima supposta
piccola rispetto alla dimensione), vogliamo verificare se questa nuova tecnica
permette di calcolarne il determinante con buona precisione e risparmiando sui
tempi di calcolo.
Risulta chiaro che il calcolo della traccia di log(A) può diventare molto in-
stabile nel caso in cui gli autovalori più piccoli di A sono troppo vicini a zero:
questo esclude a priori il metodo il Chebyshev, anche dopo un eventuale risca-
lamento della matrice (porterebbe al problema appena esposto o addirittura
alla perdita della definita positività di A).
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La matrice che vogliamo testare è A = (aij) i cui elementi sono definiti nel
modo seguente:
aij =

2 i = j
e−α|i−j| i 6= j
con la costante di decadimento α = 2.
In maniera analoga al test precedente, il nostro obbiettivo è confrontare
il determinante di A, calcolato mediante la funzione det di MATLAB, con la
quantità exp[Tr(log(A˜))], in cui il logaritmo è calcolato tramite il metodo di
Newton e la matrice A˜ è ottenuta da A imponendo che abbia banda m = 6 (si
osserva che se |i − j| = 6 l’elemento aij ' 10−6, permettendoci di trascurare
senza problemi le entrate esterne a tale banda).
È evidente che in questo caso il dominio Ω dovrà essere diverso da quello
dei test precedenti. In generale è possibile determinare un’ellisse opportuna
conoscendo lo spettro di A (si veda la sezione 3.3), ma in questo caso vorremmo
procedere in modo da avere una sola ellisse che possa andar bene indipenden-
temente dalla dimensione della matrice.
Si può osservare numericamente che A = 2I +R, con ‖R‖ ≤ 1.
Poiché A è hermitiana, questo ci permette di fare alcune osservazioni sui suoi
autovalori, ad esempio:
λmax = ‖A‖2 = ‖2I +R‖2 ≤ 2‖I‖2 + ‖R‖2 ≤ 3.
Con simili tecniche si può dedurre che σ(A) ⊂ [1, 3]. Da questo segue che un
possibile dominio si può ottenere traslando l’ellisse dei primi test di 2 unità
nella direzione positiva dell’asse reale. Essa avrà perciò i seguenti parametri:
d = 2
c = 1
a = 1.5
Da questi si ottengono immediatamente altre costanti, ossia b =
√
a2 − 1 e
ρ = γ = (a+ b)/2.
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Per determinare il massimo di | log(z)| sull’ellisse in questione poniamo anche
in questo caso z = x+ iy.
log(x+ iy) = log |x+ iy|+ i · arg(x+ iy) = log
√
x2 + y2 + i · arg(x+ iy).
Se consideriamo il ramo principale di log(z), quello cioé in cui arg(z) ∈ (−pi, pi),
passando al quadrato dei moduli otteniamo:
| log(x+ iy)|2 =
[
1
2
log(x2 + y2)
]2
+ [arg(x+ iy)]2 <
1
4
[
log(x2 + y2)
]2
+ pi2.
Resta dunque il seguente problema di massimo:
Max
(x,y)∈E
[
log(x2 + y2)
]2
, E : (x− 2)
2
a2
+
y2
b2
= 1.
Utilizzando una qualsiasi tecnica per i massimi e minimi vincolati (per esempio
i moltiplicatori di Lagrange), non è difficile ottenere che il massimo è ottenuto
nel punto (7/2, 0), e vale 4 · [log(7/2)]2.
Sostituendo questo valore nella relazione precedente e passando alla radice
quadrata otteniamo effettivamente il massimo che cerchiamo:
Max =
√[
log
(
7
2
)]2
+ pi2.
Per calcolare log(A) tramite il metodo di Newton, vogliamo preventivamente
effettuare una modifica sui nodi di interpolazione: questo perché, se applicas-
simo la consueta mappa ψ sulle radici complesse di ρ, rischieremmo che alcuni
nodi siano troppo vicini a zero, causando problemi di convergenza del metodo.
Per ovviare al problema scegliamo una famiglia di nodi equidistribuiti nell’in-
tervallo [1, 3].
Un altro fatto da osservare è che sia D = det(A) che D˜ = exp(Tr(log(A˜)))
sono valori che possono diventare molto grandi al crescere di della dimensione
della matrice.
Per questo motivo, calcolando l’errore assoluto |D˜−D|, ci potrebbero esse-
re problemi dovuti alla cancellazione (troncando cifre decimali di numeri con
elevato ordine di grandezza il rischio è la comparsa di un "falso" errore).
Consideriamo pertanto l’errore relativo |D˜−D|
D
.
Andiamo ora a riportare i risultati ottenuti in questo esperimento.
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Nella tabella abbiamo inserito i tempi di calcolo delle funzioni det e logm di
MATLAB, per poi analizzare in dettaglio il metodo Newtonbanda: di esso so-
no riportati il tempo di esecuzione, il numero G dei nodi (ricordiamo che il
grado del polinomio interpolante è G − 1), la banda massima bm e la banda
che avrebbe l’approssimazione nel caso non venisse sfruttato il decadimen-
to esponenziale. Gli errori relativi su cui poniamo la nostra attenzione sono
err1 := ‖X − logm(A)‖2 / ‖logm(A)‖2 sull’approssimazione del logaritmo di
matrice ed err2 := | exp(Tr(log(A˜)))− det(A)|/ det(A) per il determinante.
TABELLA PER IL CALCOLO DEL DETERMINANTE
Dim det logm Newtonbanda
n Time Time Time err1 err2 G bm Banda
50 (R=5) 0.391 0.453 0.382 9.413e-7 6.917e-8 11 18 60
100 (R=5) 0.656 0.562 0.437 9.881e-7 1.383e-7 11 18 60
300 (R=5) 0.859 0.984 1.250 1.006e-6 4.150e-7 11 18 60
500 (R=5) 1.016 1.857 3.219 1.008e-6 6.917e-7 11 18 60
800 (R=5) 1.095 3.656 8.344 1.008e-6 1.107e-6 11 18 60
500 (R=10) 1.016 1.857 1.375 9.529e-5 4.600e-3 7 12 36
800 (R=10) 1.095 3.656 3.172 9.531e-5 7.400e-3 7 12 36
Osservazioni :
• La precisione del metodo si mantiene alta, sia nell’approssimare log(A)
sia nel calcolo del determinante. Come già osservato nel secondo test,
essa tende a diminuire nel caso si aumenti il valore di R.
• In dimensione bassa (50, 100) il tempo di calcolo è competitivo con quello
di logm e anche con la funzione det. Alzando la dimensione esso tende
ad aumentare, rendendo di fatto il metodo sconveniente: si può ovviare
al problema accrescendo di poco il valore di R.
• In tutti i casi vi è un notevole risparmio sulla memoria allocata per la
matrice, in quanto essa può essere tenuta a banda molto bassa rispetto
alla dimensione (12, 18) senza una significativa perdita di informazione.
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3.5.4 Un problema fisico
In quest’ultimo esperimento numerico ci poniamo l’obbiettivo di calcolare una
funzione di matrice nota come matrice di densità di Fermi-Dirac, fondamen-
tale per il calcolo delle principali quantità fisiche (ad esempio l’energia) di un
sistema molecolare ampio (vedi [1]).
Essa è data da f(A), dove A è l’Hamiltoniana del sistema ed f è la seguente:
f(z) =
1
1 + eβ(z−µ)
.
La costante β è chiamata temperatura inversa e µ è un parametro di shift,
detto potenziale chimico: esso può essere scelto in modo che Tr(f(A)) = Ne,
dove Ne è il numero di elettroni del sistema.
É già noto in letteratura che la matrice di densità presenta la proprietà di
decadimento esponenziale (per maggiori dettagli consultare [9]).
Per questo test scegliamo la matrice Hamiltoniana corrispondente al mo-
dello di Anderson 1-dimensionale: la matrice A è tridiagonale simmetrica con
entrate random sulla diagonale principale (derivanti da una distribuzione uni-
forme su [0, 1]) ed il resto degli elementi non nulli uguale a −1.
Studieremo l’approssimazione di f(A) ponendo β = 2 , µ = 1/2 e facendo
variare la dimensione n per vedere come cambiano la precisione ed i tempi di
calcolo degli algoritmi.
In questo caso la matrice che andiamo ad approssimare è data da una
funzione composta:
f(A) = [exp(β · (A− µI)) + I]−1 .
Per effettuare il calcolo è possibile procedere per passi:
1) Calcolare B = β(A− µI).
2) Approssimare X ' exp(B).
3) Calcolare C = X + I.
4) Approssimare f(A) ' C−1.
A prescindere dal metodo utilizzato, osserviamo che, per effettuare le appros-
simazioni, è necessario determinare di volta in volta degli adeguati dati da
fornire in input, nonché sapere quando le matrici presentano un decadimento
esponenziale (abbiamo già osservato che gli algoritmi ottimizzati sono molto
più vantaggiosi di quelli standard).
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Cerchiamo innanzi tutto di capire quali proprietà teoriche possiamo dedurre a
priori sulle matrici che dobbiamo approssimare:
• A e B sono reali, simmetriche e tridiagonali, ossia con banda 1.
• X = exp(B) è reale, gode anch’essa della simmetria (prop. 1.5.8, tesi b),
possiede una struttura di banda (la cui lunghezza dipende dall’approssi-
mazione effettuata) ed è definita positiva.
• C = X+I ha le stesse proprietà diX ed inoltre vale che σ(C) ⊂ (1,+∞).
In particolare deduciamo che C è una matrice invertibile, dando senso al
problema di approssimare C−1.
Il fatto che B sia simmetrica a banda e che l’esponenziale sia analitica ci ga-
rantiscono che X presenta decadimento esponenziale; inoltre le proprietà di C
verificano le ipotesi della parte (a) del teorema 2.3.5.
Sappiamo dunque a priori che |(C−1)ij| ≤ Kλ|i−j|, in cui le costanti che
appaiono sono determinate dalle seguenti relazioni:
• λ =
(√
κ2(C)−1√
κ2(C)+1
)1/m
.
• K = ‖C−1‖2 ·max
{
1,
1+
√
κ2(C)
2κ2(C)
}
.
Poiché C è reale e simmetrica, in particolare essa è Hermitiana: per la propo-
sizione 1.3.5 sappiamo che ‖C−1‖2 = 1/|λmin| e che κ2(C) = |λmax/λmin|, dove
λmax e λmin sono rispettivamente l’autovalore massimo e l’autovalore minimo
della matrice C.
Può essere utile analizzare il nostro caso specifico (β = 2 , µ = 1/2) dal
punto di vista spettrale: questo fornirà un notevole aiuto per determinare do-
mini opportuni su cui appicare le function.
Con tecniche analoghe a quelle del test precedente si riesce a dedurre che lo
spettro σ(A) ⊂ [−2, 3].
Poiché B = β(A−µI) = 2(A−1/2I) = 2A− I, allora vale che σ(B) ⊂ [−5, 5].
Infine la matrice C = exp(B)+I ha lo spettro distribuito all’interno dell’inter-
vallo [e−5+1, e5+1]: questo si può dedurre dalla tesi (g) della proposizione1.5.8.
Analizziamo come approcciare il problema utilizzando i metodi di Newton e
di Chebyshev.
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Metodo di Newton.
Benché l’approssimazione X ' exp(B) tramite questo metodo possa essere
molto precisa (fatto già verificato nel primo dei nostri test), vi potrebbero
essere dei problemi nell’utilizzarlo per calcolare (X + I)−1.
Infatti abbiamo visto che C = X+I può avere autovalori grandi, costringendo
i nodi dell’interpolazione a crescere di conseguenza: poiché la funzione h(x) =
x−1 tende a zero per x→ +∞, c’è il rischio che le differenze divise assumano
valori troppo piccoli, danneggiando la precisione e la convergenza.
Utilizziamo perciò un approccio differente, calcolando direttamente g(B),
con g(z) = (1 + ez)−1 analitica su tutto C.
Il dominio Ω è un’ellisse determinata sulla base degli autovalori di B tramite
le tecniche viste nella sezione 3.3. Poiché σ(B) ⊂ R, la funzione CreaEllisse
produrrà un dominio con semiasse minore nullo: si può eliminare il problema
aumentando l’asse maggiore e lasciando invariata la distanza focale.
Notando che |g(z)| ≤ 1, è possibile porre a priori Max= 1.
Fissata la soglia di tolleranza (qui prendiamo toll= 10−6), l’ultimo dato
da inserire in input è la costante R: in questo caso scegliamo R = ρ + 1.5, in
modo da mantenere una buona precisione.
Come abbiamo fatto nel precedente esperimento, prendiamo nodi di interpola-
zione equidistribuiti nell’intervallo [−5, 5]; più precisamente, facciamo in modo
che essi siano compresi nello spettro di B.
Per valutare la precisione chiamiamo Y := inv (expm(2A − I) + I) e con-
sideriamo l’errore relativo Err := ‖X − Y ‖2/‖Y ‖2, dove con X si denota la
matrice calcolata con il metodo di Newton.
TABELLA NEWTON
Dim f(A) Newtonbanda
n Time Time Err Passi bm Banda
100 0.6719 0.2656 5.1748e-6 30 35 30
200 0.6906 0.2969 5.9756e-6 30 35 30
300 0.7969 0.3906 9.4501e-6 31 36 31
400 0.9688 0.4063 1.9717e-5 31 36 31
500 1.2188 0.4219 2.4024e-5 31 36 31
1000 3.0469 0.4375 2.6614e-5 31 36 31
2000 16.3750 0.5938 2.8338e-5 31 36 31
Si nota immediatamente che il metodo di Newton risulta vantaggioso sotto
tutti gli aspetti: i tempi di calcolo sono minori, la precisione è alta e si conserva
al crescere di n ed infine lo spazio allocato per la matrice f(A) è notevolmente
inferiore a quello della sua memorizzazione in formato pieno.
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Metodo di Chebyshev.
Poiché la mappa 1/z presenta una singolarità nell’origine, anche per il metodo
di Chebyshev è meglio approssimare g(B), con g(z) = (1 + ez)−1.
Come già osservato, la matrice B ha lo spettro contenuto in [−5, 5], perciò non
è possibile applicare il metodo senza prima effettuare uno shift che ci riconduca
all’intervallo [−1, 1]. Due possibili approcci per risolvere questo problema sono
i seguenti:
• Costruiamo S = B/5 ed abbiamo σ(S) ⊂ [−1, 1]. Perciò con il classico
algoritmo di Chebyshev si riesce ad approssimare g(S). A questo punto
g(B) = g(5S) si ottiene riscalando i coefficienti della serie di Chebyshev.
• É possibile effettuare un’interpolazione sui nodi di Chebyshev riscalati
in modo da coprire efficacemente l’intervallo [−5, 5]. Essi sono dati da:
x∗j = 5xj = 5 cos(θj) , θj =
pi
M
(
j − 1
2
)
, j = 1, . . . ,M.
Ad esperimento terminato, i risultati si sono rivelati i seguenti:
TABELLA CHEBYSHEV
Dim f(A) Chebybanda
n Time Time Err Passi bm Banda
100 0.6719 0.3906 6.4890e-4 13 9 12
200 0.6906 0.5156 6.4841e-4 13 9 12
300 0.7969 0.6250 6.5271e-4 13 9 12
400 0.9688 0.7500 6.6762e-4 13 9 12
500 1.2188 1.0469 6.7116e-4 13 9 12
1000 3.0469 2.5938 6.7310e-4 13 9 12
2000 16.3750 9.4531 6.7730e-4 13 9 12
Confrontando i due metodi utilizzati si osserva che:
• I tempi di calcolo del metodo di Newton sono inferiori rispetto a quelli di
Chebyshev: entrambi i metodi sono comunque più efficienti delle funzioni
expm e inv.
• Newton ha una precisione di poco migliore, ma comunque meno conser-
vativa di quella di Chebyshev al crescere della dimensione.
• Il metodo di Chebyshev è senza alcun dubbio il migliore per quanto
concerne la memoria allocata: la matrice risultante approssima bene
f(A) mantenendosi solo a banda 9, anche per n = 2000.
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Capitolo 4
Conclusione
4.1 Risultati raggiunti
L’obbiettivo di questa tesi è stato l’analisi dettagliata delle funzioni di matrici
dotate di struttura di banda, sia per quanto riguarda le proprietà teoriche sia
dal punto di vista computazionale e algoritmico.
Dopo aver introdotto i concetti fondamentali per la comprensione di questi
argomenti (in particolar modo la definizione di funzione di matrice e le caratte-
ristiche della struttura di banda), abbiamo indagato approfonditamente sulla
proprietà di decadimento esponenziale.
Si è osservato infatti che se A è una matrice a banda, sotto certe condizioni
f(A) ha elementi il cui modulo tende a rimpicciolirsi rapidamente man mano
che ci si allontana dalla banda di A.
Vista l’importanza di questo risultato, il quale consente di approssimare
matrici dense con matrici a banda (con conseguente risparmio di memoria al-
locata), siamo riusciti a dimostrarlo in differenti situazioni, in modo da poterlo
utilizzare all’interno di un’ampia gamma di casi.
Basandoci sull’approssimazione polinomiale delle funzioni, abbiamo in se-
guito analizzato tre tipi di metodi per il calcolo di f(A), basati su tre diversi
famiglie di polinomi (in particolare, abbiamo trattato i polinomi di Chebyshev
di prima specie, i polinomi di Faber e i polinomi di Newton).
Di tali metodi è stata poi ideata ed implementata in linguaggio MATLAB
un’ottimizzazione specifica per matrici a banda, basata sulla memorizzazione
sparsa e sulle proprietà di decadimento appena descritte.
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Per avvalorare i risultati teorici trovati e testare la reale efficienza degli algo-
ritmi, abbiamo effettuato alcuni esperimenti numerici, i cui risultati sono stati
via via raccolti ed intabulati.
Da questi ultimi si possono riassumere le due seguenti osservazioni:
• Tra i metodi studiati, non ve ne è uno migliore in assoluto, bensì ogni
algoritmo risulta più o meno efficiente degli altri a seconda del particolare
caso trattato.
• Le versioni ottimizzate degli algoritmi si sono rivelate più convenienti
di quelle standard sotto tutti i punti di vista: tempi di calcolo minori,
risparmio dello spazio di memoria, precisione più elevata.
In conclusione, per approssimare funzioni di matrici è sempre conveniente ri-
conoscere una eventuale struttura di banda o approssimarla, quando possibile,
prima di effettuare la valutazione: da tale struttura segue infatti (sotto certe
ipotesi) la proprietà di decadimento esponenziale e tutti gli enormi vantaggi
computazionali che ne derivano.
4.2 Problemi aperti
L’approssimazione di funzioni di matrici si è rivelata un argomento molto va-
sto: in questo elaborato abbiamo proposto approcci e metodi utilizzabili in
molte occasioni, ma è chiaro che una altrettanto grande varietà di casi è rima-
sta fuori dalla trattazione, a causa della non applicabilità di metodi o teoremi
necessari per procedere.
Ogni risultato esposto si presta in modo naturale a poter essere generaliz-
zato, con lo scopo di riuscire ad approssimare f(A) per una classe più ampia
di matrici e funzioni.
Presentiamo qui di seguito alcuni problemi che sono rimasti aperti a eventuali
trattazioni future.
1. Ipotesi di decadimento più deboli
Tra i risultati ottenuti in questo lavoro, il decadimento esponenziale è stato
senza alcun dubbio uno dei più significativi, in quanto da quest’ultimo sono
derivate le ottimizzazioni e l’effettiva convenienza degli algoritmi.
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I risultati riguardanti questa proprietà hanno richiesto però ipotesi abbastanza
forti sulla matrice A e sulla mappa f . Nel caso più generale (teorema 2.3.9)
devono essere soddisfatte le seguenti proprietà:
• f definita su un dominio Ω ⊂ C compatto connesso e analitica su un suo
particolare sottodominio.
• A diagonalizzabile e tale che σ(A) ⊂ Ω.
Notiamo che esse sono soltanto condizioni sufficienti: se il decadimento espo-
nenziale venisse dimostrato utilizzando ipotesi più deboli (ad esempio rimuo-
vendo la diagonalizzabilità di A), si riuscirebbe ad ampliare la portata di questo
risultato, con conseguenti vantaggi computazionali in termini di efficienza e di
un notevole risparmio di memoria.
2. Altri tipi di struttura
In questo elaborato ci siamo soffermati quasi esclusivamente su matrici dotate
di una certa banda, provando risultati legati a questo caso specifico e imple-
mentando metodi che sfruttassero tale struttura. Abbiamo inoltre visto come
approssimare la banda su matrici con decadimento esponenziale.
Simili studi e analisi possono essere applicati a matrici che presentano strutture
di tipo differente. Vediamone due esempi:
• Matrici sparse. Numericamente si è osservato che, se una matrice A
di grandi dimensioni presenta soltanto pochi elementi aij non nulli, per
alcune mappe f la matrice f(A) presenta una curiosa proprietà: le sue
entrate più significative sono concentrate vicino alle posizioni in cui si
trovavano gli aij 6= 0, con un rapido decadimento man mano che ci si
allontana da tali posizioni (questo fenomeno si è notato in alcune appli-
cazioni alla fisica, per maggiori dettagli consultare [18]).
Per matrici sparse diagonalizzabili, il teorema 2.3.9 ci garantisce un de-
cadimento basato sul grafo associato: questo può essere un utile punto
di partenza per analizzare nello specifico le matrici sparse e l’approssi-
mazione delle loro valutazioni.
• Matrici con struttura di Kronecker. In un articolo di Benzi e Si-
moncini (vedi [5]) è stato analizzato il problema di calcolare funzioni di
matrici dotate di una particolare struttura detta somma di Kronecker,
ossia che sono nella forma A = M1 ⊕M2 = M1 ⊗ I + I ⊗M2 ∈ C2n×2n,
con M1,M2 ∈ Cn×n quadrate. Si possono dimostrare curiose proprietà
su alcune funzioni nel momento in cui abbiano come argomenti matrici
di questo tipo, ad esempio che exp(M1 ⊕ M2) = exp(M1) ⊗ exp(M2),
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oppure che per seno e coseno valgono le formule di addizione, in cui gli
argomenti sono M1 e M2 e le operazioni di somma e prodotto sono quel-
le di Kronecker (per dimostrazioni e approfondimenti, consultare [16] ai
capitoli 10, 12).
Nel lavoro di Benzi e Simoncini vengono trovati bound di decadimento
per f(A), derivati da quelli di f(M1) ed f(M2), nel caso in cui le funzio-
ni abbiano la proprietà di essere completamente monotone: per ulteriori
dettagli si veda [4].
Ovviamente questi sono solo due esempi di possibili strutture, ma in generale
è possibile indagare su quando si verifichi il decadimento esponenziale analiz-
zando anche ulteriori tipi di matrici, qui non presentati.
3. Differenti tipologie di dominio
I requisiti dei teoremi sul decadimento e le implementazioni effettive dei metodi
hanno sempre avuto la condizione che il dominio della mappa f fosse un’ellisse
simmetrica rispetto all’asse reale.
In realtà questa ipotesi può essere rimossa, prendendo come dominio Ω un
sottoinsieme di C che sia non vuoto, compatto e connesso. In questo nuovo
contesto si avrebbero ad ogni modo alcune complicazioni a livello computazio-
nale: ad esempio i polinomi di Faber non soddisferebbero più una relazione a
tre termini e la mappa ψ (l’inversa della mappa di Riemann) avrebbe bisogno
di ulteriore lavoro per essere determinata o approssimata (si veda [26]).
Il dominio Ω può essere anche scelto come unione di insiemi compatti e
connessi (è utile farlo se lo spettro di A risulta essere concentrato in zone del
piano complesso distanti fra loro). Questo caso può essere trattato in modo
simile, ma sono necessari alcuni accorgimenti (per altri dettagli si consulti [25]).
4. Applicazione di nuovi metodi
Tutti e tre i metodi di approssimazione per funzioni di matrici che abbiamo
fin qui sviluppato si basano su un unico approccio al problema, ossia la ri-
cerca di un opportuno polinomio che rappresenti al meglio la funzione in un
determinato dominio.
Pur non avendoli qui trattati esplicitamente, esistono alcuni metodi del
tutto differenti, che usano i sottospazi di Krylov o alcune loro varianti [5].
Grazie a tali metodi si riesce a fornire nuovi efficienti bound di decadimen-
to, nonché a ideare algoritmi specifici per approssimare il prodotto f(A) · b,
con b ∈ Cn. Per ulteriori dettagli riguardanti quest’analisi si può consultare [4].
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