In this paper a new concept of approximate entropy is modi ed and applied to the problem of testing for randomness a string of binary bits. This concept has been introduced in a series of papers by S. Pincus and co-authors. The corresponding statistic is designed to measure the degree of randomness of observed sequences. It is based on incremental contrasts of empirical entropies based on the frequencies of di erent patterns in the sequence. Sequences with large approximate entropy must have substantial uctuation or irregularity. Alternatively, small values of this characteristic imply strong regularity, or lack of randomness, in a sequence. Pincus and Kalman (1997) evaluated approximate entropies for binary and decimal expansions of e; ; p 2 and p 3 with the surprising conclusion that the expansion of p 3 demonstrated much more irregularity than that of .
p 2 and p 3 with the surprising conclusion that the expansion of p 3 demonstrated much more irregularity than that of .
Tractable small sample distributions are hardly available, and testing randomness is based, as a rule, on fairly long strings. Therefore, to have rigorous statistical tests of randomess based on this approximate entropy statistic, one needs the limiting distribution of this characteristic under the randomness assumption. Until now this distribution remained unknown and was thought to be di cult to obtain.
The key step leading to the limiting distribution of approximate entropy is a modi cation of its de nition based on the frequencies of di erent patterns in the augmented or circular version of the original sequence. In Section 2 it is shown that the approximate entropy as well as its modi ed version converges in distribution to a 2 -random variable when the length of a template, m, is xed. A similar result when m increases to in nity is obtained in Section 3. In this situation the limiting distribution is normal with the parameters of this law determined from Poisson approximation. These facts provide the basis for statistical tests of randomness via the approximate entropy. In 1 Introduction: Approximate Entropies
In this paper I apply a new concept of approximate entropy and its modication to the problem of testing for randomness a string of binary bits. This problem gained importance with the wide use of public key cryptography and the need for good secure encryption algorithms. All such algorithms are based on a generator of (pseudo) random numbers; the testing of such generators for randomness became crucial for communications industry where digital signatures and key management are vital for information processing.
To measure the degree of randomness of observed sequences Pincus and Singer (1996) suggested to use a general characteristic, the so-called approximate entropy. Actually this approach is pursued in a series of papers by S. Pincus and co-authors (Pincus (1991) , Pincus and Huang (1992) , Pincus and Kalman (1997) (2) A de nite advantage of g ApEn(m) is that by Jensen's inequality, log s g ApEn(m) for any m, whereas it is possible that log s < ApEn(m) (albeit the probability of this tends to zero as n increases.) Therefore the largest possible value of g ApEn(m) is merely log s. The maximally random sequences under this de nition have the relative frequencies of all patterns (in a circular version of the sequence) of a given length are as close to the common value n ?1 as possible. For example, in addition to maximally random binary strings from the point of view of ApEn (1) which suggests that for a xed m, Pincus' approximate entropy and g ApEn(m) must be close when n is large.
In the next Section I derive the limiting distribution of n log s? g ApEn(m)]
when n ! 1 and m is xed. It is also proven that n ApEn(m)? g In this section I consider the situation when both n and m tend to in nity so that n s m+1 ! > 0: Thus ApEn also admits the representation (6) , and the limiting distribution of both g ApEn and ApEn is that of this decomposable statistic. Sums of this form (with functions f of only one argument) have been extensively studied. See Holst (1972) , Morris (1975) and Medvedev (1977) . Although our situation with f depending on s frequencies ! i 1 im1 ; : : : ; ! i 1 ims does not follow directly from these results, the special form of this function leads to the following Proposition 2 which can be derived from Holst (1972) is determined by the ratio R = lim E S ? n ]= n , whose absolute value is to be maximized to have the optimal Pitman e ciency.
Under This formulas can be used to show that there is no optimal statistic S. This is to be contrasted with asymptotic optimality of 2 -test in the class of decomposable statistics with function f depending only on one argument (see Holst, 1972 , 1980 .
Essentially the same conclusions about the power of the approximate entropy test as about 2 -test (Kallenberg et al, 1985) can be made.
Examples
Here are two strings of 20 binary bits which have been suggested by Chaitin (1975) (A) 01010101010101010101 (B) 01101100110111100010
For a non-randomly looking sequence (A); ApEn(0) = ? (1) = ?~ (1) = log 2, which is the largest possible value for ApEn. Since there are only two occurring patterns of length 2, namely (0; 1) and (1; 0) with frequencies 10 and 9 respectively, as there are 5 copies of (1; 0), 6 copies of (1; 1), 5 copies of (0; 1), and 4 copies of (0; 0) in the augmented version of this string, Thus g ApEn(1) = 0:6881::, which is closer to the maximum value 0:6931:: than Pincus' entropy, and The procedures based on randomess test via approximate entropy form now a part of a battery of empirical tests for randomness developed at the Computer Security Division of the National Institute of Standards and Technology. They are being used for investigation of various existing random numbers generators, such as Data Encryption Algorithm, Secure Hash Algorithm, Digital Signature Algorithm and Blum, Blum and Shub generator.
