Mixed noise removal from a natural image is a challenging task since the complex noise distribution usually is inestimable. Many noise removal methods based on the low rank approximation have an excellent image denoising performance and are effective for recovering the images corrupted by Gaussian noise. These methods based on the additive white Gaussian noise(AWGN) model are sensitive to the outliers and non-Gaussian noise, such as the salt-and-pepper impulse noise (SPIN) and random valued impulse noise (RVIN). Such methods for mixed noise removal, however, are less effective in preserving image structures and tend to undesired staircase artifacts. This paper presents a novel Nonconvex Low Rank Model with Phase congruency and overlapping Group sparsity regularization (NLRM-PG) for mixed noise removal. Moreover, an efficient optimization algorithm under the alternating direction method of multipliers and majorization minimization framework is proposed to solve the NLRM-PG model. We demonstrate that the proposed method is effective for preserving local irregular structures and it reduces staircase artifacts with the two types of mixture noise, namely, AWGN+SPIN and AWGN+RVIN. Both qualitative and quantitative experiment results on synthetic noisy images and real noisy images illustrate that the proposed method can remove mixture noise in images more efficiently than the existing methods can do. And the results also outperform those obtained by using the competing state-of-the-art methods, particularly for the removal of high-density impulse noise.
I. INTRODUCTION
Images captured in the real world are usually destroyed by noise, resulting in the degradation of image quality. It is one of the most fundamental steps in image and video tasks to recover a clean image preserving sharp edges and fine image details. In the past decades, it has been extensively studied in the literature [1] - [4] . There are many types of noise in corrupted images. In fact, images are often corrupted by the mixture of the two types of noise. Generally, the additive white Gaussian noise (AWGN) and the impulse noise (IN) are two types of noise that are commonly encountered.
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AWGN is a linear addition of wideband or white noise with a constant spectral density and a zero-mean Gaussian distribution of amplitude during image acquisition to affect all pixels of the image. Such noise is the most widely studied by prior knowledge and distribution estimation. Over the years, non-local self-similarity (NSS) methods have shown great potential for removing AWGN by exploiting many similar patches across the whole image. Approaches based on NSS prior on patch level, such as Non-Local Means(NLM) [1] , BM3D [2] are the state-of-the-art algorithms of removing AWGN and have higher accuracy than traditional methods. Besides, sparsity and NSS priors were applied to noise removal in the literature, such as Learned Simultaneous Sparse Coding (LSSC) [4] and Nonlocally Centralized Sparse Representing(NCSR) [5] . Weighted encoding by sparsity coding and NSS prior in [6] were integrated into a regularization term and introduced into the framework that solved minimization problem. These methods are effective and have excellent denoising performance for AWGN. However, such methods tend to generate many artifacts when noise level is high.
IN can be introduced due to acquisition or transmission errors, characteristic of which is by replacing a portion of an image's pixel values with random noise values and leaving the rest unchanged, such as salt-and-pepper impulse noise (SPIN) and random-valued impulse noise (RVIN) [6] . The nonlinear filtering technique was widely used in SPIN and RVIN removal due to their good performances and low computational complexity. Median filter [7] is a representative method that has been dominantly used for removing IN. However, the defect of median filter is that it makes the denoised image unnatural and leads to the image distortion and the loss of details and edges. Based on this reason, various improvements of median filters have been proposed to better preserve the details and high computational efficiency, such as the weighted median filter [8] , the center-weighted median filter [9] , and the stack filter [10] .
In practice, the mixture of AWGN and IN, by which images may be corrupted, is the most commonly encountered noise in the real world. As the two types of noises have very different characteristics, the mixture of AWGN and IN makes the denoising problem even difficult. Conventional existing approaches removed the mixed noise by a two-phase framework that IN pixel was removed with median filters, and followed by removing AWGN with approaches based on NSS prior knowledge. Because of IN removal losing some details of image structure by these median filters, sharp edges and fine image details are smoothed out. To better preserve the image edges, IN was treated as outliers in [11] - [13] , robust fidelity terms based on l 1 norm and l 0 norm were utilized to estimate the IN by hard or soft thresholding, coupled with an appropriate regularizer. These methods have displayed promising denoising performance in removing the IN, which cannot effectively remove the AWGN. In addition, appropriate threshold of these methods still remains a challenging task.
In recent years, based on deep learning methods for removing image noise were proposed [41] - [44] . Convolutional neural networks(CNN) [41] were exploited for natural image denoising. Methods with CNN offered similar performance in the blind denoising compared to other techniques. Denoising convolutional neural networks (DnCNN) [42] model, which was able to handle Gaussian denoising by residual learning and batch normalization, was proposed. Zhang et al. [43] provided a dataset of microscopy images with Poisson-Gaussian denoising and benchmarked many state-of-theart denoising algorithms. A deep learning method having outstanding performance was found. Hybrid noise removal method with deep single CNN(DSCNN) was proposed without the noise level estimation [44] . Spatial spectral gradient network(SSGN) [45] for hybrid noise removal in hyperspectral imagery was proposed by consideration of the unique spatial structure directionality of sparse noise and spectral differences. Spatial-spectral deep residual convolutional neural network was introduced to hyperspectral image denoising [46] . Numerous deep learning methods for hybrid noise removal have been proposed and have achieved the state-of-the-art performances.
On the other hand, denoising methods with the optimization model had their high denoising quality, of which was low rank approximation (LRA) optimization model shown powerful capability for the reconstruction of noisy data by signal approximation. The LRA based denoising methods, which were based on the assumption that similar patches in image are low rank, were even more effective for removing mixed noise than traditional NSS methods [14] - [18] . Among them, the representative methods included weighted low rank model(WLRM) in [14] , [15] , Rank Minimization(RM) [16] , Structure Tensor Total Variation-Weighted Nuclear Norm Minimization(STTV-WNNM) [17] , Weighted Nuclear Norm Minimization(WNNM) [25] and Nonlocal Low Rank Approximation(NLRA) [18] . Huang et al. [18] proposed to utilize laplacian scale mixture modeling and nonlocal low rank regularization(LSM-NLR) for mixed noise removal. Laplacian scale mixture was often used to approximate the distribution of impulse noise in image. Mingli et al. [19] proposed low rank and gradient histogram preserving model for image denoising, which combined histogram preservation with low rank patch reconstruction. The total variation (TV) is a well-known prior to remove noises and preserve edges. TV norm was incorporated into low rank approximation analysis to achieve structural smoothness and to improve quality of the recovered images by [20] , which exploited the low rank property of natural images, enhancing the structural smoothness, detecting and removing large sparse noise. In order to improve high performance and flexibility, reweighted Total Generalized Variation(TGV) regularized nuclear norm minimization model was utilized to preserve local structure in image denoising [21] , [22] .
Since nuclear norm minimization cannot approximate exactly the rank minimization, it is not an optimal approach for image denoising with low rank approximation. Recently, Nonconvex Low Rank Approximation(NLRA) is applied to reconstruct image, such as Magnetic Resonance Imaging [28] , Hyperspectral Images [29] and Matrix Completion [31] , [32] .
Denoising performances of those methods are outstanding. However, the above approaches still remain two issues: (1) Although NLRA is a fairly exact approximation to low rank, it is lack of characteristics of edge sparsity and structural smoothness regularizations for natural images. (2) Irregular structures of image do not have enough repeats, such that low rank model cannot well represent those structures by patched exploiting NSS prior. It is inevitable that the important structures will be lost and undesired staircase artifacts arise.
To cope with the above obstacles of traditional NLRA methods for mixed noise removal, in this paper, we propose an effective mixed removal method based on a nonconvex low rank approximation model with phase congruency regularization and overlapping group sparsity. First, by exploiting NSS and low rank property, a novel nonconvex low rank approximation model regularized with phase congruency is proposed. The nonconvex low rank approach is applied to regularize between similar patches and reconstruct them simultaneously. IN treated as outliers, regularization term based on overlapping group sparsity and l 1 norm is used to separate IN from noisy image. Removing the AWGN, the phase congruency is used to exploit the global and local structures for preserving fine textures and sharp edges. Then, an efficient optimization approach, based on the alternating direction method (ADM) with difference of convex(DC) programming and majorization minimization algorithm, is proposed to solve the model. Finally, comparing with other state-of-theart low rank-based methods with simulated data, experiment results illustrate the advantages of the proposed NLRM-PG for mixed denoising in terms of accuracy.
The main innovations can be generalized as follows. 1) A nonconvex low rank approximation with a nonconvex surrogate and phase congruency regularization, which has a more remarkable performance than nuclear norm regularizer, is proposed. Overlapping group sparsity and phase congruency are applied to preserve fine structures and corners in images, suppressing the staircase effect and strengthening edge preserving capabilities.
2) The alternating direction method (ADM) with difference of convex(DC) programming and majorizationminimization(MM) algorithm are utilized to solve the optimization problem that non-convex and convex terms are combined with the objective function.
3) An experimental evaluation that selected the optimum parameters is presented. These experiments could effectively improve the overall denoising performance of the model. The rest of this paper is organized as follows. Section 2 describes a brief review of low rank reconstruction for denoising and the popular nonconvex surrogates. Section 3 depicts the proposed NLRM-PG model and the optimization method in detail. Experimental results are given in Sect. 4 to verify our denoising algorithm. Finally, Sect. 5 gives concluding remarks and future directions.
II. REVIEW OF LOW-RANK RECOVERY A. NOISE MODEL
Under the assumption that a simple additive noise is zeromean Gaussian with isotropic variance, the observed noisy image can be modeled as y i = x i + n i , where y i , x i and n i denote the noisy pixel, the original pixel and the additive Gaussian noise. Most existing denoising methods considered Gaussian noise only, which is not true in practice. In most practical applications, images we obtained were corrupted by the mixture of additive Gaussian noise and impulse noise. To account for this, the mixture of the AWGN and IN is considered in this paper.
Then, the observed noisy image can be modeled as
where s i is the IN, and C denote the set of pixel positions where the pixels are corrupted by AWGN and IN, respectively. According to [29] , the low rank approximation of the observed noisy image Y ∈ R m×n corrupted with the mixture noise including Gaussian noise, impulse noise and stripes can be uniformly formulated as the following matrix form:
where Y denotes the observation data, L is the recovered data with low rank approximation, S represents the outlier component caused by IN, N is the Gaussian noise. L, S, and N are with the same size of m × n as Y with overlapped patches, where m and n stand for the width, the height of matrix.
B. NONLOCAL LOW RANK PLUS TOTAL VARIATION METHOD FOR IMAGE DENOISING
Approaches based on low rank matrix factorization [23] , [24] and those based on nuclear norm minimization [22] , [25] , [26] are two categories of low rank reconstruction from noisy data. Methods in the first category are that the given data matrix is decomposed as a product of two matrices of fixed low rank by matrix factorization. The defect of these methods is that the rank is difficult to obtain accurately, and the loss of details or the preservation of noise has resulted from a too low or high value respectively. On the other hand, methods based on nuclear norm minimization are to estimate rank minimization, such as Robust Principal Component Analysis(RPCA) [27] . Its extensions of RPCA [22] , [25] , [26] , which is a convex optimization framework, have been successfully applied in image denoising. Suppose that Y ∈ R m×n is the observation image, and X denotes its underlying low rank matrix. The rank(defined as the number of nonzero singular values) of X , represented by rank(X ), is much less than the number of rows or columns, namely, rank(X ) min(m, n). The matrix rank minimization problem for obtaining a clear image, which aims to recover the underlying lowrank structure from Y denoted as the matrix X , is formulated as follows
where α > 0 is the trade-off parameter between the low rank regularization term and the data fidelity term, · 2 F is the Frobenius norm.
Since directly minimizing the matrix rank corresponds to an NP-hard problem, the nuclear norm is one of the most representative low rank regularizers as a convex surrogate of the rank function with its tightest convex relaxation, which can be formulated as the following optimization problem:
where X * is the nuclear norm regularization term of matrix X , defined as the sum of its singular values. As we mentioned above, the state-of-the-art extensions of RPCA applied in image denoising, which is prone to cause over-smoothing, cannot dramatically distinguish intricate and irregular image structures. To obtain the desired performance, a mixed denoising model of LRA with total variation (TV) regularization [17] , [21] , [22] , which is beneficial to image edge preservation, was proposed by the Alternating Direction Method of Multipliers (ADMM) algorithm solving the convex model. Therefore, the general LRA-TV reconstruction model for image corrupted by additive and impulsive noise was studied, given by
where L * is the nuclear norm, L TV is the smoothness preservation term, which includes the prior sparsity information of the image, the third term S 1 is the l 1 norm and the sparsity regularization term, which is used as the fidelity term of impulse noise, and N 2 F is the Frobenius norm, which is used as the fidelity term of Gaussian noise. The observed data Y is decomposed into the low rank part L, the sparse noise S and the Gaussian noise N by solving the problem (4). Although the model in (4) can alleviate the staircase artifacts, it might lead to ''spots'' effects in the final results. To cope with the weaknesses of TV, the models with extension TV regularization, such as anisotropic total variation (ATV) [17] , total generalized variation(TGV) [19] , constrained total variation (CTV) [26] were adopted for images denoising.
C. NONCONVEX SURROGATES
Existing methods of low rank approximation have employed the nuclear norm to approximate the rank function. Because nuclear norm cannot approximate the rank function well, it is unreasonable to replace directly the rank function with the nuclear norm. Much attention has been received by exploiting non-convex surrogates that approximate the rank minimization in the field of image restoration [28] , [29] .
Laplace [29] , Gaman [31] and LogDet [32] functions are popular nonconvex surrogates for l 0 -norm. To obtain a comprehensive summary, these three definitions, called Laplacenorm and Gaman-norm, LogDet-norm, are based on the Laplace, Gaman and LogDet functions in Table 1 . To provide a tighter approximation than the nuclear norm, we have performed numerical experiments in one-dimensional data. Approximations of the rank with five regularization terms have shown in Fig.1 . Graph of Fig.1 demonstrates that the nonconvex optimizations often outperform its convex counterpart. It can be observed from Fig.1 that the nuclear norm deviates clearly the true rank, for this reason that all singular value is treated equally. Both of weighted nuclear norm and Gaman norm are neutralization between rank minimization and nuclear norm, which can increase the punishment on smaller values and decrease the punishment on larger values simultaneously. The Logdet norm is poor at small singular values, especially those close to 0. The Laplace norm is consistent with the real rank obviously by exploiting exponential function to treat differently singular value. To maintain both accuracy and speed, the Laplace norm is the best candidate for approximation of the real rank of the NSS matrix that has been composed of similar patches.
III. NLRM-PG MODEL AND SOLUTION
In this section, we construct a novel model in which nonconvex surrogates with Laplace norm can be used for approximating the rank function and phase congruency regularization with overlapping group sparsity can preserve flexible image structures. Since model including nonconvex surrogates cannot directly use the ADMM framework, an efficient optimization algorithm, based on the alternating direction method (ADM) with Difference of Convex(DC) programming and majorization minimization algorithm, is used to solve it.
A. PHASE CONGRUENCY REGULARIZATION WITH OVERLAPPING GROUP SPARSITY
Low rank plus total variation method and its extensions have employed the regularization term based on the minimization of both horizontal and vertical gradients in the spatial domain for alleviating the staircase artifacts. Real images are composed of combinations of steps, roofs and ramps profiles. But the gradient in horizontal and vertical directions having only steps features, cannot perfectly detect structural features for all kinds of the phase angle. Therefore, LRMA methods with total variation regularization still might lead to losing fine details of sharp and irregular edges on the image reconstruction process. Commonly, for structure-preserving rationally, a mixture of Gaussians or a generalized Gaussian distribution is often used to approximate the distribution of image gradient. Mingli et al. [19] proposed a low-rank patch regularization model that combined gradient histogram prior to a simple TV regularization. The typical denoising methods with total variation regularization, which do not take into full consideration the dissimilarity between smooth and edge regions, especially irregular structure profiles, might have the appearance of undesired edges.
Phase congruency(PC) [33] , which is dissimilar to the method based on the gradient in the spatial domain, can correctly detect features for all kinds of the phase angle. The phase congruency model defines features as points in an image with high phase order and is feature detection operator. Since phase congruency is consistent with features of signals of corresponding points, it is suitable for detecting image features accurately. To overcome this drawback of the appearance of undesired edges, it is applied to extract the contour of structure from the noisy image in this study. Obviously, high order information with PC is richer than the first-order information with horizontal and vertical gradients. However, for this reason PC is highly sensitive to noise, its results were lowered precision of the localization of feature derived from PC. Recently, Monogenic Phase Congruency(MPC) [34] improved the precision of features localization and has shown superior performance to the standard phase congruency in terms of computational efficiency and accuracy. At any specific point x in image, MPC can be given as
where W (x) is a weighting function constructed by applying a sigmoid function to the filter response spread value, which is given by [34] in details. Both ξ and ε are gain factors approximately from 1 to 2, which acts to sharpen up the edge response. T compensates for the influence of noise. E (x) is local energy information [34] . Similarly, A (x) is local amplitude at point x. MPC can retain not only the irregular structure but also being immune to impulse noise well. Hence, it is more accurate to assemble groups of similar patches by MPC than one with an observation image. Similar to total variation regularization, the L 1 -norm with phase congruency regularization is commonly used as the fidelity term for impulse noise. But, the tendency of coefficients to group sparsity, which is fully overlapping so as to avoid blocking artifacts, cannot be captured by the L 1 -norm and other separable sparsity models. To promote sparsity more strongly, Overlapping Group Shrinkage(OGS) [35] , based on the minimization of a convex cost function incorporating a mixed norm, is applied fully overlapping groups for shift-invariance and to avoid blocking artifacts of phase congruency regularization in this paper. The overlapping group sparsity regularizer extended from OGS, which has the advantage of converging fast and robustly, was used to substitute the anisotropic total variation model for removal of salt and pepper noise [36] .
In a two-dimensional array, and forming multiple staggered and overlapped squares ν i,j,w,w using a w × w-point group centered at any specific point v (ij) in MPC, We define regularization function given as ψ(ν) to represent the overlapping group sparsity by phase congruency, being formulated as follows:
The regularization term ψ(ν) denotes the group phase congruency, which takes into full consideration the phase congruency information close to a pixel. Therefore, it enhances the difference between the smooth and edge regions of the image.
B. PROPOSED NLRM-PG MODEL
Replacing the nuclear norm L * in problem (4) with the well-defined the Laplace norm, and using phase congruency with overlapping group sparsity constraint rather than TV regularization, the formulation of (4) is reformulated as:
where α, γ , λ are trade-off parameters to balance all four
(1 − e −σ i (L)/χ ) represents the low rank approximation term with Laplace function being nonconvex, which is the clean image data. ψ(MY ) denotes smoothness preservation term in the formulation of (6), which avoids blocking artifacts using overlapping group sparsity with phase congruency. S 1 is the L 1 norm and the sparse error term denoting salt and pepper noise. N represents Gaussian noise. In Fig. 2 , the procedure of NLRM-PG is elaborated and can be summarized as following: (1) The corrupted image is given. L i , the sparse error matrix S i and Gaussian noise matrix N i . (7) Finally, the reconstructed image is estimated by aggregating all the denoised patches.
C. SOLVING THE NLRM-PG MODEL
Introducing an auxiliary variable V to the NLRM-PG model, the objective function (7) can be reformulated as
Due to the fact that the four variables L, S, N , V in Eq. (8) is separable, an alternating direction method of multipliers (ADMM)-based optimization algorithm was devised to solve it. Therefore, the constrained optimization problem becomes an unconstrained optimization problem and NLRM-PG Model can be rewritten as the augmented Langrangian function:
which ϒ is the Lagrange multiplier (or dual variable) associated with constraint Y = L + S + N , and is the Lagrange multiplier corresponding to constraint V = MY . ρ is a positive penalty parameter. With simple manipulations, we have the following iterative scheme using the general framework of ADMM and majorization minimization (MM).
At the (k + 1)th step, update L k+1 , S k+1 , N k+1 and V k+1 by solving the following subproblems:
Now, solving each sub-problem is elaborated as follows.
Step 1: Update L: Fixing other variables except for L in (9), we can obtain the following L -subproblem:
Unfortunately, the Laplace norm is a non-convex function and it is usually difficult to solve Eq. (11). To overcome this problem, it is appropriate to utilize the difference of convex (DC) [29] programming to separate Eq. (11) into the difference of two convex functions. Given A = Udiag(σ A )Q T be the SVD of A ∈ R m×n , suppose a minimization optimization problem with the following form
where P(Y ) is a unitarily invariant function and υ > 0, σ A and σ * are singular values vectors. At the (t + 1)th inner iteration, generalized weight singular value thresholding (WSVT) [37] , [38] can optimally be solved of Eq. (13) iteratively by as
where ∂P ∂σ t is the gradient of function P(Y ) at σ t , υ is a positive penalty parameter and is updated by
. As a result, for (11), setting A = D k and P(Y ) = 1−e −σ i (Y )/χ , it follows that:
After a few iterations (actually within two iterations), it converges to a local optimal point σ * . The optimal solution of Eq. (11) is
Step 2: Update S: Fixing other variables except for S in (9), we can obtain the following sub-problem:
Then the closed form solution of (16) can be obtained by resorting to the elementwise shrinkage operator [40] , that is,
where Z ψ (B) = sign(B) * max(|B| − ψ, 0).
Step 3: Update N : Fixing other variables except for N in (9), we can obtain the following sub-problem:
This is a standard least squares regression problem with closed-form solution:
Step 4: Update V : Fixing other variables except for V in (9), we can obtain the following sub-problem:
Since the overlapping group sparsity (OLGS) function is included in ψ(V ), the expressions in Eq.
, a > 0. Therefore, the optimization technique known as an iterative Majorization Minimization (MM) algorithm is applied to solve the above model. According to [36] and [38] , Eq. (19) can be solved as
Step 5: Update Lagrangian multipliers and penalty parameter ϒ, and ρ, these variables are updated by the following equations:
Up to this point, the proposed model is solved by ADMM and MM.
In image recovery based on the noisy observation, we know that the clear image is usually not a low-rank matrix and the observed matrix cannot be directly used to recover a noisy image. But there are many similar repeated local patterns across a natural image. Based on nonlocal selfsimilarity(NSS), similar patches are grouped to obtain the NSS matrix which is decomposed into one low-rank matrix and one sparse matrix. The reconstructed image is obtained by aggregating these patches from low-rank matrix by NLRM-PG algorithm. Finally, the whole process of NLRM-PG algorithm is described in Algorithms 1 and Algorithms 2.
Iterative regularization before the reconstruction image in Algorithms 2 is exploited to suppress random noise. With a back-projection step, we calculate a new noisy observation y (j) after obtaining an estimate l (j−1) at the (j − 1) th step y (j) = l (j−1) + δ(y − y (j−1) ).
where y denotes noisy image, l (j−1) represents reconstruction result of the (j − 1) th step and δ is a factor and is set to 0.1 according to [25] .
IV. EXPERIMENT AND ANALYSIS
In this section, experiments were carried out to demonstrate the mixed noise removal capability of our model. Iterative regularization by y (k) = l (k−1) + δ(y − y (k−1) ); 4:
for each patch Y i in y (k) do 5:
Find similar patch group Y i 6:
Apply Algorithm 1 to Y i to estimate L i ; 7: end for 8: Aggregate L i to form the clean image l' (k) ; 9: end for Output: Denoised image l (K ) images from PolyU real-world-noisy-images dataset(refer to Fig. 3) , to evaluate the performance of our algorithm. We compare the proposed NLRM-PG method with several state-of-the-art methods, namely weighted encoding with sparse nonlocal regularization (WESNR) [6] method, weighted low rank model (WLRM) [14] method, Structure tensor total variation-regularized weighted nuclear norm minimization(STTV-WNNM) [17] method, laplacian scale mixture and nonlocal low-rank approximation(LSM-NLR) [18] method, weighted nuclear norm minimization(WNNM) [25] method, Nonconvex Low Rank Approximation (NLRA) [29] method, Robust PCA via nonconvex rank approximation(RPCA-NRA) [31] method and DSCNN [44] method.
A. EVALUATION METHOD AND PARAMETERS SETTING
The quality of the restored images is evaluated objectively in terms of the peak signal-to-noise ratio (PSNR) and the recently proposed perceptual quality metric, namely feature structural similarity (FSIM) [39] .
The PSNR and FSIM [39] are defined in Eq. (23) and (24) .
PSNR(f , g) = 10 log 10 (Max(f , g)) 2 MSE (23) where f and g denotes the original image and the restored image, respectively. MSE is mean square error, defined by Max(f , g) represents the maximum value function.
FSIM is defined as
where G(z) is the gradient magnitude for the position z, PC(z) denotes phase congruency for position z of the image I and is the whole image spatial domain. The basic parameters for our method and comparative methods are set as follows: the maximum iteration number K = 6, the tolerance τ is set as τ = 2.5 × 10 −4 the patch size is set as 7 × 7. The patch number is set to 40. Penalty factor α, γ , λ are set to 0.05, 0.1 and 0.04 respectively according to [25] . The parameters of MPC are given by [34] . DSCNN is a representative deep learning method for removal of mixed Gaussian-impulse noise, setting patch size be 33 × 33 and the batch size for the training be set to 256. The initial learning rate is set to 0.00001 and the epoch number is 10. According to [34] , the training dataset was composed of 100 images corrupted by mixed noise composed of AWGN, RVIN and SPIN from Microsoft COCO dataset.
B. THE SENSITIVITY OF THE PARAMETERS
It becomes necessary to observe the impact of the parameters of the proposed model. In this section, two vital parameters of the proposed algorithm, group size N and low rank approximation regularization parameter χ, are tested to evaluate its overall effect on the algorithm by PSNR and FSIM. Selecting the optimum parameters were tested with three images (''Brain'', ''Man'' and ''Boat'') corrupted with AWGN+SPIN (σ = 10, s = 30%).
First, we examine the effect of using the regularization parameter χ within a fixed group size N . Here, a fixed group size N of 5 was taken for all the test images. By setting initial value χ = 0.001, step size d = 0.005 and stopping when χ = 0.04, reconstructed results of tested images with PSNR and FSIM were recorded and plotted into graphs, as shown in Fig.4. From Fig.4 , it is observed that the respective optimum values of PSNR and FSIM are obtained when χ ∈ [0.005, 0.025]. Smaller χ can better approximate the rank but fail to recover the low-rank matrix. Therefore, to make the best effect of performance for mixed noise removal, the best choice of parameter χ with best rank approximation was 0.01.
Then, we tested how to select a good group size N with test images (''Brain'', ''Man'' and ''Boat'') corrupted with AWGN+ SPIN (σ = 10, s = 30%) by the same parameters. N was made to vary continuously from 1 to 9 with fixed parameter χ = 0.01 and other parameters were selected to the optimum. Fig. 5 shows the plot of PSNR and FSIM with a variation of group size N for the three test images (''Lena'', ''Man'' and ''Boat'') corrupted with AWGN+ SPIN (σ = 10, s = 30%). From Fig.5 we can see that the performance of the proposed method is sensitive to the number of the group size N . It is observed from Fig. 5 that the group size of N opt = 5 provides the optimum values of PSNR and FSIM. Hence, the group size N is set to 5 for the best visual effect after several rounds of experiments. 
C. EXPERIMENTS ON MIXED NOISE OF AWGN AND IN
To demonstrate the performance of the proposed model, eight grayscale images of size 512 × 512, as shown in Fig.3 , are employed to simulate the noisy images. AWGN+SPIN and AWGN+RVIN are considered for experiments with several competing methods comparison respectively. The standard deviations of AWGN σ from 10 to 50, the SPIN ratio s with 10%, 30%, and 50%, and the RVIN ratio with r = 10%, 30%, and 50% are applied to generate different noise levels. Tables 2 and 3 show the average PSNR and FSIM results of the denoised images by our proposed denoising algorithm and the comparing methods on the set of the front eight test images from Fig.3 with a mixture noise of AWGN+SPIN and AWGN+RVIN, respectively. Table 2 shows the test results on the set of the front eight test images with mixed AWGN+SPIN noise. The best indicator values are labeled as black and bold. From Table 2 , it can be seen that the proposed NLRM-PG method could consistently achieve much higher PSNR and FSIM indices than other methods. Particularly, the proposed model works better at lower noise levels. At high noise levels, it can be seen that the performance of the proposed NLRM-PG is significantly better than other competing methods except LSM-NLR. This is mainly due to the fact that it is accurate to approximate low rank with nonconvex surrogates and combine the global structure information with phase congruency and overlapping group sparsity. The LSM-NLR method is slightly better than the NLRM-PG method at higher noise levels. This is mainly because sharper edges and structures are corrupted severely, thus making the proposed method deactivated. Table 3 gives the average PSNR and SSIM values obtained by the tested methods on the eight benchmark images for different noise levels. In the experiments with the mixture noise of AWGN+ RVIN, adaptive median filter (AMF) [8] was applied sequentially to remove the RVIN, followed by the Fig.3 . tested methods for removing the mixture noise. From Table 3 , one can clearly see that for mixed AWGN+RVIN removal, the proposed NLRM-PG achieves significantly better PSNR and FSIM indices than all the competing methods. This verifies the effectiveness of the nonconvex low-rank modeling and phase congruency and overlapping group sparsity regularization for mixture noise removal.
It is not difficult to find that the proposed NLRM-PG with phase congruency regularization has overall better perfor-mance in different noise levels than NLRA and RPCA-NRA that are methods with nonconvex low rank approximation. The structure of similar patches with phase congruency can be better effectively exploited.
Moreover, we can see that DSCNN also has excellent performance, in terms of PSNR and FSIM while it takes much time to train network.
To verify our proposed method with the nonconvex lowrank and phase congruency regularizer, we compared the image details restored by different algorithms. Fig.6 shows four images (''Man'', ''Boat'', ''Couple'', and ''Knee'') with AWGN+SPIN(σ = 20, s = 30%). STTV-WNNM is also a low rank method using weight nuclear norm and structure tensor TV regularization. From Fig.6 , it can be seen that the proposed NLRM-PG method recovers the visually comfortable images with more irregular structure and finer image details than other competing methods. The recovered images by our proposed method also resemble the original ones more in Fig.6 . This proves that phase congruency and overlapping group sparsity are more suitable as a regularizer for describing the sparsity of images than the traditional TV.
The enlarged details of the restored images by WESNR, WLRM, STTV-WNNM, LSM-NLR, NLRM-PG, NLRA, RPCA-NRA and DSCNN are displayed for comparison in Fig.7 . STTV-WNNM, which is the extended version of WNNM, is compared with our method. In terms of the visual effect of the restored images in the zoomed portion of Fig.7 , WESNR denoising produces apparent blocking artifacts in the images. By comparing the five zoomed images, we can easily see that the lawn texture details of Fig.7(c) are clear and well preserved by the proposed NLRM-PG denoising method, whereas the other methods have serious ambiguities in the ground texture of the denoising details ( Fig.7(d)-(k) ). It can be observed from Figs. 6 and 7 that approaches based purely on low rank with nuclear norm and nonconvex low rank approximation, such as WLRM, STTV-WNNM, NLRA and RPCA-NRA offer a good denoising accuracy in terms of PSNR, but obtain a smoother reconstruction than NLRM-PG, which introduce noise corresponding to false textures.
Besides, DSCNN can maximize mixed noise removal while the texture and edge information are preserved efficiently from Fig.7(k) .
Compared with several state-of-the-art approaches, such as LSM-NLR [18] , WNNM [25] , NLRA [29] and RPCA-NRA [31] , one advantage of our NLRM-PG model is that NLRM-PG makes full use of the outstanding nonconvex optimization and phase congruency regularization with OGS to preserve irregular structure and smoothness for removal the mixed noise in our proposed denoising framework.
D. EXPERIMENTS ON HYPERSPECTRAL BAND IMAGES AND REAL NOISING IMAGES
To further evaluate the effectiveness of the proposed method, we compare NLRM-PG with the competing denoising methods on two hyperspectral band images from HYDICE urban and Washington DC Mall respectively, and two real noisy images from PolyU real-world noisy images dataset.
The hyperspectral band images in Fig.3 are at the 100 th band of DCmall and at the 100 th band of HYDICE urban respectively. Since real hyperspectral images were corrupted by Gaussian noise, salt and pepper noise, stripes, deadlines, and other unknown noise. We didn't compare with the WESNR, WLRM, LSM-NLR and DSCNN methods, as they are not suitable for noise reduction of hyperspectral images.
The NLRM-PG is extended to the tensor case by replacing the 2D matrices according to STTV-WNNM.
As shown in Figs. 8-9 , the superior performance of the proposed method can be easily observed in the highlighted regions. Figure 8 (b) and 9(b) blur the edge. Some artifacts appear in the interior area in Figure 8c-d and 9c-d . In comparison, the proposed NLRM-PG recovers much better the structures and edges than the other competing methods. The denoising performance of our NLRM-PG can be satisfying since edges and structural details of the image are preserved perfectly. Two real noisy images are provided in [47] . Since the image size is very large, 15 images of size 512 × 512 were cropped for experiments. Fig.3 shows the two cropped images, namely Canon600D toy2 and Canon5D2 toy3, from the PolyU dataset. Since there is no ''ground truth'' for the real noisy images, those mean images can be roughly used for quantitative evaluation of denoising algorithms. Each channel of a noisy RGB color image is applied the image denoising algorithm in our experiments. All the parameters are set to the same as those in mixed noise of AWGN and IN simulated experiment.
The results on PSNR and FSIM by competing methods are listed in Table 4 . The best PSNR and FSIM results are highlighted in bold. One can see that our method significantly outperforms other competing method from PSNR and FSIM values among the competing methods. This is because WESNR, WLRM and DSCNN remain noise and STTV-WNNM, NLRA, RPCA-NRA and LSM-NLR generate artifacts. Therefore, these results demonstrate that the proposed NLRM-PG is an effective solution for real image denoising.
E. RUNNING TIME AND DISCUSSION 1) RUNNING TIME Computational efficiency is another important performance index for removal of mixed noise except visual quality. The proposed algorithm and other competing methods were run on a laptop with Windows 10 and R2016a on a 64-bit, an i7-8750H 2.50 GHz CPU and 8 GB memory. Average runtime comparison between the proposed method and other competing methods on images of sizes 512 × 512 from Fig.3 with AWGN+SPIN(σ = 20, s = 30%) is shown in Table 5 . From Table 5 , it can be seen that the running time of the proposed NLRM-PG method.
The running time of different approaches on two images from Fig.3 is reported in Table 5 . It can be seen from table 5 that DSCNN can have a relatively high speed on CPU. Table 5 demonstrates that STTV-WNNM, NLRA, RPCA-NRA and NLRM-PG consume more time than other competing methods. This is because the proposed method uses the low-rank approximation based regularization, which is of high computational complexity. Though our method spends more running time, we provide better results.
In addition, the proposed method decomposed into several subproblems can be speeded up by using parallel computational technique.
2) DISCUSSION
Compared with total variation regularization, phase congruency regularization with OGS is more suitable for keeping image features accurately, which provides a sparsity and localization of feature term for enforcing a precise reconstruction. Meanwhile, the phase congruency with OGS-regularization is used to exploit the multi-angle structural information within a spatial domain, which can further promote the preservation of local details and less staircase artifacts for the removal of Gaussian and impulse noise.
NLRM-PG protects the edge and texture information of the image perfectly, and at the same time, the blocking artifacts in the images have been suppressed sufficiently.
In addition, deep learning methods for removal of mixed noise have demonstrated the excellent denoising performance from experiment results. Phase congruency and OGS integrated into the deep learning framework should be developed for better preservation of local details information for removal of mixed denoising task in future works.
V. CONCLUSION
In this work, we study nonconvex low rank approximation with a novel regularization model by applying phase congruency and OGS for the image polluting under mixed noise of AWGN and IN. A novel NLRM combining PC regularization with overlapping group sparsity for mixed noise removal is proposed. It is shown from experimental results on synthetic and real data that the proposed method is responsible. Admittedly, we focus on two types of mixed noise of AWGN+SPIN and AWGN+RVIN in this paper, but other types of mixed noise removal will further be studied through improving the model in future work.
