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Statement of Research Interests 
Jesse Snedeker 
Language is not one representation but many.  A spoken utterance can be characterized as a string 
of phonemes, a nested set of prosodic phrases, a series of lexical items, a hierarchically-organized 
syntactic tree, a configuration of semantic relations, or the impetus for inferences about the 
speaker’s intentions. A fundamental challenge for the psychology of language is to understand the 
relations between these representations:  the degree to which they are distinct, the ways in which 
they constrain one another, and the role that these connections play in language acquisition.  
My lab explores these questions with a primary focus on semantic representations and their relation 
to syntax and pragmatics.  Semantic representations are central to cognitive science because they 
provide a window into our generative conceptual capacity.  Language allows us to combine 
concepts from diverse cognitive domains.  For example, “Two dogs ran across the road” expresses a 
complex concept that incorporates a natural kind, a number, a geometrical relation and an artifact. It 
is unclear whether this is a unique property of linguistic representations or whether the semantics of 
natural language builds on a language of thought that is phylogenetically and ontogenetically prior 
to external language (contrast e.g., Fodor, 1975; Spelke, 2003).  But on either theory, understanding 
how meaning is encoded in language is central to understanding conceptual combination.   
Our approach to these questions is experimental and developmental.  The study of semantics has 
been based largely on the judgments of trained linguists.  Where these judgments are unclear, 
controversial or uninformative, theories diverge.  By using a broader range of methods with diverse 
populations, we can gain additional insight into the processes that give rise to meaning and the 
representations they create.  Developmental work is critical for two reasons:  1) Adult language 
processing is complex and interactive, by observing language at an earlier state we may gain a 
deeper understanding of its architecture; 2) Developmental studies allow us to explore the relation 
between language and conceptual development.  If the semantics of external languages build on a 
prior language of thought, then we would expect many aspects of semantic structure to develop 
early and constrain language acquisition.   In contrast, if external language is the sole mechanism of 
domain-general conceptual combination, then we might expect conceptual and linguistic 
development to be closely yoked.  The following four projects illustrate the scope of our work  
International adoption as a natural experiment in language development  
The first project explores the interrelations between lexical semantics, the acquisition of syntax and 
conceptual development.  Early language development is characterized by series of predictable 
shifts in children’s production.  Infants speak in single-word utterances for several months before 
beginning to combine words and then acquire grammatical morphemes in a predictable order.  
Young children learn a disproportionate number of concrete nouns before acquiring a balanced 
complement of verbs, adjectives and prepositions.  Both developments are tightly correlated with 
the size of the child’s vocabulary, suggesting that lexical learning and syntactic development are 
tightly linked (Bates & Goodman, 1997) 
Understanding the causes of these shifts is critical for two reasons. 1) It bears on the relation 
between language acquisition and conceptual development.  Systematic shifts in vocabulary 
composition could be caused by changes in the child’s conceptual repertoire providing a direct 
window on cognitive change.  Alternatively, children might have abstract relational concepts at an 
earlier age but be unable to learn the right labels because they lack the linguistic knowledge to make 
use of sentence contexts to determine their meanings (Gleitman, 1990). 2) The tight synchrony of    Snedeker 
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grammatical development and word learning is central to understanding the relation between syntax 
and the lexicon. The strength of these relations has led some to conclude that there may be no 
distinction between the two (Bates & Goodman, 1997).  But this tight correlation could also result 
from the use of grammatical knowledge in word learning, or from a learning algorithm in which 
lexically-stored examples are the basis of syntactic generalization.   
It is difficult to determine the causes of these shifts in infant learners, because language acquisition 
typically occurs simultaneously with maturation and cognitive development. Thus we address these 
questions by examining the acquisition of English in internationally-adopted preschoolers. Like 
infants, and unlike other second-language learners, these children acquire a language from child-
directed speech, without access to bilingual informants. However, these preschoolers are more 
cognitively and physically mature than their infant counterparts and have already started to learn 
one language. By studying how they learn English we can gain insight into how language 
acquisition proceeds in the absence of possible cognitive or maturational roadblocks. 
In our initial study, we gathered parental reports and speech samples from preschoolers, 3 to 18 
months after they were adopted from China (Snedeker, Geren & Shafto, 2007). These children 
showed the same developmental patterns in language production as monolingual infants (matched 
for vocabulary size). Early on, their vocabularies were dominated by nouns, their utterances were 
short, and grammatical morphemes were generally omitted. Children at later stages had more 
diverse vocabularies and produced longer utterances with more grammatical morphemes.  
Surprisingly, we found that after just 3 months in the United States most of the children knew over 
200 words and were producing word combinations.   
To focus in on the earliest stages of acquisition, we conducted a second longitudinal study 
comparing children adopted as preschoolers (2;6-5;6) with children adopted as infants (0;6-1;4).  
Children entered the study within weeks of producing their first English words and their progress 
was tracked for a year (Snedeker, Geren & Shafto, in press). This design allowed us to demonstrate 
that the patterns observed in the cross-sectional sample occur within the same child as vocabulary 
grows.  Again, we found that many features of early language development persisted in older 
learners, suggesting that they are not attributable to cognitive development or maturation.  For 
example, like infants, adopted preschoolers had a one-word stage that lasted until they had learned 
around100 words. 
However, one critical feature of acquisition was affected by the maturational status of the learner: 
Older children learned more quickly than younger children. Hierarchical models of the growth 
curves indicated that preschoolers initially acquired words at four times the rate of infants.  But 
while the pace of development changed, much of the content stayed the same.  Critically, the types 
of words that children learned and the inter-relations between lexical and syntactic development 
were consistent across the two age groups. One explanation for this pattern is that older children are 
more efficient learners, but have to through all of the same steps:  first acquiring nouns and social 
words through ostension, then using these labels to figure out the meanings of verbs, and finally 
using these verbs to begin cracking open the syntax.  
While the acquisition of most words does not appear to be affected by cognitive development there 
were two kinds of words that the older children were able to learn at a much earlier stage in 
acquisition:  words for time (e.g., tomorrow) and words for internal states (e.g., hungry).  Both types 
of words appear late in infant learners despite their high frequency.  Our data suggest that in these 
particular cases language acquisition is hampered by children’s cognitive limitations. Toddlers may 
simply lack a stable representation of the concepts that these terms refer to.    Snedeker 
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Our third study compares children adopted from China and Eastern Europe and explores how age of 
arrival affects early acquisition (Snedeker, Geren & Shafto, in prep). Slavic and Chinese languages 
are radically different from one another on several dimensions (e.g., grammatical morphology, 
argument dropping).  In older children, the structure of the native language strongly influences 
second-language acquisition.  However, if these preschoolers are learning in the same way as 
infants, then their birth language should have no effect on their English language development.   
In this study we balanced the age of entry of the children and their time in the U.S., allowing us to 
compare children who are learning English at 3 years, to those who are learning at 5.  While there is 
considerable dispute about whether language is subject to a true critical period, everyone agrees 
there is a rapid drop in language attainment as the age of acquisition increases.  While early 
research suggested that this decline began in adolescence (Lenneberg, 1967), more recent proposals 
suggest that it may begin as early as 4 (see e.g., Meisel, 2009). In most research samples, however, 
the age of the learners is confounded with the amount and kind of linguistic input that they receive 
(e.g., parent input at home vs. peer and teacher input at school). Adoption removes this confound. 
We found that 3-year-olds and 5-year-olds break into language in very different ways. The course 
of acquisition of 3-year-olds is indistinguishable from that of infants and unaffected by the child’s 
birth language. In contrast, 5-year-olds acquire a broad range of words in the earliest stages of 
acquisition (including verbs, adjectives and closed class words) and their pattern of acquisition is 
shaped by their birth language.  Thus, by 5 children may be using their first language as a 
metalinguistic crutch for acquiring a second language. 
The next steps in this research program are: 
1)  Determine whether the differences between 3-year-olds and 5-year-olds have any bearing on 
the critical period hypothesis.  Are the differences in lexical learning accompanied by 
differences in acquisition of syntax?  Do they have lasting impacts on the child’s level of 
attainment? 
2)  Explore syntactic development in this population by examining transcripts of the children’s 
spontaneous speech.  We have collected and transcribed 200 hours of the speech from 
adopted preschoolers and infants.  Currently we are using these transcripts to explore the 
acquisition of tense marking.  Wexler (1999) suggests that the syntactic abilities involved in 
consistent tense marking mature in the third year of life.  If this is the case, the ability should 
be fully present in preschool learners and consequently they should not go through a stage in 
which tense marking is optional. 
3)  Conduct behavioral studies to test focused hypotheses about the role of maturation in 
grammatical, lexical and phonological development.  For example, children’s 
comprehension of passives, particularly passives with non-actional verbs, has been argued to 
reflect maturation of grammatical abilities. If this is the case, we would expect that older 
adoptees would acquire the passive at an earlier stage of acquisition or extend it more 
readily to non-actional verbs. 
4)  Use this population to explore theories which posit that language development constrains 
cognitive development.  For example we have just completed a study (Geren & Snedeker, in 
prep) exploring deVilliers’ proposal that knowledge of the sentence complement structure is 
critical to a robust understanding of mental states.  We discovered that many adopted 
children who could not understand sentence complements in their birth language or adoptive    Snedeker 
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language, were still able to succeed on a low-verbal false belief task, suggesting that current 
access to the complement structure is not necessary for explicit false belief understanding. 
Syntactic priming as a window into the acquisition and representation of argument structure 
Human language is characterized by systematic correspondences between meaning and grammatical 
form. In the domain of verb argument structure, there are predictable relations between syntactic 
functions and semantic roles.  For example, agents typically appear as subjects and patients as direct 
objects.  But there is also apparent variation in these mappings, across verbs and across languages. 
For example, English has some psychological verbs in which the stimulus of the emotion is the 
subject (frighten) and others in which the person experiencing the emotion is the subject (fear).  
This tension between regularity and exception has spawned two types of theories about how 
argument structure is acquired. Early abstraction theories posit that syntactic and semantic 
categories that exist prior to verb learning and help children acquire language (Pinker 1984, 
Gleitman, 1990).  Gradual abstraction theories (Tomasello, 1992) claim that children initially learn 
the argument structure of each verb independently, forming narrow generalizations which apply to 
just one word. At stake is the breadth and origin of semantic events representations and syntactic 
structures.  Are they historical creations that children slowly absorb? Or are they fundamental 
properties of the human mind? 
Both theories predict that children will produce (and understand) a variety of grammatical 
sentences.  Thus researchers have turned to novel-verb generalization tasks: the comprehension 
studies typically support early abstraction while production studies often support gradual 
abstraction.  The interpretation of these findings is clouded by disputes about task sensitivity, the 
meaning of intermediate patterns of performance, and the degree to which the findings for novel 
verbs can be generalized to children’s representations of known verbs. 
Recently, my lab has developed a comprehension priming paradigm to explore this issue 
(Thothathiri & Snedeker 2008a, 2008b, submitted).  We reasoned that if children’s knowledge of 
verb argument structure is truly abstract then the mappings between semantic and syntactic roles 
should be active during comprehension. Use of a particular mapping with one verb, should prime its 
use with another, shaping children’s moment-by-moment processing.  In contrast, if children rely on 
narrow generalizations based on individual verbs, then we would expect priming only when two 
sentences share the same verb. 
Preschoolers listened to instructions and acted them out with toys.  The critical instructions were 
datives (sentences that encode a transfer event). In English, datives can have two distinct argument 
structures.  We measured participants’ looks to the toys during temporarily ambiguous sentences 
(e.g., pass the monkey the hat or pass the money to the bear). The initial part of the first noun 
(mon…) was compatible with either an animate recipient (monkey) or an inanimate patient (money). 
Children who were primed with recipient-first dative sentences (e.g., she showed the girl the toy) 
looked more at the monkey while those primed with patient-first dative sentences (e.g., she showed 
the toy to the girl) looked more at the money.  Thus the results show that children as young as three 
have abstract representations for known verbs which they rapidly and spontaneously employ during 
online language comprehension 
A critical advantage of studying priming in comprehension is that it allows us to explore the nature 
of the representations involved by varying the semantic and/or syntactic overlap between prime and 
target sentences. For example, in recent work we used locative primes and dative targets to examine 
whether the relevant representations are purely syntactic or involve mappings between semantic    Snedeker 
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roles and syntactic positions (Thothathiri & Snedeker, submitted).  The two forms of the locative 
have the same syntactic structure but differ in how semantic roles are mapped to syntax (e.g., they 
loaded the hay on the truck / they loaded the truck with the hay). If priming was purely syntactic, 
we would expect both forms to pattern with patient-first datives.  Instead we found that each 
locative form primed the dative form with a similar syntax-semantics mapping.  These results 
demonstrate that during comprehension preschoolers routinely invoke systematic mappings between 
semantic and syntactic structure, mappings which are abstract enough to capture the similarities 
between verbs as different as load, show, carry and give. 
The next steps in this research program are to:  1) Track the emergence of structural priming in 
toddlers.   We have developed a preferential looking task which we are using to examine 
comprehension priming in 2-year-olds, both within and across verbs.  The gradual abstraction 
theory predicts that we should find some age at which comprehension priming is present but fails to 
generalize across verbs.  To date we find that at the earliest point where we see structural priming 
for datives (around 2;6) it generalizes across verbs.  2) Determine the developmental trajectory for 
within vs. across verb priming by testing 4-year-olds, 6-year-olds and adults with the same tasks 
and materials.  The gradual abstraction theory predicts that across verb priming should increase with 
age relative to within verb priming.  However, if syntactic abstraction is early and the development 
of lexically specific knowledge is slow, we might expect the reverse pattern. 3) Use structural 
priming to explore the content of these thematic representations.  Most theories of argument 
structure see semantic roles (such as agent and patient) as emergent phenomena with internal 
structure.  Exploring the pattern of priming across constructions may constrain these theories by 
uncovering the degree of overlap between different roles or constructions. 
The semantics-pragmatics interface: scalar implicature and the meaning of number words  
A primary challenge for the experimental study of semantics is determining which facets of 
interpretation come from compositional semantic processes and which aspects are the results of 
pragmatic inferences that we make about the speaker’s intentions.  
Scalar implicatures provide a classic example of this challenge.  Scalar implicatures arise in the 
interpretation of terms that have a literal meaning which is broader than the interpretation that we 
typically give them. For example, some has a meaning that is compatible with all. This is illustrated 
in contexts like (1), where most readers will assume that if Zane finishes all of his homework he 
will be able to go to the store.   
(1)  If Zane finishes some of his homework, he can go to the store. 
(2)  I took some of the paperclips and the rest are on the table. 
However, we typically interpret some as excluding all (as in 2), presumably because we infer that if 
the speaker had meant all, she would have said so (Horn, 1972).  This inference is common, robust 
and occurs with a variety of scalar terms.  But, surprisingly, there is a rich body of work 
demonstrating that children often fail to make implicatures and that adults slow down when forced 
to calculate them.  Results of this kind suggest that the linguistic distinction between semantic 
meaning and pragmatic interpretation is psychologically real.  These conclusions, however, are 
primarily drawn from judgment tasks which have heavy metalinguistic demands and provide 
limited information about the moment-to-moment processes that underlie the decisions. 
To explore whether children would calculate implicatures when no overt judgments were required, 
Yi Ting Huang and I devised a simple study using the visual-world paradigm.  But the most 
interesting results came from our adult “controls”.  Participants were given instructions (“Pick up    Snedeker 
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the girl who has some of the ice cream sandwiches”) which contained temporary referential 
ambiguities.  Prior to the final word the utterance could logically refer to either a girl with 2 of 4 ice 
cream sandwiches, or a girl with 3 of 3 ice cream cones. However, if the listener made the 
implicature (that some means not all), then the ambiguity could be resolved at the quantifier (some).  
We contrasted some with other quantifiers that were semantically disambiguated (e.g., all for all vs. 
some).   In the unambiguous cases, participants rapidly shifted their gaze to the correct referent. In 
contrast, their initial interpretation of some was based solely on its semantic meaning.  After about 
800 ms, the adults calculated the implicature and restricted their interpretation to the correct referent 
(Huang & Snedeker, 2009a, submitted). Young children however, completely failed to make this 
inference.  In fact, they were as fast to interpret utterances that violated the implicature as they were 
to interpret utterances that were consistent with it (Huang & Snedeker, 2009b).  
These results verify the two stages of analysis posited by most linguistic theories of scalar 
implicature and demonstrate that although scalar implicatures are delayed they can be calculated in 
real time as a sentence unfolds.  Our recent work uses this same paradigm to explore the meaning of 
number words and the role of context in the calculation of implicatures.  Like “some” the 
interpretation of a number can be influenced by the context in which it appears 
(3)  I have two children. 
(4)  If Zane eats two pieces broccoli, he can have desert 
Typically we interpret numbers as having an upper boundary (or an exact meaning). Thus, (3) 
would be either false or misleading if I actually had three children.  However, in contexts like (4), 
this upper boundary appears to be cancelled (if Zane eats three pieces of broccoli, he’s going to 
expect to be able to eat desert).   
The grammatical theory of implicature accounts for these facts in the following way (Chierchia, Fox 
& Spector, in press).  At the level of compositional semantics numerically quantified phrases (like 
“two children”) are lower bounded, just like existentially quantified phrases (like “some of the 
paperclips”).  In most contexts the statement will be stronger if an implicature is calculated and the 
upper bound is added. These contexts can be independently defined by their semantic properties 
(they are upward entailing).  However, in some contexts the statement will actually be weakened by 
making the implicature (1 & 4).  These contexts have the semantic property of downward 
entailment.  The grammatical operation that generates the implicature (exhaustification) is sensitive 
to this property and thus is more likely to operate in upward-entailing contexts. 
In a recent study, we used the paradigm described above to explore the interpretation of numbers 
and quantifiers in upward and downward entailing contexts (Pannizza, Chierchia, Huang & 
Snedeker, in press).  These findings challenge some features of the grammatical theory, but support 
others.   Critically, we find that the upper bound of a number is available immediately, suggesting 
that it is semantically encoded.  After hearing “two”, both children and adults restrict reference to 
sets of exactly two objects, never considering a set of three.  About 1000 ms later, however, the 
expected effects of entailment context emerge for both numbers and scalar quantifiers, confirming 
that this semantic dimension has a similar influence on both kinds of terms.   
We are exploring two theories that could account for this pattern in number word comprehension.  
The first, a modified version of the grammatical theory, posits three stages in interpretation: a 
lexical stage in which numbers are upper bounded, a compositional stage in which the upper bound 
is removed (due to existential closure), and third stage in which the scalar implicature may be 
calculated.   On this account the early disambiguation of numbers is driven by access to the upper-
bounded lexical representation.  Our second theory departs more radically from the grammatical    Snedeker 
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theory, arguing that the meanings of numbers are exact at every stage of semantic analysis and what 
appear to be lower bounded readings (as in 4) arise through a different pragmatic process (domain 
widening) which is sensitive to entailment context.  
These results also speak to a debate in developmental psychology about children’s representation of 
number words.  Barner and Bachrach (in press) have argued that patterns in acquisition suggest that 
numbers are initially interpreted as lower bounded.  Our eye tracking studies challenge this by 
demonstrating that young children have rapid access to upper bounds of numbers. An additional line 
of research demonstrates that even children who only know the meaning of “one” and “two” already 
assign numbers a strict upper-bounded interpretation (Huang, Spelke & Snedeker, submitted). 
A new direction: online language processing in autism 
In the past year I have started a new line of research exploring moment-to-moment language 
processing in highly-verbal children with autism syndrome diagnoses (ASD).  While many children 
with ASD have a global impairment in language, a sizeable minority have syntactic and semantic 
abilities that are at age level (Kjelgaard & Tager-Flusberg, 2001).  Few studies have focused 
specifically on these highly-verbal children, but the existing literature strongly suggests that like 
others with ASD, they have profound and lasting impairments in pragmatics and prosody. These 
deficits, however, have proven difficult to characterize, perhaps reflecting the diversity of 
phenomena that travel under these names.   
For example, in the clinical literature the prosodic deficit in autism is conceived of a global 
difficulty in representing or processing prosodic information, which could reflect a narrow focus on 
the verbal channel of communication in high-functioning children.  This links a range of 
observations.  For example, children with ASD often have unusual vocal characteristics (nasality, 
monotone), fail to use tone of voice to infer conversational intent, and speak too loudly.   
My current work explores the hypothesis that highly-verbal children with autism do not have a 
fundamental deficit in the representation of prosodic structure—given the interconnections between 
prosody and other levels of linguistic analysis, such a deficit would be expected to have far reaching 
effects.  Instead, apparent deficits in the comprehension of prosody arise when either prosody is 
serving as a constraint on another process which is impaired in autism (e.g., representing the 
cognitive and emotional states of others) or the task taps metalinguistic or inhibitory processes 
which are known to be impaired in many children with autism.   
An initial study with Joshua Diehl and Rhea Paul of the Yale Child Studies Center provides some 
support for this hypothesis.  We examined how prosody affects syntactic parsing in highly-verbal 
children with ASD and language-matched controls.  A blocked design was used in which children 
were given 4 trials with one prosodic structure, followed by 4 with the other structure.  In the initial 
block of trials, both groups of children were equally sensitive to prosody.  However, the children 
with ASD (like typically developing preschoolers, Snedeker & Yuan, 2008) perseverated in the 
second block ignoring the change in the prosodic structure of the utterances.   
With the support from the Simons Foundation and the Ellison Foundation, I have started using these 
methods to explore a broad range of pragmatic and prosodic phenomena including pronoun 
resolution, the role of accent in marking information structure, and the calculation of scalar 
implicatures.  By studying pragmatic processing in highly-verbal children with autism, I hope to 
gain a better understanding of the interface between the grammatical system of language and the 
processes that guide social inferences.  The term pragmatics is applied to wide range of phenomena 
that may have little in common. The patterns of preservation and impairment in this population 
could help us discover which of these phenomena form a natural class.    Snedeker 
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