Introduction
In ralation with the linear and nonlinear filtering problems, there are a number of researches on the problem of the optimal transmission of stochastic processes through a Gaussian channel with feedback -[81 . Most of them are concerned with Gaussian signals (i.e., Gaussian messages). Ihara [7 1 considered the optimal cording of a Gaussian process for transmission through a channel with Gaussian white noise. He showed that the optimal cording which maximizes the mutual information between the signal (the Gaussian message) and the observation process (the channel output) under a constraint on the mean power of the encorded signal is given by a functional which is linear in the signal. His result also shows that the optimal cording is composed of the two steps :
(1) minimization of the mean power of the encorded signal over the cordings with the same mutual information which is achieved by generating the estimation error process, i.e., the difference between the original signal and its optimal estimate.
(2) maximization of the mutual information by a multiplication by a deterministic coefficient which increases exponentially in time and is determined in such a way that the mean power of the encorded signal takes the maximum admissible value.
For the case of the Gaussian message generated by a linear stochastic differential equation, an explicit formula for the optimal transmission was In this paper, we are concerned with the optimal transmission of a non-Guassian signal (a non-Gaussian message) through a channel with Gaussian white noise by a cording which is linear in the signal. Under the assumptions of the square integrability on the signal and the independence between the signal and the noise, it will be shown that the optimal transmission is described by a formula similar to the one in the Gassian case. It will also be seen that the optimal transmission is such that the channel output is the innovations process.
In this paper, mathematical symbols are used in the following way. The prime denotes the transpose of a vector or a matrix. The Euclidean norm is 1 1 .
If A is a nonsingular square matrix, A-I denotes the inverse matrix of A. The triplet (R,3, P) is a complete probability space where R is a sample space with elementary events w, 3 is a a-algebra of subsets of R, and P is a probability measure. E{-) denotes the expectation and E{ Ig), %CF the conditional expectation, giveng, with respect to P. a{*) is the minimal sub-a-algebra of 3 with respect to which the family of 9-measurable sets or random variables {*) is 
where Et(f,y), OStlT is a nonanticipative functional of f and y for which there exists a unique strong solution of (8 Then, we want to select a functional B in such a way that the mutual information given by (9) is maximized under the power constraint:
In this paper, we are concerned with the special case of this problem in which f3 is selected over a sub-class of functionals with the form:
where HE {~(t); Olts~} is a deterministic time function and $(t,y) is a nonanticipative functional of y. As it is well-known, in the case where T 2 f is a Gaussian process with E{/ / ft (w) I dt) < m which is independent of v, 0 * the optimal functional B over the linear class given by (13) is also optimal over the class of all nonanticipative functionals for which (8) has a unique strong solution. The result [ ' shows that the solution is given by the following mini-max scheme.
[MIflI-MAX SCHEME] Let den0 te the process given by (8) with (13) for the case 4-0, i.e.,
Also, let
where
Pt is minimized by a functional @ for which there exists a unique strong solution, denoted by y*, of (8) with (13), and @ and y* satisfy
where 1: 4 E{ft(w) and b ~{y:; 0 < s 6 t}.
(
Step 2) For any 4 obtained by Step 1, we have Then, It(f,y*) is mdmized by choosing H so as to satisfy
For the Gaussian case, the above mini-max scheme is valid because (i) the functional with property (18) is linear and hence, there exists a unique strong solution of (8) with (13).
(ii) we have It(£ ,y*) = It(f ,?), 0 5 t 5 T because the conditional distribution of £ given is conditionally Gaussian and is equal to the one given et [81 Thus, according to the above mini-max scheme, we can call $ and E respectively "power coefficient" and "information coefficient" because @ is chosen to minimize the power and does not change the mutual information whereas E is chosen to maximize the mutual information and which implies that the power does not change but takes the preassigned value.
EmmpZe I (Case of Gaussian signa,?s given by linear stochastic differentia,? equations) [ I. Let us consider the optimal transmission
problem for the case fzx where x! {xt; Olt<~} is an m-dimensional Gaussian process determined by and where xg is an m-dimensional random variable with E{(xg( ) < and GE {wt; O_<tl T) is a d-dimensional Brownian motion process. We will assume that xg, ii and w are mutually independent. Let at) denote the maximum signal intensity per component given by at) e m.
Then, the optimal coefficients 4 and H of (13) are given by and
where ; * and Q(t) are given by
O) +~i@(t,s)~(s)~'(s)@'(t,s)ds,
and @(t,s) is the solution of linear matrix differential equation:
Consequently, the optimal transmission is described by 
0
It should be noted that in Example 1, the functional 4 given by (23) h is admissible because, as we can see from (25), x* is a linear functional of y* and therefore, (28) has a unique strong solution.
In this paper, we will show that the above mini-max scheme remains valid for a class of non-Gaussian signals.
Main Results
Let us assume that the following conditions are satisfied.
(C-1) ~{/ilf~(w) 12dt1 <m.
(C-2) f and w are mutually independent.
(C-3) For given by (14) , there exists a function H which satisfies
and Then, the mini-max scheme given in the previous section remains valid, i.e., Theorem 1. For a non-Gaussian signal denoted by f and the observation described by (8) and (13), assume (C-1)-(C-3). Then, for any H satisfying (17) and (30), (18) determines a unique functional @ which is admissible and optimal in the sense:
(i) There exists a unique strong solution, y*, of (8) with (13).
(ii) The mutual information is unchanged by using @, i.e.,
where y is given by (14) , namely, the process given by (8) with (13) and @ E 0.
(iii) Pt, 05 t given by (12) 
i.e., the optimal transmission is realized by sending the innovations process. 0
Proof. See Remark 3 below. with the properties (18) and (n) of Theorem 1 is unique and is given by (33). This is easily seen by noting that, because of (18) 
On the probability space (R,3,P), let us consider the equation:
-A where R = R and 3 E 5. We will define the solution of (46) -(i) ii is an F-Brownian motion process.
(ii) p is adapted to g. (ia) ~{w; I . I pt(w) 1 dt < wf = 1. By Lema 1, the proof of which is given below, we see that S(H) is nonempty.
. For any solution y* of (8) with (13) 
where the third equality follows from (57). Hence, we have 
Then, by (72) and (66), we have
It can be seen from It6's stochastic differential formula that for tl'rN, 
where the last equality follows from (72). Clearly, (75) implies (65).
Also, from (74) and (65), we have (64). This completes the proof. 
where the last equality follows from $E %(E) and (49) Hence, it can be seen from (63) and (76) that
P-a.s., for allN<-.
By (82) and (77) 
(Note that by (65) and (83), we have t(t,w) = 1, P-a.s., for t<T, and ^S(t,w)
is lef t-continuous at t = T by (66).)
Next, let us assume that (44) holds. Then, it can be seen from (41) that y* is a Brownian motion process. First, let us show that 
which implies (86). Now, let us apply Lemma 3 for the case Y=~*. Then,
we have ]-ht(3)c(t,w,3)dp (3) "*-
where c(t,w,G) and t(t,w) are given by (67) (42), are respectively the unique strong solutions of (46), and (8) with (13) and (44). That is, for any @ E $(B) and any solution y* of (8) with (13), we have $(t,y*) = 6; = Lt,
and y* = V, P-a.s.
In order to prove Lema 6, let us first show that Lem 7. Under the assumptions of Lemma 6, for any $E S(H) and any solution y* of (8) 
where the second equality follows from the fact t ^* y:=yt -hsds =vt +li[Gs-6~1ds.
Also, it can be seen that 
where the third equality follows from the fact that 
Concluding Remarks
In this paper, we were not concerned with the problem of computing the optimal coefficient H. Although it seems not so easy as in the case of Gaussian messages to get the optimal coefficient H, we can easily find a function H whichsatisfiesthe constraint on the mean power of the encorded signal. If we can construct a monotone sequence of such coefficients, we have an approximation of the optimal coefficient.
As we can see by the proof of Theorem 1, for the existence, uniqueness and the optimality of functional t $ with property (18), it is essential that the innovations informational equivalence holds, i. e., Gt =Vt , t 6 [O,T] .
Because the innovations informational equivalence also holds for the case of the transmission in which the additive noise is a non-Gaussian square integrable martingale r151-r171 , it seems that the result in this paper can be rather easily generalized to this case. The results will be reported in the near future.
