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It is shown that bound state solutions of the one dimensional Bogoliubov-de Gennes (BdG) equa-
tion may exist when the Fermi velocity becomes dependent on the space coordinate. The existence
of bound states in continuum (BIC) like solutions has also been confirmed both in the normal phase
as well as in the super-conducting phase. We also show that a combination of Fermi velocity and gap
parameter step-like profiles provides scattering solutions with normal reflection and transmission.
Introduction
The Bogoliubov-de Gennes (BdG) equation plays a par-
ticularly important role in the context of superconduc-
tivity [1, 2]. This equation is also essential in the study
of Andreev refelction [3–5]. Recently the BdG equa-
tion with a linear potential [6] has been studied in the
presence of modified uncertainty principle or a minimal
length formalism [7, 8]. Since its inception the Minimal
length formalism [9, 10] has been studied in various con-
texts. In particular various quantum mechanical models
have been studied within the minimal length formalism
to understand the effect of the minimal length parame-
ter on observables like energy [11–20]. These phenomena
actually can be used to obtain a bound on the minimal
length/momentum parameter. In ref. [6] it was shown
that in the BdG equation bound states do not exist in the
absence of minimal length (maximal momentum) while
in the presence of minimal length (maximal momentum)
bound states do exist with energy depending on the rel-
evant parameter introduced by the model.
In this article our objective is to suggest an alter-
native scenario to create bound states or bound states
in continuum (BIC) in the BdG equation. Here our
approach would be to allow space modulation of the
Fermi velocity vF . Such a scenario has been considered
earlier in various contexts e.g, in graphene [21–24],
one dimensional hetero-structures [25] etc. It was also
shown that in one dimensional hetero-structures space
modulation of Fermi velocity helps creation of bound
states as well as BIC [26]. Here it will be shown that
such a scenario may be replicated in the case of the
BdG equation also. Finally we also address the question
of normal reflectance and transmission within the
BdG equation. It will be shown that a step-like order
parameter (∆) and Fermi velocity (vF ) profiles entails
scattering solutions with non zero reflection.
Formalism
To begin with we note that the BdG Hamiltonian in the
∗ (Corresponding Author)
Email: orlando.panella@pg.infn.it
Andreev approximation is given by [2, 3, 6]
H =
(
vF px ∆
∆∗ −vF px
)
(1)
where vF ,∆ are respectively the Fermi velocity and the
superconductor order (gap) parameter. However it may
be noted that when the Fermi velocity depends on the
space coordinate the operator H no longer remains Her-
mitian and in order to maintain Hermiticity the term
vF px has to be replaced by
√
vF (x)px
√
vF (x) [25]. With
this replacement and allowing for a position dependent
∆ the Hamiltonian in Eq. (1) becomes:
H =
( √
vF (x) px
√
vF (x) ∆(x)
∆∗(x) −√vF (x) px√vF (x)
)
(2)
In the following we will discuss the solutions of the
corresponding component equations associated to the
BdG Hamiltonian of Eq. (2) upon introducing a two-
component spinor ψT = (ψ1, ψ2):
i~
∂
∂t
(
ψ1
ψ2
)
= H
(
ψ1
ψ2
)
(3)
dealing in particular with stationary state solutions of
the associated eigenvalue equation Hψ = Eψ:
H
(
ψ1
ψ2
)
= E
(
ψ1
ψ2
)
. (4)
First of all we easily verified that the time-dependent
Dirac equation, c.f. Eq. (3), associated to the Hamilto-
nian given in Eq.(1) admits a conserved probability cur-
rent. The continuity equation:
∂
∂x
j(x, t) +
∂
∂t
ρ(x, t) = 0 , (5)
can be derived by using straightforward procedures, i.e.
combining appropriately the two components of Eq. (3).
The probability current j(x, t) is found to be given by:
j(x, t) = (
√
vFψ1)
∗(
√
vFψ1)− (√vFψ2)∗(√vFψ2) (6)
and the time dependent probability density is as usual
ρ(x, t) = 〈ψ|ψ〉 = ψ∗1ψ1 + ψ∗2ψ2 .
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2In terms of the components the eigenvalue equation
given in Eq.(4) reads√
vF (x) px
√
vF (x)ψ1 + ∆ (x) ψ2 = E ψ1
−√vF (x) px√vF (x)ψ2 + ∆∗(x) ψ1 = E ψ2 (7)
In order to find the components ψ1,2 we now multiply the
above equations from the left by
√
vF (x) and writing√
vF (x)ψ1,2 = φ1,2 (8)
we obtain:
vF (x) pxφ1 + ∆ (x)φ2 = E φ1 (9a)
−vF (x) pxφ2 + ∆∗(x)φ1 = E φ2 (9b)
The components can now be easily decoupled. For ex-
ample, it can be easily shown that the component φ1
satisfies the equation
− v2F (x)
d2φ1
dx2
− vF (x)v′F (x)
dφ1
dx
+
|∆(x)|2
~2
φ1 =
E2
~2
φ1 .
(10)
The lower component φ2 is then computed from Eq. (9a).
We shall now choose specific velocity and gap profiles to
examine creation of bound states, BIC and scattering
solutions.
Constant gap and hyperbolic Fermi velocity profile.
First we consider a step-like velocity profile along with
constant gap:
vF (x) = v0 cosh
2(αx), v0 > 0 , (11a)
∆(x) = ∆ = const. (11b)
Eq. (10) can be further reduced and brought to the stan-
dard Schro¨dinger form :
d2φ1
dq2
+ 2φ1 = 0, (12)
where q and  are given by
q =
∫
dx
vF (x)
, 2 =
E2 − |∆|2
~2
(13)
In this case we find from Eq. (13)
q =
tanh(αx)
αv0
, − 1
αv0
< q <
1
αv0
(14)
We now consider E2 > |∆|2 i.e,  > 0. In this case the
solution of Eq.(12) is given by
φ1(q) = c1 sin(q) + c2 cos(q) (15)
where c1,2 are arbitrary constants. For bound states the
wave function φ1(q) should vanish at the boundary values
i.e,
φ1(± 1
αv0
) = 0 (16)
Then from Eq. (15) it follows that
φn1(q) = Nn sin
(√
E2n − |∆|2
~2
q
)
(17a)
E2n = n
2pi2α2v20~2 + |∆|2, n = 1, 2, 3, . . . (17b)
where Nn is a normalization constant. We now go back
to the x space to obtain ψ1(x) via Eq.(8). Subsequently
one has to use (9) to obtain the component ψ2(x). Thus
the complete solution of the BdG equation is given by:
ψn =
(
ψn1
ψn2
)
= Nn
(
sech(αx) sin (npi tanh(αx))
sech(αx)
[
En
∆ sin (npi tanh(αx)) + inpiγ
∆∗
|∆| cos (npi tanh(αx))
] )
En = |∆|
√
(npiγ)2 + 1, n = 1, 2, 3, . . . γ = αv0~|∆|
(18)
The normalization constant can be determined from the
relation∫ ∞
−∞
ψ†nψndx =
∫ ∞
−∞
(
ψ∗n1ψn1 + ψ
∗
n2ψn2
)
dx = 1 (19)
and is given by
Nn =
√
α
2
[
1 + (npiγ)2
]− 12 (20)
From the wave-function given in Eq. (18) one can easily
deduce the probability density ρn(x) = ψ
∗
1nψ1n+ψ
∗
2nψ2n.
We find:
ρn(x) =
α
2
sech2αx
[1 + (npiγ)2]
[
2 sin2(npi tanh(αx)) + (npiγ)2
]
and we observe that for large values of the quantum num-
ber n the probability density becomes independent of n:
lim
n→∞ ρn(x) =
α
2
sech2αx (21)
and, depending on the numerical value of γ, deviations
from this limiting form will be appreciable only for the
first excited levels. Note that the wave-functions in
3Figure 1. Probability density for the discrete levels given in Eq. (18), ρn(x)α
−1. Shown are the first few excited levels
(n = 1, 2, 3), as function of the position x (measured in units of α−1) for different values of the parameter γ := 0.25, 0.5, 0.75, 1.
Eq. (18) actually develop nodes (zeros of the probabil-
ity density) only if γ = 0. Such behaviour is depicted in
Fig. 1 where we plot the probability density for the first
excited states and for different choices of the parameter
γ.
For a stationary state the probability density is time
independent and thus the continuity equation dictates
that the current satisfies ∂j/∂x = 0, or that j(x, t) be a
constant in space. Indeed for the solutions of the discrete
levels given by Eq. (18) the current can be easily derived,
using the shorthand notation Λn(x) = npi tanh(αx), as:
jn(x, t) = N
2
n
√
v0
{
sin2[Λn]− [1 + (npiγ)2] sin2[Λn]
− (npiγ)2 cos2[Λn]
}
= −αv0
2
(npiγ)2
1 + (npiγ)2
. (22)
Let us now examine the situation for E2 < |∆|2. In
this case the solution of Eq.(12) is given by
φ<1 (q) = d1 sinh
(√
|∆|2 − E2
~2
q
)
+ d2 cosh
(√
|∆|2 − E2
~2
q
)
(23)
where d1,2 are arbitrary constants. Clearly there are no
acceptable solutions satisfying the boundary conditions
in Eq. (16) and so we conclude that discrete bound states
exist only in the region E2 > |∆|2.
We now discuss bound states in continuum (BIC) so-
lutions. It may be recalled that unlike discrete bound
states BIC are states which are normalizable for any value
of the energy [27, 28]. Here also we consider the region
E2 > |∆|2 and to obtain BIC within the present frame-
work we consider a formal solution of Eq.(12), namely
φ>1 (q) = N> sin(q) (24)
where N> is a constant to be determined later by normal-
isation of the full spinor ψ and  can assume any value.
Now using Eqs. (8&9) and upon defining:
µ =
√
E2
|∆|2 − 1 µ ∈ [0,+∞]
we find:
4Figure 2. Probability density (ρ>(x)α
−1) for the BIC solutions in the region E > |∆| given in Eq. (25). Shown are the
probability densities for various values of the dimensionless parameter µ, as function of the position x (measured in units of
α−1) for different values of the parameter γ := 0.5 (left) and γ := 0.75 (right).
ψ> =
(
ψ>1 (x)
ψ>2 (x)
)
= N> sech(αx)
 sin [µγ tanh(αx)]
E
∆ sin
[
µ
γ tanh(αx)
]
+ i |∆|∆ µ cos
[
µ
γ tanh(αx)
]  (25)
From the above expressions it may be observed that since
sine and the cosine can not exceed unity the sech(αx)
term in the wave functions ensures that they decay to 0
as x→ ±∞.
In fact the normalization constant can be exactly eval-
uated and is given by
N−1> =
√
2
α
√
(1 + µ2)− γ
2µ
sin
(
2µ
γ
)
(26)
The probability density is found to be given as:
ρ>(x) =
α
2
sech2(αx)
[
µ2 + 2 sin2
(
µ
γ tanh(αx)
)]
(1 + µ2)− γ2µ sin
(
2µ
γ
)
(27)
We note that for values of the energy close to |∆| or µ→
0, the probability density approaches a limiting shape
that depends only on the parameter γ:
lim
µ→0+
ρ>(x) =
α sech2(αx)
2(1 + 23γ2 )
(
1 +
2
γ2
tanh2 αx
)
. (28)
Note that the explicit limiting form of ρ>(x) given in
Eq. (28) is easily checked to be exactly normalised to
unity.
The current j> is computed using the wave functions
in Eq. (25) into the general expression given in Eq. (6).
A straightforward computation gives:
j> = −αv0
2
µ2
1 + µ2 − γ2µ sin
(
2µ
γ
) . (29)
In Fig. 2 we plot the probability density ρ>(x) for differ-
ent sets of parameter values thus confirming our finding.
Next we consider the nature of the solution in the region
E2 < |∆|2. In this case the solution is again given by
Eq. (23). For the sake of simplicity we put d2 = 0 and
the solution then becomes
φ<1 (x) = d1 sinh
(√
|∆|2 − E2
~2
tanh(αx)
αv0
)
(30)
Then upon defining the dimensionless parameter:
ν =
√
1− E
2
|∆|2 , ν ∈ [0, 1] (31)
using Eqs. (8&9) we finally obtain:
ψ< =
(
ψ<1 (x)
ψ<2 (x)
)
= N< sech(αx)
 sinh [ νγ tanh(αx)]
E
∆ sinh
[
ν
γ tanh(αx)
]
+ i |∆|∆ ν cosh
[
ν
γ tanh(αx)
]  . (32)
It is not difficult to see that both of ψ<1,2 go to zero as x → ±∞. In fact the normalization constant can be
5Figure 3. Probability density (ρ<(x)α
−1) for the BIC solutions in the region E > |∆| given in Eq. (32). Shown are the
probability densities for various values of the dimensionless parameter ν, as function of the position x (measured in units of
α−1) for different values of the parameter γ := 0.5 (left) and γ := 0.75 (right).
found to be
N−1< =
√
2
α
√
γ
2ν
sinh
(
2ν
γ
)
− (1− ν2) (33)
From the wave-function given in Eq. (32) one can eas-
ily deduce the probability density ρ<(x) = ψ
<∗
1 ψ
<
1 +
ψ<∗2 ψ
<
2 . We find:
ρ<(x) =
α
2
sech2αx
{
2 sinh2
[
ν
γ tanh(αx)
]
+ ν2
}
γ
2ν sinh
(
2ν
γ
)
− (1− ν2)
. (34)
The current j< is again computed using the wave func-
tions in Eq. (32) into the general expression given in
Eq. (6). A straightforward computation now gives:
j< = −αv0
2
ν2
γ
2ν sinh
(
2ν
γ
)
− (1− ν2)
. (35)
In Fig. 3 we have plotted the probability density ρ<(x)
which clearly exhibits the BIC nature of the wave func-
tions (note that the parameter ν can be changed counti-
nously in the interval [0, 1] ). We observe that for vanish-
ing values of the energy, E → 0 or ν → 0, the probability
density approaches a shape that depends only on the pa-
rameter γ and is therefore independent of the energy:
lim
ν→0
ρ<(x) = lim
µ→0+
ρ>(x)
=
α sech2(αx)
2(1 + 23γ2 )
(
1 +
2
γ2
tanh2 αx
)
. (36)
Note that the explicit limiting form of ρ<(x) given in
Eq. (36) is easily seen to coincide with the limiting form
obtained in Eq. (28) and thus again to be exactly nor-
malised to unity. Thus the BdG equation possesses BIC
solutions in both the normal phase, E > |∆| and the su-
perconducting phase, E ≤ |∆|. In Fig. 4 we show the
probability currents as function of the energy in units of
the gap parameter |∆| (E/|∆|) where we combine the
results found above about the probability currents, c.f.,
Eqs. (22,29,35).
We remark that with the specific choice in Eq. 11 of the
velocity profile the solutions described above, discrete
bound states and bound states in continuum (BIC) ex-
haust all solutions. There are no scattering states. This
is not surprising since the velocity profile in Eq. 11 has
been chosen so, just to be able to find bound states and
BIC solutions. In order to have scattering solutions dif-
ferent velocity and/or gap profiles must be chosen. We
will take up this point in the next paragraph.
Figure 4. Minus the probability current in units of αv0/2,
−j/(αv0/2), for both discrete bound states and BIC solutions
as function of the energy E in units of the gap parameter |∆|.
The BIC current extends to the region E < |∆| while in the
region E ≥ |∆| we show both the currents of the BIC-like
solution (continuos line) as well as the currents of the discrete
bound states (full dots).
Step-like Fermi velocity and gap profiles
It is well known that it is not entirely trivial to describe
non zero reflectance within the massless Dirac equation.
6For instance ref. [25] discusses a massless Dirac Hamil-
tonian with a position dependent Fermi velocity vF (x)
finding that a simple step-like profile is not enough to get
non zero reflectance. Here our aim is to show that with
the Hamiltonian given in Eq. (2) introducing a step-like
gap parameter allows scattering states with non vanish-
ing reflectance. We take up the following profiles:
vF (x) = v
−
F θ(−x) + v+F θ(x) , (37a)
∆(x) = ∆− θ(−x) + ∆+ θ(x) . (37b)
In particular we show that it is enough to assume a non
vanishing phase difference between ∆+ and ∆− to trigger
normal reflectance.
Let us consider first the case E2 > max
{|∆−|2, |∆+|2}.
We note that integrating the first order intertwining
equations in Eq. (9) over an infinitesimal interval around
x = 0 one finds the following boundary conditions:
φ1(0
−) = φ1(0+) (38a)
φ2(0
−) = φ2(0+) (38b)
Then one can easily solve the corresponding second order
equations in Eq. (10). Upon defining:
k2− =
√
E2 − |∆−|2
(~v−F )2
k2+ =
√
E2 − |∆+|2
(~v+F )2
(39)
the following scattering solution is found:
φ1(x) =
{
Aeik−x +Be−ik−x if x < 0
Ceik+x if x > 0
The lower component φ2(x) is obtained using the in-
tertwining relations in Eq. (9):
φ2(x) =

A
(
E
∆−
− ~v
−
F k−
∆−
)
e+ik−x +B
(
E
∆−
+
~v−F k−
∆−
)
e−ik−x if x < 0
C
(
E
∆+
− ~v
+
F k+
∆+
)
e+ik+x if x > 0
We implement the boundary conditions in
Eqs. (38a&38b) in the above solutions φ1,2(x) and
find:
B = A
E
∆−
− E
∆+
− ~v
−
F k−
∆−
+
~v+F k+
∆+
E
∆+
− E
∆−
− ~v
−
F k−
∆−
− ~v
+
F k+
∆+
(40a)
C = A+B (40b)
We note that if ∆(x) = costant (i.e. ∆− = ∆+) there is
no reflection because the coefficientB vanishes identically
even if v−F 6= v+F .
The probability current is then easily found from
j(x) = |φ1|2 − |φ2|2 as:
j(x) =
{
jinc. − jrefl. if x < 0
jtrans. if x > 0
with:
jinc. = |A|2
[
1− (E − ~v
−
F k−)
2
|∆−|2
]
(41a)
jrefl. = |B|2
[
(E + ~v−F k−)2
|∆−|2 − 1
]
(41b)
jrefl. = |C|2
[
1− (E − ~v
+
F k+)
2
|∆+|2
]
(41c)
So that the reflectance (R) and transmittance (T ) coef-
ficients can be deduced as:
R =
jrefl.
jinc.
=
|B|2
|A|2
−|∆−|2 + (E + ~v−F k−)2
+|∆−|2 − (E − ~v−F k−)2
(42a)
T =
jtrans.
jinc.
=
|C|2
|A|2
|∆−|2
|∆+|2
|∆+|2 − (E − ~v+F k+)2
|∆−|2 − (E − ~v−F k−)2
(42b)
With the help of Eqs. (40a&40b) the reflectance R and
transmittance T can be explicitly computed as functions
of the energy eigenvalue E. In Fig. 5 we show R and
T for a particular model of steplike gap: ∆+ = ∆ and
∆− = ∆eiφ. We provide curves for R and T as functions
of E/|∆| for different values of the phase difference (φ =
pi, pi/2, pi/3).
We now discuss the region E2 < min
{|∆−|2, |∆+|2}
and we show that it admits a single bound state. Here
we can define:
κ2− =
√|∆−|2 − E2
(~v−F )2
κ2+ =
√|∆+|2 − E2
(~v+F )2
(43)
We find that Eq. (10) admits the solution:
φ1(x) =
{
B e−iκ−x if x < 0
C e+iκ+x if x > 0
and the corresponding lower component φ2(x) is found
7Figure 5. Reflectance (R) and transmittance (T ) coefficients
for the step-like gap profile with a phase difference between
∆− and ∆+: ∆+ = ∆ and ∆− = ∆eiφ. The solid lines depict
the reflectance R for φ = pi (blue line), φ = pi/2 (orange line),
φ = pi/3 (green line). The dashed lines are the transmittance
curves with the same color codes. We see that unitarity, R+
T = 1, is verified (black dotted line).
via Eq. (9a):
φ2(x) =

B
E + i~v−F κ−
∆−
e−iκ−x if x < 0 ,
C
E − i~v+F κ+
∆+
e+iκ+x if x > 0 .
The boundary conditions in Eqs. (38a&38b) are easily
found to admit a non vanishing solution for B and C if
and only if:
E + i~v−F κ−
∆−
=
E − i~v+F κ+
∆+
(44)
which is a second order equation, see Eq. (43), for the
eigenvalue E of the bound state. The two solutions are:
E =
±√|∆+| |∆−| sinφ√2 cosφ− |∆−||∆+| − |∆+||∆−|√[
2 cosφ |∆
−|
|∆+| − 1− |∆
−|2
|∆+|2
] [
1 + |∆
+|2
|∆−|2 − 2 cosφ |∆
+|
|∆−|
] .
(45)
The two solutions (±) are respectively positive definite
for φ ∈
(
[0,+pi]
[−pi,0]
)
and negative definite for φ ∈
(
[−pi,0]
[0,+pi]
)
.
Fig. 6 shows the merging of the two solutions of Eq. 45
in the positive branch of the spectrum.
We can then consider the simpler model ∆+ = ∆ and
∆− = ∆eiφ and find that Eq. (45) reduces to:
E = ± cos φ
2
∆ (46)
and in the positive branch of the spectrum we have then
the single bound state at E = cos(φ/2)∆ (blue line in
Fig. 6). The corresponding spinor wave function ψ can
be computed with the help of Eq. (8):
ψ(x) =

B√
v−F
(
1
e−iφ/2
)
e+κ−x if x < 0 ,
B√
v+F
(
1
e+iφ/2
)
e−κ+x if x > 0 .
(47)
We note that given the continuity of the φ1,2 compo-
nents the corresponding ψ1,2 spinor components are in
general not continuous (if v−F 6= v+F ). This may reflect in
a discontinuity in the probability density. The spinor in
Eq. (47) is straightforwardly normalised to unity and the
corresponding probability density is computed as:
x0 ρ(x) = sin
φ
2

e+2 sin(φ/2)
x
x0 if x < 0
v−F
v+F
e
−2 v
−
F
v
+
F
sin(φ/2) xx0 if x > 0
(48)
where x0 = (~v−F )/∆. The probability density is shown
in Fig. 7. We see that the probability density develops a
discontinuity at x = 0 if v−F 6= v+F while it is continuous
if v−F = v
+
F .
Figure 6. Positive branch of the energy eigenvalue obtained
merging the two solutions of Eq. (44) given in Eq. (45) for
different values of the parameter  = |∆+|/|∆−|. Note that
the solutions in Eq. (45) are symmetric under the exchange
|∆+| ↔ |∆−| (or ↔ 1/).
Discussion and Conclusions
While the 1-dim BdG hamiltonian of Eq. (1) does not
admit in general bound states, introducing a position de-
pendent Fermi velocity and gap parameter as in Eq. (11)
opens up the possibility of having bound states. Dis-
crete bound states are found however only in the region
E > |∆|. Interestingly we find bound states in the con-
tinuum (BIC) like solutions. It is worth pointing out that
BIC like solutions are found both in the region E > |∆|
as well as in the region E ≤ |∆|. The two classes of
BIC solutions merge continuously at E = |∆|. This
8Figure 7. Probability density x0ρ(x) as a function of x/x0 for the step-like gap profile with a phase difference between ∆
−
and ∆+: ∆+ = ∆ and ∆− = ∆eiφ. On the left we show the case v−F = v
+
F (the probability density is continuous at x = 0), while
on the plot on the right we have v−F /v
+
F = 0.9 (the probability density shows a discontinuity at x = 0). In each plot the three
curves are for three different values of the phase parameter φ: φ = pi (blue line), φ = pi/2 (orange line), and φ = pi/3 (green
line).
can be seen explicitly by comparing the the limiting be-
havior of the probability density functions, respectively
lim
ν→0+
ρ>(x) and lim
µ→0+
ρ>(x).
In particular we note how the BIC current j< in the
region E ≤ |∆| (superconducting phase) merges with the
BIC current j> in the region E > |∆| (normal phase)
ensuring continuity at E = |∆|. The same can be checked
graphically by noticing that the curve µ = 0 of Fig. 2
coincides with the curve ν = 0 of Fig. 3.
Also we note how Fig. 4 shows explicitly that in the
region E ≥ |∆|, the probability currents of the discrete
states (full dots), c.f. Eq. (22) exactly superimpose the
the probability current of the BIC states (continuous
line), c.f. Eq. (29).
In conclusion we have investigated the one dimensional
BdG equation with position dependent Fermi velocity
vF (x) and order parameter ∆(x). We have first consid-
ered a smooth velocity distribution vF (x) = v0 cosh(αx)
and constant order parameter ∆ showing that it leads
to the creation of bound states as well as bound states
in continuum, but no scattering solutions. Interestingly
enough we found that, with the introduction of a posi-
tion dependent Fermi velocity profile, while in the nor-
mal phase (E > |∆|) are present both discrete bound
states as well as BIC states, in the superconducting re-
gion (E ≤ |∆|) there are only BIC states. Some features
of quantities like the probability density have also been
analysed. It has been shown that for large n the proba-
bility density becomes independent of n. In the case of
BIC the same feature is also observed as the probability
density becomes independent of energy E for large values
of E.
We have then considered the case of combined step-
like Fermi velocity and order parameter profiles. We find
that a phase difference between ∆+ and ∆− is sufficient
to provide normal (non zero) reflectance in the region
E > max {|∆+|, |∆−|}. In the region E < min {|∆+|, |∆−|}
a single bound state is found (positive branch of the spec-
trum). Other configurations could be the object of fur-
ther work.
ACKNOWLEDGMENTS
One of us (P. R.) wishes to thank INFN Sezione di Pe-
rugia for supporting a visit during which part of this work
was carried out. He would also like to thank the Physics
Department of the University of Perugia for hospitality.
[1] C. W. J. Beenakker, Phys. Rev. Lett. 97, 067007 (2006).
[2] M. Tinkham, Introduction to Superconductivity: Second
Edition, Dover Books on Physics (Dover Publications,
2004).
[3] A. F. Andreev, Soviet Physics JETP-USSR 19, 1228
(1964).
[4] M. Titov and C. W. J. Beenakker, Phys. Rev. B 74,
041401 (2006).
[5] C. W. J. Beenakker, Rev. Mod. Phys. 80, 1337 (2008).
[6] S.-S. Ke, X.-P. Yao, and H.-F. Lu¨, Few-Body Systems
57, 1 (2016).
[7] A. Kempf, J. Math. Phys. 35, 4483 (1994).
[8] A. Kempf, G. Mangano, and R. B. Mann, Phys. Rev. D
52, 1108 (1995).
[9] L. J. Garay, Int. J. Mod. Phys. A 10, 145 (1995).
[10] D. J. Gross and P. F. Mende, Nucl. Phys. B303, 407
(1988).
[11] L. N. Chang, D. Minic, N. Okamura, and T. Takeuchi,
Phys. Rev. D 65, 125027 (2002).
[12] I. Dadic´, L. Jonke, and S. Meljanac, Phys. Rev. D 67,
087701 (2003).
[13] K. Gemba, Z. T. Hlousek, and Z. Papp, (2007),
9arXiv:0712.2078.
[14] T. V. Fityo, I. O. Vakarchuk, and V. M. Tkachuk, Jour-
nal of Physics A: Mathematical and General 39, 2143
(2006).
[15] R. Akhoury and Y.-P. Yao, Physics Letters B 572, 37
(2003).
[16] S. Benczik, L. N. Chang, D. Minic, and T. Takeuchi,
Phys. Rev. A 72, 012104 (2005).
[17] C. Quesne and V. M. Tkachuk, Journal of Physics A:
Mathematical and General 38, 1747 (2005).
[18] K. Nouicer, Journal of Physics A: Mathematical and Gen-
eral 39, 5125 (2006).
[19] C. Quesne and V. M. Tkachuk, SIGMA 3, 016 (2007),
arXiv:quant-ph/0603077 [quant-ph].
[20] T. Jana and P. Roy, Physics Letters A 373, 1239 (2009).
[21] A. Raoux, M. Polini, R. Asgari, A. R. Hamilton, R. Fazio,
and A. H. MacDonald, Phys. Rev. B 81, 073407 (2010).
[22] A. Concha and Z. Tesˇanovic´, Phys. Rev. B 82, 033413
(2010).
[23] P. M. Krstajic´ and P. Vasilopoulos, Journal of Physics:
Condensed Matter 23, 135302 (2011).
[24] L. Liu, Y.-X. Li, and J.-J. Liu, Physics Letters A 376,
3342 (2012).
[25] N. M. R. Peres, Journal of Physics: Condensed Matter
21, 095501 (2009).
[26] O. Panella and P. Roy, Physics Letters A 376, 2580
(2012).
[27] J. von Neumann and E. Wigner, Physikalische Zeitschrift
30, 465 (1929).
[28] F. H. Stillinger and D. R. Herrick, Phys. Rev. A 11, 446
(1975).
