An abstract framework involves six parameters in (H1)-(H6) for the error control of conforming and nonconforming discretizations of a class of semilinear elliptic problems. The leading linear and elliptic differential operator, e.g., the Laplace or bi-Laplace, allows a low-order quadratic perturbation in the nonlinear problem. Provided the parameters in (H1)-(H4) are sufficiently small, this implies a discrete inf-sup condition sufficient for the stability of nonconforming discretization of a well-posed linear problem. The smallness of the parameters in (H5)-(H6) enable an a priori and a posteriori error control along with a best approximation result for semilinear elliptic problems with trilinear nonlinearity. The results apply to secondorder linear, non-selfadjoint, and indefinite elliptic problems, the stream function vorticity formulation of 2D Navier-Stokes problem, and the von Kármán equations. This paper analyses conforming and nonconforming finite element schemes like the Crouzeix-Raviart and Morley elements.
Introduction
The nonconforming finite element methods have recently been rehabilitated by the medius analysis, which combines arguments from traditional a priori and a posteriori error analysis [18] . In particular, nonconforming finite element schemes can be equivalent [10, 13] or superior to conforming finite element schemes (FEMs) [12] . The conforming finite element schemes for fourth-order problems require C 1 conformity and lead to cumbersome implementations, while the nonconforming Morley finite element method (NCFEM) is as simple as quadratic Lagrange finite elements; the reader may consider the finite element program in [9, Sec. 6.5] with less than 30 lines of Matlab for a proof of its simplicity.
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The Morley finite element method also allows for other benefits as well as it leads, for instance, to guaranteed lower eigenvalue bounds [8] , has quasi-optimal convergence and allows for optimal adaptive mesh-refining [17] . Apart from the aforementioned celebrated eigenvalue applications, there is almost no contribution [24] in the literature on the attractive application of the Morley FEM to semilinear problems with the linear biharmonic operator as the leading term plus quadratic lower-order contributions. The latter arises in the stream-function formulation of the incompressible 2D Navier-Stokes equations [5] and in the von Kármán equations [15] .
This paper introduces an abstract framework, which involves certain linear operators associated with the medius analysis of nonconforming schemes in form of conditions on the parameters in six hypotheses (H1)-(H6) on the continuous problem with a Banach space V , the nonconforming discrete finite element space V h and a joint superset V ⊃ V +V h . The discrete space V h is based on a regular triangulation T and induces a discrete operator N h . Given a regular initial triangulation T 0 of the polygonal bounded Lipschitz domain Ω ⊂ R n into simplices and δ > 0, let T(δ ) be some standard set of refinements of T 0 into shape-regular triangulations with maximal mesh-size δ . Suppose u is a regular solution to N(u) = 0, where N denotes a nonlinear operator. This paper aims an abstract framework with conditions on the parameters in (H1)-(H6) sufficient for the following assertions (A)-(D) and provides two affirmative applications.
(A) For any ε > 0, there exists δ > 0 such that for all T ∈ T(δ ), there exists a unique discrete solution u h ∈ V h ⊂ P k (T ; R m ) to N h (u h ) = 0 with u − u h V ≤ ε.
(B) For any ε > 0, there exists δ and ρ such that (A) holds and for all T ∈ T(δ ) and for any initial value u
h ∈ V h ⊂ P k (T ; R m ) with u
h − u h V h ≤ ρ, the Newton scheme converges R-quadratically to the discrete solution u h .
(C) For any ε > 0, there exists δ and C > 0 such that (A) holds and for all T ∈ T(δ )
The approximation term apx(T ) has to be specified in the particular application.
(D) An abstract local reliable and efficient a posteriori error control of any approximation x h close to the regular solution u holds in the sense that
The abstract conditions apply to the stream function formulation of the incompressible 2D Navier-Stokes problem [5] and the von Kármán equations [4, 15] with the Morley finite element method. The reason for an additional application to second-order linear non-selfadjoint and indefinite elliptic problems (placed before the other two) is twofold. Firstly, it illustrates that the abstract conditions are satisfied for typical nonconforming FEM and not only by the Morley FEM. Secondly, the resulting estimates clarify some former results in [7] , where the arguments rely more directly on a Gårding inequality and not on the inf-sup condition, and to generalize those results to new quasi-optimal convergence results.
One key argument in the analysis is a split of the linearized problem into two bilinear forms a and b : V × V → R. The leading term a allows for reduced elliptic regularity and the lower-order perturbation leads to right-hand sides in a much smaller subspace of V * . The nonconforming interpolation operator onto V h as well as associated enrichment operators and conforming companions C v h ∈ V for discrete functions v h ∈ V h and their approximation, orthogonality, and stability properties reduce the stability of the discrete problem to that of the continuous one for the Frechét-derivative DN(u) ∈ L(V ;V * ) at a smooth regular exact solution u to N(u) = 0.
The presentation is restricted to quadratic problems in which the problem has a trilinear form; for a simple outline, two semilinear fourth-order problems are considered. The generalization to more general and stronger nonlinearities, however, requires approximate growth conditions in various problems and so involves a more technical framework.
The remaining parts of the paper are organized as follows. Section 2 introduces conditions (H1)-(H4) for a discrete inf-sup condition sufficient for the stability of a well-posed linear problem and discusses an immediate application to second-order linear self-adjoint and indefinite elliptic problems. Along with the additional hypotheses on parameters in (H5)-(H6), Section 3 describes an abstract framework for a priori and a posteriori error control of regular solutions of a class of semilinear elliptic problems. Sections 4 and 5 apply the abstract results to the stream function vorticity formulation of the incompressible 2D Navier-Stokes problem and the von Kármán equations.
Standard notation on Lebesgue and Sobolev spaces applies throughout the paper and
. For a regular triangulation T of the polygonal Lipschitz domain Ω ⊂ R n into simplices with maximal mesh-size h max ,
where P k (T ) denotes the polynomials of degree at most k in T ;
The notation a b means there exists a generic h max -independent constant C such that a ≤ Cb; a ≈ b abbreviates a b a. In the sequel, C rel and C eff denote generic reliability and efficiency constants. The set of all n × n real symmetric matrices is S := R n×n sym . The space of R n×n sym -valued continuous functions defined over the domain Ω is denoted by C(Ω, S).
2 Well-posedness of the discrete problem
This section presents sufficient conditions for the stability of nonconforming discretizations of a well-posed linear problem. Subsection 2.1 introduces abstract hypotheses (H1)-(H4) and a condition on the parameters thereof sufficient for a discrete inf-sup condition for the sum a + b of two bilinear forms a, b : X × Y → R extended to superspaces
2 discusses a first application to second-order non-self adjoint and indefinite elliptic problems [7] .
Abstract discrete inf-sup condition
Let X (resp. Y ) be a real Banach space with norm • X (resp.
• Y ) and suppose X and X h (resp. Y and Y h ) are two complete linear subspaces of X (resp. Y ) with inherited norms Let the bilinear forms a and b be associated to the linear operators A and B ∈ L(X ;Y * ), e.g., Ax := a(x, •) ∈ Y * for all x ∈ X . Suppose that the linear operators A and A + B ∈ L(X ;Y * ) associated to the bilinear forms a and a + b are invertible and that
The following abbreviations a := A L(X;Y * ) and A −1 := A −1 L(Y * ;X) apply and b represents the bound of the bilinear form b| X×Y . Provided (H4) holds with 0 ≤ Λ 4 < ∞, set β := β
In the applications discussed in this paper, δ 1 + δ 2 + δ 3 from (H1)-(H3) will be smaller than α β so that the subsequent result provides a discrete inf-sup condition with β h > 0. 
Proof. Given any x h ∈ X h with x h X h = 1, define
The inf-sup condition (2.3) and Aη = Bx lead to
This and triangle inequalities imply
The definition of ξ and η, the boundedness of the operator A −1 and the bilinear form b| X×Y yield
The combination of (2.5)-(2.6) reads
The triangle inequality and (2.8)-(2.9) lead to
With the definition of β in (2.4), this reads
For given x h + ξ ∈ X and for any 0 < ε < α, the inf-sup condition (2.2) implies the existence of some y ∈ Y with y Y = 1 and
Since a(ξ , C y h ) = b(x h , C y h ) for y h := P y, the latter term is equal to
The combination of (2.10)-(2.12) and ε ց 0 in the end result in
The last estimate holds for an arbitrary x h with x h X h = 1 and so proves the discrete inf-sup condition α β − (
Second-order linear non-selfadjoint and indefinite elliptic problems
This subsection applies (H1)-(H4) to second-order linear self-adjoint and indefinite elliptic problems and establishes a priori estimates for conforming and nonconforming finite element methods under more general conditions on smoothness of the coefficients of the elliptic operator vis-à-vis [7] .
Mathematical model
The strong form of a second-order problem with coefficients
Recall that T 0 is an initial triangulation of the polygonal bounded Lipschitz domain Ω into simplices. Let T be some standard set of refinements of T 0 into shape-regular triangulations. Let κ be a universal constant such that the maximal diameter diam(B) of a ball
e. x ∈ Ω and suppose that the entries A jk of A are uniformly continuous on any (compact) K ∈ T 0 . Then, for u, v ∈ V, the expression
defines a scalar product on V equivalent to the standard scalar product in the sense that the
In terms of the scalar product a(•, •) from (2.14), the bilinear form b : V ×V → R with
and the linear form F ∈ L 2 (Ω) * ⊂ H −1 (Ω) =: V * with F(v) :=´Ω f v dx for all v ∈ V , the weak formulation of (2.13) seeks the solution u ∈ V to
Conforming FEM
The set of all edges of the shape-regular triangulation T of the polygonal domain Ω into triangles is denoted by E . Denote
The set of all internal vertices (resp. boundary vertices) and interior edges (resp. boundary edges) of T are denoted by N (Ω) (resp. N (∂ Ω)) and E (Ω) (resp. E (∂ Ω)). Let P 1 (T ) denote the piecewise affine functions in L ∞ (Ω) with respect to the triangulation T so that the associated P 1 conforming finite element function spaces without and with (homogeneous) boundary conditions read
The interior nodes N (Ω) label the nodal basis functions ϕ z with patch 
(a) The piecewise integral mean
Remark 2.1. The parameter δ for (a) to hold depends on ε > 0 and on the uniform continuity constants of the coefficients A| K ∈ C(K; S) for any (of the finitely many) K ∈ T 0 . The condition A ∈ C(T 0 ; S) can be relaxed as long as the estimate in (a) holds for sufficiently small ε.
Remark 2.2. The parameter δ for (b) to hold depends on ε > 0 and the operator A ∈ L (V ;V * ) associated to the scalar product a via Av = a(v, •) ∈ V * for all v ∈ V and on κ, λ , λ , and Ω. Part (b) holds for A ∈ L ∞ (Ω; S) even without any further continuity conditions. Moreover, A can be replaced by any bijection B ∈ L(V ;V * ).
Proof. (a) For any given coefficients
Since there are finitely many coefficients and domains in T 0 , it follows A − A 0 ∞ < ελ for all sufficiently small δ . This and standard results on eigenvalues in numerical linear algebra prove (a).
(b) The assertion is included in [25] and so is merely outlined. The Rellich compact embedding theorem
for any triangulation T ∈ T(δ ) and the nodal interpolation I in S 1 0 (T ); the constant C depends on max j=1, ..., J D 2 ξ j and the shape-regularity parameter κ. For any g ∈ L 2 (Ω) \ {0}
, the condition C(κ)h < ε/3 implies that there exists at least one index j ∈ {1, . . . , J} with z ∈ B(z j , ε/3) and so, with (2.20) in the end,
A rescaling of the previous estimate yields 
with respect to T ∈ T(δ ). Moreover, with the bound M of the bilinear form a + b : V ×V → R, when V is endowed with the norm
Proof. This follows from Theorem 2.1 with 
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To conclude the discrete inf-sup condition, it is sufficient to verify that the parameters involved in (H1)-(H4) can be chosen such that the discrete inf-sup constant in Theorem 2.1 is positive. Let Q and C be the identity, while P ∈ L(V ;V h ) be the Galerkin projection onto V h with respect to a, i.e. a(v − Pv, •) = 0 in V h for all v ∈ V . Then the parameters in (H1), (H3), and (H4) are δ 1 = δ 3 = Λ 4 = 0. The choice of the parameter δ 2 in (H2) concerns v ∈ V and u C ∈ S 1 0 (T ) with |||v||| = 1 = |||u C ||| and the solution z ∈ V to a(z,
Given any ε > 0, Lemma 2.2.b implies the existence of δ > 0 and z C ∈ S 1 0 (T ) with |||z − z C ||| ≤ ε g for all T ∈ T(δ ). This leads to
A combination with (2.22) results in
, apply Theorem 2.1 with δ 1 = δ 3 = Λ 4 = 0, a = 1, δ 2 ≤ λ β /2 and λ ≤ α to obtain the discrete inf-sup condition with β h ≥ λ β /2 =: β 0 .
The proof of the quasi-optimality convergence (2.21) is nowadays standard. The oblique Galerkin projection G : V → V , defined by [20, 26] ; V is endowed with the norm
This proves the estimate
Remark 2.3. The proof of β h 1 for sufficient small h does not utilize the continuity condition on A; it is sufficient that A ∈ L ∞ (Ω; S) with (2.15).
Remark 2.4. The discrete space V h solely satisfies
(Ω) and so allows for hp discrete spaces. The condition T ∈ T(δ ) allows for local mesh-refining.
Nonconforming FEM
The non-conforming Crouzeix-Raviart (CR) finite element spaces read
This subsection establishes the well-posedness of the nonconforming discretization problem. The bilinear forms a NC , b NC :
The nonconforming FEM seeks the discrete solution
Notice that |||•||| NC := ∇ NC • with the piecewise action of ∇ NC of the gradient is a norm on CR 1 0 (T ). Theorem 2.4. There exist positive constants δ and β 0 such that any T ∈ T(δ ) satisfies
and endow the vector space
with the norm |||•||| NC := ∇ NC • . Here and throughout the paper, the jump of v ∈ V across any interior face
and is bounded, (2.3) holds with β = L −1 > 0. Let P := I NC ∈ L( V ;CR 1 0 (T )) be the nonconforming interpolation operator defined by
with the edge-oriented basis functions ψ E of CR 1 0 (T ) which satisfy ψ E (mid(E)) = 1 and ψ E (mid(F)) = 0 for all F ∈ E \ {E}. For any v CR ∈ CR 1 0 (T ), the conforming companion CR is L 2 orthogonal to the space P 1 (T ) of piecewise first-order polynomials, (b) enjoys the integral mean property of the gradient
and (c) satisfies the approximation and stability property
Note that J is a right inverse to I NC in the sense that
29) implies (H4).
Since β h is the smallest singular value σ min (B) of the coefficient matrix B associated to a h + b h , it is equal to the inf-sup constant β h = σ min (B T ) related to the dual discrete problem as well, in which u h and v h are interchanged. Without loss of generality, we will assume throughout this proof that a and b are defined, for all u, v ∈ V , by
Note that A − A 0 ∞ ≤ ελ and a use of Riesz representation theorem leads to z a ≤
The integral mean property of the gradient Π 0 ∇ = ∇ NC I NC and the fact that Π 0 ∇ is the L 2 best approximant of the gradient results in |||z − I NC z||| NC ≤ min
The aforementioned estimates and (2.31) imply (H1), namely
for all T ∈ T and leads to
This verifies (H1)-(H4) and Theorem 2.1 proves β − O(ε + h max ) ≤ β h . A choice of sufficiently small ε and h max concludes the proof.
The paper [7] includes an error analysis of the nonconforming FEM for second-order linear non-selfadjoint and indefinite elliptic problems (2.13) (and (2.17)) under more restrictive conditions on the smoothness of the coefficients. 
This leads in (2.38) to
Since ∇ NC w ⊥ P 0 (T ; R n ) in L 2 (Ω; R n ) and w ⊥ P 1 (T ; R n ), an upper bound for the first two terms equalsˆΩ
This and a triangle inequality conclude the proof.
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A class of semilinear problems with trilinear nonlinearity
This section is devoted to an abstract framework for an a priori and a posteriori analysis to solve a class of semilinear problems.
A priori error control
Suppose X and Y are real Banach spaces and let the quadratic function N : X → Y * be of the form
with a leading linear operator A ∈ L(X ;Y * ) and F ∈ Y * for the affine operator L x := Ax − F for all x ∈ X and a bounded trilinear form Γ : X × X ×Y → R.
To approximate a regular solution of N(u) = 0, the discrete version involves some discrete spaces X h and Y h and discrete function
The a priori error analysis is based on the Newton-Kantorovich theorem and involves the abstract discrete inf-sup results of Subsection 2. 
Suppose 4δ Γ < β 0 and δ 6 + δ + r − ≤ ε for some ε > 0 and for
Then (A)-(B) hold with the above ε and δ and ρ := β 0
The proof is based on the Newton-Kantorovich convergence theorem found, e.g., in [ 
Suppose that DN h is Lipschitz continuous with Lipschitz constant 2 Γ in the closed ball B(x 1 , r − ) around the first iterate
then there exists a unique root u h ∈ B(x 1 , r − ) of N h and the Newton iteration with initial iterate x h converges R-quadratically to u h in B(x h , ρ).

Proof of Theorem 3.1. The bounded trilinear form Γ h leads to the Frechét-derivative
According to (H1)-(H4), Theorem 2.1 leads to an inf-sup constant ≥ α β − (δ 1 + δ 2 + δ 3 ) for the bilinear form a h + Γ(u,
With x h from (H6), a triangle inequality leads to an inf-sup constant
The first estimate of (3.4) follows from 4δ Γ < β 0 and (δ 1 + δ 2 + δ 3 + 2 Γ δ 6 ) < α β . Notice that it follows in the second estimate in (3.4) that
To estimate N h (x h ) in the norm of Y * h , let y h ∈ Y h with y h Y h = 1 and set y := C y h ∈ Y . Since N(u; y) = 0,
The first two terms are equal to
The definition δ 6 in (H6) proves
Up to the factor 2, the last two terms in (3.6) are equal to
The combination of the preceding three displayed estimates with (3.5)-(3.6) implies the second estimate in (3.4) with δ from (3.2) via β
torovich theorem applies because of 4δ Γ < β 0 . Since u h is the unique root of N h in B(x 1 , r − ), a successive use of the triangle inequality leads to
This and Theorem 3.2 conclude the proofs of (A)-(B).
Remark 3.1. In the applications, if h max is chosen sufficiently small, the constants δ 1 , δ 2 , δ 3 , δ 5 , and δ 6 are also small. In particular, δ from (3.2) is small and this ensures the condition 4δ Γ < β 0 .
Best approximation
This subsection discusses the best approximation result (C) for regular solutions of semilinear problems with trilinear nonlinearity.
Remark 3.2. The extra term N (u) Y *
h that appears in the best approximation result in Theorem 3.3 will be discussed afterwards and is in fact some best approximation and data approximation term. 
Proof. Given the best approximation u * h to u in X h with respect to the norm in X, set e h := u * h − u h ∈ X h and apply the discrete inf-sup condition to obtain some y h ∈ Y h with y h Y h = 1 and
Since the quadratic Taylor expression of
The sum of (3.7) and (3.8) with D 2 N(u; e, e, y h ) = 2Γ(e, e, y h ) lead to
This and triangle inequality shows
The assertion (A) implies that there exists δ > 0 such that for all T ∈ T(δ ), e X < β 0 / Γ . This completes the proof of (C) with apx(
there exists δ > 0 such that for all T ∈ T(δ ), e X = u − u C X < β 0 / Γ . Hence, Theorem 3.3 implies the quasi-optimality of the conforming FEM. 
Since N(u) = 0, for all v CR ∈ CR 1 0 (T ) with |||v CR ||| NC = 1 and w := v CR − Jv CR , it follows
Arguing as in the proof of Theorem 2.5, one concludes
This illustrates that Theorem 3.3 is a generalization of Theorem 2.5.
A posteriori error control
The regular solution u to N(u) = 0 is approximated by some x h ∈ X h sufficiently close to u such that the Theorem 3.4 below asserts reliability (3.9) and efficiency (3.10)-(3.11).
Theorem 3.4. Any x h ∈ X h with u
Proof. Abbreviate ξ = Qx h and e := u−ξ . Recall that the bilinear form a+b is associated to the derivative DN(u; •, •) ∈ L(X ;Y * ) with inf-sup constant β > 0. Hence for any 0 < ε < β there exists some y ∈ Y with y Y = 1 and DN(u; e, y) . (3.12) Since N(u) = 0 and N is quadratic, the finite Taylor series
is exact. This, D 2 N(u; e, e, y) = 2Γ(e, e, y), and (3.12) imply
With ε ց 0 and β − Γ e X > 0, this leads to
A triangle inequality u − x h X ≤ e X + Qx h − x h X concludes the proof of (3.9).
Recall that (H4) implies (3.10). This and a triangle inequality imply
The identity (3.13) results in
The combination of the previous two displayed estimates yields (3.11). Proof. For x h ∈ X h sufficiently close to regular solution u, that is, for u − Qx h X < β / Γ , Theorem 3.4 implies 
The local Lipschitz continuity of N reads N(Qx
h ) − N(x h ) X * ≤ L Qx h − x h X *
Stream function vorticity formulation of the incompressible 2D Navier-Stokes problem
This section is devoted to the stream function vorticity formulation of 2D Navier-Stokes equations with viscosity ν > 0. For any f ∈ L 2 (Ω) in a polygonal bounded Lipschitz domain Ω, there exists [22] at least one weak solution u ∈ V := H 2 0 (Ω) to
The weak formulation to (4.1) seeks u ∈ V such that
The associated bilinear form a : V ×V → R and the trilinear form Γ :
and F ∈ V * is given by F(φ ) :=ˆΩ f φ dx for all η, χ, φ ∈ V . For φ ∈ V , the norm |||•||| on V is defined by |||φ ||| 
The 2D Navier-Stokes equation in the weak stream function vorticity formulation (4.2) seeks u ∈ V with N(u) = 0.
Conforming FEM
Let V C be a conforming finite element space contained in C 1 (Ω) ∩ V ; for example, the spaces associated with Bogner-Fox-Schmit, HCT, or Argyris elements [14] . The conforming FE formulation corresponding to N(u) = 0 seeks u C ∈ V C such that
Theorem 4.1 (A priori error estimate). Provided u is a regular solution to N(u) = 0, for sufficiently small δ , the assertions (A), (B), and (C) hold with apx(T ) ≡ 0 for all T ∈ T(δ ).
For C and Q chosen as identity, the parameters in the hypotheses (H1) and (H3)-(H5) are defined by δ 1 = δ 3 = Λ 4 = δ 5 = 0.
The regularity results for the biharmonic operator
. Similarly, the regularity results for the Navier-Stokes problem [1, Section 6(b)] ensure that u ∈ H 2+s (Ω). The Hölder inequality and the imbed-
Given any θ h ∈ V C with θ h H 2 (Ω) = 1, b(θ h , •) ∈ H −1 (Ω) and the solution z to the biharmonic problem a(z, φ ) = b(θ h , φ ) for all φ ∈ X satisfies z ∈ H 2+s (Ω) and z H 2+s (Ω) ≤ C |||θ h |||. This regularity and the Galerkin projection P with the approximation property |||u − Pu||| h s max [2] lead to
That is, δ 2 h s max and for sufficiently small chosen mesh-size, the discrete inf-sup in Theorem 2.1 holds. The choice x h = Pu implies (H6) with δ 6 h s max . Since V C is a conforming finite element space, Theorem 3. To formulate an explicit residual based a posteriori error estimator for the stream function vorticity formulation of 2D Navier-Stokes equations, some notation for the differential operators are introduced. For any scalar function v, vector field Φ = (φ 1 , φ 2 ) T , and tensor
, and divσ =
For any K ∈ T and E ∈ E , let the volume and edge estimators be defined by 
The proof utilizes a quasi-interpolation operator which is introduced now.
Lemma 4.3 (Interpolation result)
. [6, 16] There exists an interpolation operator Π h :
and Π K satisfies the following property.
where ω K is the interior of the union of the triangles in T sharing a vertex with K.
Proof of Theorem 4.2. Set
Then for δ chosen sufficiently small, assertion (C) in Theorem 4.1 implies |||u − u C ||| < β / Γ . A use of Q = I and (3.9) from Theorem 3.4 lead to
Since V is a Hilbert space, a corollary of the Hahn-Banach theorem leads to φ ∈ V with |||φ ||| = 1 and
Two successive integrations by parts result in
An integration by parts in the nonlinear term
where τ E denotes the unit tangential vector to the edge E ∈ E . The reliability result follows with standard arguments from aforementioned estimates (4.7)-(4.8) in (4.6), (4.5) and Lemma 4.3. Standard bubble function techniques [27] lead to the efficiency estimates.
Morley FEM
The nonconforming Morley element space V h := M (T ) associated with the triangulation T is
v M is continuous at N (Ω) and vanishes at N (∂ Ω), for all
The discrete formulation associated to (4.2) seeks u M ∈ M (T ) such that
where, for all η, χ, φ ∈ M (T ), 
Lemma 4.6 (Enrichment). [3, 17] There exists an enrichment operator E M :
Lemma 4.7.
[3] For η ∈ H 2+s (Ω), s ∈ (1/2, 1] being the index of elliptic regularity, and ϕ M ∈ M (T ), there exists a positive constant C independent of h such that
Proof of Theorem 4.4. Set
As in Theorem 4.1, we have u ∈ H 2+s (Ω). The Hölder inequality, the imbedding results 
Hence, Theorems 3.1 and 3.3 apply and the assertions (A), (B), and (C) follow.
A posteriori error estimate
For any K ∈ T and E ∈ E , let the volume and edge estimators be defined by
Here and in the rest of the paper, the average of φ ∈ X across the interior face 
This leads to
The substitution of this in (4.11) yields
A substitution of (4.13) in (4.12) and a use of Cauchy-Schwarz inequality, Lemma 4.5, Lemma 4.6 imply the asserted reliability.
Remark 4.1. The efficiency of the estimator is still open, thanks to the average term
occuring in the definition of η E .
Von Kármán equations
Given a load function f ∈ L 2 (Ω), the von Kármán equations model the deflection of very thin elastic plates with vertical displacement u ∈ H 2 0 (Ω) and the Airy stress function v ∈ H 2 0 (Ω) such that
Here and throughout the section,
where cof(D 2 η) is the co-factor matrix of D 2 η. The abstract theory developed in Section 2-3 applies to the von Kármán equations (5.1). Its weak formulation seeks u, v
for all η, χ, ϕ ∈ V := H 2 0 (Ω). For X := V × V with X * as its dual space, the operator N : X → X * is defined by
where
Define the product norm on X by |||Φ||| :
With the above notation, the problem seeks Ψ ∈ X with N(Ψ) = 0. Note that the bilinear form A(•, •) is coercive and bounded, and the trilinear form Γ(•, •, •) is bounded [23] .
Conforming FEM
With the notation of Section 4.1 on V C , the conforming finite element formulation seeks
Theorem 5.1 (A priori estimate). Provided Ψ is a regular solution to N(Ψ) = 0, for sufficiently small δ , the assertions (A), (B), and (C) with apx(T ) ≡ 0 hold for all T ∈ T(δ ).
Proof. The proof is analogous to the proof of Theorem 4.1 and hence the details are skipped. It is based on the fact that the exact solution Ψ belongs to (H 2+s (Ω)) 2 with the elliptic regularity index [1] s ∈ (1/2, 1] and hence the following bound holds
. Since X is a Hilbert space, a corollary of the Hahn-Banach theorem leads to some Φ ∈ X with |||Φ||| = 1 such that
Recall that Ψ C = (u C , v C ) and denote Φ − Π h Φ =: (χ 1 , χ 2 ). Successive integration by parts result in
This and the definition of Γ(•, •, •) lead to the residual
The combination of above displayed equations and Lemma 4.3 lead to the reliability result. The efficiency follows by standard bubble function techniques [27] .
Morley FEM
The nonconforming finite element formulation corresponding to N(Ψ) = 0 seeks Ψ M ∈ X M := M (T ) × M (T ) such that For Θ h ∈ X M with |||Θ h ||| NC = 1, H 1 (Ω) ֒→ L 4 (Ω) implies that Γ(Ψ, Θ h , •) ∈ (H −1 (Ω)) 2 and the unique solution Z ∈ X to the biharmonic problem A(Z, Φ) = Γ(Ψ, Θ h , Φ) for all Φ ∈ X satisfies Z ∈ (H 2+s (Ω)) 2 . For ϕ M ∈ M (T ), the inverse estimate 
. The proof follows by employing the properties of the Morley interpolation and enrichment operators.
