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Les bases de données (BDs) d’occupation du sol (OCS) sont d’une grande
utilité, par exemple pour le suivi des ressources naturelles, de l’aménagement du
territoire et le pilotage des politiques publiques. Aﬁn d’améliorer ce suivi, les uti-
lisateurs recherchent des niveaux de détails tant géométriques que sémantiques
très ﬁns. Ainsi, une telle BD d’occupation du sol à grande échelle (OCS-GE) est
en cours de constitution à l’Institut National de l’Information Géographique et
Forestière (IGN). Cependant, pour répondre aux besoins des utilisateurs, cette
BD doit être mise à jour le plus régulièrement possible, avec une notion de mil-
lésime. Ainsi, des méthodes automatiques de mise à jour doivent être mises en
place, aﬁn de traiter rapidement des zones étendues. Par ailleurs, les satellites
d’observation de la terre ont fait leurs preuves dans l’aide à la constitution de
BD d’OCS à des échelles comparables à celle de Corine Land Cover (CLC). Avec
l’arrivée de nouveaux capteurs très haute résolution (THR), comme celle du sa-
tellite Pléiades, la question de la pertinence de ces images pour la mise à jour de
BD d’OCS-GE se pose naturellement. Ainsi, l’objet de cette thèse est de dévelop-
per une méthode automatique de mise à jour de BDs d’OCS-GE, à partir d’une
image satellite THR monoscopique (aﬁn de réduire les coûts d’acquisition), tout
en garantissant la robustesse des changements détectés.
Le cœur de la méthode est un algorithme d’apprentissage supervisé multi-
niveaux appelé Multi Level, Multi Object Learning (MLMOL), qui permet de
prendre en compte au mieux les apparences, éventuellement multiples, de chaque
thème de la BD. Cet algorithme, complètement indépendant du choix du classi-
ﬁeur et des attributs extraits de l’image, peut être appliqué sur des jeux de don-
nées très variés. De plus, la multiplication de classiﬁcations permet d’améliorer
la robustesse de la méthode, en particulier sur des thèmes ayant des apparences
multiples (e.g., champs labourés ou non, bâtiments de type maison ou hangar
industriel, . . . ).
De plus, l’algorithme d’apprentissage est intégré dans une chaîne de traite-
ments (LuPiN) capable, d’une part de s’adapter automatiquement aux diﬀérents
thèmes de la BD pouvant exister et, d’autre part, d’être robuste à l’existence de
thèmes hétérogènes. LuPiN repose sur l’extraction d’un très grand nombre d’at-
tributs spatiaux et spectraux issus de la littérature, délivrant des informations
spectrales, mais également morphologiques et de texture. Ce très grand nombre
d’attributs, couplé à une sélection d’attributs par thème, permet d’obtenir des
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classiﬁcations de qualité sur des thèmes très variés. La chaîne de traitements
fournit une carte de probabilité de changements permettant de garder une me-
sure de la conﬁance dans le résultat obtenu et, ainsi, de diriger le travail d’un
opérateur, soit sur les zones de changements certains, soit sur les zones d’incerti-
tude. La méthode est validée sur diﬀérents jeux de données simulées ou générées
à partir d’images satellite THR.
Puis, la méthode est appliquée avec succès à une image Pléiades, sur une
zone à proximité de Tarbes (65) couverte par la BD OCS-GE constituée par
IGN. Les résultats obtenus montrent l’apport des images Pléiades tant en terme
de résolution sub-métrique que de dynamique spectrale. En eﬀet, ces images
permettent d’avoir des résultats de classiﬁcation corrects, même sur des thèmes
comme les routes et les bâtiments qui nécessitent habituellement des méthodes
spéciﬁques, grâce aux attributs de texture et de forme (proﬁl morphologique,
SFS, . . . ). D’autre part, la méthode proposée permet de fournir des indicateurs
pertinents de changements sur la zone.
Nous montrons par ailleurs que notre méthode peut fournir une aide précieuse
à la constitution de BD d’OCS issues de la fusion de diﬀérentes BDs. En eﬀet,
notre méthode a la capacité de prise de décisions lorsque la fusion de BDs génère
des zones de recouvrement, phénomène courant notamment lorsque les données
proviennent de diﬀérentes sources, avec leur propre spéciﬁcation. De plus, notre
méthode permet également de compléter d’éventuelles lacunes dans la zone de
couverture de la BD générée, mais aussi d’étendre cette couverture sur l’emprise
d’une image couvrant une étendue plus large.
Enﬁn, la chaîne de traitements LuPiN est appliquée à diﬀérents jeux de don-
nées de télédétection aﬁn de valider sa polyvalence et de juger de la pertinence
de ces données. Les résultats montrent sa capacité d’adaptation aux données de
diﬀérentes résolutions utilisées (Pléiades à 0,5m, SPOT 6 à 1,5m et RapidEye
à 5m), ainsi que sa capacité à utiliser les points forts des diﬀérents capteurs,
comme par exemple le canal red-edge de RapidEye pour la discrimination du
thème forêts, le bon compromis de résolution que fournit SPOT 6 pour le thème
zones bâties et l’apport de la THR de Pléiades pour discriminer des thèmes
précis comme les routes ou les haies.
Mots Clés : Télédétection, Classiﬁcation, Apprentissage, Mise à jour de BD,
Occupation du sol, Images satellite THR, Pléiades.
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Abstract
Land-Cover geospatial databases (LC-BDs) are mandatory inputs for various
purposes such as for natural resources monitoring, land planning, and public
policies management. To improve this monitoring, users look for both better
geometric, and better semantic levels of detail. To fulﬁll such requirements, a
large-scale LC-DB is being established at the French National Mapping Agency
(IGN). However, to meet the users needs, this DB must be updated as regu-
larly as possible while keeping the initial accuracies. Consequently, automatic
updating methods should be set up in order to allow such large-scale compu-
tation. Furthermore, Earth observation satellites have been successfully used to
the constitution of LC-DB at various scales such as Corine Land Cover (CLC).
Nowadays, very high resolution (VHR) sensors, such as Pléiades satellite, allow
to product large-scale LC-DB. Consequently, the purpose of this thesis is to
propose an automatic updating method of such large-scale LC-DB from VHR
monoscopic satellite image (to limit acquisition costs) while ensuring the robust-
ness of the detected changes.
Our proposed method is based on a multilevel supervised learning algorithm
MLMOL, which allows to best take into account the possibly multiple appea-
rances of each DB classes. This algorithm can be applied to various images and
DB data sets, independently of the classiﬁer, and the attributes extracted from
the input image. Moreover, the classiﬁcations stacking improves the robustness
of the method, especially on classes having multiple appearances (e.g., plowed
or not plowed ﬁelds, stand-alone houses or industrial warehouse buildings, . . . ).
In addition, the learning algorithm is integrated into a processing chain
(LuPiN) allowing, ﬁrst to automatically ﬁt to the diﬀerent existing DB themes
and, secondly, to be robust to in-homogeneous areas. LuPiN is based on the extrac-
tion of a large number of attributes (from the remote sensing and the computer
vision literature), providing spectral, morphological, and textural information.
These attributes, coupled with an attributes selection for each DB classes, pro-
vides high quality classiﬁcations on a large range of classes. Furthermore, the
workﬂow provides a probability change map, allowing to keep a conﬁdence mea-
sure, and so to point a manual operator either on changes areas, or on areas of
uncertainty. The method is assessed on several simulated or generated data sets
derived from VHR satellite images.
As a result, the method is successfully applied to a Pleiades image on an area
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near Tarbes (southern France) covered by the IGN large-scale LC-DB. Results
show the contribution of Pleiades images (in terms of sub-meter resolution and
spectral dynamics). Indeed, thanks to the texture and shape attributes (morpho-
logical proﬁles, SFS, . . . ), VHR satellite images give good classiﬁcation results,
even on classes such as roads, and buildings that usually require speciﬁc me-
thods. Moreover, the proposed method provides relevant change indicators in
the area.
In addition, our method provides a signiﬁcant support for the creation of
LC-DB obtain by merging several existing DBs. Indeed, our method allows to
take a decision when the fusion of initials DBs generates overlapping areas, parti-
cularly when such DBs come from diﬀerent sources with their own speciﬁcation.
In addition, our method allows to ﬁll potential gaps in the coverage of such
generating DB, but also to extend the data to the coverage of a larger image.
Finally, the proposed workﬂow is applied to diﬀerent remote sensing data
sets in order to assess its versatility and the relevance of such data. Results
show that our method is able to deal with such diﬀerent spatial resolutions data
sets (Pléiades at 0.5m, SPOT 6 at 1.5m and RapidEye at 5m), and to take into
account the strengths of each sensor, e.g., the RapidEye red-edge channel for
discrimination theme forest, the good balance of the SPOT 6 resolution for built-
up areas classes and the capability of VHR of Pléiades images to discriminate
objects of small spatial extent such as roads or hedge.
Keywords : Remote sensing, Classiﬁcation, Learning, DB updating, Land Co-
ver, VHR satellite images, Pléiades.
vi
Remerciements
Ces trois ans de thèse ont été pour moi une expérience très enrichissante
autant sur le plan professionnel que personnel et ont également été l’occasion de
rencontres, de discussions et de partage avec diﬀérentes personne que je tiens à
remercier chaleureusement.
Je commencerais naturellement par mes encadrants, Nicolas Paparoditis, qui
m’a convaincu de faire cette thèse et soutenu tout au long de ce travail et Nicole
Vincent, qui a toujours été présente et m’a guidé durant ces trois années. Je
tiens également à remercier spécialement Clément Mallet pour m’avoir suivi (et
supporté) jusqu’à la ﬁn de ma thèse.
Je voudrais aussi remercier toute les personnes du laboratoire MATIS, avec
qui j’ai partagé beaucoup de moments très enrichissants, aux râleurs du matin
(Nicolas D., Bertrand et Fabien), aux anciens pour leur sagesse (Nicolas C.,
Bruno, Mathieu, Bahman), à Laman pour la pause thé de 16h, à tous les autres
pour leurs conseils, leurs aides ou leur bonne humeur (Emmanuel, Jean-Pierre,
David, Laurent, . . . ) et encore une fois à Bertrand pour la feuille de style de ce
manuscrit.
Un grand merci également aux doctorants qui ont partagé avec moi les joies
du doctorat : Rémi, JC, Shown, Murat et Arnaud (parce que « Dieu croit en
Chuck Le Bris »), sans oublier mon petit Fabrice pour les « tre bicchieri di vino
rosso » et tous les moments de galère partagés.
Je tiens à remercier les membres de ma famille pour m’avoir soutenu et
encouragé pendant ces trois années de thèses, en particulier papa et maman
qui m’ont fait le plaisir et l’honneur de venir jusqu’à Paris pour assister à ma
soutenance.
Enﬁn un grand merci à Éloïse, pour m’avoir supporté et cencouragé ces trois







Table des matières xii
I Introduction 1
1 Contexte 3
1.1 Les bases de données d’occupation du sol . . . . . . . . . . . . . 4
1.1.1 Diﬀérentes nomenclatures pour diﬀérents usages . . . . . 5
1.1.2 Constitution de l’OCS-GE à l’IGN . . . . . . . . . . . . . 10
1.1.3 Besoin de complétion et de mise-à-jour . . . . . . . . . . . 11
1.2 Évolution des données satellite et nouveaux capteurs très haute
résolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.2.1 Évolution des capteurs optiques spatiaux . . . . . . . . . 12
1.2.2 Les capteurs très haute résolution . . . . . . . . . . . . . 13
1.3 Problématique et approche proposée . . . . . . . . . . . . . . . . 16
1.3.1 Problématique . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3.2 Stratégie générale . . . . . . . . . . . . . . . . . . . . . . 17
1.3.3 Organisation du manuscrit . . . . . . . . . . . . . . . . . 17
II État de l’art 19
2 Méthodes de détection de changements et de mise à jour de
bases de données en télédétection 21
2.1 Entre deux ou plusieurs images . . . . . . . . . . . . . . . . . . . 23
2.1.1 Couple d’images . . . . . . . . . . . . . . . . . . . . . . . 23
2.1.2 Série d’images . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 Entre une base de données et une (ou plusieurs) image(s) . . . . 25
2.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3 Quels attributs pour la classiﬁcation d’images à très haute ré-
ix
solution spatiale ? 29
3.1 Attributs spectraux . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.1.1 Thématiques . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.2 Espaces colorimétriques . . . . . . . . . . . . . . . . . . . 32
3.2 Attributs de texture . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.1 Analyse statistique . . . . . . . . . . . . . . . . . . . . . . 36
3.2.2 Analyse fréquentielle . . . . . . . . . . . . . . . . . . . . . 42
3.3 Attributs géométriques et notion d’objet . . . . . . . . . . . . . . 47
3.3.1 Attributs de forme . . . . . . . . . . . . . . . . . . . . . . 48
3.3.2 Attributs morphologiques . . . . . . . . . . . . . . . . . . 48
3.3.3 Notion d’objet (ou région) . . . . . . . . . . . . . . . . . . 50
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4 Réduction de dimension et sélection d’attributs 55
4.1 Réduction de dimension . . . . . . . . . . . . . . . . . . . . . . . 56
4.1.1 Méthodes linéaires . . . . . . . . . . . . . . . . . . . . . . 56
4.1.2 Méthodes non-linéaires . . . . . . . . . . . . . . . . . . . . 57
4.2 Sélection d’attributs . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.1 Méthodes d’exploration . . . . . . . . . . . . . . . . . . . 59
4.2.2 Méthodes d’évaluation . . . . . . . . . . . . . . . . . . . . 59
4.2.3 Sélection d’attributs en télédétection . . . . . . . . . . . . 60
4.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5 Méthodes de classiﬁcation et leurs utilisations en télédétection 63
5.1 Classiﬁcation non-supervisée . . . . . . . . . . . . . . . . . . . . . 64
5.2 Classiﬁcation supervisée . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.1 Choix d’un ensemble d’apprentissage . . . . . . . . . . . . 66
5.2.2 Algorithmes de classiﬁcation supervisée . . . . . . . . . . 67
5.3 Ensemble et fusion de classiﬁeurs . . . . . . . . . . . . . . . . . . 73
5.3.1 Ensemble de classiﬁeurs . . . . . . . . . . . . . . . . . . . 73
5.3.2 Fusion de classiﬁeurs . . . . . . . . . . . . . . . . . . . . . 74
5.4 Évaluation d’une classiﬁcation . . . . . . . . . . . . . . . . . . . . 75
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
III Méthodologie de mise à jour de BD d’OCS 79
6 Méthodologie générique de mise à jour de bases de données
géographiques (MLMOL) 83
6.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.1.1 Structure des bases de données géographiques . . . . . . . 84
6.1.2 Lien entre base de données et image . . . . . . . . . . . . 86
6.1.3 Classiﬁcation supervisée binaire . . . . . . . . . . . . . . . 87
6.2 Inspection hiérarchique de la base de données géographique . . . 88
6.2.1 Niveau objet . . . . . . . . . . . . . . . . . . . . . . . . . 88
6.2.2 Niveau classe . . . . . . . . . . . . . . . . . . . . . . . . . 91
6.2.3 Niveau base de données . . . . . . . . . . . . . . . . . . . 91
6.3 Validation théorique de la méthode . . . . . . . . . . . . . . . . . 93
6.3.1 Présentation des données simulées . . . . . . . . . . . . . 93
x
6.3.2 Expérimentations . . . . . . . . . . . . . . . . . . . . . . . 94
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7 Intégration de la méthode MLMOL dans la chaine de traite-
ments LuPiN 101
7.1 Intégration de MLMOL dans la chaîne LuPiN . . . . . . . . . . . . 102
7.1.1 Extraction d’attributs . . . . . . . . . . . . . . . . . . . . 102
7.1.2 Sélection d’attributs . . . . . . . . . . . . . . . . . . . . . 104
7.1.3 Choix du classiﬁeur . . . . . . . . . . . . . . . . . . . . . 107
7.1.4 Choix de la méthode de fusion . . . . . . . . . . . . . . . 108
7.1.5 Premiers pas vers un passage à l’échelle . . . . . . . . . . 110
7.2 Expériences sur un jeu de données généré . . . . . . . . . . . . . 112
7.2.1 Description du jeu de données . . . . . . . . . . . . . . . . 112
7.2.2 Attributs et classiﬁcation . . . . . . . . . . . . . . . . . . 112
7.2.3 Complétion . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.2.4 Mise à jour . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.2.5 Complétion et mise à jour conjointes . . . . . . . . . . . . 114
7.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
IV Application à la mise à jour de données OCS 117
8 Mise à jour de BD OCS à partir d’une image Pléiades 119
8.1 Jeu de données . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
8.1.1 Image satellite . . . . . . . . . . . . . . . . . . . . . . . . 120
8.1.2 Occupation du sol . . . . . . . . . . . . . . . . . . . . . . 120
8.2 Résultats sur OCS simpliﬁée . . . . . . . . . . . . . . . . . . . . 124
8.3 Résultats sur OCS-GE . . . . . . . . . . . . . . . . . . . . . . . . 125
8.3.1 Étude chiﬀrée des classiﬁcations . . . . . . . . . . . . . . 127
8.3.2 Étude visuelle . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.3.3 Résultats supplémentaires . . . . . . . . . . . . . . . . . . 133
8.4 Étude des temps de traitement . . . . . . . . . . . . . . . . . . . 136
8.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
9 Application à diﬀérents jeux de données 143
9.1 Diﬀérentes résolutions spatiales . . . . . . . . . . . . . . . . . . . 144
9.1.1 Présentation des données . . . . . . . . . . . . . . . . . . 144
9.1.2 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
9.1.3 Étude visuelle . . . . . . . . . . . . . . . . . . . . . . . . . 147
9.2 Données multi-temporelles . . . . . . . . . . . . . . . . . . . . . . 149
9.2.1 Présentation des données . . . . . . . . . . . . . . . . . . 149
9.2.2 Méthodes utilisées . . . . . . . . . . . . . . . . . . . . . . 149
9.2.3 Résultats . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
9.2.4 Analyse visuelle . . . . . . . . . . . . . . . . . . . . . . . . 154
9.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
xi
V Conclusion et perspectives 159
10 Conclusion et perspectives 161
10.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
10.2 Contributions et limitations . . . . . . . . . . . . . . . . . . . . . 163
10.3 Perspectives d’améliorations et d’applications . . . . . . . . . . . 164
10.3.1 Améliorations des classiﬁcations . . . . . . . . . . . . . . 165
10.3.2 Passage à l’échelle . . . . . . . . . . . . . . . . . . . . . . 166
10.3.3 Applications envisagées . . . . . . . . . . . . . . . . . . . 168
Bibliographie 169
Termes et abréviations 193




1.1 Occupation du sol : Diﬀérentes échelles . . . . . . . . . . . . . . . 5
1.2 Corine Land Cover 2006 . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Occupation du sol Languedoc-Roussillon . . . . . . . . . . . . . . 8
1.4 Occupation du sol PACA et IdF . . . . . . . . . . . . . . . . . . 9
1.5 Occupation du sol IGN . . . . . . . . . . . . . . . . . . . . . . . . 11
1.6 Évolution des images satellite SPOT et Pléiades . . . . . . . . . 15
1.7 Schéma général de la chaîne de traitements LuPiN . . . . . . . . . 18
3.1 Représentation de la réponse spectrale de diﬀérents types de cou-
vertures du sol dans le domaine visible et proche-infrarouge. . . . 31
3.2 Extrait d’une image Pléiades . . . . . . . . . . . . . . . . . . . . 33
3.3 Espace colorimétrique TSL (Teinte Saturation Lumière). . . . . . 34
3.4 Extrait de l’image Pléiades en TLS . . . . . . . . . . . . . . . . . 34
3.5 Attributs de texture : notion d’échelle et d’isotropie . . . . . . . 35
3.6 Attributs statistiques extraits d’une image Pléiades . . . . . . . . 37
3.7 Attributs colorimétriques extraits d’une image Pléiades . . . . . 38
3.8 Attributs Haralick extraits d’une image Pléiades . . . . . . . . . 41
3.9 Attributs de complexité extraits d’une image Pléiades . . . . . . 42
3.10 Transformée de Fourier appliquée à une image Pléiades . . . . . . 43
3.11 Filtres de Haar appliqués à une image Pléiades . . . . . . . . . . 45
3.12 Ondelette de Gabor . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.13 Attributs Gabor extraits d’une image Pléiades . . . . . . . . . . 46
3.14 Autres attributs de texture extraits d’une image Pléiades . . . . 47
3.15 Attributs SFS extraits d’une image Pléiades . . . . . . . . . . . . 49
3.16 Proﬁls d’attributs morphologiques extraits d’une image Pléiades 51
3.17 Segmentations d’une image Pléiades . . . . . . . . . . . . . . . . 52
4.1 Réduction de dimension . . . . . . . . . . . . . . . . . . . . . . . 58
xiii
5.1 Résultats des k-moyennes . . . . . . . . . . . . . . . . . . . . . . 65
5.2 Séparateur à Vaste Marge . . . . . . . . . . . . . . . . . . . . . . 69
5.3 Utilisation d’un noyau dans les SVMs . . . . . . . . . . . . . . . 70
5.4 Schéma des Forêts Aléatoires . . . . . . . . . . . . . . . . . . . . 72
5.5 Matrice de confusion pour l’évaluation d’une classiﬁcation binaire. 76
5.6 Interprétation d’une courbe ROC . . . . . . . . . . . . . . . . . . 77
6.1 Schéma général de la méthode de mise à jour LuPiN . . . . . . . . 85
6.2 Représentation d’une base de données géographiques . . . . . . . 86
6.3 Schéma détaillé de la méthode MLMOL . . . . . . . . . . . . . . 89
6.4 Présentation des données simulées . . . . . . . . . . . . . . . . . 94
6.5 Résultat sur les données simulées . . . . . . . . . . . . . . . . . . 96
6.6 Résultats sur les données simulées . . . . . . . . . . . . . . . . . 98
7.1 Schéma des adaptations apportées à la méthode générale. . . . . 103
7.2 Importance des attributs par classe . . . . . . . . . . . . . . . . . 106
7.3 Comparaison des diﬀérents classiﬁeurs. . . . . . . . . . . . . . . . 109
7.4 Comparaison des diﬀérentes méthodes de fusion . . . . . . . . . . 110
7.5 Présentation du jeu de données générées . . . . . . . . . . . . . . 112
7.6 Données générées : résultats pour diﬀérentes couvertures . . . . . 113
7.7 Données générées : résultats pour diﬀérents changements . . . . . 114
7.8 Données générées : résultats chiﬀrés pour diﬀérents changements
et diﬀérentes couvertures . . . . . . . . . . . . . . . . . . . . . . . 115
7.9 Données générées : résultats en fonction de la couverture et du
changement dans la BD initiale . . . . . . . . . . . . . . . . . . . 115
8.1 Image Pléiades : Tarbes, septembre 2013 . . . . . . . . . . . . . . 121
8.2 BD OCS-GE produite par l’IGN sur Tarbes . . . . . . . . . . . . 123
8.3 Résultats sur BD simpliﬁée . . . . . . . . . . . . . . . . . . . . . 126
8.4 Résultats détaillés de classiﬁcation (Zone 1) . . . . . . . . . . . . 130
8.5 Résultats détaillés de classiﬁcation (Zone 2) . . . . . . . . . . . . 131
8.6 Résultats détaillés de classiﬁcation (Zone 3) . . . . . . . . . . . . 132
8.7 Résultats globaux de classiﬁcation . . . . . . . . . . . . . . . . . 133
8.8 Résultats globaux de classiﬁcation (5 thèmes) . . . . . . . . . . . 134
8.9 Carte de changements . . . . . . . . . . . . . . . . . . . . . . . . 135
8.10 Carte de changements (5 thèmes) . . . . . . . . . . . . . . . . . . 138
8.11 Détails de la carte de changements . . . . . . . . . . . . . . . . . 139
8.12 Détails résultats (superpositions) . . . . . . . . . . . . . . . . . . 140
8.13 Détails résultats (complétion) . . . . . . . . . . . . . . . . . . . . 141
xiv
9.1 Données Pléiades, SPOT 6 et RapidEye sur Tarbes . . . . . . . . 145
9.2 RapidEye (Red-Edge) . . . . . . . . . . . . . . . . . . . . . . . . 146
9.3 Détails des classiﬁcations (1/2) . . . . . . . . . . . . . . . . . . . 150
9.4 Détails des classiﬁcations (2/2) . . . . . . . . . . . . . . . . . . . 151
9.5 Données RapidEye multi-dates . . . . . . . . . . . . . . . . . . . 152
9.6 Méthodes de fusion multi-dates . . . . . . . . . . . . . . . . . . . 153
9.7 Comparaison détaillée des diﬀérentes fusions . . . . . . . . . . . . 157
A.1 Importance des attributs par classe pour les proﬁls morpholo-
giques (AP) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
A.2 Importance des attributs par classe pour les attributs colorimé-
trique (CD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
A.3 Importance des attributs par classe pour les attributs de textures
Haralick (HK) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
A.4 Importance des attributs par classe pour les attributs spectraux




1.1 Évolution des satellites SPOT et Pléiades . . . . . . . . . . . . . 14
3.1 Les huit canaux d’Haralick existants. . . . . . . . . . . . . . . . . 39
7.1 Liste des attributs utilisés . . . . . . . . . . . . . . . . . . . . . . 105
7.2 Nombre d’attributs uniques sélectionnés sur l’ensemble des thèmes
par famille d’attributs. . . . . . . . . . . . . . . . . . . . . . . . . 107
7.3 Comparaison des diﬀérentes méthodes de fusion . . . . . . . . . . 111
8.1 Détails de la BD OCS-GE sur Tarbes . . . . . . . . . . . . . . . 122
8.2 Légende des classes de la BD OCS-GE sur Tarbes . . . . . . . . 122
8.3 Résultats chiﬀrés sur OCS-GE . . . . . . . . . . . . . . . . . . . 127
8.4 Résultats détaillés et chiﬀrés sur OCS-GE . . . . . . . . . . . . . 129
9.1 Comparaison diﬀérents capteurs . . . . . . . . . . . . . . . . . . . 146
9.2 Comparaison détaillée des diﬀérents capteurs . . . . . . . . . . . 148
9.3 Comparaison diﬀérentes fusions . . . . . . . . . . . . . . . . . . . 154
9.4 Comparaison détaillée des diﬀérentes fusions . . . . . . . . . . . . 155
A.1 Nomenclature Corine Land Cover . . . . . . . . . . . . . . . . . . 200












1.1 Les bases de données d’occupation du sol . . . . . . . 4
1.1.1 Diﬀérentes nomenclatures pour diﬀérents usages . . . 5
1.1.2 Constitution de l’OCS-GE à l’IGN . . . . . . . . . . . 10
1.1.3 Besoin de complétion et de mise-à-jour . . . . . . . . . 11
1.2 Évolution des données satellite et nouveaux cap-
teurs très haute résolution . . . . . . . . . . . . . . . . 12
1.2.1 Évolution des capteurs optiques spatiaux . . . . . . . 12
1.2.2 Les capteurs très haute résolution . . . . . . . . . . . 13
1.3 Problématique et approche proposée . . . . . . . . . . 16
1.3.1 Problématique . . . . . . . . . . . . . . . . . . . . . . 16
1.3.2 Stratégie générale . . . . . . . . . . . . . . . . . . . . 17
1.3.3 Organisation du manuscrit . . . . . . . . . . . . . . . 17
1. Source : http://freegisdata.org/
2. Source : http://regard-sur-la-terre.over-blog.com
3
1.1 Les bases de données d’occupation du sol
L’occupation du sol (OCS) est déﬁnie comme la description de la couverture
physique, naturelle ou anthropologique, de la surface de la Terre. La notion d’oc-
cupation du sol (ou couverture du sol) doit être discernée de celle d’utilisation
du sol. Cette dernière fait référence à l’usage d’un territoire, comme par exemple
l’habitat, le commerce, ou encore l’industrie. Cependant l’utilisation du sol n’est
pas directement visible par télédétection ou photo-interprétation et nécessite
généralement des données annexes pour être cartographiées. D’autre part, ces
deux notions sont très souvent mélangées dans les nomenclatures existantes, par
exemple dans Corine Land Cover (CLC). Par la suite, nous nous intéresserons
uniquement à l’occupation du sol, qui est la seule observable par télédétection.
Une description ﬁne de l’occupation du sol est utile pour la compréhension
des écosystèmes, des agrosystèmes et des territoires. Elle fournit également de
précieux indicateurs pour la gestion des ressources naturelles et de l’aménage-
ment du territoire [Balestrat, 2011], et permet ainsi un suivi précis de l’évo-
lution des territoires et une évaluation des politiques publiques. On peut ci-
ter par exemple le suivi de l’étalement urbain (étalement spatial, densiﬁcation,
mutations urbaines), le suivi d’indicateurs environnementaux (zones humides,
diversité des plantations forestières, . . . ).
Dans le domaine des politiques publiques françaises, un très grand nombre
de documents d’urbanisme et de lois reposent sur une telle connaissance :
— La Loi du Grenelle 2 3 pour une gestion économe de l’espace avec un
renforcement du rôle des documents d’urbanisme (12 juillet 2010) ;
— Les Schémas de Cohérence Territoriale (SCoTs) et les Plans Locaux d’Ur-
banisme (PLU) doivent ﬁxer des objectifs chiﬀrés de limitation de la
consommation d’espaces naturels, agricoles et forestiers ;
— La Loi de modernisation de l’agriculture et de la pêche 4 (27 juillet 2010) ;
— La Loi d’avenir pour l’agriculture, l’alimentation et la forêt 5 dont le but
est la préservation des terres agricoles : réduire de moitié le rythme de
consommation des surfaces agricoles d’ici 2020.
Toute description d’un territoire repose sur le choix d’une nomenclature dé-
pendant grandement de l’application souhaitée. Ainsi, diﬀérentes nomenclatures
sont présentées dans la sous-section 1.1.1. En particulier le choix de l’Institut
National de l’Information Géographique et Forestière (IGN) et de ses parte-
naires pour une nomenclature nationale est détaillé. Puis, le processus de géné-
ration de cette base de données à partir de données existantes est décrit (sous-
section 1.1.2). Enﬁn, le besoin des utilisateurs en données rapidement mises à





1.1.1 Différentes nomenclatures pour différents usages
La description de la surface terrestre en terme d’occupation nécessite au
préalable la déﬁnition d’une nomenclature (en particulier des diﬀérents thèmes,
ou classes, qui la composent) et d’un ensemble de règles géographiques, comme
l’unité minimale de collecte (correspondant à la taille minimale des objets qui
apparaîtront dans la base de données (BD)). Ainsi, de ces diﬀérents éléments
dépendront la précision géographique et la précision sémantique de la BD
produite (Figure 1.1).
Figure 1.1 – Deux nomenclatures diﬀérentes sur une même zone, extrait de la
BD OCS de la région Provence-Alpes-Côte d’Azur, Marseille, Vieux-Port.
Bien que ces deux précisions soient diﬀérentes, elles sont souvent confon-
dues. En eﬀet, une nomenclature peu détaillée correspond, généralement, à une
précision géométrique faible. Et la précision géométrique est souvent liée à la
couverture de la BD : une BD couvrant une grande surface, continentale ou
mondiale par exemple, aura une précision géométrique réduite, contrairement
à une BD couvrant une surface plus réduite, telle que celle d’une commune ou
d’un département.
Les nomenclatures existantes sont composées de plusieurs niveaux (nomen-
clatures hiérarchiques). Par exemple, une classe forêts de premier niveau, sera
divisée en forêts de feuillus, forêts de conifère et forêts mixtes dans un second
niveau. Les nomenclatures contiennent classiquement jusqu’à quatre niveaux de
hiérarchie (Tableau A.2).
Dans cette partie, nous donnerons un aperçu de plusieurs initiatives de BD
d’OCS, réparties en fonction de la zone géographique couverte ou de leur thé-
matique particulière. Enﬁn, l’initiative de l’IGN et de ces partenaires pour une
nomenclature nationale est détaillée.
Initiatives européennes
L’Agence Environnementale Européenne (EEA) et l’Union européenne ont
lancé conjointement un programme de surveillance globale de l’environnement
et de la sécurité Global Monitoring for Environnement and Security (GMES) en
1997. Ce programme, maintenant appelé Copernicus, a pour double objectif de
constituer une BD de gestion des territoires et de promouvoir son utilisation et
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sa diﬀusion.
Le programme Copernicus est à l’origine de l’une des bases de données d’oc-
cupation du sol les plus connues : Corine Land Cover (CLC). La triple vocation
de cette BD est de rassembler l’information relative à l’environnement sur cer-
taines classes prioritaires, de coordonner les eﬀorts de collecte des données et de
garantir la cohérence et la compatibilité des données.
Couvrant l’ensemble du territoire européen et une partie des pays limitrophes
(Figure 1.2), CLC a été construite autour d’une nomenclature hiérarchisée à 3
niveaux et 44 postes répartis selon 5 grands types d’occupation du territoire 6 :
territoires artiﬁcialisés, territoires agricoles, forêts et milieux semi-naturels, zones
humides et surfaces en eau. L’ensemble de la nomenclature est présentée dans
le Tableau A.1. Cette nomenclature peut accueillir d’autres niveaux locaux plus
ﬁns. Par ailleurs, la nomenclature de CLC a la particularité de mêler des classes
d’occupation du sol et des classes d’usage du sol, ce qui peut poser problème
pour sa mise à jour par télédétection.
CLC a été produite en 1990 par photo-interprétation à partir d’ortho-images ;
l’unité minimale de collecte est de 25 ha (avec une largeur supérieure à 100m
pour les objets allongés). Puis elle a été mise à jour en 2000 et 2006. La mise à
jour est composée d’une nouvelle version de la BD, mais également d’une carte
des changements entre cette nouvelle version et l’ancienne version. La carte des
changements permet d’étudier facilement l’évolution des territoires.
De plus, l’EEA développe des services autour des domaines suivants : la
terre, la mer, l’atmosphère, la sécurité, la gestion des urgences et l’adaptation au
changement climatique. Dans le premier domaine, le service Geoland-2 propose
cinq couches thématiques (HR Layers 7) sur les zones imperméables, la forêt, les
prairies, les zones humides et l’eau.
Enﬁn, EEA diﬀuse également l’Urban Atlas 8, qui fournit une occupation du
sol détaillée sur les zones urbaines. La première version date de 2006 et une mise
à jour a été réalisée en 2012.
Par ailleurs, le projet Harmonised European Land Monitoring (HELM), au-
quel l’IGN participe, a pour vocation d’harmoniser au niveau européen les don-
nées en lien avec la surveillance des terres.
Dans le même domaine, on peut également évoquer la directive Infrastructure
for Spatial Information in the European Community (INSPIRE) 10 qui a été créée
par la Direction générale de l’environnement de la Commission européenne. Le










9Figure 1.2 – Couverture Européenne de la base de données d’occupation du sol
Corine Land Cover en 2006.
européenne permettant l’interopérabilité entre les bases de données des diﬀérents
pays, aﬁn de faciliter la diﬀusion et l’utilisation de l’information géographique.
La directive INSPIRE s’intéresse en particulier aux données d’occupation du sol.
Initiatives régionales / locales
Plusieurs initiatives régionales existent en France, nous détaillerons ici les
initiatives des régions Languedoc-Roussillon, Provence-Alpes-Côte d’Azur et Île-
de-France qui sont parmi les plus abouties.
En 1999 et en 2006, la région Languedoc-Roussillon, par l’intermédiaire du
SIG L-R 11 a produit une BD d’OCS (Figure 1.3), dont la nomenclature est fon-
dée sur la celle de CLC, avec un certain nombre de changements pour s’adapter
au mieux aux spéciﬁcités régionales et améliorer la précision géographique. Par
exemple, la classe « bâti diﬀus » a été rajoutée, la classe « Plages, dunes et
sable » a été modiﬁée pour intégrer le lit des ﬂeuves et des rivières et la classe
« Estuaires » a été supprimée. Cette BD a été produite à partir de BD exis-
tantes (base de données Ortho-photographique de l’IGN (BD-Ortho), base de
données Altimétrique de l’IGN (BD-Alti), CLC et GEOZOOM) et par photo-
interprétation sur des images Landsat 7 à une résolution de 30m. Par exemple, le
« bâti diﬀus » a été obtenu par pointage manuel des bâtiments sur la BD-Ortho,
puis par l’application d’un ensemble de règles géographiques. L’utilisation des
ortho-images pose le problème du millésime des données. En eﬀet, pour la BD de
2006, les ortho-images utilisées datent de 2003 à 2006, suivant les départements




Figure 1.3 – Détails de 3 classes de forêts diﬀérentes dans la BD OCS de la
région Languedoc-Roussillon, extrait du rapport du SIG L-R sur l’occupation
du sol en Languedoc - Roussillon (1999 et 2006)
Dans la région Provence-Alpes-Côte d’Azur (PACA) (Figure 1.4a), le Centre
Régional de l’Information Géographique (CRIGE)-PACA a réalisé une nomen-
clature, elle aussi fondée sur CLC. Elle est composée de 36 classes d’espaces
emboîtées sur 3 niveaux. Certaines classes sont caractéristiques des spéciﬁci-
tés de la région PACA, comme les classes : « Zones à forte densité de serres »,
« Oliveraies » et « Maquis et garrigues ». Ces données ont été produites à partir
d’images satellites de 30m de résolution et dont l’unité minimale est de collecte
de 2,5 ha pour les postes d’espaces naturels et agricoles.
De son côté, la région Île-de-France développe depuis 1982 une base de don-
nées d’occupation du sol sur l’ensemble de son territoire : le Mode d’Occupation
du Sol (MOS) 13 (cf. Figure 1.4b). Cette BD comporte 8 mises à jour, dont la
dernière date de 2012. Chaque mise à jour a été réalisée par photo-interprétation
sur des ortho-images aériennes. La nomenclature comporte un total de 81 postes,
mais trois variantes compatibles de 11, 24 et 47 postes existent également. Ainsi,
la nomenclature peut être hiérarchisée en 4 niveaux.
Initiatives thématiques
Face aux initiatives territoriales, il existe un certain nombre d’initiatives thé-






(a) Occupation du sol PACA
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(b) Occupation du sol IdF
Figure 1.4 – Occupation du sol sur (a) le SCoT Coeur du Var en 2006 (selon
les trois grands espaces d’occupation : naturels , agricoles  et artiﬁcialisés )
et (b) la région Île-de-France en 2012 (Mode d’Occupation du Sol).
mais plutôt la description suivant un certain point de vue de ce territoire.
Par exemple, le Ministère de l’Écologie, du Développement Durable et de
l’Énergie a lancé le projet Cartographie des habitats et végétations de France
(Car Hab) au 1/25000, qui doit produire une cartographie des habitats par croi-
sement de deux couches d’informations : le Fond Blanc (une carte physionomique
des formations végétales) et un ensemble de variables écologiques. Dans ce pro-
jet, le Fond Blanc est une BD OCS thématique, qui aura donc une nomenclature
adaptée à cette problématique. La génération de cette BD est essentiellement
prévue par fusion de données existantes.
Par ailleurs, toujours dans le contexte de la préservation de l’environnement,
le projet Artiﬁcialisation des sols, lancé par IGN et Institut National de Re-
cherche en Sciences et Technologies pour l’Environnement et l’Agriculture (IRS-
TEA), permettra de suivre le rythme de consommation des espaces agricoles. Ce
projet s’intéresse uniquement à la « tâche artiﬁcialisée », la nomenclature de la
BD ne comporte donc qu’une seule classe. Le projet étant en cours de lancement
à la date d’écriture de ce document, les détails des spéciﬁcations de cette BD
ne sont pas encore connus. Cependant, cette BD devrait être générée à partir
d’algorithmes de classiﬁcation automatique appliqués sur des images aériennes
ou satellite très haute résolution.
Vers un référentiel national unique
Dans les parties précédentes, nous avons pu constater l’existence d’un grand
nombre d’initiatives de BDs d’OCS couvrant partiellement ou totalement le ter-
ritoire français. Dans ce contexte, l’IGN, en tant qu’opérateur national, a pour
vocation la constitution d’un référentiel national unique et homogène sur l’en-
semble du territoire. La déﬁnition de ce référentiel a été réalisée par concertation
avec un grand nombre d’acteurs locaux, régionaux ou nationaux français. Ainsi,
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il est structuré aﬁn de permettre un suivi précis de l’évolution de l’occupation
du sol et doit répondre aux principes suivants : être compatible avec les couches
du Référentiel à Grande Échelle (RGE) 16 ; avoir une précision équivalente à celle
de la BD Topo pour une utilisation locale (SCoT) ; avoir une précision et une
cohérence temporelle (notion de millésime) ; avoir une nomenclature com-
patible avec les OCS régionales existantes ou en projet (tant que faire se peut)
et CLC, et enﬁn être mis à jour régulièrement.
Deux points sont importants ici, le besoin de cohérence temporelle et de
mise à jour régulière. La cohérence temporelle impose de traiter dans les plus
brefs délais une grande quantité de données ; toutes les données devraient être
produites la même année. De plus, la mise à jour régulière est un besoin essentiel
des utilisateurs, aﬁn de permettre une prise de décision sur des données les plus
récentes possible et un suivi régulier de l’évolution du territoire.
1.1.2 Constitution de l’OCS-GE à l’IGN
Dans un premier temps, l’IGN, en concertation avec ses partenaires locaux
et nationaux (Centre d’Étude et d’Expertise sur les Risques, l’Environnement, la
Mobilité et l’Aménagement (CEREMA), Direction générale de l’Aménagement
du Logement et de la Nature, dépendant du Ministère de l’Écologie, du Déve-
loppement Durable et de l’Énergie (DGALN)), a constitué une nomenclature
nationale répondant aux problématiques évoquées dans la section 1.1.1 : c’est le
projet occupation du sol à grande échelle (OCS-GE). Aﬁn de discerner l’occupa-
tion du sol et l’usage du sol, cette nomenclature comporte quatre dimensions :
la couverture du sol, l’usage du sol, les éléments de morphologie et les éléments
de caractérisation. En particulier, la dimension correspondant à la couverture
du sol est hiérarchisée en quatre niveaux. Elle est compatible avec CLC et est
composée de 24 classes au niveau le plus ﬁn. Le détail de ces classes est indiqué
dans le Tableau A.2.
Dans un second temps, une méthode de création de la BD a été déﬁnie à
l’IGN. Cette méthode s’appuie sur un ensemble de BD pré-existantes, provenant
soit de l’IGN (base de données Uniﬁée (topographique) de l’IGN (BD-Unie), base
de données Forêts (végétation) de l’IGN (BD-Forêt), . . . ), soit de BD partena-
riales (Registre Parcellaire Graphique (RPG), Vignes, . . . ). La classe route de
la BD-Unie est utilisée en priorité aﬁn de former l’ossature, ensemble d’objets
sensés demeurer ﬁxe dans le temps et déﬁnissant des zones stables. Cette ossa-
ture doit permettre le suivi d’indicateurs. Puis, les bâtiments, les réseaux ferrés
et l’hydrologie sont également extraits de la BD-Unie. Les cultures provenant du
RPG et la végétation, provenant soit de la BD-Unie, soit de la BD-Forêt, sont in-
tégrées avec la plus faible priorité. L’utilisation de BDs thématiques, à supports
indépendants, peut introduire des erreurs de type topologique et une partie non
négligeable de zones non-couvertes. De plus, un certain nombre d’erreurs, dues
à l’ancienneté de ces mêmes BD, est présent dans cette version automatique.
16. http://professionnels.ign.fr/rge
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Dans un troisième temps, la BD générée automatiquement est traitée ma-
nuellement par des opérateurs aﬁn de corriger les erreurs citées précédemment.
L’étape de correction d’erreurs d’actualité et de complétion est réalisée par
photo-interprétation à partir d’une ortho-image aérienne (résolution de 0,5 m)
acquise sur la zone. Cette étape est actuellement la plus chronophage pour les
opérateurs (< 2 km2/h) et donc la plus onéreuse. Le résultat de cette opéra-













Figure 1.5 – Occupation du sol à grande échelle produite par l’IGN (a). La
légende (b) est identique à celle du Tableau A.2.
1.1.3 Besoin de complétion et de mise-à-jour
Dans les paragraphes précédents, nous avons pu constater un double besoin
de complétion et de mise-à-jour qui sera détaillé et analysé ci-après.
En eﬀet, le processus de production de la BD d’OCS-GE de l’IGN, mais
également de toutes BDs produites par agrégation de diﬀérentes données exis-
tantes, nécessite une phase de complétion (sous-section 1.1.2). En eﬀet, dans
cette phase d’initialisation, les données pré-existantes utilisées peuvent ne pas
couvrir l’ensemble du territoire. Ce besoin est anecdotique dans la mesure où il
ne concerne que la première itération, mais il mérite d’être signalé, car à l’échelle
du pays il devient non négligeable.
Par ailleurs, les utilisateurs de BD d’OCS expriment clairement et de ma-
nière récurrente un besoin de données qui soient (1) mises à jour le plus réguliè-
rement possible et (2) millésimées, c’est-à-dire, dont l’année de production est
la même sur l’ensemble du territoire (section 1.1.1). Et beaucoup d’initiatives,
17. http ://pro.ign.fr/ocsge
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comme CLC à l’échelle européenne ou le MOS à l’échelle régionale, fournissent
de manière régulière, soit une nouvelle version de leurs données (et le besoin en
complétion est de nouveau présent), soit une carte des changements existants
entre la dernière version de la BD et la version actuelle.
Ainsi, ce double besoin impose un processus de mise à jour rapide et pouvant
traiter un très grand volume de données. Il parait alors nécessaire d’utiliser une
méthode en grande partie automatique, aﬁn de faciliter le travail des opérateurs.
En eﬀet, le processus actuel de mise à jour repose sur une inspection exhaustive
de la BD, superposée à une ortho-image. L’opérateur eﬀectue ainsi une opération
de comparaison visuelle entre ces deux jeux de données pour relever les éléments
à mettre à jour. Ce processus est long, fastidieux et onéreux, pouvant introduire
des hétérogénéités sur un territoire.
Ainsi, il est nécessaire de mettre en place des méthodes de mise à jour de
telles BDs qui seront capables d’automatiser en partie le processus, tout en per-
mettant l’intervention ponctuelle d’opérateurs. Nous verrons dans le chapitre
suivant quel type de données peut être utilisé pour répondre à ce besoin.
1.2 Évolution des données satellite et nouveaux cap-
teurs très haute résolution
Aﬁn de donner un aperçu de l’évolution des capteurs optiques spatiaux, la sé-
rie de satellites de télédétection, Satellite Pour l’Observation de la Terre (SPOT)
(développée par le Centre National d’Études Spatiales (CNES) en collaboration
avec la Belgique et la Suède) est prise pour exemple dans la première sous-section
de ce chapitre (1.2.1). Puis les capteurs très haute résolution (THR), comme les
satellites Pléiades, qui sont l’objet principal de ce manuscrit seront détaillés dans
une seconde sous-section (1.2.2).
1.2.1 Évolution des capteurs optiques spatiaux
Le CNES dispose d’une longue expérience dans les satellites de télédétec-
tion ; en eﬀet, il a développé son premier satellite SPOT 1 à la ﬁn des années
1980. SPOT 1 a été suivi par deux autres (SPOT 2 & 3), lancés respectivement
en 1990 et 1993. Ces trois satellites avaient des caractéristiques identiques, ils
étaient équipés de deux instruments imageurs (HRV - Haute Résolution Visible
- 1 et 2), leur permettant d’acquérir des images panchromatiques à 10 m de
résolution et des images multispectrales trois canaux (vert, rouge et proche in-
frarouge) à 20 m de résolution. En 1998, le CNES lance SPOT 4, ce nouveau
capteur dispose également d’une résolution de 10 m en panchromatique et 20 m
en multispectral, mais l’image est enrichie d’une bande dans le moyen infrarouge.
Ces données ont servis, par exemple pour le suivi des dégradations forestières
[Souza, 2003]. Quatre ans plus tard, c’est au tour de SPOT 5 d’être lancé. Ce
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dernier possède un nouvel instrument HRG (Haute Résolution Géométrique)
lui permettant, via un couplage de deux capteurs, d’obtenir une image à 2,5m
de résolution (super-mode panchromatique), 5m en panchromatique et 10m en
multispectral (vert, rouge, proche infrarouge et moyen infrarouge). L’amélio-
ration de la résolution a permis des applications variées, comme l’estimation
de paramètres biophysiques forestiers [Wolter et al., 2009], le suivi de la fonte
des glaciers [Pieczonka et al., 2013], ou encore la classiﬁcation d’occupation du
sol [Duro et al., 2012]. Enﬁn, la dernière génération de SPOT est composée de
satellites, SPOT 6 lancé en 2012 et SPOT 7 qui doit être lancé en 2014. La
résolution de ces satellites est de 1,5m en panchromatique et couleurs et de 6m
en multispectral (bleu, vert, rouge, proche infrarouge). Ainsi, entre 1986 et 2012
la résolution des satellites de télédétection civile a été améliorée d’un facteur
presque égal à 7 (Tableau 1.1 et Figure 1.6). Les autres satellites comme les sé-
ries LANDSAT et WORLDVIEW ayant suivi pratiquement la même évolution,
n’ont pas été détaillés ici. Un panorama plus général des diﬀérents satellites de
télédétection et de leurs utilisations est disponible dans Rogan et Chen [2004];
Belward et Skoien [2014]. Enﬁn, une autre série de satellites permet d’améliorer
encore cette résolution : Pléiades (cf. sous-section suivante). Mais le principe de
ce satellite n’est plus de couvrir de grandes surfaces, mais d’acquérir des zones
d’intérêt avec une grande précision et si besoin avec une couverture très régu-
lière (jusqu’à une fois par jour). Dans l’avenir, cette tendance devrait continuer,
en eﬀet, le CNES a annoncé en 2013 le lancement du projet Observation de la
Terre Optique Super Résolue (OTOS), qui doit permettre l’acquisition d’images
d’une résolution de 0,2 ou 0,3 m à l’horizon du milieu de la prochaine décennie.
Par ailleurs, Digital-Globe a lancé le troisième satellite de la série Worldview le
13 août 2014. Ce satellite fournit d’ores et déjà des images panchromatiques à
0,31m de résolution et des images super-spectrales (8 bandes) à 1,24m de ré-
solution [Paciﬁci et al., 2014], permettant d’envisager des gains de performance
dans les classiﬁcations d’OCS [Longbotham et al., 2014]. Par ailleurs, une nou-
velle tendance apparaît ces dernières années, il s’agit des micro-satellites comme
le Flock 1, de la société Planet 18, ou des nano-satellites (CubeSat), comme ceux
de Skybox Imaging 19. Ces satellites à faible coût, permettent la création de
constellations comportant un grand nombre de satellites (18 pour le Flock 1) et
donc l’acquisition d’images à faible coup et avec une grande actualité.
1.2.2 Les capteurs très haute résolution
L’évolution des capteurs satellite a permis d’obtenir des images à résolution
sub-métrique, dites très haute résolution (THR) ; c’est notamment le cas des
satellites Pléiades (1A et 1B). Cependant, ces satellites ne sont pas les seuls
dans le domaine, par exemple, Worldview-2 (et plus récemment le 3), GeoEye-1





































































































































































































Figure 1.6 – Aperçu de l’évolution des images acquises par les satellites SPOT 4
en NIR,R,V le 16/06/2013 (1), SPOT 6 en R,V,B le 14/04/2014 (2) et Pléiades
en R,V,B, le 29/05/2012 (3), dans la proche banlieue de Tarbes (65).
Les satellites Pléiades 1A et 1B ont été lancés respectivement en 2011 et
2012 (Tableau 1.1). Ils possèdent un capteur optique d’une résolution de 0,7 m
en panchromatique et 2,8 m en multi-spectral (bleu, vert, rouge, infrarouge).
Mais les images livrées aux utilisateurs sont ré-échantillonnées à une résolution
de 0,5 m. À mi-chemin entre les images aériennes et les satellites moins réso-
lus comme SPOT 6, les satellites Pléiades permettent d’obtenir une couverture
régulière de zones d’intérêt, ou d’acquérir rapidement une image sur une zone
(post-catastrophe) avec une grande résolution. En revanche, ils n’atteignent pas
la résolution des données aériennes (<0,25m) ni la capacité de couvrir de larges
zones (nationales) en peu de temps. Par ailleurs, les contraintes de program-
mation et de coût imposent souvent l’acquisition de données monoscopiques,
alors que ces satellites ont une habilité suﬃsante pour l’acquisition de données
stéréoscopiques.
La très grande résolution de ces satellites et leur capacité d’acquisition stéréo-
scopique permet une description ﬁne du territoire, avec des applications variées
comme la cartographie de précision [Pausader et al., 2013], la caractérisation de
la densité urbaine [Bouﬃer et al., 2014], la détection d’éléments de petites tailles
comme les haies [Fauvel et al., 2014], ou encore la caractérisation des parcelles
agricoles [Vaudour et al., 2014]. Un numéro spécial de la Revue Française de
Photogrammétrie et de Télédétection est consacré aux diﬀérentes applications
rendues possibles par Pléiades [Tinel, 2014].
Ainsi, nous avons vu dans ce chapitre que les satellites actuels permettent,
grâce à leur résolution spatiale et leur dynamique spectrale, une description ﬁne
de la couverture du sol d’un territoire. Ainsi ces satellites, et en particulier les
satellites Pléiades devraient permettre de couvrir les besoins des utilisateurs vus
dans le chapitre précédent. Dans ce contexte, nous détaillerons dans le chapitre
suivant la problématique précise de nos travaux de recherche au sujet de la
mise à jour de base de données d’occupation du sol à partir d’image très haute
résolution.
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1.3 Problématique et approche proposée
1.3.1 Problématique
La problématique traitée dans ce manuscrit porte sur la mise à jour de bases
de données (BDs) d’occupation du sol (OCS), besoin fort, exprimé par les uti-
lisateurs de ce type de données (section 1.1). En eﬀet, nous avons pu constater
dans la section 1.1 que le besoin de mise à jour et de cohérence temporelle
des données (notion de millésime) nécessite la mise en place de méthodes les
plus automatiques possible, aﬁn de traiter rapidement des zones étendues. Par
ailleurs, la section 1.2 montre d’une part l’émergence d’un grand nombre de cap-
teurs satellite avec des résolutions de plus en plus ﬁnes, et, d’autre part, leurs
utilisations grandissantes dans le domaine de la télédétection en général et plus
particulièrement dans le suivi de la couverture du sol. Ainsi, il paraît raisonnable
d’utiliser de telles images aﬁn de mettre à jour des BDs d’OCS-GE.
Nous supposons ici que les changements sont minoritaires dans les données à
mettre à jour. Il ne s’agit pas de faire de la détection de changement de type post-
catastrophe, mais bien d’une mise à jour dans le cadre d’une évolution normale
et continue d’un territoire. De plus, nous supposons également que l’image et la
BD à mettre à jour sont correctement recalées spatialement, hypothèse valable
au vu des nombreuses méthodes de recalage existantes [Trias-Sanz, 2006a; Clery
et al., 2014]. Ainsi, les données à mettre à jour pourront être utilisées dans la
phase d’apprentissage, en portant une attention particulière à leurs éventuels
changements.
Cependant, trois points de questionnement peuvent être soulignés :
— la fréquence de mise à jour souhaitée par les utilisateurs étant élevée
(annuelle), la méthode devra être la plus automatique possible ;
— une grande variété de bases de données d’occupation du sol existe (en
terme de nomenclature et de précision) et un ensemble d’images, éventuel-
lement d’un même capteur, peut souﬀrir de variabilité spatiale (décalage
géométrique) comme temporelle (changement de condition climatique,
. . . ) : la méthode devra ainsi être capable de s’adapter à cette double
variabilité ;
— les méthodes de télédétection actuelles souﬀrent généralement d’un manque
de robustesse, en particulier lorsque les thèmes de la BD sont complexes
(fortes hétérogénéités) : la méthode proposée devra s’appliquer à réduire
au maximum les erreurs liées à l’utilisation de méthodes de classiﬁcation.
Autrement dit, la méthode devra être automatisée dans la mesure du pos-
sible, indépendante autant de la BD que de l’image servant à la mise à jour, tout
en garantissant une robustesse vis-à-vis des classiﬁcations utilisées.
Ainsi, l’objectif de nos recherches est de proposer une méthode pour la mise
à jour de base de données géographiques en milieux naturels par utilisation de
données monoscopiques, acquises régulièrement à une résolution sub-métrique et
d’étudier les limites de ce type de données.
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1.3.2 Stratégie générale
Les principaux verrous à lever durant cette étude portent sur trois points
particuliers, dont certains découlent de la problématique décrite précédemment :
— apprentissage sur des données imparfaites ;
— adaptation à des classes variées et à diﬀérents types d’images ;
— amélioration de la robustesse des classiﬁcations par la prise en compte
des thèmes inhomogènes.
Ainsi, une méthode d’apprentissage multiple, nommée Multi Level, Multi Object
Learning (MLMOL) est proposée. Cette méthode repose d’une part sur la sélec-
tion des points d’apprentissage dans la BD à mettre à jour et, d’autre part, sur
la multiplication des classiﬁcations et leur fusion. La sélection des points d’ap-
prentissage et la fusion des classiﬁcations permettent de s’aﬀranchir d’éventuels
problèmes dans la base de données d’apprentissage (problèmes généralement dus
aux changements que l’on cherche à détecter, mais qui peuvent également prove-
nir d’un décalage géométrique entre la BD et l’image). Par ailleurs, la multipli-
cation des classiﬁcations permet de rendre notre méthode plus robuste que des
algorithmes de classiﬁcation classiques, en prenant en compte l’inhomogénéité
des thèmes.
Puis, une chaîne de traitements, intégrant la méthode MLMOL, nommée
Land-cover databases Updating by Processing Images in Natural environnement
(LuPiN), a été construite (cf. Figure 1.7). Elle est caractérisée par une forte
modularité : une étape de sélection d’attributs par thème et l’utilisation de
classiﬁcations de type « un-contre-tous » permet à notre méthode de s’adapter
au mieux aux classes très hétérogènes qui composent les BD d’OCS, et aux
données de télédétection variées disponibles pour réaliser cette mise à jour.
1.3.3 Organisation du manuscrit
À la suite de la partie courante (Partie I), ce manuscrit est composé de
trois parties indépendantes. Dans un premier temps, une partie État-de-l’art
(Partie II) décrit les méthodes existantes dans le domaine de la détection de
changements (chapitre 2), puis les algorithmes classiques en télédétection mis
en œuvre dans notre méthode : les attributs de classiﬁcation (chapitre 3), les
méthodes de sélection d’attributs (chapitre 4) et de classiﬁcation (chapitre 5).
La partie suivante (Partie III) décrit d’abord la méthode d’apprentissage ML-
MOL proposée et son expérimentation sur des données simulées permettant de
s’abstraire des problèmes liés aux attributs de classiﬁcation (chapitre 6), puis
l’intégration de cette méthode dans la chaîne de traitement LuPiN, en s’appuyant
sur un jeu de données générées à partir d’image Pléiades labellisée (chapitre 7).
La mise en œuvre de notre méthode pour la mise à jour d’un jeu de données
d’OCS-GE à partir d’une image satellite Pléiades (chapitre 8) et l’ouverture
sur de nouveaux jeux de données composés de diﬀérents capteurs satellite - Ra-
pidEye et SPOT 6 (diﬀérentes résolutions, multi-temporel) (chapitre 9) - sont
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regroupés dans la Partie IV. Enﬁn, les conclusions et perspectives sont dressées
dans la dernière partie (Partie V).
LuPiN
Données en entrée




















Figure 1.7 – Schéma général de la chaîne de traitements pour la mise à jour de
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La détection de changements consiste à fournir des indicateurs de change-
ments entre deux (ou plusieurs) jeux de données. Par exemple, il peut s’agir de
trouver les diﬀérences entre deux images avant et après un événement (inonda-
tion, feu de forêt, . . . ). Lorsque cette détection concerne non plus deux images,
mais une image et une BD géographique, on parle alors de mise à jour de BD. La
détection de changements est une part importante des problématiques abordées
en télédétection : plusieurs chapitres de livres traitent de ce sujet [Hecheltjen
et al., 2014; Mercier et Tupin, 2014]. Dans ce dernier, les auteurs précisent que
la détection de changements peut concerner soit un changement abrupt, soit
un changement lent et évolutif et s’intéressent plus particulièrement au premier
type. De plus, une littérature abondante existe dans le domaine de la détection
de changements et plusieurs panoramas des méthodes existantes sont disponibles
[Coppin et al., 2004; Hussain et al., 2013].
En particulier, Lu et al. [2014] décrivent le processus générique commun à
l’ensemble des méthodes de détection de changements. De manière générale, la
première étape consiste en une description détaillée de la problématique (nature
du changement, localisation et étendue de la zone d’intérêt). La déﬁnition et la
modélisation de la nature du changement recherché joue un rôle important dans
les étapes suivantes [Bruzzone et Bovolo, 2012]. Cette étude permet, dans un
deuxième temps, de déﬁnir les données de télédétection les plus appropriées pour
le problème (choix de données optiques, radar ou lidar, choix de la résolution,
. . . ).
Une fois les données choisies, une étape de prétraitement des données est
généralement nécessaire. Elle consiste en une correction géométrique et radio-
métrique des images aﬁn d’assurer la cohérence des données disponibles. En
eﬀet, la géométrie des données, et en particulier le recalage des données entre-
elles [Bovolo et al., 2009] et les diﬀérences radiométriques [Velloso et al., 2002;
Inamdar et al., 2008], ont un impact important sur la qualité des résultats. Dif-
férents travaux cherchent à réduire cet impact [Ding et al., 2010; Thomas et al.,
2012].
Après une étape d’extraction d’attributs de classiﬁcation à partir des don-
nées, la méthode de détection de changements, proprement dite, est appliquée.
Enﬁn, une étape d’évaluation des résultats est également nécessaire. Cependant,
cette dernière étape repose sur la création d’une vérité terrain de changements,
qui peut être longue et diﬃcile à réaliser.
Concernant la méthode de détection de changements à proprement parler,
on peut distinguer diﬀérentes approches :
— binaire : la classiﬁcation se limite à seulement deux étiquettes (change-
ment / non-changement) ;
— trajectoire de changements : ce type de méthodes décrit la provenance et
la destination de chaque entité, et permet ainsi une analyse plus ﬁne des
changements ;
— spéciﬁque : le changement étudié est limité à un type de changements
particulier (déforestation, urbanisation, extension agricole) ;
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— continue : dans ce dernier cas, une variable continue est étudiée, cela
peut être, par exemple, l’état d’une forêt impactée par une maladie, des
sécheresses ou des incendies.
On s’intéressera ici en particulier aux méthodes de détection de changements
binaires et aux méthodes à trajectoire de changements. Les premières peuvent
suﬃre pour réduire les zones d’inspection d’un opérateur, mais les secondes
répondent mieux à notre problématique de mise à jour de base de données d’oc-
cupation du sol, car elles permettent, en plus, de proposer une étiquette du
nouveau thème sur une zone de changement.
En fonction des études, ces méthodes de détection de changements peuvent
être classées en deux catégories qui seront détaillées dans les sections suivantes :
la détection de changements entre deux (ou plusieurs) images et la détection de
changements entre une base de données existante et une nouvelle image.
2.1 Entre deux ou plusieurs images
Il convient de discerner les méthodes utilisant un couple d’images, de celles
utilisant une série temporelle d’images. Dans le premier cas, on s’intéressera aux
changements existants entre deux dates, alors que dans le deuxième cas l’évolu-
tion et la quantiﬁcation du changement peuvent être étudiées plus précisément.
2.1.1 Couple d’images
La détection de changements entre deux images est apparue il y a bientôt 30
ans, avec des méthodes dites de pré-classiﬁcation. La première idée fut de compa-
rer directement les canaux des deux images (par diﬀérence mathématique) : par
exemple sur des zones urbaines avec des données SPOT HRV [Quarmby et Cush-
nie, 1989] ou sur des zones forestières [Coppin et Bauer, 1996]. Puis, des indices
calculés sur les images ont permis d’améliorer ce type de méthodes. Par exemple,
Wilson et Sader [2002] utilisent des indices de végétation pour s’intéresser à la fo-
rêt, et Erener et Düzgün [2009] des indices de texture pour de l’occupation du sol.
Cependant ces méthodes ne permettent pas d’obtenir la nature du changement,
mais se limitent à une classiﬁcation binaire en changement / non-changement.
Par ailleurs, elles restent très sensibles aux variations radiométriques des images
dues à des changements atmosphériques ou de conditions climatiques (ombres,
ensoleillement). Volpi [2013] propose ainsi une méthode d’alignement statistique
aﬁn de résoudre ce problème et de permettre, en plus, la comparaison d’images
issues de diﬀérents capteurs.
Avec l’avènement des méthodes de classiﬁcation supervisées, une méthode
dite de comparaison post-classiﬁcation a été introduite. Ici, chacune des images
est classiﬁée de manière indépendante, puis les deux classiﬁcations sont compa-
rées a posteriori [Miller et al., 1998; Ghosh et al., 2011]. Cette méthode permet
de réduire les erreurs provenant de variations radiométriques dans les images
et introduit la notion de trajectoire de changements (origine et destination de
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l’élément changeant). Cependant, cette méthode nécessite des données d’appren-
tissage et reste tributaire de la qualité des classiﬁcations.
Les méthodes de classiﬁcation supervisées peuvent, également, être utilisées
directement pour une classiﬁcation binaire changement / non changement. Dans
ce cas, les deux images sont fusionnées aﬁn de ne former qu’un seul jeu de
données. La classiﬁcation peut être eﬀectuée, par exemple, par Séparateur à
Vaste Marge (SVM) [Huang et al., 2008; Bovolo et al., 2008] ou par Forêts
Aléatoires (FA) [Pal, 2005; Sesnie et al., 2008; Smith, 2010] (ces méthodes de
classiﬁcation sont détaillées dans le chapitre 5). Cependant, il est diﬃcile de
trouver des exemples d’apprentissage pour l’ensemble des changements pouvant
exister, ce qui limite grandement ce type de méthodes.
2.1.2 Série d’images
L’utilisation de séries temporelles d’images permet d’aﬃner les résultats des
méthodes de détection de changements. Cependant elle introduit également le
problème de gestion du volume important de données : le nombre d’images sur
une zone est souvent supérieur à 10, mais dépasse rarement les 100. Dans le cha-
pitre consacré à la détection de changements, Mercier et Tupin [2014] évoquent
deux méthodes de détection de changements fondées sur des séries temporelles.
La première méthode proposée consiste à réaliser une Analyse en Composantes
Principales (ACP) de la réunion de l’ensemble des images disponibles sur la zone
d’étude. La première composante de l’ACP, correspondant à la plus grande va-
leur propre, fournit un aperçu de la tendance générale (invariant temporel) de
la série d’images. Les composantes suivantes permettent de rendre les change-
ments visibles. La seconde méthode décrite, issue des algorithmes de fouille de
données, s’intéresse à la répétition de motifs dans les séries temporelles d’images
[Le Men, 2009; Petitjean et al., 2010]. Appliquée à des images à très haute réso-
lution, cette méthode permet de détecter des changements brutaux comme les
labours et l’enneigement, mais aussi des changements plus lents comme l’évo-
lution des cultures. Enﬁn, les motifs temporels fréquents peuvent être détectés
par des approches non supervisées [Julea et al., 2011].
Les séries temporelles peuvent également être utilisées pour la mise à jour de
BDs. Par exemple, Demir et al. [2013] proposent une méthode de transfert d’ap-
prentissage pour la mise à jour de BD OCS. La méthode nécessite d’avoir une
image (source) et une BD correspondante, ainsi qu’une (ou plusieurs) image(s)
pour la mise à jour (images cibles). Dans un premier temps, une méthode non-
supervisée de détection de changements entre l’image source et l’image cible
est appliquée. Puis, les étiquettes de la BD initiale, sur les zones de non chan-
gement de l’image source, sont propagées sur l’image cible. Enﬁn, l’ensemble
d’apprentissage de l’image cible est optimisé avec une méthode d’apprentissage
actif.
Enﬁn, certaines méthodes permettent de détecter des changements entre
deux séries temporelles, dans ce domaine, on peut citer les méthodes utilisant une
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mesure de similarité entre séries temporelles, comme la mesure Dynamic Time
Warping (DTW). En eﬀet, cette mesure permet d’utiliser des séries temporelles
échantillonnées de façon irrégulière [Petitjean et al., 2012].
2.2 Entre une base de données et une (ou plusieurs)
image(s)
Malgré l’existence d’un grand nombre de BD géographiques, en particulier
dans les pays développés, et une demande grandissante pour leurs mises à jour, la
littérature sur ce sujet est beaucoup moins abondante que celle sur la détection
de changements image/image présentée ci-avant. Ce constat est d’autant plus
marquant que les méthodes de mise à jour, actuellement utilisées en production,
sont essentiellement basées sur de la photo-interprétation (voir section 1.1), qui
est un processus fastidieux, long et onéreux.
De manière générale, les méthodes existantes en sont encore au stade de la
recherche et ne concernent que des thèmes spéciﬁques. Par exemple, le thème
bâti est l’un des thèmes les plus traités. Le Bris et Chehata [2011] proposent une
méthode de classiﬁcation couplant les attributs spectraux classiques avec l’uti-
lisation de la diﬀérence entre un Modèle Numérique de Terrain (MNT) et un
Modèle Numérique de Surface (MNS) de corrélation. Cette diﬀérence entre MNT
et MNS est également utilisée dans les travaux de Champion et al. [2010], aﬁn
de détecter les bâtiments détruits, puis de rechercher les nouveaux bâtiments.
Par ailleurs, un nombre important de travaux cherchent à extraire les réseaux
routiers, par exemple en détectant des formes rectilignes dans des images Syn-
thetic Aperture Radar (SAR) [Tupin et al., 1998], ou en utilisant des opérateurs
de morphologie mathématique [Courtrai et Lefèvre, 2014].
De manière analogue, Poulain [2010] propose une méthode générique de vé-
riﬁcation des objets d’une BD et de détection de nouveaux objets, à partir de
diﬀérentes données de télédétection et l’applique à la détection de routes et
de bâtiments à partir de données optiques haute et très haute résolution et
des données SAR. La méthode est fondée sur l’extraction de diﬀérents descrip-
teurs permettant de décrire ces objets et d’un modèle de type Dempster-Shafer
(théorie des croyances) pour prendre en compte l’imprécision et l’incertitude des
descripteurs précédents. Bien que générique, l’utilisateur doit fournir les bons
descripteurs pour chaque type d’objet à mettre à jour. Ziems et al. [2012] pro-
posent également d’utiliser la théorie des croyances aﬁn de fusionner diﬀérentes
méthodes de vériﬁcations de routes pour améliorer leurs résultats. La méthode
s’appuie sur une image THR et un MNS. Généralement, ce type de méthode
souﬀre de la complexité algorithmique de la théorie des croyances et est diﬃci-
lement envisageable pour le passage à l’échelle.
Par ailleurs, les méthodes spéciﬁques et automatiques peuvent être regrou-
pées dans un système expert semi-automatique de mise à jour de BD géogra-
phique [Helmholz et al., 2012]. Ce système cherche à mettre à jour par des mé-
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thodes spéciﬁques, chaque thème de la BD. Des indicateurs de changements /
non changements, sous forme de feux vert / rouge, sont transmis à un opérateur
pour être validés manuellement.
D’autres méthodes utilisent la BD initiale comme une donnée d’entraîne-
ment pour un classiﬁeur, il peut s’agir de classiﬁcation au pixel ou orienté-objet
[Bouziani et al., 2010; Walter, 2004; Hofmann et al., 2008; Radoux, 2010; Chen
et al., 2012]. Les objets de la BD utilisés pour l’apprentissage sont ﬁltrés par un
critère de correspondance entre les frontières de ces derniers et les gradients de
l’image [Marçal et al., 2005]. Dans la même catégorie de méthodes, on peut citer
l’initiative du projet DeCOVER pour la mise à jour de CLC du GMES [Buck,
2010; Lohmann et al., 2008]. Dans leur approche, deux scénarii sont envisagés :
une détection de changements image-image et une détection de changements
BD-image, mais le second est privilégié. Dans ce scénario, une base de connais-
sance de l’apparence des objets est d’abord construite, puis ces données servent à
classiﬁer une nouvelle image. Par ailleurs, Domenech et Mallet [2012] proposent
une méthode de mise à jour de BD d’OCS par utilisation conjointe d’images
aériennes et de données Lidar. Cependant, ces classiﬁcations peuvent souﬀrir
de diﬀérents problèmes : soit elles requièrent l’utilisation d’une segmentation et
sont donc tributaires de la qualité de cette dernière, soit elles sont fondées sur
une méthode de classiﬁcation classique et peinent généralement à appréhender
les multiples apparences des objets d’un même thème ou sont pénalisées dans les
diﬀérences d’illumination de la scène (ombres), soit elles requièrent l’utilisation
de données stéréoscopiques pour discerner les objets du sol de ceux du sur-sol
(particulièrement en milieu urbain).
2.3 Conclusion
Dans ce chapitre, nous avons vu que les méthodes de détection de change-
ments pouvaient être classées en deux familles : la détection de changements
entre deux ou plusieurs images (section 2.1) ou entre une BD existante et une
image (section 2.2).
Par rapport à notre problématique de mise à jour et de détection de change-
ments, la première famille de méthodes nécessite d’avoir une image acquise à la
même date que celle de création de la BD. Ceci n’est pas encore possible, puisque
dans l’état actuel, la BD OCS à mettre à jour ne possède pas de millésime. En
eﬀet, elle est issue de la fusion de BD exogènes, créées et mises à jour à des dates
diﬀérentes. Cependant, il pourrait être intéressant, dans le cas où l’on dispose
d’une base de données millésimée et d’une image correspondant à cette date,
d’utiliser une méthode de détection de changements image-image aﬁn de pou-
voir réduire les zones inspectées par photo-interprétation et de focaliser la phase
d’apprentissage d’une nouvelle classiﬁcation sur les zones de non-changements.
Dans nos travaux, nous nous pencherons donc plus particulièrement sur les
méthodes de détection de changements entre une BD et une image. Cependant,
comme on a pu le voir précédemment, les méthodes disponibles sont soit spé-
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cialisées sur un thème spéciﬁque (généralement sur des thèmes urbains : routes,
bâtiments), soit reposent sur la méthode classique d’apprentissage / classiﬁca-
tion et souﬀrent donc d’inconvénients liés principalement à l’inhomogénéité des
thèmes.
Ainsi, notre méthode a été développée pour s’adapter automatiquement et
sans a priori aux thèmes de la BD d’OCS à mettre à jour. Cette indépendance
aux thèmes est garantie par l’introduction d’un grand nombre d’attributs suivie
d’une étape de sélection d’attributs par thème et par l’utilisation de classiﬁca-
tions de type « un-contre-tous », permettant de discriminer au mieux chacun
des thèmes composant la BD. Par ailleurs, la robustesse de notre méthode face
aux thèmes inhomogènes est assurée par la multiplication des classiﬁcations (une
par objet de la BD) et par une double étape de fusion de ces classiﬁcations (au
niveau du thème et de la BD).
Le chapitre suivant traitera donc la description des attributs de classiﬁcation




Quels attributs pour la classi-
fication d’images à très haute
résolution spatiale ?
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Les méthodes de détection de changements et plus particulièrement de mise
à jour de BD vues dans le chapitre précédent, ainsi que celle qui est proposée
dans ce document, essayent de tirer proﬁt au maximum de l’image (ou de la
série d’images) couvrant la zone à mettre à jour, en utilisant des méthodes de
classiﬁcation supervisées. Or, l’information contenue dans les diﬀérents canaux
de l’image correspondant à autant de bandes spectrales - généralement dans le
rouge, le vert, le bleu et le proche-infrarouge - ne permet pas de discerner de
façon pertinente et exhaustive les thèmes qui composent nos bases de données.
Ainsi, une grande partie de la littérature en lien avec la télédétection s’intéresse
à l’extraction maximale d’information des données disponibles, ici des images
satellite. Ces informations, appelées attributs, primitives ou caractéristiques,
sont calculées à partir d’un ou plusieurs canaux de l’image initiale, à partir d’un
pixel ou d’un voisinage de chaque pixel. Plusieurs types d’attributs peuvent être
discernés et seront détaillés dans les sections suivantes :
— les attributs spectraux (section 3.1) : issus de combinaisons des diﬀérents
canaux de l’image ;
— les attributs de texture (section 3.2) : permettant de décrire le compor-
tement local de l’image au voisinage d’un pixel ;
— les attributs géométriques (section 3.3) : prenant en compte des notions
de taille et de forme de motifs au voisinage d’un pixel ou sur une région
(issue, par exemple, d’une segmentation de l’image).
Une grande partie des attributs décrits dans ce chapitre ont été calculés sur
un extrait d’une image Pléiades acquise en mai 2012 et en couvrant un paysage
très varié : une zone bâtie clairsemée desservie par un réseau routier de proximité
(à l’est), une voie ferrée traversant l’image, une parcelle forestière (sud-ouest),
des champs et prairies, ainsi que des haies (cf. Figure 3.2).
3.1 Attributs spectraux
Les capteurs satellite d’observation de la terre ont été conçus aﬁn de couvrir
largement le spectre du visible et au delà. Ainsi les images fournies sont com-
posées de diﬀérents canaux, correspondant à autant de bandes spectrales (géné-
ralement dans le rouge, le vert, le bleu et le proche-infrarouge). L’information
issue de ces capteurs optiques (la luminance) est directement liée à la réﬂectance
des objets observés (Figure 3.1). Ainsi, les attributs spectraux sont les premiers
à avoir été utilisés, car ils sont les plus proches de la mesure physique et de la
perception humaine. Ces attributs peuvent être divisés en deux sous-ensembles.
Le premier ensemble correspond aux attributs composés de combinaisons des
canaux de l’image initiale et permettant de discerner un thème spéciﬁque (e.g.,
végétation, eau, bâtiment). Le second est lié à l’utilisation de diﬀérents espaces
colorimétriques. Ces deux ensembles d’attributs correspondent à deux disciplines
diﬀérentes à savoir la télédétection et le traitement de l’image, qui se sont rap-
prochées ces dernières années.
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1Figure 3.1 – Représentation de la réponse spectrale de diﬀérents types de cou-
vertures du sol dans le domaine visible et proche-infrarouge.
3.1.1 Thématiques
En télédétection, les travaux existants sur les attributs cherchent généra-
lement à discerner un ou plusieurs thèmes spéciﬁques (e.g., végétation, zones
bâties, eau), ou à quantiﬁer un phénomène (e.g., santé, croissance / sénescence
de la végétation, stress hydrique), en se fondant sur les comportements spéci-
ﬁques des objets dans une ou plusieurs parties du spectre électro-magnétique.
La végétation ayant une forte réponse dans le proche infra-rouge (PIR) - phé-
nomène dû à la teneur des plantes en chlorophylle - le canal PIR a été introduit
très tôt sur les capteurs spatiaux (Figure 3.2). Ce canal PIR a alors permis de
développer des indices permettant de discriminer au mieux la végétation, le plus
connu et le plus utilisé étant l’indice Normalized Diﬀerence Vegetation Index





où PIR et R sont respectivement les canaux proche infrarouge et rouge. Ainsi,
une végétation en bonne santé et avec un couvert dense aura une valeur de NDVI
forte, alors qu’une végétation malade, souﬀrant de sécheresse ou simplement
clairsemée aura une valeur faible (Figure 3.2).
Par la suite, beaucoup d’autres indices de végétation ont été proposés comme
par exemple le RVI (Ratio Vegetation Index) [Pearson et al., 1976], le PVI
(Perpendicular Vegetation Index) [Richardson et Weigand, 1977], ou encore le
SAVI (Soil Adjusted Vegetation Index), illustré sur la Figure 3.2 [Huete, 1988].
1. Source : http://amzaz.blogspot.com/2013/11/comparaison-des-caracteristiques.
html
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Ce dernier cherche à améliorer l’indice NDVI dans le cas de zone faiblement
couverte par la végétation (<40%) en corrigeant l’inﬂuence de la réﬂectance du
sol. Il est déﬁni ainsi :
SAVI =
PIR− R
PIR + R+ L
∗ (1 + L),
où L est le facteur de correction de la réﬂectance du sol. Ce facteur peut varier
entre 0 et 1. Une faible valeur est utilisée lorsque le couvert de végétation verte
est fort, on retrouve l’indice NDVI pour L = 0. Inversement, lorsque ce couvert
est faible, on utilise une valeur proche de 1. Généralement, une valeur de 0, 5 est
utilisée par défaut. D’autres indices de végétation, en particulier pour le suivi
de la biomasse ont été déﬁnis dans la littérature [Silleos et al., 2006].
Dans la série des indices spectraux spéciﬁques, on peut également citer des in-
dices prenant en compte les propriétés de l’atmosphère comme ARVI (Atmosphe-
rically Resistant Vegetation Index) et GEMI (Global Environment Monitoring
Index) [Rondeaux et al., 1996], des indices plus adaptés aux zones anthropisées
et en particulier les bâtiments : indice de brillance (IB) illustré sur la Figure 3.2,
et indice de bâtiment (ISU) [Abdellaoui et Rougab, 1997]. Il existe également
des attributs spéciﬁques pour l’eau, comme le SRWI (Simple Ratio Water Index)
ou le NDWI (Normalized Diﬀerence Water Index) qui sont décrits dans [Gao,
1996; Zarco-Tejada et Ustin, 2001]. Ainsi, il existe, pour la très grande majorité
des thèmes, un ou plusieurs indices spéciﬁques.
Ces indices ont été utilisés pour des capteurs à moyenne résolution spatiale
existant à l’époque de leur création. Cependant ils sont toujours utilisés sur des
capteurs THR récents [Bhaskaran et al., 2010; Salehi et al., 2011; Heumann,
2011], soit pour une classiﬁcation pixel traditionnelle, soit dans de nouvelles
approches dites orientées-objet (cf. section 3.3) .
Une base de données 2 répertoriant une grande partie des indices existants
pour les principaux satellites d’observation de la terre et de leurs applications
est décrite dans [Henrich et al., 2009].
3.1.2 Espaces colorimétriques
En informatique, les images sont généralement stockées sous la forme d’un
tableau de pixels, où chaque pixel dispose de trois composantes : rouge, verte
et bleue (RVB). Dans le cas d’images satellite, ces informations proviennent
de trois capteurs travaillant chacun dans une longueur d’onde, correspondant
à ces trois couleurs (le proche-infra rouge n’est pas utilisé dans cette partie).
Ces trois canaux permettent de reconstituer une image couleur, car ils corres-
pondent aux trois types de cônes présents dans l’œil humain, nous permettant
de voir en couleur. Ainsi, l’espace à trois dimensions RVB est un espace dit
colorimétrique, mais il existe diﬀérents espaces de ce type. Par exemple, pour





Figure 3.2 – Extrait d’une image Pléiades. Sur la première ligne : le canal
panchromatique (a) et les compositions R-V-B (b) et IR-R-V (c). Sur la seconde
ligne : les indices NDVI (d), SAVI (e) et IB (f).
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à la synthèse additive de la lumière), un espace colorimétrique fondé sur les
couleurs complémentaires (cyan, magenta et jaune) est utilisé. Par ailleurs, des
espaces colorimétriques perceptuels (basés sur des notions subjectives de couleur)
ont été développés : c’est le cas des systèmes TSV (Teinte Saturation Valeur) et
TSL (Teinte Saturation Lumière) respectivement HSV (Hue Saturation Value)
et HSL (Hue Saturation Lightness) en anglais (Figures 3.3 et 3.4), ou encore du
système CIE-LAB développé par la Commission Internationale de l’Éclairage
(CIE).
Figure 3.3 – Espace colorimétrique TSL (Teinte Saturation Lumière).
Ces espaces colorimétriques sont utilisés comme attributs pour la segmen-
tation multi-étiquettes (problématique proche de la classiﬁcation). Par exemple
Santner et al. [2010] utilisent les espaces niveaux de gris, RVB, TSV et CIE-
LAB. Dans le domaine de la télédétection, Trias-Sanz [2006b] présente plusieurs
espaces pouvant être utilisés, comme les espaces colorimétriques CIE [Vertan
et Boujemaa, 2000; Forsyth et Ponce, 2002; Takamura et Kobayashi, 2002] ou
les espaces chromatiques [Faugeras, 1979; Berens et Finlayson, 2000]. Tokarczyk
et al. [2015] proposent une méthode de génération automatique et de sélection
d’attributs dans diﬀérents espaces colorimétriques. Enﬁn, une méthode de sélec-
tion de l’espace colorimétrique le plus pertinent pour une problématique donnée
est proposée dans Vandenbroucke et al. [2003].
(a) (b) (c)
Figure 3.4 – Extrait de l’image Pléiades de la Figure 3.2 vue dans l’espace
colorimétrique TLS : de gauche à droite teinte (a), saturation (b) et lumière (c).
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3.2 Attributs de texture
Les attributs de texture permettent de décrire au mieux le comportement de
l’image au voisinage d’un pixel, soit en s’intéressant à la régularité de l’image
(image lisse ou rugueuse), soit en caractérisant la répétition de motifs dans ce
voisinage. Cette notion simple à énoncer en apparence est en réalité complexe à
déﬁnir théoriquement [Forsyth et Ponce, 2002].
Une littérature abondante existe sur le sujet et plusieurs aperçus des mé-
thodes existantes ont été proposés [Grigorescu et al., 2000; Singh et Singh, 2002;
Trias-Sanz, 2006b; Lefebvre, 2011]. Les attributs de texture ont été utilisés dans
des domaines très variés comme les images médicales [Sabu et Ponraj, 2012],
la détection de visage [Louis et Plataniotis, 2011] ou dans le domaine de la
télédétection [Lefebvre et al., 2008; Le Bris, 2012].
D’après Lefebvre et al. [2008], la déﬁnition d’une texture repose sur deux
paramètres : la notion d’échelle d’observation (micro ou macro) et la notion
d’isotropie. L’échelle d’observation joue un rôle important : par exemple, un
mur de brique a une macro-texture formée par la répétition et l’alignement des
briques (Figure 3.5). Mais chaque brique est caractérisée par une micro-texture
(la granulosité de sa surface). L’isotropie décrit la régularité de la répétition d’un
éventuel motif dans une ou plusieurs directions. La surface est dite anisotrope en
cas de répétition, et isotrope (ou homogène) si la répartition est indépendante de
la direction. Dans l’exemple du mur de briques, la macro-texture est anisotrope :
toutes les briques sont alignées verticalement et horizontalement, alors que la
micro-texture de chaque brique est isotrope : elle n’est pas régulière.
3
Figure 3.5 – Notion d’échelle d’observation d’une texture : une brique est com-
posée d’une micro-texture isotrope et les briques du mur forment une macro-
texture anisotrope.
Aﬁn de caractériser mathématiquement, et donc numériquement, une tex-
ture, deux types d’analyse peuvent être dégagés : l’analyse statistique et l’analyse
fréquentielle de l’image. Ces deux types d’analyse sont détaillés ci-après (cf. par-
ties 3.2.1 et 3.2.2). Contrairement aux indices spectraux calculés à partir d’un
seul pixel, les attributs de texture nécessitent de prendre en compte les pixels
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contenus dans le voisinage du pixel étudié, la taille de ce voisinage est liée à
l’échelle d’analyse souhaitée. Ainsi, les textures sont généralement calculées sur
une vignette de taille constante, centrée autour d’un pixel central.
3.2.1 Analyse statistique
Trois types d’analyses statistiques peuvent être menées sur une vignette
d’image et seront détaillées ici : l’étude de l’occurrence des pixels de la vignette,
de la co-occurrence de ces pixels, et de la complexité de la vignette.
Attributs d’occurrence
En mathématique, les mesures statistiques permettent d’étudier le comporte-
ment d’une liste de variables aléatoires. Appliquées aux images, elles permettent
de mesurer le comportement de l’image dans un voisinage de chaque pixel, une
vignette. Les attributs (pixels) d’une vignette sont considérés comme les valeurs
d’une variable aléatoire. Ainsi, les mesures statistiques classiques peuvent être
utilisées, par exemple les moments de diﬀérents ordres : la moyenne (m¯), la
variance (σ), le coeﬃcient de dissymétrie (skewness : γ) et le coeﬃcient d’apla-
tissement (kurtosis : β) (Figure 3.6) :

















E[(I − m¯)2])2 ,
où, I est l’image, V la vignette considérée, ♯(V ) le cardinal de la vignette (i.e.,
le nombre de pixels de la vignette), et E l’espérance calculée sur la vignette V .
Ces attributs sont appelés attributs d’occurrence, car ils sont calculés direc-
tement sur les valeurs d’un attribut associé à chaque pixel de la vignette autour
du pixel étudié.
De manière analogue, des histogrammes peuvent être calculés sur les vi-
gnettes de l’image, aﬁn de décrire la texture de l’image [Lowitz, 1983]. van de
Sande et al. [2010] proposent de calculer ces histogrammes sur diﬀérents espaces
colorimétriques pour la reconnaissance d’objets (Figure 3.7). Par ailleurs, de
tels histogrammes peuvent être calculés sur des attributs plus complexes [Vakili
et Veksler, 2010], tels que les gradients orientés [Dalal et Triggs, 2005] ou les
contours orientés [Levi et Weiss, 2004]. Issus de la communauté de la vision par
ordinateur, ces approches commencent à être utilisés également dans le domaine





Figure 3.6 – Attributs statistiques calculés sur l’extrait d’image Pléiades de la
Figure 3.2, suivant la taille du voisinage choisie (de haut en bas : 2, 4 et 8 pixels),





Figure 3.7 – Attributs extraits d’une image Pléiades (les 3 premières compo-
santes de l’ACP calculées sur diﬀérents éléments) : en haut, le moment colo-
rimétrique (a), et les histogrammes sur des vignettes locales dans les espaces
des couleurs opposées (b) et HSV (c) ; en bas les histogrammes locaux dans les
espaces RVB (d), RVB normalisé (R+V+B=1) (e) et RVB normalisé statisti-
quement sur l’image (moyenne nulle et écart-type de 1) (f).
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Attributs de co-occurrence
D’autre part, une seconde famille d’attributs de texture statistique peut
être dégagée. Il s’agit des attributs de co-occurrence. Ces derniers prennent
en compte l’information spatiale entre les couples de pixels d’une vignette de
l’image. Ces attributs sont fondés sur la matrice de co-occurrence (Grey-Level
Co-occurrence Matrix (GLCM)) introduite par Haralick et al. [1973]. La ma-
trice de co-occurrence d’une vignette V d’une image I, comprenant L niveaux
de gris, pour la direction (θ) et de la distance (d) donnée, correspondant au





1, si I(p, q) = i et I(p+∆x, q +∆y) = j
0, sinon.
où (i, j) sont les niveaux de gris de l’image I et (p, q) les indices spatiaux
des pixels dans l’image I. Cette matrice est ensuite normalisée par le nombre
de paires de pixels considéré (R) : p(i, j) = P (i, j)/R. Enﬁn, sont déﬁnis la
moyenne µt et l’écart-type σt de la somme des colonnes, la moyenne pondérée
µ =
∑
i,j i.p(i, j) =
∑
i,j j.p(i, j) et la variance pondérée σ =
∑
i,j(i− µ)2p(i, j).
La matrice de co-occurrence permet de dériver huit indices de texture présentés





Entropie f2 = −
∑











Inertie (Contraste) f5 =
∑
i,j(i− j)2p(i, j)
Cluster shade f6 =
∑
i,j((i− µ) + (j − µ))3p(i, i)
Cluster prominence f7 =
∑
i,j((i− µ) + (j − µ))4p(i, i)





Tableau 3.1 – Les huit canaux d’Haralick existants.
Ces indices dépendent toujours de la direction (θ) et la distance (d) choisies,
et donc du décalage (∆x,∆y) associé. Ils peuvent être rendus isotropiques en les
moyennant sur plusieurs directions. Sur l’image étudiée, la direction n’a pas une
grande inﬂuence sur les diﬀérents indices calculés (Figure 3.8) et la dimension
de la matrice est souvent réduite en quantiﬁant l’image en un nombre limité de
niveaux.
Les indices d’Haralick sont très répandus dans la littérature, autant dans le
domaine de l’image médicale [Thibault et al., 2009; Mole et Ganesan, 2010; Sabu
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et Ponraj, 2012], avec des applications variées comme la classiﬁcation de noyaux
de cellules ou la détection de cancer, que dans le domaine de la télédétection.
Dans ce dernier, on peut citer les travaux de Puissant [2003] sur l’extraction
d’objets urbains à partir d’images THR et ceux de Le Bris [2012] qui utilisent
ces indices pour la caractérisation des vignes sur des images aériennes (à 0,50m
de résolution). Par ailleurs, Hussain et al. [2013] évoquent l’utilisation des indices
d’Haralick pour la détection de changements entre deux images.
De plus, d’autres indices de texture utilisent également les matrices de co-
occurrence. C’est le cas, par exemple, de l’attribut anisotropique Pantex, qui
permet de distinguer les zones bâties des zones non-bâties [Pesaresi et al., 2008].
Enﬁn, la matrice de co-occurrence peut être remplacée par le semi-variogramme
introduit dans [Clark, 1979] (Équation 3.1), aﬁn d’améliorer les classiﬁcations,






‖I(x, y)− I(x+∆x, y +∆y)‖, (3.1)
où V est la vignette sur laquelle est calculé le semi-variogramme.
Attributs de complexité
Baillard [1997] propose deux indices permettant de quantiﬁer la notion de
complexité de la structure de l’image et ainsi de caractériser la texture d’une
image. À partir d’un masque d’image R, déﬁni sous la forme d’une fonction
gaussienne centrée sur le pixel courant et de largeur modélisée par un écart-type














où S = {z : M(z) > c}, est l’ensemble des pixels à fort gradient, M est le
module du gradient de l’image et c un seuil, généralement ﬁxé à 6.
Par la suite, on considère l’histogramme H de l’argument θ du gradient de
l’image, déﬁni par rapport à K intervalles réguliers du domaine angulaire [0,π] :
















Figure 3.8 – Attributs d’Haralick calculés sur l’extrait d’image Pléiades de la
Figure 3.2 : chaque colonne représente une direction (verticale, horizontale et
diagonale) avec une distance de 1 pixel et chaque ligne un attribut (énergie,
entropie et contraste, respectivement).
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La Figure 3.9 montre le calcul de ces deux indices sur un extrait d’image
Pléiades. Ces indices sont très pertinents sur des images aériennes (0,5m de ré-
solution) pour la classiﬁcation de classes d’occupation du sol [Trias-Sanz, 2006a],
ou encore pour l’identiﬁcation des zones de forêt [Le Bris et al., 2013].
(a) (b)
Figure 3.9 – Attributs de complexité calculés sur l’extrait d’image Pléiades
de la Figure 3.2 : à gauche le ratio des pixels à fort gradient (C) et à droite
l’entropie (E).
3.2.2 Analyse fréquentielle
Le deuxième type d’approches pour la description des textures repose sur
l’analyse fréquentielle de l’image. Ces méthodes proviennent du traitement du
signal et elles reposent sur la décomposition du signal (ici l’image) en une somme
de fonctions, constituant la base de la décomposition. Ces fonctions sont sinu-
soïdales dans le cas de la transformée de Fourier [Fourier, 1822]. Cependant,
d’autres bases de fonctions ont été introduites, donnant lieu à un ensemble de
décompositions, dites en ondelettes [Mallat, 1989]. De plus, l’information ex-
traite est non localisée dans le cas de la transformée de Fourier, mais devient
localisée avec la transformée de Fourier locale ou les transformées en ondelettes,
permettant une analyse par sous-région des images. La transformée de Fourier
et diﬀérentes décompositions en ondelettes, ainsi que leurs applications sont
détaillées dans les deux sous-sections suivantes, puis un inventaire des autres
méthodes existantes est dressé dans la dernière sous-section.
Transformée de Fourier
La transformée de Fourier est une extension des travaux de Fourier sur la
décomposition en série des fonctions périodiques, pour l’étude de la propagation








Cette déﬁnition dans le domaine continu est facilement transformable dans le
domaine discret et une implémentation rapide existe (Fast Fourier Transform)
[Walker, 1996] permettant de l’appliquer facilement sur des images de télédé-
tection (Figure 3.10). La transformée de Fourier d’une image donne ainsi une
information sur l’orientation et la périodicité de la texture de celle-ci. Cependant
cette information n’est pas localisée [Lienou, 2009]. Dans le domaine de la télé-
détection, la transformée de Fourier est utilisée, par exemple, pour la détection
et la discrimination d’objets à texture régulière comme les vignes ou les vergers
[Delenne et al., 2006, 2010; Le Bris, 2012].
Par ailleurs, la transformée de Fourier locale, en anglais Short-Time Fourier
Transform (STFT) rajoute une information de la localisation en calculant la






f(x, y).w(x− x0, y − y0).e−ı˙(u(x−x0)+v(y−y0))dxdy.
où w est une fonction valant 1 sur un voisinage de l’origine et 0 ailleurs.
L’ajout de cette information spatiale permet diverses applications en télédé-
tection, comme la détection et la caractérisation de végétation [He et al., 2012].
Figure 3.10 – Module de la transformée de Fourier de l’extrait d’image Pléiades
de la Figure 3.2.
Ondelettes
Les transformées en ondelettes sont une généralisation de la transformée de
Fourier locale vue dans le paragraphe précédent. La diﬀérence réside dans l’uti-
lisation d’une base diﬀérente de fonctions, appelées ondelettes. Ces ondelettes
ont la particularité de pouvoir être modulées non seulement par la fréquence,
mais aussi par la largeur de l’enveloppe. Cette seconde modulation permet une
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analyse fréquentielle localisée sur un voisinage plus ou moins étendu et permet
une description plus ﬁne de la texture d’une image [Zhu et Yang, 1998; He et al.,
2012].
Un nombre important d’ondelettes existent et sont utilisées en télédétection
[Ranchin et Wald, 1993], comme les ondelettes de Daubechies, de Haar ou de
Gabor. Ces deux dernières, parmi les plus répandues, seront détaillées ci-après.
Haar Les ondelettes de Haar sont les premières ondelettes à avoir été utilisées.





1 0 ≤ x < 1/2,
−1 1/2 ≤ x < 1,
0 sinon.
Dans le cas d’une image, la transformée de Haar d’une image de taille (N,N)
fournit 4 images de taille (N/2,N/2) : une image approximée et trois images
de détails (horizontaux, verticaux et diagonaux). L’application successive de
la transformée de Haar sur l’image approximée de l’étape précédente permet
une analyse multi-échelle de la texture de l’image (Figure 3.11). Les ondelettes
de Haar sont utilisées principalement pour la compression d’image [Mulcahy,
1997; Talukder et Harada, 2010] et plus anecdotiquement pour la classiﬁcation
d’éléments texturés [Singh et al., 2012], mais sont en pratique assez peu utilisées
en télédétection.
Gabor Les ondelettes de Gabor sont des fonctions sinusoïdes complexes mo-












Les paramètres u0, φ, x0 et σx permettent de régler, respectivement, la fré-
quence spatiale et le déphasage de la fonction sinusoïdale, ainsi que l’origine et la
largeur de la fonction de modulation. Dans le domaine du traitement d’images,
on utilise les parties réelle et imaginaire de ce ﬁltre adapté en deux dimensions :














où les paramètres a et b permettent de régler la fréquence et l’orientation de
l’ondelette, et σ la largeur de la fonction de modulation. Un exemple d’ondelette
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Figure 3.11 – Filtres de Haar appliqués sur l’extrait d’image Pléiades de la
Figure 3.2 : à chaque niveau de décomposition on voit les images de détails
horizontaux (en haut à droite), verticaux (en bas à gauche) et diagonaux (en bas
à droite) ainsi que la décomposition de l’image approximée en haut à gauche.
La dernière image, en haut à gauche, correspond à l’image approximée de la
dernière décomposition.
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est visible sur la Figure 3.12 et son application à une image Pléiades avec diﬀé-
rents paramètres d’orientation et de largeur de modulation est présentée sur la
Figure 3.13.
(a) (b)
Figure 3.12 – Vue 3D de la partie réelle (a) et imaginaire (b) d’une ondelette
de Gabor (a = 0, b = 1 et σ = 1).
(a) (b) (c)
(d) (e) (f)
Figure 3.13 – Filtres de Gabor appliqués sur l’extrait d’image Pléiades de la
Figure 3.2 : chaque colonne correspond à une orientation diﬀérente : 0 (a,d), π/4
(b,e) et π/2 (c,f) et chaque ligne à un σ diﬀérent (de haut en bas : 0, 05; 0, 025).
Les ﬁltres de Gabor sont utilisés en vision par ordinateur pour la segmen-
tation de texture [Dunn et al., 1994; Dunn et Higgins, 1995]. Dans le même
domaine Grigorescu et al. [2002] utilisent l’énergie de Gabor (déﬁnie comme la
norme euclidienne des ﬁltres symétrique et anti-symétrique). En télédétection,
les ondelettes de Gabor sont utilisées pour discriminer les éléments texturés :
par exemple Reis et Taşdemir [2011] les utilisent pour discriminer les vergers
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des autres types de régions boisées sur des images à THR Quickbird (0,61m de
résolution).
Autres analyses fréquentielles
Il existe dans la littérature un nombre important d’autres méthodes d’analyse
fréquentielle de la texture d’une image. On peut citer par exemple les motifs
binaires locaux, en anglais Local Binary Pattern (LBP), qui sont utilisés en vision
par ordinateur pour la détection d’objet comme les visages [Louis et Plataniotis,
2011], ou dans le domaine du traitement d’images médicales comme descripteur
de texture pour la détection de cellules cancéreuses [Sabu et Ponraj, 2012]. En
télédétection, les LBP sont utilisés pour la segmentation d’images [Guo et al.,
2005] ou encore pour la classiﬁcation d’images satellite haute résolution (HR)
[Trias-Sanz, 2006a].
Par ailleurs, les SIFT (Scale Invariant Feature Transform), introduits par
Lowe [2004] pour la détection de points d’intérêt en vue de la recherche de
points d’appariements, fournissent également une information de texture aux
alentours de ces points. Cependant, le descripteur SIFT - un vecteur de 128
composantes - peut être calculé sur chaque pixel de l’image : on parle alors de
SIFT dense. D’après Le Bris [2012], les trois premières composantes de l’ACP
de l’image de SIFT dense (Figure 3.14) permettent de discriminer correctement
les éléments texturés comme les vignes sur des ortho-images aériennes à 0,5m
de résolution.
(a) (b)
Figure 3.14 – Diﬀérents attributs de texture calculés sur l’extrait d’image
Pléiades de la Figure 3.2 : (a) les Local Binary Pattern (LBP), (b) les trois
premières composantes de l’ACP d’une image de SIFT dense.
3.3 Attributs géométriques et notion d’objet
Le troisième type d’information pouvant être extrait d’une image est la géo-
métrie des objets qui la composent. Cette information peut être extraite en
étudiant les lignes de directions (3.3.1), en utilisant des opérateurs issus de la
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morphologie mathématique (3.3.2) ou par extraction de régions homogènes -
appelées objets (3.3.3). Une autre notion d’attributs géométriques consiste à ex-
traire des objets structurés (lignes, rectangles, cercles, . . . ) aﬁn de construire des
attributs haut niveau, mais ne sera pas abordée ici.
3.3.1 Attributs de forme
Les Structural Feature Set (SFS), introduits dans [Huang et al., 2007], sont
une extension de l’indice de forme PSI (Pixel Shape Index) proposé dans Zhang
et al. [2006]. Les SFS permettent d’extraire des informations statistiques dans
l’histogramme des extensions des lignes de direction de l’image. L’extension d
d’une ligne dans une direction donnée est déﬁnie comme la mesure d’un ensemble
de pixels alignés sur un pixel central c et dont la diﬀérence des niveaux de gris
est faible (inférieure à un seuil donné). Ainsi, diﬀérents attributs peuvent être
déduits de cet histogramme {di}i∈[1,D], tels que la longueur (l) ou la largeur (w)







Les autres attributs pouvant être extraits de cet histogramme (PSI, W-Mean,
Ratio et SD) sont détaillés dans l’article d’origine et sont illustrés sur la Fi-
gure 3.15. Ces attributs sont très performants pour séparer les routes des bâti-
ments, qui sont généralement diﬃciles à discerner avec des attributs spectraux
[Huang et al., 2007; Huang et Zhang, 2013].
3.3.2 Attributs morphologiques
Les attributs morphologiques permettent de prendre en compte la géomé-
trie des objets composant l’image sans pour autant nécessiter une segmentation
préalable (cf. sous-section 3.3.3). D’abord utilisés pour la détection d’objet spéci-
ﬁque, comme les bâtiments [Lefèvre et al., 2007], les opérateurs morphologiques
sont utilisés pour générer des proﬁls morphologiques et des proﬁls d’attributs
permettant une description multi-échelle d’une image.
Les attributs morphologiques reposent sur les opérateurs mathématiques
d’ouverture et de fermeture, qui sont déﬁnis respectivement comme une érosion
suivie d’une dilatation (resp. une dilatation suivie d’une érosion), ainsi que sur
le principe de reconstruction géodésique (succession de dilatations à l’intérieur
d’un masque jusqu’à idempotence).
L’application itérative d’ouvertures ou fermetures par reconstruction géo-
désique, permet de réaliser une décomposition multi-échelle de l’image. Cette





Figure 3.15 – Attributs SFS extraits d’une image Pléiades, sur la première
ligne : (a) la longueur, (b) la largeur, (c) PSI, et sur la seconde ligne : (d)
W-Mean, (e) Ratio, (f) SD.
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Dalla Mura et al. [2010] proposent une extension des PMs, nommée proﬁls
d’attributs (PAs), en ajoutant une étape de ﬁltrage des régions par diﬀérents
attributs. Les PAs permettent ainsi de modéliser plus ﬁnement l’information
spatiale en utilisant des ﬁltres utilisant diﬀérents attributs comme l’aire, la lon-
gueur de la diagonale de la région, l’écart-type ou le moment d’inertie des pixels
de cette dernière.
En pratique, les PAs sont composés de deux proﬁls, un proﬁl d’amincis-
sement (supprimant les zones claires de l’image) et un proﬁl d’épaississement
(supprimant les zones foncées de l’image). Ces deux proﬁls sont obtenus par
applications successives de ﬁltres par attributs en faisant varier les seuils (par
exemple, en ﬁltrant les zones d’aire de plus en plus grande). La Figure 3.16
montre diﬀérentes images extraites de quatre PAs, utilisant autant d’attributs
diﬀérents, de haut en bas : par aire de la région, par longueur de la diagonale de
la région, par le moment d’inertie des pixels de la région et par l’écart-type des
pixels de la région. Pour chaque PA, i.e., chaque ligne d’images, les deux images
de gauche correspondent aux proﬁls d’épaississement avec un seuil décroissant
et les deux images de droite aux proﬁls d’amincissement avec un seuil croissant.
Enﬁn, Lv et al. [2014] adaptent les PAs aux images THR en introduisant
l’utilisation conjointe de diﬀérents éléments structurants et montrent que les
PAs améliorent la précision des classiﬁcations sur ce type de données.
3.3.3 Notion d’objet (ou région)
Une approche de plus en plus utilisée, avec l’augmentation de la taille des
images, est l’utilisation de super-pixels (ou objets, régions) correspondant à des
zones homogènes sur l’image. En eﬀet, l’utilisation d’objets permet de réduire le
nombre d’éléments à classiﬁer. Ces objets sont extraits de l’image par des tech-
niques dites de segmentation ou de classiﬁcation non-supervisée (cf. chapitre 5).
Un très grand nombre de méthodes de segmentation d’image existe dans la
littérature [Walter, 2004; Blaschke, 2010; Lefebvre et al., 2008; Zhou et al., 2008;
Vakili et Veksler, 2010] et plusieurs états de l’art sur le sujet ont été réalisés
[Pal et Pal, 1993; Dey et al., 2010] et plus récemment [Sonka et al., 2014].
Ces méthodes peuvent être classées en trois grandes catégories, les méthodes
de seuillages, les méthodes fondées sur les contours et celles fondées sur les
régions (cf. Figure 3.17). On peut citer par exemple, la méthode de seuillage
d’Otsu [Otsu, 1979], les Lignes de Partage des Eaux [Beucher, 1992] ou encore la
méthodeMean Shift [Comaniciu et Meer, 1999]. Par ailleurs, certaines méthodes
permettent de réaliser une segmentation supervisée, permettant d’adapter la
segmentation aux thèmes d’intérêts [Derivaux et al., 2010].
Une fois la segmentation réalisée, un certain nombre d’attributs est calculé
au niveau de chacun des objets. Ces attributs peuvent être liés à la forme (aire,
longueur, largeur, compacité, . . . ) de l’objet lui-même, ce sont des attributs
purement géométriques [Loncaric, 1998; Zhang et Lu, 2004; Lienou, 2009].
L’ensemble des attributs spectraux et de texture vus dans ce chapitre peuvent
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Figure 3.16 – Proﬁls d’attributs morphologiques calculés sur diﬀérents attri-
buts, (les valeurs seuils des attributs sont indiquées entre parenthèses), 1re ligne :
aire (100 / 1 000) ; 2e ligne : diagonale (10 / 50) ; 3e ligne : inertie (0,2 / 0,4)
et 4e ligne : écart-type (20 / 40). Les deux images de gauche correspondent au
ﬁltre d’épaississement et celles de droite à celui d’amincissement.
51
être étudiés au niveau de l’objet. Dans le cas des attributs spectraux, une étude
statistique peut être menée (e.g., moyenne, écart-type). Pour les attributs de
texture, le voisinage d’étude est remplacé par l’objet lui-même. Ceci permet
d’étudier la texture sur une zone homogène et donc d’obtenir des mesures de
texture plus précises. Enﬁn, la relation spatiale entre ces objets peut être utilisée
aﬁn de permettre la classiﬁcation de classe de mélange, c’est le cas par exemple de
l’approche par sac-de-mots proposée par Lienou [2009]. Les approches orientées-
objets sont de plus en plus utilisées dans la littérature [Blaschke et al., 2014] et
les nouvelles approches cherchent à prendre en compte les relations de voisinage,
des informations multi-échelles, ainsi que les relations sémantiques (ontologies)
entre les thèmes de la nomenclature utilisée [Arvor et al., 2013].
(a) (b) (c)
Figure 3.17 – Segmentation d’images, par (a) Ligne de Partage des Eaux, (b)
Mean Shift (segments entourés) et (c) seuillage multiple par la méthode d’Otsu
(une couleur par segment).
3.4 Conclusion
Nous avons pu voir dans ce chapitre qu’un très grand nombre d’attributs
spectraux, de texture et géométriques, peut être extrait des images de télédé-
tection. Nous avons pu voir également que deux niveaux d’analyse peuvent être
discernés, un premier niveau au pixel (éventuellement sur son voisinage) et un
deuxième niveau à celui de l’objet (issu d’une méthode de segmentation).
Cependant, bien que très intéressantes, les méthodes fondées sur la segmen-
tation peuvent manquer de précision, en particulier alors que les objets à seg-
menter sont très variés. Par exemple, une vigne sera in-homogène spectralement
mais sa texture sera homogène, alors qu’un champ sera beaucoup plus homogène
spectralement. Les algorithmes de segmentation ne permettent pas facilement de
s’adapter aux diﬀérents thèmes existant dans les BD d’OCS. Ainsi, nous avons
décidé de réaliser des classiﬁcations pixellaires pour ne pas être aﬀecté par ce
problème.
Par ailleurs, ces attributs peuvent être extraits facilement en utilisant dif-
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férents outils ou bibliothèques comme StairVision Library [Gould et al., 2011],
VLFeat [Vedaldi et Fulkerson, 2010], colorDescritor [van de Sande et al., 2010]
ou la très complète boîte à outils open-source du CNES Orfeo Toolbox (OTB)
[Inglada et Christophe, 2009].
Enﬁn, un trop grand nombre d’attributs nuit généralement à une bonne
qualité de classiﬁcation : c’est le phénomène appelé malédiction de la dimension
[Bellman, 1961]. Ainsi une étape de sélection d’attributs est nécessaire avant de




Réduction de dimension et sé-
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Les méthodes de sélection d’attributs cherchent à faire face à malédiction de
la dimension [Bellman, 1961]. En eﬀet, le nombre toujours croissant d’attributs
de classiﬁcation (cf. chapitre 3) met en défaut les algorithmes de classiﬁcation
classiques (diminution des taux de bonne classiﬁcation). On peut noter égale-
ment l’augmentation des temps de calcul avec l’augmentation du nombre d’at-
tribut. Ainsi, le but de ces méthodes est de réduire la dimension de l’espace des
attributs, aﬁn de faciliter le travail de classiﬁcation.
Deux types d’approches peuvent être discernées et seront détaillées dans ce
chapitre. D’une part, les approches fondées sur la transformation des données,
généralement par projection dans un espace de dimension inférieure (section 4.1),
et d’autre part les approches de sélection d’attributs, cherchant un sous-ensemble
optimal d’attributs (section 4.2).
4.1 Réduction de dimension
Les méthodes de réduction de dimension cherchent à extraire de l’espace
des attributs un espace de dimension inférieure en maximisant un critère de
séparation des classes (cas supervisé) ou un critère de séparation des données
(cas non-supervisé). Deux catégories de méthodes peuvent être distinguées et
seront détaillées dans cette section : les méthodes linéaires (sous-section 4.1.1)
et les non-linéaires (sous-section 4.1.2).
4.1.1 Méthodes linéaires
Parmi les méthodes linéaires, l’Analyse en Composantes Principales (ACP)
est une méthode non-supervisée cherchant à maximiser la variance entre les
données [Jolliﬀe, 2005]. Cette maximisation est obtenue par une transformation
orthogonale linéaire, permettant de regrouper la majeure partie de l’informa-
tion sur les composantes correspondant aux valeurs propres les plus fortes (Fi-
gure 4.1). L’ACP est eﬃcace dans le cas de données linéairement séparables,
dans le cas contraire la méthode est peu eﬃcace. Elle est également très sensible
au bruit dans les données [Bishop, 2006]. Pour contrer ce problème, plusieurs
auteurs proposent de réduire le bruit de l’image avant d’appliquer l’ACP : par
exemple [Green et Berman, 1988] avec la transformation Maximum Noise Frac-
tion et [Lee et al., 1990] avec l’ACP à bruit ajusté, illustrée sur la Figure 4.1.
Par ailleurs, d’autres méthodes utilisent diﬀérents critères de séparation
de données aﬁn d’améliorer les résultats obtenus. Par exemple, la méthode
d’Analyse en Composantes Indépendantes (ICA), proposée par Jutten et Herault
[1991], maximise l’indépendance statistique entre les données , et la méthode
Maximum Autocorrelation Factor (MAF) maximise l’auto-corrélation spatiale
[Larsen, 2002] (cf. Figure 4.1).
Toujours dans les méthodes non-supervisées, la méthode de positionnement
multi-dimensionnel cherche a plonger les observations dans un espace à plus
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faible dimension en préservant la matrice de distances, ou de similarités, point
à point entre ces observations [Messick et Abelson, 1956].
Dans le cas supervisé, l’Analyse Linéaire Discriminante (ALD) cherche à
maximiser l’homogénéité des classes et la variance inter-classes. Cette méthode
aussi connue sous le nom d’analyse de Fisher [Fisher, 1936] est détaillée dans
[Lebart et al., 1997].
4.1.2 Méthodes non-linéaires
Les méthodes non-linéaires sont généralement adaptées des méthodes li-
néaires présentées précédemment en ajoutant un noyau (kernel) aﬁn de bas-
culer dans un espace diﬀérent [Gómez-Chova et al., 2011]. La notion de noyau
est très utilisée en apprentissage automatique (machine learning) [Schölkopf et
Smola, 2002] et on la retrouvera plus tard dans les méthodes de classiﬁcation
(section 5.2.2). Par exemple, Schölkopf et al. [1998] proposent l’utilisation de
tels noyaux pour l’amélioration de l’ACP. De manière analogue, l’analyse discri-
minante de Fisher par noyau (en anglais Kernel Fisher Discriminant Analysis)
est une adaptation de l’ALD, proposée par Mika et al. [2001]. L’introduction de
noyaux dans l’ALD permet ainsi de traiter les cas où les classes étudiées ne sont
pas séparables linéairement dans l’espace des attributs. Par ailleurs, l’algorithme
ISOMAP [Tenenbaum et al., 2000] cherche une variété non-linéaire contenant
les données en minimisant, comme la méthode de positionnement multidimen-
sionnel, la matrice de distance (ou de similarité) point à point.
4.2 Sélection d’attributs
Les méthodes de sélection d’attributs cherchent un sous-ensemble optimal
d’attributs sans modiﬁer ces derniers, contrairement aux méthodes précédentes.
Cette recherche est caractérisée par une procédure d’exploration des sous-ensembles
d’attributs (4.2.1) et un critère d’évaluation de ces sous-ensembles (4.2.2). Par
ailleurs, ces diﬀérentes méthodes peuvent être supervisées (nécessitant un ap-
prentissage des classes existantes) ou non supervisées. Ainsi, les premières cher-
cheront à trouver les attributs qui séparent au mieux les classes existantes, alors
que les secondes chercheront un sous-ensemble optimal d’attributs pour regrou-
per les données en classes les plus homogènes possibles (mesure de pureté) tout
en maximisant la distance inter-classes (mesure de séparabilité). Les méthodes
non-supervisées sont apparentées aux algorithmes de clustering. D’ailleurs, cer-
taines de ces méthodes utilisent de tels algorithmes, c’est le cas en particulier
des kMeans-FS (FS : Feature Selection) qui sont fondées sur l’algorithme des
k-Moyennes, ou des SCV-FS utilisant l’algorithme Support Vector Clustering
[Campedel et al., 2004]. Une présentation de l’utilisation de ces méthodes dans






Figure 4.1 – Résultats d’une ACP (a,b,c), de sa variante à bruit ajusté (d,e,f),
ICA (g,h,i) et MAF (j,k,l) réalisée sur une image Pléiades (RVB-IR) de la Fi-
gure 3.2 : les trois premières composantes de l’ACP correspondant aux valeurs
propres (par ordre décroissant de gauche à droite).
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4.2.1 Méthodes d’exploration
Diﬀérentes méthodes d’exploration existent dans la littérature. La première
est l’exploration exhaustive de l’ensemble des sous-ensembles d’attributs. Cette
solution n’est envisageable uniquement lorsque le nombre d’attributs est faible,
car la combinatoire augmente de manière exponentielle et le problème devient
rapidement non-solvable par un ordinateur classique. Les autres méthodes de la
littérature proposent donc une exploration non-exhaustive des sous-ensembles
d’attributs. On peut classer les méthodes non-exhaustives en trois types : les
méthodes heuristiques, les méthodes aléatoires et les méthodes optimales.
Dans le premier cas, l’insertion de règles heuristiques permet de converger
rapidement vers un sous-ensemble optimal d’attributs. Il peut s’agir d’approches
ascendantes (forward) qui ajoutent des attributs petit à petit, appelées Sequen-
tial Forward Selection (SFS) [Marill et Green, 1963] ou d’approches descen-
dantes (backward) partant de l’ensemble complet et supprimant des attributs,
appelées Sequential Backward Selection (SBS) [Whitney, 1971]. Kittler [1978]
propose une généralisation de ces méthodes, nommée Plus-l-Minus-r, par l’ajout
ou la suppression des attributs par sous-ensembles pour améliorer la rapidité de
convergence. Enﬁn, les deux méthodes ascendantes et descendantes peuvent être
combinées pour améliorer le processus, c’est le cas par exemple des méthodes :
Sequential Floating Forward Selection (SFFS) et Sequential Floating Backward
Selection (SFBS), où les paramètres d’inclusion et d’exclusion d’attributs varient
au cours des itérations [Pudil et al., 1994].
Dans le second cas, la recherche est eﬀectuée aléatoirement. Encore une fois,
deux types de méthodes existent : les méthodes aléatoires uniformes et les mé-
thodes aléatoires pondérées. L’algorithme Las Vegas Wrapper (LVW) est un
exemple de méthode complètement aléatoire de génération de sous-ensembles
d’attributs [Liu et Setiono, 1996]. À l’inverse, les algorithmes génétiques in-
troduisent une pondération des sous-ensembles d’attributs en fonction de leurs
importances [Goldberg, 1989; Holland, 1975]. Ces derniers améliorent donc la
rapidité de convergence et la stabilité de la solution proposée.
Enﬁn, les méthodes optimales cherchent à contourner le problème de la di-
mension de recherche en proposant une stratégie de parcours menant à une
solution optimale (contrairement aux méthodes heuristiques qui ne sont pas op-
timales). Par exemple, la méthode Branch and Bound, fondée sur l’utilisation
de graphe, a été appliquée au problème de la sélection d’attributs par Narendra
et Fukunaga [1977].
4.2.2 Méthodes d’évaluation
Outre la stratégie d’inspection, la méthode d’évaluation d’un seul ou d’un
ensemble d’attributs permet de caractériser les diﬀérentes méthodes de sélection
d’attributs. En pratique, trois grandes classes de méthodes sont diﬀérenciées
dans la littérature et seront détaillées ci-après : les méthodes ﬁlter, wrapper et
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embedded.
Dans un premier temps, les méthodes dites ﬁlter cherchent à pondérer les at-
tributs en fonction de leur capacité à rassembler les éléments d’une même classe
et à séparer les éléments diﬀérents [John, 1997]. Ces méthodes sont indépen-
dantes d’un classiﬁeur et viennent donc comme une étape de ﬁltrage préliminaire
à l’étape de classiﬁcation. La rapidité de la méthode d’évaluation est la force de
ces méthodes, cependant leur indépendance à un algorithme de classiﬁcation, et
donc d’une application particulière, constitue leur faiblesse.
Le deuxième type de méthodes, appelé wrapper, pondère les attributs en
fonction de leur pertinence par rapport à une prédiction [Kohavi et John, 1997].
Cette pondération est donc reliée à la performance d’un classiﬁeur. Les données
sont séparées en deux sous-ensembles, le premier servant à l’apprentissage, alors
que le second sert à l’évaluation du classiﬁeur. L’utilisation d’un classiﬁeur est
l’avantage de ces méthodes par rapport aux méthodes ﬁlters en terme de per-
tinence de choix des attributs. Cependant, elle induit un impact important en
terme de temps de calcul.
Enﬁn, le dernier type regroupe les méthodes dites intégrées (embedded). Ici, la
sélection des attributs est réalisée en même temps que l’apprentissage. L’avan-
tage des méthodes intégrées est double. Elles peuvent utiliser l’ensemble des
données comme apprentissage et sont donc plus robustes. De plus, la réalisa-
tion de la sélection en même temps que l’apprentissage les rendent plus rapides
que les méthodes wrapper. Diﬀérentes méthodes existent suivant l’algorithme de
classiﬁcation utilisé. Par exemple, les FA permettent de calculer l’importance
de chaque attribut [Breiman, 2001] (cf. section 5.2.2). D’autres méthodes sont
fondées sur le classiﬁeur SVM. Par exemple, la méthode SVM-RFE (Recursive
Feature Elimination) : Guyon et al. [2002] suppriment récursivement les attri-
buts les moins pertinents, en utilisant leurs poids estimés par un SVM linéaire
(cf. section 5.2.2). La méthode AROM (Approximation of zeRO-norm Minimi-
zation) [Weston et Elisseeﬀ, 2003] introduit des contraintes supplémentaires sur
les poids estimés par SVM.
4.2.3 Sélection d’attributs en télédétection
Les méthodes de sélection d’attributs sont largement utilisées dans le do-
maine de la télédétection qui fait face à la multiplication des données disponibles,
à l’augmentation de leurs dimensions (augmentation de la résolution spectrale et
des surfaces couvertes) et à la capacité à extraire de plus en plus d’informations
pour une seule image.
Par exemple, les images hyperspectrales, qui peuvent comporter plusieurs
centaines de bandes spectrales chacune, nécessitent l’utilisation de ce type de
méthode. Dans ce domaine, Archibald et Fann [2007] proposent une méthode
intégrée, fondée sur les SVM, qui permet de réaliser la sélection des bandes
spectrales et la classiﬁcation simultanément.
De leur côté, Chehata et al. [2009] proposent d’utiliser l’importance des at-
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tributs issue des Forêts Aléatoires (FA) (cf. section 5.2.2) pour sélectionner les
attributs les plus pertinents pour la classiﬁcation de nuages de points 3D LIDAR
en milieu urbain. Les FA permettent ici de traiter eﬃcacement de telles données
malgré leurs dimensions importantes.
Enﬁn, Campedel et al. [2004] comparent diﬀérentes méthodes de sélection
d’attributs provenant de données satellitaires HR (SPOT5), ici des attributs de
texture de type Gabor et Haralick (cf. section 3.2). Ils concluent que, outre la
bonne performance des méthodes non-supervisées, les méthodes intégrées utili-
sant les SVM donnent les meilleurs résultats.
4.3 Conclusion
Face à un nombre croissant d’attributs pour la classiﬁcation, autant dans le
domaine de l’apprentissage automatique en général, que dans celui de la télé-
détection en particulier, les méthodes de sélection d’attributs se sont fortement
développées ces dernières années.
Ainsi, nous avons pu voir dans ce chapitre un aperçu des méthodes de ré-
duction de dimension fondées soit sur la transformation des attributs, soit sur
leur sélection. Cependant, aﬁn de permettre le passage à l’échelle de notre mé-
thode, nous souhaitions pouvoir ne calculer l’ensemble des attributs que sur un
nombre restreint d’échantillons, puis ne calculer que les attributs sélectionnés
sur l’ensemble de la zone. Ainsi, nous n’avons pas choisi d’utiliser les méthodes
de transformation qui nécessitent, généralement, d’avoir l’ensemble des attributs
pour réaliser la projection dans l’espace réduit choisi.
Parmi les méthodes de sélection d’attributs, les méthodes intégrées semblent
être un très bon compromis entre le temps de calcul et la qualité de la sélection.
De plus, elles sont largement utilisées en télédétection (cf. sous-section 4.2.3).
Ainsi, notre choix s’est porté sur ce type de méthodes, et en particulier sur
l’importance des attributs des FA.
Par ailleurs, diﬀérentes bibliothèques de sélection d’attributs open-source ou
gratuites sont disponibles. Dans le domaine de l’apprentissage automatique, on
peut citer MLPY [Albanese et Visintainer, 2012], qui comporte diﬀérents algo-
rithmes de classiﬁcation, de sélection d’attributs et de réduction de dimension.
La bibliothèque Feature Selection Toolbox 3 (FST3) [Somol et al., 2010] pro-
pose une variété importante de méthodes de sélection d’attributs de type ﬁlter
et wrapper, avec diﬀérentes méthodes de recherche et de classiﬁcation. Dans le
domaine de la télédétection, la bibliothèque OTB [Inglada et Christophe, 2009]
contient diﬀérentes méthodes de réduction de dimension. Par ailleurs, elle in-
tègre depuis peu la librairie OpenCV [Bradski et Kaehler, 2008] qui donne accès
à diﬀérentes méthodes de classiﬁcation et en particulier aux importances des
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La classiﬁcation consiste à regrouper un jeu de données en plusieurs sous-
ensembles (appelés classes) selon un critère de similarité : les éléments de chaque
sous-ensemble devant partager des caractéristiques communes (critère de si-
milarité) alors que les éléments de deux sous-ensembles distincts devront, au
contraire, être les moins semblables possible. Les méthodes de classiﬁcation sont
issues du domaine de l’apprentissage automatique (machine learning en anglais)
et de la fouille de données (data mining). Ces méthodes sont très utilisées dans le
domaine de la télédétection aﬁn de classiﬁer les pixels (ou les régions) des images,
en utilisant des attributs, tels que ceux détaillés dans le chapitre 3 [Camps-Valls
et al., 2011; Escalante-Ramirez, 2012; Tupin et al., 2014b].
De manière générale, deux types de classiﬁcations sont distinguées dans la
littérature. Si des exemples ou un modèle de chacune des classes est connu, la
classiﬁcation est dite supervisée, sinon la classiﬁcation est dite non-supervisée. La
classiﬁcation supervisée nécessite de posséder un ensemble d’exemples d’éléments
dans chacune des classes, qui est appelé ensemble d’apprentissage, alors que la
classiﬁcation non-supervisée ne nécessite aucun exemple.
Dans ce chapitre, nous présenterons rapidement les méthodes de classiﬁca-
tion non-supervisées (5.1), car elles ne répondent pas directement à notre choix.
Puis, nous nous intéresserons plus en détail aux méthodes supervisées (5.2),
en particulier au choix de l’ensemble d’apprentissage (5.2.1) et aux deux al-
gorithmes les plus utilisés dans la littérature qui sont les Séparateurs à Vaste
Marge (SVMs) et les Forêts Aléatoires (FA) (5.2.2). Nous détaillerons ensuite les
ensembles de classiﬁeurs, ainsi que les méthodes de fusion de classiﬁcations (5.3)
qui ont inspiré notre méthode. Enﬁn, les critères d’évaluation de classiﬁcation
seront présentés dans la dernière partie de ce chapitre (5.4).
5.1 Classification non-supervisée
Les méthodes de classiﬁcation non-supervisée, également appelées méthodes
de clustering, permettent de regrouper un jeu de données, appelés individus,
(comme les pixels d’une image) en plusieurs sous-ensembles. Trois types de mé-
thodes existent dans la littérature : les méthodes par agglomération, les méthodes
par partitionnement et les méthodes probabilistes.
Parmi les méthodes par agglomération, on peut citer les méthodes de classiﬁ-
cation hiérarchique. Ces dernières sont soit ascendantes (agglomératives), si elles
partent de chaque individu et cherchent à les regrouper, soit descendantes (par
partition), si, au contraire, en partant de l’ensemble des individus, elles cherchent
à les diviser en sous-groupes. Le regroupement ou la séparation des individus
s’appuie sur une métrique de comparaison donnée. Ces méthodes fournissent
une partition hiérarchique, qui peut être représentée sous la forme d’un arbre,
appelé dendrogramme. Le choix d’une coupe optimale dans cet arbre permet de
régler le nombre de classes, ainsi qu’un compromis entre la variance intra-groupe
(homogénéité) et la variance inter-groupes (séparabilité).
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Les k-moyennes (k-Means en anglais), introduites dans [MacQueen, 1967],
sont une méthode de partitionnement, permettant de séparer un jeu de données
en k classes, le paramètre k étant ﬁxé en entrée du processus (cf. Figure 5.1).
Bien que simple à mettre en œuvre et garantissant sa convergence, cette mé-
thode nécessite de connaître préalablement le nombre de classes recherchées et
ne converge que vers un minimum local. Plusieurs variantes existent dans la lit-
térature, c’est le cas par exemple des k-médoïdes [Kaufman et Rousseeuw, 1987],
où le remplacement du barycentre par le médoïde (le point central de la classe)
permet de rendre la méthode plus robuste aux éléments aberrants et d’appli-
quer la méthode dans les cas où la somme entre éléments n’est pas déﬁnie. De
même, les nuées dynamiques [Diday, 1971; Hartigan et Wong, 1979] sont une
généralisation des k-moyennes qui remplacent le centre de classe par un noyau
s’appuyant sur des éléments représentatifs de la classe. Cette variante permet
également de réduire l’inﬂuence des valeurs aberrantes dans une classe. Enﬁn,
la variante ISODATA introduite dans Ball et Hall [1965], permet de déterminer
automatiquement le nombre de classes, grâce à deux seuils : l’inhomogénéité
maximale d’un groupe et la séparabilité minimale entre deux groupes.
Figure 5.1 – Résultats de l’algorithme des k-moyennes appliqué sur l’extrait
d’image Pléiades 3.2 avec, de gauche à droite, k = 3, 4 et 5.
Enﬁn, le troisième type de méthode cherche à modéliser la distribution de
chacune des classes du jeu de données, c’est le cas en particulier des méthodes
dites de modèles de mélanges. La distribution de chaque classe peut être mo-
délisée par une fonction analytique (e.g., gaussienne), dont les paramètres sont
déterminés, la plupart du temps, par maximum de vraisemblance, par un al-
gorithme EM (Espérance - Maximisation). La distribution de l’ensemble des
données est ainsi modélisée par un mélange de gaussiennes.
Dans le domaine de la télédétection, les méthodes de classiﬁcation non-
supervisée sont utilisées pour la cartographie et la détection de changements. Par
exemple, Wemmert et al. [2009] et Kurtz et al. [2010] proposent des méthodes
de segmentation multi-résolution pour la cartographie de milieux urbains. Ces
méthodes permettent de prendre en compte l’information complémentaire conte-
nue dans deux images de résolutions diﬀérentes (SPOT 4 à 20m et Quickbird
à 2,8m). Par ailleurs, Ghosh et al. [2011] s’intéressent à la détection de chan-
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gements dans une série temporelle d’images : un algorithme de classiﬁcation
non-supervisée ﬂoue est appliqué sur l’image de diﬀérence entre deux images de
la série temporelle. D’autres méthodes de détection de changements fondées sur
une classiﬁcation non-supervisée sont décrites dans Hussain et al. [2013].
En conclusion, les méthodes de classiﬁcation non-supervisée restent mar-
ginales dans le domaine de la cartographie de la couverture du sol car elles
ne permettent pas de prendre en compte les spéciﬁcités thématiques attendues
par l’utilisateur. Cependant, diﬀérentes méthodes permettent d’introduire des
connaissances aﬁn de contourner ce problème et sont présentées dans [Forestier,
2010], on parle alors de classiﬁcation semi-supervisée [Bruzzone et al., 2006]. Par
ailleurs, ces méthodes peuvent servir de pré-traitement avant une classiﬁcation
supervisée, par exemple pour le calcul de sacs de mots visuels [Lienou, 2009], ou
pour gérer les classes hétérogènes fréquentes dans les BDs OCS 1.
5.2 Classification supervisée
Les méthodes de classiﬁcation supervisée, contrairement aux méthodes non-
supervisées vues dans le paragraphe précédent, cherchent à répartir un jeu de
données en un ensemble de classes connues. Ainsi, ces méthodes permettent
de « sémantiser » l’image. La connaissance de ces classes provient d’un jeu de
données d’apprentissage : un ou plusieurs représentant(s) de chaque classe. L’en-
semble d’apprentissage joue un rôle important dans les résultats de classiﬁca-
tions, son choix est discuté dans la sous-section 5.2.1. Puis, un aperçu des diﬀé-
rentes méthodes de classiﬁcation supervisée est dressé dans la sous-section 5.2.2.
En particulier, les deux algorithmes les plus utilisés dans la littérature (SVM et
FA) sont détaillés dans cette sous-section.
5.2.1 Choix d’un ensemble d’apprentissage
La première étape consiste donc à choisir l’ensemble d’apprentissage et en
particulier sa taille. Plusieurs études montrent que pour un grand nombre d’al-
gorithmes de classiﬁcation, la qualité des résultats augmente avec la taille de
l’ensemble d’apprentissage [Zhuang et al., 1994; Foody et Arora, 1997; Foody
et Mathur, 2004a]. Par exemple, une partie de la littérature suggère d’utiliser
30p points d’apprentissage par classe (où p est la dimension de l’espace des
attributs) [Piper, 1992; Van Niel et al., 2005; Mather et Koch, 2010]. Mais ce
nombre peut être bien inférieur suivant le classiﬁeur utilisé. Par exemple, dans le
cas des SVMs, les données d’apprentissage ne sont pas utilisées pour décrire les
classes avec précision, mais pour pouvoir les séparer. Ainsi, les SVMs ont besoin





En particulier, dans le cas d’une unique classe d’intérêt (i.e., classiﬁcation
binaire), Foody et al. [2006] comparent quatre méthodes permettant de réduire
la taille de l’ensemble d’apprentissage : la sélection des pixels les plus signiﬁ-
catifs, la sélection par exclusion de classe, la description imprécise de classes
spectralement très diﬀérentes et enﬁn la classiﬁcation « une-classe ». Ces quatre
méthodes donnent des résultats équivalents et permettent de réduire la taille
de l’ensemble d’apprentissage de 90% par rapport à une heuristique classique,
tout en maintenant les taux de bonne classiﬁcation (entre 95 et 97% dans leur
exemple).
Cependant, la taille de l’ensemble d’apprentissage n’est pas le seul paramètre
à prendre en compte. En eﬀet, suivant le classiﬁeur utilisé, les meilleures dis-
tributions des échantillons seront très diﬀérentes. Par exemple, dans le cas des
réseaux de neurones ou des SVMs, les points appartenant aux frontières entre
les classes et les points entre les centres de gravité des classes seront les plus
à même d’améliorer la qualité de la classiﬁcation [Foody, 1999; Foody et Ma-
thur, 2004a]. Cependant, ces points ne décriront pas eﬃcacement l’aspect général
d’une classe, déﬁnie par son centre de gravité, et seront donc beaucoup moins
utiles aux algorithmes modélisant les classes et non plus leurs frontières.
5.2.2 Algorithmes de classification supervisée
Un nombre très important d’algorithmes de classiﬁcation supervisée existent
et sont utilisés dans la littérature, en particulier dans le domaine de la télédétec-
tion [Landgrebe, 2005; Lu et Weng, 2007; Tso et Mather, 2009]. Ces algorithmes
peuvent être regroupés en deux catégories : les méthodes paramétriques et les
méthodes non-paramétriques.
Les méthodes paramétriques supposent que les pixels de chaque classe res-
pectent une distribution (généralement gaussienne). Les paramètres de cette
distribution (moyenne et écart-type pour une gaussienne) sont estimés à partir
de l’ensemble d’apprentissage. C’est le cas, par exemple, des maximums de vrai-
semblance (Maximum Likelihood en anglais) ou de la méthode proposée dans
Trias-Sanz et Boldo [2005]. À l’inverse, les classiﬁcations non-paramétriques ne
font aucune hypothèse sur la distribution des classes. On trouve dans cette ca-
tégorie les Séparateurs à Vaste Marge (SVMs) [Boser et al., 1992; Schölkopf et
Smola, 2002] et les Forêts Aléatoires (FA) [Breiman, 2001], mais également les
méthodes par réseaux de neurones comme le perceptron multicouche [Atkinson
et al., 1997], ou des méthodes plus simplistes comme les k-plus proches voisins
[Indyk et Motwani, 1998], ou les arbres de décision [Breiman et al., 1984]. En
pratique, les méthodes non-paramétriques sont plus eﬃcaces sur des classes com-
plexes, comme c’est le cas en télédétection, ou sur des données non spectrales
(e.g., texture) [Paola et Schowengerdt, 1995; Foody, 2002]. De plus, les méthodes
paramétriques sont considérées comme une base pour la classiﬁcation de l’occu-
pation du sol (avec les satellites actuels) [Camps-Valls et Bruzzone, 2009]. Notre
choix s’est donc porté sur des méthodes non-paramétriques et en particulier sur
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les SVMs et les FA, qui outre leur utilisation très répandue, oﬀrent la possibilité
de calculer une probabilité d’appartenance d’un pixel à une classe (cf. ci-après).
Cette mesure de probabilité d’appartenance permet de dériver une mesure d’in-
certitude dans la classiﬁcation et ainsi de fournir un indicateur de ﬁabilité très
utile pour garantir la robustesse de notre processus. Ainsi, nous décrirons ces
deux méthodes dans les paragraphes suivants.
SVM
Introduits par Boser et al. [1992], les Séparateurs à Vaste Marge (SVMs)
sont une méthode de classiﬁcation supervisée très répandue dans la littérature
[Cortes et Vapnik, 1995; Vapnik, 1998]. En particulier, dans le domaine de la té-
lédétection, Mountrakis et al. [2011] présentent l’avancée de leur utilisation dans
des domaines variés comme l’estimation et le suivi de paramètres biophysiques
[Kwiatkowska et Fargion, 2003; Knudby et al., 2010], ou l’étude de l’occupation
du sol. Ainsi, des capteurs diﬀérents ont été évalués sur des surfaces variées,
par exemple pour l’étude des espèces forestières avec la fusion de données Lidar
et hyperspectrales [Dalponte, 2008], pour le suivi de la dégradation forestière à
grande échelle avec des données MODIS [Cao et al., 2009], ou pour l’extraction
de route à partir d’images Ikonos [Song et Civco, 2004; Huang et Zhang, 2009].
La force de la méthode des SVMs réside dans sa grande capacité de gé-
néralisation, sa capacité à produire de très bons résultats avec des ensembles
d’apprentissage de tailles réduites, ainsi que dans sa faible sensibilité à la malé-
diction des grandes dimensions (phénomène de Hughes) [Belousov et al., 2002;
Camps-Valls et al., 2004; Melgani et Bruzzone, 2004; Campedel et al., 2005;
Mantero et al., 2005].
Les SVMs ont été déﬁnis initialement pour la classiﬁcation de deux sous-
ensembles linéairement séparables, dans un espace à q dimensions. Soit un en-
semble d’apprentissage {xi, yi}, i = 1, . . . , n; yi ∈ {−1,+1}, où les xi sont les
observations (attributs de classiﬁcation) de dimension q et les yi les étiquettes
des classes associées. Le principe des SVMs est de trouver l’hyperplan séparant
les deux sous-ensembles de points, en maximisant la généralisation de la clas-
siﬁcation, c’est-à-dire en séparant le mieux les points (vaste marge). Ainsi, on
cherche un vecteur w et un écart b vériﬁant :
min
w,b
‖w‖2 avec ∀i, yi(w · xi + b) > 1. (5.1)





où les coeﬃcients αi sont positifs. Les xi pour lesquels αi > 0 sont appelés
























Figure 5.2 – Représentation mathématique de l’hyperplan issu des SVMs.
Cependant, lorsque les classes ne sont pas parfaitement linéairement sé-
parables (e.g., bruits dans les échantillons, . . . ), la contrainte introduite dans
l’équation 5.1 ne peut pas être respectée. Dans ce cas, cette contrainte est
relâchée en introduisant un terme de distance à l’hyperplan {ξi}i=1...n et une









avec ∀i, yi(w · xi + b) > 1− ξi. (5.3)
Le paramètre C permet de régler la pénalisation liée aux valeurs aberrantes.
Ainsi, une forte valeur de C pénalisera beaucoup les valeurs aberrantes, mais
au risque d’un sur-ajustement (manque de généralisation). À l’inverse, avec une
faible valeur, la généralisation est trop forte et beaucoup de valeurs sont alors
considérées comme aberrantes. Cependant, Belousov et al. [2002] montrent qu’en
pratique les SVMs sont peu sensibles à de grandes variations de C.
Dans le cas de données non-linéairement séparables, la méthode peut encore
être adaptée en plongeant les données dans un espace de plus grande dimension,
dans lequel le problème devient linéairement séparable, par une fonction non-
linéaire φ (cf. Figure 5.3). Cette projection ne se calcule pas de manière explicite,
mais par l’utilisation d’une fonction noyau (déﬁni positif) k :
(φ(x).φ(xi)) = k(x,xi). (5.4)
Le noyau gaussien k(x,xi) = exp−γ‖x−xi‖ est très utilisé dans la littérature.
Le paramètre γ permet de contrôler la largeur de la gaussienne du noyau. La
précision de la classiﬁcation dépend de C et γ. En pratique, ces deux paramètres
sont généralement ﬁxés par validation croisée [Hsu et al., 2003], même si des
méthodes d’optimisation diﬀérentes existent [Fauvel, 2013]. Par ailleurs, d’autres
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noyaux, comme les noyaux polynomiaux, existent également [Zhu et Blumberg,
2002]. Mercier et Lennon [2003] évoquent diﬀérents noyaux, ainsi que l’utilisation
de mélange de noyaux, permettant l’utilisation de données hétérogènes et/ou de
diﬀérentes fonctions de distance.
φ
Figure 5.3 – Illustration de l’utilisation d’un noyau φ dans la méthode des
SVMs (à gauche l’espace d’origine des attributs et à droite la projection grâce à
une fonction noyau φ.)
De plus, bien qu’ils aient été initialement conçus pour des classiﬁcations
binaires, les SVMs ont été adaptés à la problématique de la classiﬁcation multi-
classes. Deux approches ont été proposées pour ramener les problèmes multi-
classes à un ensemble de classiﬁcations binaires : le « un-contre-tous » et le
« un-contre-un » [Huang et al., 2002; Melgani et Bruzzone, 2004]. Par ailleurs,
Hsu et Lin [2002] proposent une méthode de SVMs multi-classes. Cette méthode,
similaire à la méthode « un-contre-tous », mais eﬀectuant une seule optimisation,
permet d’obtenir les c hyperplans en un seul calcul (c étant le nombre de classes).
De plus, cette méthode permet de réduire la taille de l’ensemble d’apprentissage
et de ne ﬁxer qu’une seule fois les paramètres C et γ.
Les SVMs ne fournissent qu’une classiﬁcation (une étiquette) sans calculer
de probabilité d’appartenance d’un point à une classe. Cependant, la calibration
de Platt permet d’estimer des probabilités d’appartenance à chacune des classes
dans le cas d’une classiﬁcation binaire [Platt, 1999; Lin et al., 2007]. Dans cette
méthode, la probabilité est estimée en ajustant un modèle de régression logis-
tique aux résultats de la classiﬁcation. Dans le cas multi-classes, Wu et al. [2004]
utilisent les probabilités des diﬀérentes classiﬁcations de type « un-contre-un »
pour calculer une probabilité d’appartenance à chacune des classes.
Enﬁn on peut citer l’une des nombreuses variantes des SVM, appelée one-
class SVM [Braun, 2010; Muñoz Marí, 2010; Gómez-Chova et al., 2011] et qui
permet, comme son nom l’indique, de classiﬁer une seule classe, sans connaître
les autres classes. La méthode consiste à trouver la plus petite sphère englo-
70
bant l’ensemble d’apprentissage dans l’espace des attributs. Ainsi, la limite de
la sphère permet de classer les données en deux : celles appartenant à la classe
et les autres. Cette méthode permet de diminuer le nombre de pixels d’appren-
tissage nécessaires.
Forêts aléatoires
Les Forêts Aléatoires (FA) ont été introduites par Breiman [2001] et sont
déﬁnies comme l’agrégation d’une collection de prédicteurs (des arbres de déci-
sion). Genuer [2010] souligne que, dans la littérature, les FA sont généralement
confondues avec un cas particulier des FA, appelées Random Forests-RI (forêts
aléatoires à variables d’entrée aléatoire, en anglais Random Forets with Random
Inputs), introduites dans le même article. Nous parlerons dans ce manuscrit de
FA pour désigner les Random Forest-RI de Breiman.
Le principe des FA est le suivant. Un ensemble d’échantillons (LΘ1n , . . . ,LΘkn )
est généré. Puis un arbre de décision CART (Classiﬁcation and Regression Tree)
[Breiman et al., 1984] est construit sur chaque échantillon LΘkn (cf. Figure 5.4).
Chaque nœud de l’arbre est découpé à partir d’un tirage aléatoire de m va-
riables (attributs) ; on cherche la meilleure coupure uniquement suivant ces m
attributs. Enﬁn, le résultat de la classiﬁcation est obtenu par la méthode du vote
majoritaire : chaque arbre vote pour une classe, la classe ayant le plus de votes
l’emporte. Ainsi, deux paramètres entrent en jeu : le nombre d’arbres utilisés k
et le nombre de variables m tirées à chaque construction d’un nœud. Le premier
paramètre est arbitrairement ﬁxé à une valeur importante (e.g., 500). Le second
paramètre m n’a pas une grande inﬂuence et est généralement ﬁxé à la valeur
de la racine carré du nombre de variables [Gislason et al., 2006]. Par ailleurs,
il existe de nombreuses variantes des FA décrites dans [Criminisi et Shotton,
2013], comme les random ferms, qui sont plus rapides que les FA et donnent des
résultats similaires [Bosch et al., 2007].
Les FA ont montré de meilleures performances de classiﬁcation que les mé-
thodes classiques de Boosting [Breiman, 2001] ou de SVMs [Pal, 2005]. Les FA
sont également capables de traiter d’importants jeux de données, avec un grand
nombre de dimensions. Pour ces diﬀérentes raisons, les FA ont été largement
utilisées dans le domaine de la télédétection [Pal, 2005; Dalla Mura et al., 2010;
Stumpf et Kerle, 2011; Escalante-Ramirez, 2012; Longbotham et al., 2014].
Par ailleurs, Breiman [2001] a également introduit deux mesures intéressantes
obtenues grâce aux FA : l’importance des variables et la marge. La première per-
met de qualiﬁer l’utilité de chacune des variables dans la classiﬁcation [Strobl
et al., 2007]. Ainsi, l’importance des variables permet de faire de la sélection d’at-
tributs [Chehata et al., 2009; Genuer et al., 2010; Löw et al., 2013]. La seconde
mesure obtenue, la marge, permet de mesurer la conﬁance de la classiﬁcation
d’un élément (pixel).
L’importance de la variable Xj , j ∈ {1, . . . , q} (q étant le nombre de va-
riables), est déﬁnie comme suit. Soit LΘkn un échantillon et OOBk l’ensemble des
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Jeu de données
LΘ1n . . . LΘkn
CART 1 CART K
Vote majoritaire
Figure 5.4 – Schéma des Forêts Aléatoires : une arbre de décision CART est
créé pour sur chaque sous-ensemble de données LΘin , puis la classiﬁcation est
obtenue par vote majoritaire.
observations qui n’apparaissent pas dans LΘkn (out-of-bag). On calcule alors l’er-
reur commise sur OOBk par LΘkn (la proportion de mal classés), notée errOOBk.
Puis on permute aléatoirement les valeurs de la je variable dans l’échantillon
OOBk, pour obtenir O˜OBk
j
. Enﬁn, on calcule errO˜OBk
j
, l’erreur sur l’échan-
tillon O˜OBk
j
. L’importance de la variable j, notée V I(Xj) est alors déﬁnie







j − errOOBk), (5.5)
où K est le nombre d’arbres.
La marge (margin en anglais) d’un élément X pour la classe Y , est déﬁnie
comme la diﬀérence entre le nombre moyen d’arbres votant pour la classe Y et















où hk est la fonction renvoyant la décision de l’arbre k et I la fonction indicatrice
(I(x) renvoie 1 si x est vrai et 0 sinon). La marge est positive si l’échantillon
X est classé dans la classe Y et elle est négative sinon. Ainsi, plus la marge est
importante, plus la conﬁance dans la classiﬁcation est forte.
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5.3 Ensemble et fusion de classifieurs
Les méthodes par ensemble de classiﬁeurs cherchent à améliorer la précision
des classiﬁcations [Roli et al., 2001; Banﬁeld et Hall, 2007; Benediktsson et al.,
2007; Lu et Weng, 2007]. En eﬀet, beaucoup de travaux montrent que l’utili-
sation de plusieurs classiﬁeurs permet d’améliorer la précision, par rapport à
l’utilisation d’un unique classiﬁeur [Warrender et Augusteijn, 1999; Steele, 2000;
Huang et Lees, 2004; Zhang, 2010]. La littérature abondante sur ce sujet peut
être séparée entre, d’une part, la description du choix du meilleur ensemble de
classiﬁeurs [Kim et al., 2003; Malisiewicz et al., 2011] et d’autre part les mé-
thodes de fusion des classiﬁcations ainsi obtenues [Liu et al., 2004; Ceamanos
et al., 2010; Tupin et al., 2014a]. Dans cette partie, nous évoquerons dans un
premier temps l’utilisation d’ensembles de classiﬁeurs, en particulier dans le do-
maine de la télédétection (5.3.1), puis nous proposerons un aperçu des méthodes
de fusion de classiﬁcations existant dans la littérature (5.3.2).
5.3.1 Ensemble de classifieurs
Un grand nombre d’approches de construction d’ensembles de classiﬁeurs
existent dans la littérature [Krogh et Vedelsby, 1995; Kim et al., 2003; Bene-
diktsson et al., 2007]. De manière générale, les recherches théoriques et em-
piriques s’accordent à dire que pour être performants, les classiﬁeurs doivent
être indépendants entre eux, i.e., chaque classiﬁeur se trompe sur une partie
diﬀérente de l’ensemble d’entrée [Krogh et Vedelsby, 1995; Kittler, 1998]. Ce-
pendant, Kuncheva et Whitaker [2000] tempèrent cette remarque en montrant
que des classiﬁeurs dépendants peuvent également améliorer la précision de la
classiﬁcation.
Par ailleurs, deux stratégies distinctes de construction d’ensemble de classi-
ﬁeurs existent dans la littérature : soit en manipulant l’ensemble d’apprentissage,
soit en combinant diﬀérents algorithmes de classiﬁcation.
Il peut s’agir dans un premier temps de générer diﬀérents classiﬁeurs en ma-
nipulant l’ensemble d’apprentissage, c’est le cas par exemple des deux méthodes
les plus connues le bagging et le boosting. Le bagging, introduit par Breiman
[1996a], consiste à entraîner un même classiﬁeur (initialement un arbre de dé-
cision) sur diﬀérents ensembles d’apprentissage aﬁn d’obtenir des prédicteurs
diﬀérents. Contrairement au bagging, où les tirages d’ensembles d’apprentissage
sont indépendants, le boosting [Freund et Schapire, 1996] tire en priorité des ob-
servations mal prédites par les prédicteurs précédents. Une troisième méthode,
appelée random subspace et introduite par Ho [1998], consiste à tirer aléatoire-
ment un sous-ensemble de variables pour construire chaque prédicteur. L’utili-
sation conjointe du bagging et du random subspace a donné naissance aux FA
présentées dans la section 5.2.2. Mais ces méthodes peuvent également être uti-
lisées avec d’autres classiﬁeurs comme les SVMs [Kim et al., 2003].
D’autre part, l’ensemble de classiﬁeurs peut être construit par combinai-
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son de diﬀérents algorithmes de classiﬁcation [Smits, 2002]. Cette méthode est
très adaptée pour l’utilisation de données de télédétection multi-capteurs ou
multi-dates [Briem, 2002]. Par exemple, Benediktsson et Kanellopoulos [1999]
combinent un algorithme de type réseau de neurones avec des méthodes statis-
tiques aﬁn de classer respectivement des données multi-capteurs et des données
hyperspectrales. Bruzzone et al. [2002] appliquent une telle méthode sur une
série temporelle d’images Landsat 5.
Par ailleurs, Malisiewicz et al. [2011] proposent de construire un ensemble
de classiﬁeurs en entraînant un SVM sur chaque objet (exemple) de la BD. La
méthode, nommée Exemplar-SVMs est appliquée à la détection d’objets (de type
voitures, vélos, . . . ) sur un ensemble de photographies.
5.3.2 Fusion de classifieurs
La méthode de fusion de classiﬁeurs est un élément important dans les mé-
thodes d’ensemble de classiﬁeurs, car c’est à cette étape que la décision ﬁnale de
classiﬁcation est prise. Un grand nombre de travaux abordant diﬀérents types de
méthodes s’intéresse donc à ce point [Leblanc et Tibshirani, 1996; Merz, 1999;
Merz et Pazzani, 1999; Mojirsheibani, 1999; Tupin et al., 2014a].
Par exemple, les décisions peuvent être fusionnées par des méthodes simples,
comme un vote majoritaire, comme dans les FA, par somme ou produit des
décisions, par seuillage [Steele, 2000; Liu et al., 2004], par régression linéaire
[Wolpert, 1992; Breiman, 1996b], ou encore par Aggregation Weight-Functional
Operators (AWFO) [Arif et al., 2006]. Cette dernière méthode prend en compte
la distribution générale des données aﬁn de pondérer de manière eﬃcace les
diﬀérentes classiﬁcations.
D’autre part, un grand nombre de méthodes s’appuie sur la théorie des en-
sembles ﬂous. Par exemple, la théorie de l’évidence (Dempster-Shafer, DST)
[Dempster, 1960; Shafer, 1976] a été utilisée sur des applications variées comme
la classiﬁcation de milieux urbains par imagerie satellitaire THR (IKONOS)
[Fauvel et al., 2006] ou sur des données SAR [Tupin et al., 1999; Chanussot
et al., 1999]. La théorie de Dezert-Smarandache (DSmT) est une extension de
la DST [Smarandache, 1991; Smarandache et Dezert, 2006] qui en améliore les
performances. Elle est utilisée par exemple dans [Corgne et al., 2004] pour la
détection de changements d’occupation du sol.
Par ailleurs, plusieurs articles proposent de fusionner les classiﬁeurs en intro-
duisant les sorties de chaque classiﬁcation en entrée d’un nouveau processus de
classiﬁcation (ici un SVM), Waske et Benediktsson [2007] appliquent cette mé-
thode pour la fusion de données issues de diﬀérents capteurs, alors que Ceamanos
et al. [2010] l’appliquent sur des données hyperspectrales. Dans cet article, les
bandes spectrales sont regroupées par sous-ensembles ayant une forte corréla-
tion, puis une classiﬁcation est réalisée sur chaque sous-ensemble. Finalement,
les classiﬁcations sont fusionnées grâce à un nouveau SVM.
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5.4 Évaluation d’une classification
Aﬁn de qualiﬁer la qualité d’un résultat de classiﬁcation supervisée, diﬀérents
critères ont été proposés dans la littérature [Metz, 1978; Davis et Goadrich, 2006;
Fawcett, 2006] et seront détaillés ici. Tous ces critères nécessitent d’avoir une
vérité terrain : un ensemble de pixels dont on connaît a priori la classe d’ap-
partenance, mais qui ne rentre pas dans le processus d’apprentissage (c’est un
ensemble distinct de l’ensemble d’apprentissage). Ainsi, dans le cas d’une classi-
ﬁcation binaire, on suppose que l’on dispose d’un ensemble d’éléments étiquetés
respectivement par p (+1) ou n (−1) : {xi, yi}, i = 1, . . . , n; yi ∈ {−1,+1}, cette
ensemble est appelé vérité terrain. Par ailleurs, l’algorithme de classiﬁcation, que
l’on souhaite évaluer, donne pour chaque élément, une étiquette p′ (+1) ou n′
(−1) : {xi, y′i}, i = 1, . . . , n; yi ∈ {−1,+1}. On peut alors construire la matrice
de confusion MC = (mci,cj )(ci,cj)∈{−1,+1}2 , où chaque élément mi,j correspond
au nombre d’éléments classés en ci et dont son étiquette selon la vérité terrain
est cj (cf. Figure 5.5). La matrice permet ainsi de déﬁnir 4 types de mesures :
— les vrais positifs (VP) :
les éléments correctement classés positifs (y′ = p′ et y = p) ;
— les faux positifs (FP) :
les éléments classés positifs à tort (y′ = p′ et y = n) ;
— les faux négatifs (FN) :
les éléments classés négatifs à tort (y′ = n′ et y = p) ;
— les vrais négatifs (VN) :
les éléments correctement classés négatifs (y′ = n′ et y = n).
Par ailleurs, on notera P (respectivement P ′) le nombre d’éléments positifs
de la vérité terrain (respectivement de la classiﬁcation) et de manière analogue
N et N ′ le nombre d’éléments négatifs de la vérité terrain et de la classiﬁcation.
Ces 4 nombres correspondent à la somme des éléments de la matrice de confusion
par ligne (pour P ′ et N ′) et par colonne (pour P et N).
Cette matrice de confusion permet de dériver plusieurs mesures pour juger
de la qualité d’une classiﬁcation comme le rappel, la précision, la F-mesure, le
taux de bonne classiﬁcation et l’indice κ. Le rappel est déﬁni comme le nombre
de pixels correctement classés positifs sur le nombre de pixels positifs de la vérité
terrain (Équation 5.7). Il permet de juger de la capacité de la classiﬁcation à bien
faire ressortir les éléments de la classe p, i.e., ne pas oublier d’éléments dans p.
La précision est déﬁnie comme le nombre de pixels correctement classés positifs
sur le nombre de pixels classés positifs (Équation 5.8). Il permet de juger de la
capacité de la classiﬁcation à ne pas tout classer positifs, i.e., ne pas prendre
trop d’éléments dans p. La F-mesure est la moyenne harmonique entre le rappel
et la précision (Équation 5.9), elle permet de prendre en compte conjointement
le rappel et la précision de la classiﬁcation. Le taux de bonne classiﬁcation (ac-
curacy en anglais) est le rapport entre le nombre de pixels correctement classés
sur le nombre total de pixels (Équation 5.10). Il permet de juger de manière plus


























Figure 5.5 – Matrice de confusion pour l’évaluation d’une classiﬁcation binaire.
lones, 2011], permet de prendre en compte l’eﬀet d’un accord aléatoire, et prend
en compte Po (la proportion d’accord observée, qui est le taux de bonne classiﬁ-
cation) et Pe (la proportion d’accord aléatoire), cf. Équations 5.12 et 5.13. Cet
indice varie entre 0 (dans le cas d’un très mauvais accord) et 1 (dans le cas d’un
très bon accord). Un indice supérieur à 0,6 est considéré comme bon, et très bon
s’il est supérieur à 0,8. Enﬁn, ces notions sont généralisables dans le cas d’une
classiﬁcation multi-classes. On parle alors de précision utilisateur, pour évaluer
la précision d’une classe par rapport aux autres classes et de précision produc-





















Po = ACC (5.12)
Pe =
P ∗ P ′ +N ∗N ′
(P +N)2
(5.13)
Enﬁn, dans le cas où la classiﬁcation dépend d’un seuil, une étude plus précise
de la qualité de la classiﬁcation permettant de rester indépendante de ce seuil
est permise par l’analyse de la courbe sensibilité / spéciﬁcité, ou courbe ROC
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(Receiver Operating Characteristic) [Metz, 1978; Fawcett, 2006]. La sensibilité,
ou taux de faux positifs (TFP) est le rapport entre le nombre de faux positifs et
le nombre d’éléments positifs dans la vérité terrain (Équation 5.14), alors que la
spéciﬁcité (ou taux de vrais négatifs TVN) est le rapport entre le nombre de vrais
négatifs sur le nombre d’éléments négatifs de la vérité terrain (Équation 5.15).
De manière générale, plus la courbe est en haut à gauche (forte sensibilité et




















Figure 5.6 – Courbe ROC : variation de l’opposé de la spéciﬁcité en fonction
de la sensibilité. Cette courbe permet de juger de la qualité d’une classiﬁcation
dépendant d’un seuil, plus la courbe est au dessus de la droite (y = x), plus la
qualité est importante.
5.5 Conclusion
Dans un premier temps, nous avons pu voir dans ce chapitre que deux types
de classiﬁeurs semblent se démarquer, il s’agit d’une part des classiﬁeurs par
SVM et d’autre part des FA. Par ailleurs, ces deux classiﬁeurs sont disponibles
dans des bibliothèques open-source : la LibSVM [Chang et Lin, 2011] et OpenCV
[Bradski, 2000]. Ces dernières sont accessible directement dans la bibliothèque
OTB [Inglada et Christophe, 2009].
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D’autre part, nous avons également vu que la multiplication de classiﬁeurs
et leur fusion est une stratégie de plus en plus courante dans la littérature et qui
permet d’améliorer grandement la qualité des classiﬁcations obtenues.
Ainsi, nous proposons dans notre méthode d’utiliser un ensemble de classi-
ﬁeurs qui, à la manière des Examplar-SVMs, va permettre d’apprendre l’appa-
rence de tous les objets de la BD à mettre à jour. Chaque classiﬁcation sera
de type « un-contre-tous » aﬁn de pouvoir discriminer au mieux l’apparence du
thème de l’objet des autres thèmes de la BD. Enﬁn, les diﬀérentes méthodes
de fusion existantes devront être comparées aﬁn de juger de leur pertinence sur
notre jeu de données.
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La chaîne de traitements LuPiN, permettant la mise à jour de BDs d’OCS,
est fondée sur une méthode d’apprentissage et de classiﬁcation multi-niveau
MLMOL, décrite dans ce chapitre. Son adaptation aux BDs d’OCS est traitée
dans le chapitre suivant.
La méthode MLMOL a été conçue aﬁn de répondre au mieux aux problèmes
soulevés dans le section 1.3 en prenant en compte les éléments issus de l’état-
de-l’art décrits dans la Partie II, en particulier sur les méthodes de détection de
changements (cf. chapitre 2) et les algorithmes de classiﬁcations (cf. chapitre 5).
— L’apprentissage sur des données imparfaites est rendu possible grâce à la
sélection des points d’apprentissage (6.2.1) et la fusion des classiﬁcations
(6.2.2).
— L’utilisation de classiﬁcations de type « un-contre-tous » (6.2.1) permet
la méthode MLMOL de s’adapter au mieux aux diﬀérentes classes exis-
tantes.
— La multiplication des classiﬁcations par classes et leur fusion (6.2) permet
d’améliorer la robustesses des classiﬁcations (5.3), en particulier dans le
cas de classes pouvant contenir des objets de diﬀérentes apparences.
Ce chapitre est divisé en deux parties. Dans un premier temps, les nota-
tions utilisées et la structure hiérarchique des bases de données sont détaillées
(section 6.1), puis la méthode d’inspection s’inspirant de cette structure est pré-
sentée dans la section 6.2. Dans un second temps, un jeu de données simulées
est utilisé aﬁn de valider la méthode sans prendre en compte les problèmes liés
aux attributs de classiﬁcation. Les données conçues à cette ﬁn et les expérimen-
tations sont détaillées dans la section 6.3. Ces premières expérimentations ont
permis de valider la robustesse de la méthode face à des classes diﬀérentes ayant
des apparences semblables et face à des classes non-homogènes.
6.1 Notations
6.1.1 Structure des bases de données géographiques
Les bases de données (BDs) géographiques ont une structure hiérarchique :
une BD est composée d’un ensemble de classes {Cj}j∈[1,NC ], NC étant le nombre
de classes considérées dans la BD (ex : routes, forêts, champs, etc.). L’ensemble
des classes de la BD est connu à l’avance (nomenclature). De plus, les classes
peuvent être imbriquées (nomenclature hiérarchique). Chaque classe Cj (unique-
ment celles de plus bas niveaux dans le cas d’une nomenclature hiérarchique) est
elle-même associée à un ensemble d’objets disjoints spatialement {Oji }i∈[1,NCj ],
NCj étant le nombre d’objets associés à la classe Cj , (cf. Figure 6.2). En pra-
tique, ces objets sont des polygones 2D géoréférencés. Par ailleurs, ces polygones
sont issus de travaux de photo-interprétation sur des images aériennes ou satel-
lite (antérieures à celles utilisées pour la mise à jour) ou de relevés terrain. Ils
subissent dans un grand nombre de cas des transformations géométriques (e.g.,
























Figure 6.1 – Schéma général du processus de mise à jour et de détection de
changements dans une BD géographique. La méthode d’apprentissage multi-
niveaux MLMOL est détaillée dans ce chapitre.
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Ces modiﬁcations sont supposées inconnues ici.
Cette structure hiérarchique de la BD révèle trois niveaux d’analyse pos-






Figure 6.2 – Représentation d’une base de données géographiques : une BD
est composée de diﬀérentes classes Cj , elles-mêmes sont composées de diﬀérents
objets (Oji ).
6.1.2 Lien entre base de données et image
Aﬁn de pouvoir utiliser une image satellite (ou aérienne) pour la mise à
jour d’une BD géographique, l’image doit être corrigée des déformations géomé-
triques dues au capteur et à la topologie du terrain. Ce traitement est appelé
ortho-rectiﬁcation et permet d’obtenir une image géoréférencée, mise en corres-
pondance avec la BD géographique. Ainsi, chaque objet Oji de la classe Cj de
la BD est associé à une région Rji de l’image, par une fonction de projection I
dépendant de cette image, Équation 6.1. Chaque région Rji est un ensemble de
pixels de l’image. Par la suite, l’objet Oji et sa projection sur l’image R
j
i seront
confondus, et seule la notation Oji sera utilisée. Une erreur de géoréférencement
de l’image ou de la BD entraînera un décalage lors de leur superposition. Ce
décalage peut être interprété comme un changement et pourra donc être pris en
compte par notre méthode, dans la mesure où ce décalage est petit comparé à la
taille des objets de la BD (en particulier les objets allongés comme les routes).
∀j ∈ [1, NC ], ∀i ∈ [1, NCj ], Rji = I(Oji ). (6.1)
De plus, lorsqu’il n’y aura pas d’ambiguïté possible, un objet Oji et sa classe
associée Cj , seront simplement notés O et C.
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En pratique, la BD et l’image n’ont pas forcément la même emprise et la BD
peut contenir des zones non étiquetées. Ainsi, la projection de l’ensemble des
objets de toutes les classes d’une même BD ne couvre pas forcément l’ensemble
de la zone concernée Ω : le reste de la zone est appelé dans ce document extérieur.
Ω = I(BD) ∪ extérieur.
Ainsi, chaque pixel de l’image est initialement étiqueté soit par une classe
de la BD , soit comme étant extérieur à la BD , par l’étiquette Ex. L’étiquette
d’un pixel p de l’image I est donnée par la fonction LBD :
LBD : I −→ {Cj}j∈[1..NC ] ∪ {Ex}
p 7−→ LBD(p)
6.1.3 Classification supervisée binaire
Une classiﬁcation supervisée consiste en une étape d’apprentissage utilisant
un ensemble d’apprentissage, puis en une étape de classiﬁcation. Les notations
utiles à ces deux étapes sont détaillées ci-après.
L’apprentissage est réalisé à partir d’un sous-ensemble de pixels E de l’image
I, étiqueté en deux classes : {C1, C2}, par la fonction l, cf. Équation 6.2. Ce
dernier sera noté {E, l}, ou comme la réunion de deux sous-ensembles de E,
(E1, E2), tel que E1 = {p ∈ E, l(p) = C1} et E2 = {p ∈ E, l(p) = C2}.
l : E −→ {C1, C2}
p 7−→ l(p) (6.2)
La méthode de classiﬁcation permet de déﬁnir, à partir d’un ensemble d’ap-
prentissage {E, l}, une fonction de classiﬁcation lc étendue à toute l’image :
lc : I −→ {C1, C2}
p 7−→ lc(p)
Suivant la méthode choisie, elle permet également de déﬁnir une mesure de
conﬁance, pouvant être interprétée comme la probabilité qu’un pixel de l’image
p appartienne à la classe C1, P (lc(p) = C1), sa probabilité d’appartenance à la
classe C2, P (lc(p) = C2), étant égale à 1−P (lc(p) = C1). La carte de conﬁance,
interprétée comme une carte de probabilité d’appartenance à une classe, P(E, l),
ou de manière équivalente P(E1, E2), est déﬁnie de la manière suivante :
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P(E, l) = P(E1, E2) : I −→ [0, 1]
p 7−→ P (lc(p) = C1)
Le rappel et la précision d’une classiﬁcation ont été déﬁnis dans la sec-
tion 5.4. Nous rappelons ici leur formulation avec les notations introduites dans
ce chapitre. Le rappel de la classe Ci par une classiﬁcation lc, étant donnée
une vérité terrain (un ensemble de pixels dont on connaît a priori l’étiquette)
VT = {EV T , lV T }, est déﬁni comme le rapport entre le nombre de pixels de
EV T bien étiquetés par lc dans la classe Ci et le nombre de pixels de EV T ayant
l’étiquette Ci :
Rappel(lc,VT, Ci) =
♯{p ∈ EV T , lV T (p) = Ci et lc(p) = lV T (p)}
♯{p ∈ EV T , lV T (p) = Ci} .
Et, la précision de Ci est déﬁnie comme le rapport entre le nombre de pixels
de EV T bien étiquetés par lc dans la classe Ci et le nombre de pixels de EV T
étiquetés Ci par lc :
Précision(lc,VT, Ci) =
♯{p ∈ EV T , lV T (p) = Ci et lc(p) = lV T (p)}
♯{p ∈ EV T , lc(p) = Ci} .
6.2 Inspection hiérarchique de la base de données
géographique
Ainsi, la méthode Multi Level, Multi Object Learning (MLMOL), illustrée
sur la Figure 6.3, repose sur une inspection entière de la BD, en respectant la
structure hiérarchique, décrite dans la section 6.1, selon un processus ascendant
(bottom-up). L’introduction d’une approche de type « Exemplar-SVM » [Ma-
lisiewicz et al., 2011], i.e., une classiﬁcation pour chaque objet de la BD et la
fusion au niveau de la classe permettent d’apprendre les diﬀérentes apparences
d’une classe, et ainsi de consolider la prise de décision au niveau de la BD. Trois
éléments distincts sont ainsi obtenus :
1) une carte de probabilité de changements entre la BD et la nouvelle image ;
2) une BD mise à jour ;
3) une complétion des zones non étiquetées par la BD initiale.
Un raisonnement « top-down » peut être envisagé en perspective aﬁn de régula-
riser la classiﬁcation obtenue et pour introduire de l’information contextuelle.
6.2.1 Niveau objet
L’examen au niveau de l’objet est fondé sur une classiﬁcation binaire super-
visée utilisant des caractéristiques calculées sur l’image (décrites dans la sous-
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Figure 6.3 – Schéma détaillé de la méthode d’apprentissage et de classiﬁcation
MLMOL pour la mise à jour et la complétion de BDs géographiques.
d’apprentissage joue un rôle important dans le résultat de la classiﬁcation. Ainsi,
pour chaque objet, le classiﬁeur est entraîné sur un sous-ensemble de pixels ca-
pables de discriminer au mieux l’objet du reste des pixels de l’image hors de
la classe courante. Ce choix est fondé sur l’adaptation de deux méthodes d’en-
semble de classiﬁeurs vues dans la sous-section 5.3.1 : le bagging et le boosting.
Les ensembles d’apprentissage sont tirés aléatoirement de manière indépendantes
comme dans le bagging, mais une mesure de la pertinence de l’ensemble choisi est
ajouté, permettant d’améliorer le classiﬁeur en augmentant le nombre de tirages
(comme dans le boosting). Ainsi, cette méthode peut être appliquée à n’importe
quel classiﬁeur. Cependant, dans le cas où un SVM est utilisé, la sélection de l’en-
semble d’apprentissage peut être remplacée par la sélection spéciﬁque, comme
une sélection des points en bord de classe dans l’espace des attributs proposée
par Foody et Mathur [2004b].
La pertinence de l’ensemble choisi est mesurée par le calcul du rappel de
la classiﬁcation sur l’objet en cours. Cette mesure permet de garantir que le
classifeur, entraîné à partir de l’ensemble d’apprentissage sélectionné, décrit au
mieux l’apparence de la plus grande partie de l’objet. Elle permet de prendre
en compte d’éventuels changements dans la BD, mais également d’éventuels
problèmes de recalages entre la BD et l’image.
Choix de l’ensemble d’apprentissage
Deux ensembles de pixels sont choisis, un parmi les pixels de l’objet O, de
la classe C (Sint
∗
O ⊂ O) et un parmi les pixels de l’image hors de la classe
en cours (Shc
∗
O ⊂ I \ I(C)), déﬁnissant ainsi un ensemble d’apprentissage S∗O =
{Sint∗O , Shc
∗
O }. Ces deux sous-ensembles sont choisis parmi plusieurs sous-ensembles
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de pixels tirés au hasard, en cherchant à maximiser le rappel de la classiﬁcation
(classe / hors-classe). La sélection de l’ensemble d’apprentissage est eﬀectuée en
deux étapes : (1) le choix du meilleur sous-ensemble intérieur et (2) le choix du
meilleur sous-ensemble hors-classe. L’ensemble intérieur est choisi en premier,
car l’objet est plus uniforme et plus petit que l’extérieur, et donc le choix sera
plus stable que pour celui de l’ensemble extérieur. Cependant, plusieurs itéra-
tion entre le choix de l’ensemble intérieur puis extérieur pourraient améliorer le
processus.
Dans un premier temps, un sous-ensemble de pixels hors-classe, est tiré aléa-
toirement hors de la classe de l’objet courant, ShcO ⊂ I \I(C). Ces pixels peuvent
appartenir à une autre classe ou ne correspondre à aucune classe de la BD.
Puis, Nint sous-ensembles intérieurs sont également tirés aléatoirement parmi
les pixels qui composent l’objet courant :
{SintjO }j∈[1..Nint] ⊂ ONint . (6.3)
Un classiﬁeur est obtenu sur chacun des sous-ensembles intérieurs couplé
à l’ensemble hors-classe, {lintjc }j∈[1..Nint]. Le rappel de chaque classiﬁeur sur la
classe intérieur (Cint) est calculé en utilisant les pixels de l’objet comme vérité
terrain, i.e., VT = {I(O), LBD}. Le sous-ensemble intérieur int∗ maximisant le
rappel de la classiﬁcation est ainsi choisi.
int∗ = arg max
j∈[1..Nint]
Rappel(lintjc ,VT, Cint). (6.4)
Dans un second temps, le sous-ensemble optimal hors-classe hc∗ est choisi
de façon identique, en tirant aléatoirement Nhc sous-ensembles hors-classe (le
premier ensemble correspondant à celui tiré à l’étape précédente : Shc1O = S
hc
O ),
déﬁnissant autant de classiﬁeurs {lint∗,hcjc }j∈[1..Nhc] :
{Sint∗,hcjO }j∈[1..Nhc] ⊂ (I \ I(C))Nhc , (6.5)




c ,VT, Cint). (6.6)
L’ensemble d’apprentissage optimal est ﬁnalement déﬁni par l’union des deux
meilleurs sous-ensembles intérieur Sint
∗








Une étude qualitative a permis de ﬁxer le nombre de points d’apprentissage
à 200 (100 intérieurs et 100 hors-classe) et le nombre de tirages successifs Nint
et Nhc à 10. Cependant, la taille de l’ensemble d’apprentissage devra être aug-
mentée avec le nombre d’attributs utilisés (cf. sous-section 5.2.1). De plus, une
étude quantitative sur le nombre de tirages Nint et Nhc devra être menée, en




L’ensemble d’apprentissage optimal S∗O, associé à l’objet O est alors utilisé
pour entraîner un classiﬁeur lO et ainsi, obtenir une probabilité d’appartenance
de chaque pixel de l’image à la classe courante, i.e., une carte de probabilité
PO. Les probabilités sont issues du classiﬁeur choisi (cf. sous-section 7.1.3 dans
le chapitre suivant).






Les cartes de probabilités PO, obtenues pour chaque objet O d’une classe C
donnée, sont fusionnées aﬁn d’obtenir une seule carte de conﬁance par classe PC
(Équation 6.9). Cette carte déﬁnit, pour chaque pixel de l’image, une probabilité
d’appartenance de ce pixel à la classe en cours. La fusion au niveau de chaque
classe permet de prendre en compte les diﬀérentes apparences d’une classe. Ce-
pendant, cette étape pourrait être omise en introduisant à l’étape suivante, un
processus de prise de décision prenant en compte les probabilités d’appartenance
à chaque objet, par exemple en introduisant une étape de classiﬁcation [Waske
et Benediktsson, 2007].
PC = Fusion({PO, O ∈ C}). (6.9)
Diﬀérentes méthodes de fusion ont été décrites dans la sous-section 5.3.2.
Nous avons choisi dans un premier temps d’utiliser la moyenne des probabili-
tés (Équation 6.10) pour valider la méthode théorique (cf. 6.3) Le choix d’une








6.2.3 Niveau base de données
L’ensemble des probabilités d’appartenance à chaque classe (PC) est utilisé
pour obtenir la classe d’appartenance de chaque pixel de l’image, ainsi qu’une
carte de conﬁance dans la classiﬁcation obtenue. Puis, une carte de probabilité
de changement est obtenue par comparaison de la nouvelle classiﬁcation avec la
BD existante.
Prise de décision et carte de conﬁance
A l’image des méthodes de fusion par vote majoritaire (cf. 5.3.2), la clas-
siﬁcation ﬁnale est obtenue en gardant, pour chaque pixel de l’image, la classe
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ayant la plus forte probabilité, calculée à l’étape précédente. Elle est déﬁnie par
la fonction suivante :
LC1 : I −→ [1..NC ]
p 7−→ arg max
j∈[1..NC ]
PCj (p) (6.11)
Cette prise de décision permet de dégager deux données complémentaires :
(1) la BD mise à jour sur son emprise initiale et (2) la complétion de la BD sur
le reste de l’image. En eﬀet, l’extérieur de la BD initiale est également classé à
cette étape.
Une valeur de conﬁance (Co) est associée à cette classiﬁcation (LC1), elle
permettra de mettre en évidence les zones d’ambiguïté. En pratique, la valeur
maximale des probabilités de chaque classe Comax donne une mesure de conﬁance
dans la classiﬁcation précédente :
Comax : I −→ [0, 1]
p 7−→ PCLC1 (p)(p) (6.12)
Cependant, si plusieurs classes ont des probabilités importantes, leurs valeurs
maximales sont fortes, alors que la conﬁance devrait être faible. Car, dans ce cas,
il y a un risque de confusion entre les deux classes ayant de fortes probabilités.
Ainsi, une autre mesure, appelée la marge, est proposée. Cette mesure est déﬁnie
comme la diﬀérence entre les deux plus fortes valeurs de probabilités, relatives
à LC1 (la plus forte valeur) et LC2 (la deuxième plus forte valeur).
Comarge : I −→ [0, 1]
p 7−→ PCLC1 (p)(p)− PCLC2 (p)(p), (6.13)
où LC2(p) est la classe ayant la deuxième probabilité la plus forte en p.
Nous avons décidé de choisir cette seconde valeur pour mesurer la conﬁance
dans la prise de décision au niveau de la BD :
Co = Comarge. (6.14)
Carte de probabilité de changement
Une carte de changement ∆ est obtenue par comparaison de la classiﬁca-
tion et de la BD d’origine. Chaque pixel peut ainsi prendre, soit la valeur -1
(changement) soit la valeur 1 (non-changement).
∀p ∈ I, ∆(p) =
{
−1 si LC1(p) 6= LBD(p)
1 si LC1(p) = LBD(p)
(6.15)
90
La carte de changement ∆ est alors pondérée par la mesure de conﬁance
Co de l’étape précédente, aﬁn d’obtenir une carte de conﬁance, pouvant être
interprétée comme une carte de probabilité de changement Π.
∀p ∈ I, Π(p) = ∆(p)× Co(p). (6.16)
Puis, cette dernière est séparée en trois classes : changement certain, non-
changement certain et indécision (devant correspondre aux zones d’incertitude).
Pour cela, deux seuils doivent être introduits, ils permettront de trouver un com-
promis entre le taux de bonne classiﬁcation et le nombre de fausses alertes tolé-
rées. Ainsi, plus les seuils auront de fortes valeurs (seuil1 → −1 et seuil2 → 1),
moins la classiﬁcation comportera d’erreurs, mais plus la zone d’indécision sera
grande. Un opérateur devra donc inspecter manuellement une zone d’indécision
plus étendue. À l’inverse, plus les seuils seront faibles (seuil1 → 0 et seuil2 → 0),
plus la zone d’indécision sera réduite (l’opérateur aura moins de polygones à
inspecter), mais la classiﬁcation pourra contenir plus d’erreurs. La sensibilité de
ces deux paramètres dépendra grandement de la réussite des classiﬁcations. En
eﬀet, si les classiﬁcations sont conﬁantes, alors une variation des seuils aura peu




changement certain si Π(p) ≤ seuil1
non-changement certain si Π(p) ≥ seuil2
indécision sinon
(6.17)
La classiﬁcation permet de focaliser un opérateur sur les zones de change-
ment, ou sur les zones d’incertitude. Dans la suite de notre travail, nous cherche-
rons à améliorer les classiﬁcations et leurs fusions aﬁn de réduire le plus possible
la classe indécision.
6.3 Validation théorique de la méthode
Dans cette partie, nous présentons plusieurs expérimentations permettant de
valider la partie théorique de la méthode MLMOL sur un jeu de données simu-
lées. Ces données simulées permettent d’étudier le comportement de la méthode
en restant indépendant des caractéristiques utilisées pour décrire les objets de la
BD. Le jeu de données simulées est décrit dans un premier temps, puis diﬀérentes
expérimentations sont menées sur ces données, aﬁn de tester la robustesse de la
méthode à des classes ayant des apparences semblables, à des classes hétérogènes
et à des données ﬂoutées.
6.3.1 Présentation des données simulées
Le jeu de données simulées est composé de deux parties : (1) la BD initiale
(à mettre à jour), (2) l’image simulée (utilisée pour mettre à jour la BD).
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La BD initiale est composée de 10 classes elles-mêmes composées de 10 objets
de même taille et de même forme. Les objets sont répartis sur une grille régu-
lière car l’arrangement spatial n’intervient pas dans notre processus de décision.
Chaque objet (carré) fait 100 pixels de côté. Pour simpliﬁer la visualisation, la
BD initiale est représentée par une image (Figure 6.4a), chaque classe est repré-
sentée par un niveau de gris diﬀérent et suﬃsamment éloigné, car on n’étudie pas
ici le comportement des attributs. La zone bleu-grise en bord d’image (colonnes
0 & 11 et lignes 0 & 11) correspond à une zone non étiquetée dans la BD initiale
(extérieur).
L’image simulée est composée de 101 objets de tailles variables (Figure 6.4b).
Diﬀérents types de changements sont introduits entre la BD initiale et l’image
simulée : la disparition d’une partie ou de la totalité de l’objet (ligne 3), l’appari-
tion d’un objet (ligne 11), le changement de classe d’une partie de l’objet (lignes
1 et 2 de la Figure 6.4c). Quatre objets disparaissent et quinze apparaissent. Les
objets de chaque ligne changent de la même manière, dans des proportions crois-
santes (de 10 à 100%). Les changements de chaque classe représentent entre 10
et 30% de la surface de l’image. Cette conﬁguration permettra de valider notre
méthode face aux diﬀérents types de changements existants. Par ailleurs, la
connaissance de la vérité terrain permettra de qualiﬁer l’ensemble des résultats













































Extérieur Thème 1 Thème 10... Non chgt Chgt Hors BD
(a) (b) (c)
Figure 6.4 – Présentation des données simulées : (a) la BD initiale (à mettre
à jour), (b) l’image simulée (utilisée pour mettre à jour la BD) et (c) la carte
des changements (vérité terrain). Chaque cellule (i, j) fait 100×100 pixels.
6.3.2 Expérimentations
Quatre expériences ont été menées sur les données simulées. La méthode
MLMOL est d’abord appliquée sur les données simulées sans modiﬁer ces der-
nières, aﬁn de fournir une référence pour comparer les autres expériences. Puis,
trois types de modiﬁcations sont introduits sur l’image simulée aﬁn de tester la
robustesse de la méthode :
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— à des classes similaires ;
— à des classes hétérogènes ;
— à des données ﬂoutées.
Dans l’ensemble de ces expérimentations, les classiﬁcations sont réalisées par
un SVM, avec un noyau gaussien (cf. 5.2.2).
Conditions idéales
Dans un premier temps, les trois niveaux d’inspection décrits précédemment
sont évalués sur les données simulées idéales (Figure 6.4b).
La BD est inspectée au niveau des objets. Le rappel et la précision de la
classiﬁcation sont calculés sur chaque objet de chaque classe de la BD. Dans ces
conditions parfaites (un niveau de gris par classe suﬃsamment éloigné) le rappel
est toujours égal à 1. Cependant, la précision peut être diﬀérente de 1. En eﬀet,
si la taille d’un objet diminue (e.g., chaque objet de la ligne 1), la classiﬁcation
va confondre la classe de l’objet courant avec la classe remplaçante. Ainsi, la
précision prendra des valeurs plus faibles, comprises entre 0,21 et 0,6, selon la
surface totale de la classe remplaçante (respectivement de 10 à 30% de l’image).
Malgré certaines confusions introduites au niveau objet, la fusion au niveau
des classes et la prise de décision au niveau de la BD a permis d’étiquetter cor-
rectement (à 100%) l’ensemble des classes (Figure 6.5a). Ainsi, la redondance
d’information introduite par la multiplication des classiﬁcations permet de com-
penser d’éventuels problèmes sur les classiﬁcations individuelles. Cependant, il
n’y a pas de classe extérieure dans la classiﬁcation, alors qu’elle existe sur l’image
initiale. Ainsi, la méthode confond les objets non-étiquetés (extérieur) avec la
classe ayant le niveau de gris le plus proche. Toutefois, les deux mesures de
conﬁance, la probabilité maximale (Figure 6.5b) et la marge (Figure 6.5c), ont de
faibles valeurs dans cette zone. De plus, ces mesures de conﬁance ont des valeurs
diﬀérentes suivant les classes, montrant des surfaces de changement de tailles
diﬀérentes. Ainsi, la classiﬁcation sur la carte de probabilité de changement (Fi-
gure 6.6a) permet de séparer correctement les vraies zones de changement / non
changement des zones d’incertitude avec des seuils relativement souples (entre
0,18 et 0,86 pour la mesure calculée à partir de la probabilité maximale et entre
0,05 et 0,4 pour celle fondée sur la marge).
Enﬁn, une mesure de la précision est proposée pour évaluer quantitativement
les résultats en supprimant l’eﬀet introduit par les pixels extérieurs. Pour cela,
la carte de probabilité de changements est seuillée à deux niveaux pour obtenir
trois classes : changement, hors de la BD et non-changement (Figure 6.6f). Nous
avons utilisé deux seuils ﬁxés à −0,2 et 0,2, permettant d’être au plus proche
de la limite inférieure obtenue précédemment (0,18). Puis la classiﬁcation est
comparée à la vérité terrain (Figure 6.4c). La mesure de précision obtenue dans
ce cas idéal est de 100%.
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(a) (b) (c)
Figure 6.5 – Résultats sur les données simulées dans les conditions idéales :
(a) Fusion des classes, (un niveau de gris par classe), (b) Probabilité maximale
et (c) Marge (■ : 0 →  : 1). Chaque pixel est correctement labellisé (a), sauf
sur les zones extérieures où (b) et (c) ont de faibles valeurs.
Classes similaires
Dans un second temps, nous avons étudié la capacité de la méthode MLMOL
à séparer deux classes ayant des apparences proches. Pour cela, les classes 3 et 4
ont été choisies. Leurs niveaux de gris sont respectivement égaux à 179 et 153.
La valeur de la classe 3 a été itérativement remplacée par des valeurs comprises
entre 169 et 153, pour se rapprocher de la classe 4 (dans le dernier cas, les deux
classes sont identiques, donc non séparables).
L’étape de classiﬁcation permet de séparer correctement les classes 3 et 4,
sauf quand ces deux classes ont exactement la même valeur. La Figure 6.6 (b)
montre la carte de probabilité de changement résultant de notre méthode, lorsque
les deux classes 3 et 4 ont des valeurs proches mais diﬀérentes (valeur de niveau
de gris de 154 et 153) et la Figure 6.6 (c) quand ces deux classes ont la même
valeur. La précision obtenue est de 80% quand les classes 3 et 4 sont identiques.
En eﬀet, les classiﬁcations sur les classes 3 et 4 sont similaires, donc la confusion
est grande, ainsi les surfaces correspondantes sont marquées comme indécises.
Dans les autres cas, les classes sont séparables et les résultats sont identiques au
cas idéal (précision de 100%). Ainsi, les résultats montrent que notre méthode
permet de gérer correctement des classes d’apparences similaires en introduisant
une mesure de conﬁance en plus de la classiﬁcation.
Classes hétérogènes
La troisième expérience a pour objectif de déterminer si la méthode MLMOL
est sensible à des classes hétérogènes. En eﬀet, certaines classes peuvent avoir
plusieurs apparences diﬀérentes (intra objets). Ceci arrive régulièrement dans
les BDs géographiques quand un objet inclut plusieurs entités avec des caracté-
ristiques diﬀérentes (e.g., champs partiellement labourés, prairie dans une forêt,
textures, diﬀérentes conditions d’illumination . . . ). Ainsi, nous avons sélectionné
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les trois mêmes classes que dans l’expérience précédente et nous avons appliqué
deux valeurs diﬀérentes aux pixels des objets de la classe 3 (deux sous-classes).
Dans une première conﬁguration, les deux valeurs de niveaux de gris restent
entre les valeurs des classes 2 et 4 (166 / 191), dans la seconde, les valeurs sont
en dehors de cet intervalle (140 / 217). Enﬁn, les proportions de chacune des
deux valeurs (166 / 191 ou 140 / 217) ont été modiﬁées de 10 à 50% (une valeur
supérieure à 50% d’une sous-classe correspondant à une valeur inférieure à 50%
de l’autre sous-classe).
Pour une proportion de 10%, la précision est de 99% dans les deux conﬁgu-
rations et de 100% dans les autres cas. Ceci peut-être expliqué par le fait qu’il
est plus diﬃcile d’apprendre l’apparence de la sous-classe la moins représentée.
Les résultats montrent que notre méthode de sélection des points d’apprentis-
sage permet de résoudre le problème des classes hétérogènes, même dans le cas
où un faible pourcentage de la classe est diﬀérent du reste de cette dernière.
De plus, l’utilisation d’un noyau gaussien dans la classiﬁcation par SVM permet
de diﬀérencier la classe 3 des autres classes, même si elle n’est pas linéairement
séparable. Enﬁn, la carte de probabilité de changement (Figure 6.6 d) permet de
discriminer correctement les zones de changement et de non changement (zones
bleue/rouge). En eﬀet, les valeurs de conﬁance des deux sous-classes de la classe
hétérogène sont peu diﬀérentes, ainsi les probabilités de changements résultantes
sont semblables et permettent de prendre la bonne décision (changement / non-
changement) sur l’ensemble de la classe.
Données ﬂoutées
Les contours des objets vus sur les images satellite peuvent être mal déﬁnis,
par exemple de l’ombre peut exister à la transition entre champs et forêts, ou la
frontière entre une forêt ouverte et une forêt fermée est diﬃcile à déﬁnir. Ainsi
la dernière expérience cherche à prouver l’eﬃcacité de notre méthode sur des
données ﬂoutées. Un ﬁltre gaussien, de σ croissant (entre
√
5 et 10 pixels), est
appliqué sur l’image simulée.
La précision des résultats varie entre 88% (pour σ = 10 pixels) à 98% (pour
σ =
√
5 pixels). Dans ce cas, la classiﬁcation au niveau de l’objet et la fusion
par classe sont moins précises que dans les conditions idéales. Cependant, notre
méthode de sélection des points d’apprentissage permet d’obtenir des résultats
satisfaisants. Enﬁn, la carte de probabilité de changement (Figure 6.6 e) permet
quand même de distinguer la majorité des vrais changements.
6.4 Conclusion
Dans ce chapitre, une méthode simple et générique de mise à jour et de dé-
tection de changement, MLMOL, a été présentée puis validée sur des données
simulées. Cette méthode fournit trois informations complémentaires : (1) une
















Figure 6.6 – Carte de probabilité de changement pour l’ensemble des expé-
riences : (a) Condition idéale, (b) deux classes similaires, (c) deux classes iden-
tiques, (d) une classe hétérogène et (e) données ﬂoutées. Les zones bleu foncé
correspondent aux zones sans changement, alors que les zones rouges corres-
pondent aux zones de changement. Les zones blanches correspondent aux zones
de confusion. L’échelle de probabilité de changements (f) est classée en change-
ment / non changement. Une classe de rejet correspondant aux zones hors de la
BD a été rajoutée.
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rateur sur les zones de changements ou les zones d’incertitudes ; (2) une mise à
jour de la BD initiale sur sa zone de couverture et (3) une complétion de cette
BD sur le reste de l’image.
La méthode MLMOL permet d’apprendre l’apparence de chacune des classes
composant la BD malgré un apprentissage sur des données imparfaites (l’image
contient des changements par rapport à l’ancienne BD).
Les expérimentations ont également montré la robustesse de la méthode face
à des classes similaires ainsi qu’à des classes hétérogènes. De plus, l’indépen-
dance aux attributs de classiﬁcation et à la méthode de classiﬁcation permet
d’envisager l’application de cette méthode à diﬀérentes problématiques.
De plus, dans le cas de l’initialisation d’une nouvelle BD, obtenue à partir
de diﬀérentes BDs existantes, la méthode MLMOL permet : (1) de compléter
les zones non couvertes par les BDs initiales et (2) d’aider à la prise de décision
en cas de superposition des BDs initiales.
Le chapitre suivant s’intéressera à l’adaptation de la méthode proposée pour
la mise à jour de BD d’OCS à partir d’images satellite THR, notamment en
terme d’attributs de classiﬁcation, de fusion de classiﬁcations et de passage à
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Une méthode générique de mise à jour de base de données, appelée MLMOL,
est proposée dans le chapitre précédent. L’objet de ce chapitre est l’intégration
de cette méthode dans une chaîne de traitement globale, nommée Land-cover
databases Updating by Processing Images in Natural environnement (LuPiN),
permettant de s’adapter aux données d’OCS et aux images satellites THR. Cette
chaîne de traitement s’appuie sur des méthodes de l’état-de-l’art, en terme de
calcul d’attributs, de sélection d’attributs et de classiﬁcation, qui sont adaptées
à notre problématique. Ce chapitre est divisé en deux sections. Dans un premier
temps, les étapes introduites dans la chaîne de traitements et les améliorations
apportées à la méthode générique pour l’adaptation aux données, la polyvalence
et le passage à l’échelle, sont présentées dans la section 7.1. Chacun des éléments
introduits est qualiﬁé individuellement à l’aide de diﬀérentes expérimentations
menées sur un jeu de données générées à partir de parties d’images Pléiades.
Dans un second temps, la chaîne de traitements LuPiN ainsi adaptée est validée
et comparée à deux méthodes de classiﬁcation de l’état-de-l’art sur le même jeu
de données générées (section 7.2).
7.1 Intégration de MLMOL dans la chaîne LuPiN
L’intégration de la méthode MLMOL dans la chaîne de traitements LuPiN a
nécessité diﬀérentes adaptations (cf. Figure 7.1) prenant en compte les observa-
tions faites dans la Partie II. Dans un premier temps, on cherche à extraire le
plus d’informations possible des images THR à notre disposition aﬁn de discri-
miner au mieux les classes composant la BD à mettre à jour (sous-section 7.1.1).
Puis, une étape de sélection d’attributs permet de réduire les temps de classiﬁ-
cation tout en évitant les problèmes liés à l’utilisation d’un trop grand nombre
d’attributs (sous-section 7.1.2). Les choix des méthodes de classiﬁcation et de
fusion des classiﬁcations sont discutés dans les sous-sections 7.1.3 et 7.1.4. En-
ﬁn, plusieurs propositions sont faites dans la sous-section 7.1.5 aﬁn d’aller vers
un passage à l’échelle nécessaire pour traiter des surfaces importantes (départe-
ments ou régions).
7.1.1 Extraction d’attributs
La méthode LuPiN nécessite de pouvoir discriminer au mieux chacune des
classes de la BD des autres classes de cette BD. Or, nous avons pu voir dans le
chapitre 3, d’une part qu’un grand nombre d’attributs existent dans la littéra-
ture, et d’autre part que les attributs les plus discriminants varient beaucoup
suivant les classes étudiées et les images dont on dispose. Ainsi, nous avons dé-
cidé de calculer un grand nombre d’attributs de natures diﬀérentes (15 attributs
spectraux, 728 attributs de texture et 160 attributs morphologiques) aﬁn d’adap-
ter la méthode aux diﬀérentes classes pouvant être présentes dans la BD OCS
considérée (cf. Tableau 7.1). Ces attributs ont été choisis pour leur polyvalence,
































Figure 7.1 – Schéma des adaptations apportées à la méthode générale.
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de leur implémentation. Cependant, certains attributs très classiques, comme
les ondelettes, n’ont pas été utilisés, car les temps de traitement sur notre jeu
de données devenaient trop importants. Cependant, ces attributs peuvent être
intégrés facilement dans la méthode.
Les caractéristiques utilisées sont calculées à partir des outils développés au
sein du laboratoire MATIS [Trias-Sanz et al., 2008], les librairies Orfeo-ToolBox
[Inglada et Christophe, 2009] et colorDescriptor [van de Sande et al., 2010], ainsi
que les outils de Dalla Mura et al. [2010].
7.1.2 Sélection d’attributs
Présentée dans le chapitre 4, la sélection d’attributs est une étape clé de la
réussite d’une classiﬁcation. En eﬀet, elle permet d’améliorer conjointement la
performance de la classiﬁcation en évitant la malédiction de la dimension et la
rapidité des traitements en diminuant la complexité des calculs réalisés. Or, dans
la méthode MLMOL, un grand nombre de classiﬁcations, de type « un-contre-
tous » est réalisé. Ainsi, l’ajout d’une étape de sélection d’attributs est d’une
grande utilité. De plus, nous avons décidé de réaliser une sélection d’attributs
au niveau de la nomenclature (une sélection par classe) et non pas pour chaque
objet de la BD. Ainsi, l’ensemble des classiﬁcations d’une classe de la BD repose
sur un sous-ensemble commun d’attributs, qui permet de discriminer au mieux
cette classe du reste des classes de la BD. Comme indiqué dans la conclusion du
chapitre 4, notre choix s’est porté sur l’importance des attributs des FA.
Par ailleurs, l’importance des attributs des FA, présentée dans le chapitre 5,
permet de juger de la qualité d’un attribut pour la classiﬁcation d’une classe
particulière de la BD, et ainsi de limiter le calcul d’un nombre important d’at-
tributs qui n’est pas envisageable sur de grands volumes de données (e.g., images
Pléiades sur un département). Dans cette optique, nous avons étudié sur un jeu
de données généré (cf. 7.2.1) l’importance des attributs calculés à partir de l’en-
semble des attributs disponibles (Figure 7.2).
Ainsi, tous les attributs décrits dans le Tableau 7.1 sont utilisés. Puis, pour
chaque classe composant la BD générée, décrite dans la sous-section 7.2.1, une
classiﬁcation de type « un-contre-tous » est réalisée avec l’algorithme des FA.
Les importances des attributs issues de ce calcul sont rassemblées dans la
Figure 7.2. Aﬁn d’améliorer la visibilité, les attributs sont regroupés par familles :
— AP pour les proﬁls d’attributs (morphologiques) ;
— CD pour les attributs issus de la librairie colorDescriptor ;
— HK-c pour les attributs d’Haralick calculés sur le canal c (parmi les ca-
naux R, V, B, IR et P) ;
— SP pour les attributs spectraux.
De manière générale, les attributs morphologiques (AP), les attributs de
textures Haralick calculés sur les canaux IR et P (HK-ir, HK-p), ainsi que les
attributs spectraux (SP) ressortent dans une grande majorité des classes. D’autre
part, des thèmes complexes, comme les Forêts non-discriminées ou les conifères,
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Attributs Spectraux (SD)
Nom Dimension Canaux d’origine Librairie
GEMI 1 RVB-IR otb
IPVI 1 RVB-IR otb
MSAVI 1 RVB-IR otb
MSAVI2 1 RVB-IR otb
NDVI 1 RVB-IR otb
RVI 1 RVB-IR otb
SAVI 1 RVB-IR otb
TNDVI 1 RVB-IR otb
TSAVI 1 RVB-IR otb
BI 1 RVB-IR otb
BI2 1 RVB-IR otb
RI 1 RVB-IR otb
NDWI2 1 RVB-IR otb
Attributs de Textures
Nom Dimension Canaux d’origine Librairie
SFS 6 P otb
Pix-ent-c 1 P AVET
Haralick (HK)
Haralick Simple 5× 5× 8 P RVB-IR otb
Haralick Avanced 5× 5× 9 P RVB-IR otb
Haralick Higher 5× 5× 11 P RVB-IR otb
ColorDescriptor (CD)
Colormomentinv 3 RVB colorDescriptor
Colormoments 3 RVB colorDescriptor
HueHisto 3 RVB colorDescriptor
NrgHisto 3 RVB colorDescriptor
OpponentHisto 3 RVB colorDescriptor
RgbHisto 3 RVB colorDescriptor
TranscolorHisto 3 RVB colorDescriptor
Attributs Morphologiques (AP)
Nom Dimension Canal d’origine Librairie
AP-p 2× 4× 4 P Dalla Mura
AP-r 2× 4× 4 R Dalla Mura
AP-v 2× 4× 4 V Dalla Mura
AP-b 2× 4× 4 B Dalla Mura
AP-ir 2× 4× 4 IR Dalla Mura
Tableau 7.1 – Tableau récapitulatif de l’ensemble des 901 attributs calculés à
partir des cinq canaux de l’image (P : panchromatique, R : rouge, V : vert, B :
bleu et IR : infra-rouge) : 13 attributs spectraux, 728 attributs de textures et
160 attributs morphologiques.
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nécessitent un plus grand nombre d’attributs (l’importance de chaque attribut
est plus faible) que des classes simples comme l’eau. Certaines familles d’attributs
ne sont pas très discriminantes et peuvent donc être mises à l’écart, c’est le cas
en particulier des attributs de textures Haralick calculés sur les canaux R, V
et B. Par ailleurs, une étude détaillée par famille d’attributs est disponible en





































































































































































































































Figure 7.2 – Importance des attributs par classe de la BD-OCS, par utilisation
des Forêts Aléatoires (FA).
L’inﬂuence du nombre d’attributs sélectionnés est discutée dans le para-
graphe suivant. En eﬀet, nous verrons que les paramètres de la sélection d’attri-
buts dépendent fortement du classiﬁeur choisi et qu’un nombre de 20 attributs
par thème pour une classiﬁcation par FA est raisonnable.
Enﬁn, dans le cas de la sélection des 20 meilleurs attributs de chaque thème
(soit 180 attributs ici), nous avons obtenu seulement 123 attributs uniques. La
répartition de ces attributs par famille d’attributs est décrite dans le Tableau 7.2.
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Famille d’attributs AP CD HK-b HK-ir HK-p HK-r HK-v SP
Nombre d’attributs
sélectionnés 63 5 19 11 10 5 4 6
Tableau 7.2 – Nombre d’attributs uniques sélectionnés sur l’ensemble des thèmes
par famille d’attributs.
Ainsi, les attributs morphologiques sont les attributs les plus représentés dans
cette sélection (63/126). À l’inverse, les attributs CD ne sont sélectionnés que 5
fois. 49 attributs de texture HK et 6 attributs spectraux (SP) sont sélectionnés.
En proportion d’attributs sélectionnés par famille, les attributs spectraux (2 sur
19 calculés) et les attributs CD (5 sur 21) sont les plus représentés, viennent
ensuite les attributs morphologiques AP (62 sur 120). Les attributs de texture
Haralick (HK) sont proportionnellement les moins représentés (49 sur 700).
7.1.3 Choix du classifieur
La méthode MLMOL repose sur l’utilisation d’un classiﬁeur binaire super-
visé. De plus, cette méthode de classiﬁcation doit permettre de :
1) gérer un grand nombre de caractéristiques,
2) d’avoir une grande capacité de généralisation,
3) d’être assez rapide pour eﬀectuer dans un temps raisonnable le nombre
important de classiﬁcations nécessaires dans notre méthode ;
4) de fournir une information sur la conﬁance de la classiﬁcation (ou proba-
bilité d’appartenance à la classe).
Comme nous avons pu le constater dans le chapitre 5, diﬀérentes méthodes
de classiﬁcation supervisée existent. Parmi celles-ci, deux méthodes sont cou-
ramment utilisées et respectent les critères cités ci-dessus : les SVMs et les FA.
Nous avons donc décidé de comparer ces deux méthodes sur notre jeu de données
générées (cf. sous-section 7.2.1) aﬁn de juger de leur pertinence. Pour les SVMs,
un noyau gaussien est utilisé, car il est réputé pour donner de très bons résultats
de classiﬁcation sur des attributs complexes (cf. section 5.2.2). Les paramètres
(C, γ) du noyau sont choisis aﬁn de maximiser la précision par validation croisée
(par découpage de l’ensemble d’apprentissage en 4 sous-ensembles), en utilisant
une méthode de recherche par grille. La probabilité d’appartenance d’un pixel
à la classe en cours d’analyse est fournie par la méthode décrite précédemment
(section 5.2.2). De leur coté, les FA fournissent une mesure de conﬁance dans la
classiﬁcation grâce à la marge (cf. section 5.2.2).
Aﬁn de comparer ces deux méthodes en terme de qualité de classiﬁcation
et de rapidité de calcul, nous avons réalisé l’expérience suivante. Dans un pre-
mier temps, pour chaque classe de la BD des données générées, les 901 attributs
décrits dans la sous-section 7.1.1 ont été rangés par ordre décroissant d’impor-
tance (fournis par l’importance des attributs des FA). Puis, des classiﬁcations
de type « un-contre-tous » ont été réalisées avec un nombre croissant d’attributs
(introduit dans l’ordre précédent). La variation du taux de bonne classiﬁcation
105
(précision globale) et de la vitesse de calcul, moyennée sur l’ensemble des classi-
ﬁcations (dix par classe), en fonction du nombre d’attributs, ainsi obtenue, est
présentée dans la Figure 7.3. Dans un premier temps, nous pouvons observer une
courbe classique : la précision globale augmente avec le nombre d’attributs jus-
qu’à un maximum, puis la précision diminue, c’est la malédiction de la dimension
évoquée dans le chapitre 4. Par ailleurs, sur notre jeu de données, l’expérience
montre un grand avantage des FA sur deux points. Premièrement, bien que les
deux méthodes donnent des résultats similaires avec un faible nombre d’attri-
buts (inférieur à 7), les FA ont un meilleur taux de bonne classiﬁcation que
les SVMs dès que le nombre d’attributs est supérieur à cette valeur. Enﬁn, le
temps de calcul des FA, qui est bien inférieur à celui des SVMs, n’augmente que
très peu quand le nombre d’attributs augmente. Alors que le temps de calcul
des SVMs croît très rapidement avec l’augmentation du nombre d’attributs. En
eﬀet, ce phénomène s’explique de façon théorique : les FA n’utilisant qu’un sous-
ensemble d’attributs pour construire chaque arbre de décision, elles ne souﬀrent
pas de l’augmentation du nombre d’attributs, alors que les SVMs sont directe-
ment impactés par l’augmentation de la dimension de leur espace de travail.
Ainsi, nous avons décidé de privilégier les FA dans la suite de nos travaux.
Cependant, nous sommes conscients que d’autres implémentations et d’autres
variantes des SVMs existent et pourraient sûrement rivaliser avec les FA.
7.1.4 Choix de la méthode de fusion
Comme nous avons pu le voir dans la sous-section 5.3.2, un grand nombre de
méthodes de fusion existent dans la littérature. Nous avons choisi parmi celles-
ci des méthodes par moyennes pondérées pour leur simplicité d’implémentation,
leur rapidité de calcul et les bons résultats qu’elles fournissent. Ainsi, la moyenne
et l’opérateur AWFO (cf. sous-section 5.3.2) sont comparés à un troisième opé-
rateur de fusion que l’on a nommé Recall Weighted Fusion (RWF). L’opérateur
RWF pondère chaque classiﬁcation (une par objet) d’une même classe par le






∀O ∈ C, rO = Rappel(lO,BD), et wO = rO∑
oi∈C roi
, (7.2)
où lO est la classiﬁcation obtenue pour l’objet O.
Aﬁn de comparer les diﬀérentes méthodes de fusion, nous avons déroulé la
chaîne de traitements LuPiN sur le jeu de données décrit dans la sous-section 7.2.1
jusqu’à l’étape d’inspection par objet. Puis, nous avons appliqué les trois mé-
thodes de fusion décrites précédemment. Enﬁn, nous avons comparé les résultats
des classiﬁcations. L’ensemble des résultats chiﬀrés sont montrés dans le Ta-
bleau 7.3 et les classiﬁcations sont visibles sur les Figures 7.4a,b & c. Sur notre
jeu de données, les trois méthodes donnent des résultats similaires : une précision
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Figure 7.3 – Comparaison des résultats de classiﬁcations par FA et par SVM
suivant le nombre d’attributs utilisés : en fonction de la précision globale (en
haut) et du temps (en bas).
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globale de 89% et un indice Kappa de 88%. Cependant, on peut noter que la
méthode de fusion par RWF permet d’augmenter le rappel des classiﬁcations, en
maintenant les valeurs de précision par classe. C’est le cas en particulier sur la
classe bâti où le rappel passe de 55% (pour AWFO et la moyenne) à 75% pour
la méthode RWF. Sur les autres classes, il est toujours entre 80 et 90%. Les
précisions par classe sont elles aussi entre 80 et 90% sur les diﬀérentes classes
de la BD. Ainsi, la méthode RWF permet d’améliorer très légèrement le Kappa
et la précision globale de la classiﬁcation.
(a) (b) (c)
Figure 7.4 – Comparaison des résultats de classiﬁcation avec les trois méthodes
de fusion : (a) AWFO, (b) moyenne et (c) RWF.
7.1.5 Premiers pas vers un passage à l’échelle
La méthode MLMOL nécessite de réaliser une classiﬁcation de toute l’image
pour chaque objet de la BD. Ainsi, avec l’augmentation de la surface couverte
par la BD et par l’image, le nombre de classiﬁcations et la taille de l’image
à classiﬁer vont augmenter. Par exemple, sur la zone d’étude proposée dans le
chapitre suivant, sur une surface de 32 km2, la BD comporte près de 5 000 objets
(cf. Tableau 8.1) et l’image Pléiades contient 128 000 000 pixels. Le temps de
calcul va donc vite devenir problématique. Nous proposons donc ici une méthode
aﬁn de réduire le nombre d’objets à inspecter, que nous avons utilisée dans la
Partie IV. D’autres méthodes permettant, par exemple, de réduire le nombre
de pixels à classiﬁer, sont proposées en perspectives (cf. sous-section 10.3.2).
La méthode proposée consiste à ne prendre en compte que les plus gros objets
de chaque classe dans le processus. Ce choix est motivé par le fait que la BD
OCS utilisée comporte un grand nombre d’objets de petite taille, non forcément
représentatifs de leur classe d’appartenance. Ainsi, uniquement les N plus gros




Forêts non-discriminées 0,91 0,91 0,91
Feuillus 0,83 0,83 0,83
Conifères 0,96 0,96 0,96
Champs de céréales 0,92 0,91 0,93
Formation herbacée 0,87 0,88 0,86
Bâtiments 0,84 0,86 0,82
Conifères mixte 0,79 0,81 0,83
Feuillus mixte 0,90 0,90 0,90
Eau 1 1 1
Rappel (par classe)
AWFO Moyenne RWF
Forêts non-discriminées 0,85 0,86 0,85
Feuillus 0,90 0,80 0,90
Conifères 0,95 0,95 0,96
Champs de céréales 0,85 0,87 0,84
Formation herbacée 0,92 0,93 0,92
Bâtiments 0,50 0,56 0,75
Conifères mixte 0,89 0,88 0,89
Feuillus mixte 0,88 0,88 0,87
Eau 1 1 1
F-Score (par classe)
AWFO Moyenne RWF
Forêts non-discriminées 0,88 0,88 0,88
Feuillus 0,86 0,86 0,86
Conifères 0,96 0,96 0,96
Champs de céréales 0,88 0,89 0,88
Formation herbacée 0,90 0,91 0,89
Bâtiments 0,63 0,68 0,78
Conifères mixte 0,84 0,85 0,86
Feuillus mixte 0,89 0,89 0,89







Tableau 7.3 – Comparaison des résultats de classiﬁcation avec les trois méthodes
de fusions de classiﬁcations : AWFO, moyenne et RWF.
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7.2 Expériences sur un jeu de données généré
7.2.1 Description du jeu de données
Comme une vérité terrain de très bonne qualité est toujours compliquée à
obtenir et reste un problème insolvable dans le domaine de la télédétection, un
jeu de données a été généré à partir d’une image satellite THR Pléiades, à une
résolution de 0,5m. Plusieurs morceaux d’images, dont on connaissait a priori
la classe d’occupation du sol (issue de diﬀérentes BD, vériﬁée visuellement), ont
été regroupés pour former une image de 1 000×1 000 pixels. Chaque morceau
est un carré de 100×100 pixels, provenant d’une seule classe, sauf dans le cas
de classes contenant des objets plus petits (e.g., bâti). Dans ce cas, les pixels
du voisinage sont non-étiquetés. La nomenclature utilisée est composée de 9
classes extraites de diﬀérentes BD d’OCS : eau, forêts mixtes de feuillus, forêts
mixtes de conifères, bâtiments, formation herbacée, champs de céréales, forêts
de conifères, forêts de feuillus et forêts non-discriminées. L’image ainsi générée
est montrée sur la Figure 7.5a, les classes correspondantes et la légende sur les
ﬁgures 7.5b et 7.5c. Les objets d’une même classe sont distribués en diagonale aﬁn
qu’un objet ait dans son voisinage des objets de diﬀérentes classes. L’étiquetage
associé constitue la vérité terrain pour les deux expériences de complétion et de












Figure 7.5 – Présentation du jeu de données générées : (a) l’image générée à
partir d’une image Pléiades (utilisée pour mettre à jour la BD), (b) la vérité ter-
rain et (c) la légende des classes composant la BD. Chaque classe est représentée
par une couleur diﬀérente et chaque objet (i, j) fait 100×100 pixels.
7.2.2 Attributs et classification
Dans cette série d’expérimentations, diﬀérents types d’attributs (décrits dans
la sous-section 7.1.1) ont été utilisés. Ces attributs sont répartis ainsi : 13 at-
tributs spectraux (e.g., NDVI, SAVI, etc.), 10 attributs de textures (coeﬃcients
d’Haralick et entropie des gradients, cf. section 3.2.1) et environ 150 attributs
morphologiques (les PAs calculés sur diﬀérents attributs à diﬀérents échelles,
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cf. sous-section 3.3.2).
Par ailleurs, la méthode LuPiN nécessite une méthode de classiﬁcation four-
nissant une carte de conﬁance. Dans cette série d’expériences, nous avons choisi
les Forêts Aléatoires (FA) dont la marge fournit une mesure robuste de conﬁance
(section 5.2.2).
7.2.3 Complétion
Dans un premier temps, l’inﬂuence du taux de couverture de la BD initiale
(et donc de la surface à compléter) est étudiée. Dans ce but, plusieurs BDs
ont été dérivées de la vérité terrain, en supprimant de manière aléatoire un
nombre plus ou moins important d’objets. Ainsi, pour chaque pourcentage de
couverture (10, 20, . . . , 90), dix BDs ont été générées (pour un total de 90
BDs distinctes). Notre méthode est appliquée à chacune des BDs et les résultats
des classiﬁcations sont comparés à la vérité terrain, aﬁn de calculer les taux
de bonnes classiﬁcations. Ces derniers sont alors moyennés par pourcentage de
couverture. Enﬁn, pour comparer notre méthode aux méthodes de l’état-de-
l’art, le même protocole est appliqué en utilisant une classiﬁcation classique par
FA et par SVM (avec un noyau linéaire). La Figure 7.6 montre les résultats
de quelques classiﬁcations individuelles et l’ensemble des résultats est rassemblé
dans la Figure 7.8 (en haut). Dans cette expérimentation, notre méthode obtient
de meilleurs taux de bonne classiﬁcation que les deux méthodes de l’état-de-l’art,
dès que le pourcentage de couverture de la BD initiale est supérieur à 40%.
En dessous de cette valeur, les trois méthodes ont des résultats comparables.
Ainsi, la multiplication des classiﬁcations introduite dans notre méthode permet
d’obtenir des résultats plus robustes.
Figure 7.6 – Résultats de la classiﬁcation pour diﬀérentes couvertures de la BD
initiale, de gauche à droite 40%, 60% et 90% de couverture.
7.2.4 Mise à jour
Par ailleurs, l’inﬂuence du pourcentage de changement sur notre méthode a
été étudiée. Pour cela, 6 bases de données ont été dérivées de la vérité terrain en
translatant chaque objet de la BD d’un nombre croissant de pixels. Comme pour
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l’expérimentation précédente, les taux de bonne classiﬁcation sont calculés et
comparés à ceux obtenus par FA et par SVM (Figure 7.8 en bas). Les résultats
des classiﬁcations pour quelques valeurs de changements sont montrés sur la
Figure 7.7. Ici, les FA donnent de meilleurs résultats quand le pourcentage de
changement est faible (< 25%), alors que les SVMs sont plus performantes quand
ce taux de changements dépasse les 30%. Notre méthode reste toujours entre les
deux méthodes précédentes, ce qui conﬁrme la stabilité de celle-ci. De plus, on
peut remarquer que le taux de bonne classiﬁcation décroit excessivement avec
de forts taux de changements (moins de 50% de bonne classiﬁcation pour 30%
de changements). Cependant, ces taux de changements (répartis sur l’ensemble
des classes de la BD) ne sont pas très représentatifs de la réalité.
Figure 7.7 – Résultats de la classiﬁcation pour diﬀérents pourcentages de chan-
gement entre BD initiale et l’image, de gauche à droite 40%, 20% et 10% de
changements.
7.2.5 Complétion et mise à jour conjointes
Dans un troisième temps, les capacités de la méthode LuPiN en terme de
complétion et de mise à jour de BDs ont été validées conjointement. Pour ce faire,
plusieurs BDs ont été générées en faisant varier deux paramètres : le pourcentage
de couverture de la BD initiale (de 10 à 100%) et le pourcentage de changement
entre la BD et l’image (de 0 à 80 %). Les résultats sont présentés sur la Figure 7.9.
La surface 3D résultante permet de conﬁrmer la stabilité de notre méthode
autant en terme de couverture qu’en terme de changements. En eﬀet, dans la
zone correspondant à ce qui existe dans le cas d’une vraie BD d’OCS, i.e., à de
faibles valeur de changements (< 40%) et avec une couverture de la BD initiale
supérieure à 30%, la précision reste supérieure à 0,7.
7.3 Conclusion
Dans ce chapitre, nous avons montré comment la méthode d’apprentissage et
de classiﬁcation MLMOL a été intégrée dans une chaîne de traitements complète
permettant de s’adapter au mieux à la fois aux images disponibles (extraction
112


































Figure 7.8 – Évolution des taux de bonne classiﬁcation en fonction (en haut)
du pourcentage de changement introduit dans la BD et (en bas) de la couverture



























Figure 7.9 – Évolution de la précision de notre méthode en fonction de la
couverture de la BD initiale et du pourcentage de changements introduit dans
cette BD.
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d’attributs) et aux thèmes de la BD à mettre à jour (sélection d’attributs, choix
du classiﬁeur). De plus, nous avons adapté chaque étape de la chaîne de traite-
ments à partir d’un jeu de données généré. Puis, nous avons validé globalement
la capacité de notre chaîne de traitements en terme de complétion et de mise à
jour de BD sur ce même jeu de données.
Nous verrons dans le chapitre suivant que la chaîne de traitements LuPiN
construite dans ce chapitre peut être appliquée sur un jeu de données réelles,
composé d’une image satellite Pléiades et de la BD-OCS-GE de l’IGN.
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Nous avons vu dans les deux chapitres précédents, la mise en place d’une
chaîne de traitements pour la mise à jour de BD-OCS. Nous ne voulons pas
terminer notre travail sans appliquer cette méthode sur des données réelles.
Nous montrons dans ce chapitre aussi bien la robustesse de l’approche que sa
généricité, grâce à diﬀérentes expériences sur un jeu de données réelles. Ce jeu
de données, composé d’une image satellite THR Pléiades et d’une BD-OCS, est
décrit dans la section 8.1. Une première série de résultats sur une BD simpliﬁée
sémantiquement est proposée dans la section 8.2. Puis, la chaîne de traitements
est appliquée sur la BD OCS-GE de l’IGN (cf. section 8.3), aﬁn de répondre
à la problématique présentée dans la section 1.3. Enﬁn, nous montrerons dans
la dernière section (8.3.3) que notre méthode peut également fournir une aide
importante pour la création et la complétion de la BD-OCS initiale, ainsi que
l’extension d’une BD-OCS sur une zone géographique plus grande.
8.1 Jeu de données
8.1.1 Image satellite
La première composante de notre jeu de données est une image satellite THR
Pléiades (cf. sous-section 1.2.2), acquise en septembre 2013 (Figure 8.1). L’image
acquise couvre une surface de 760 km2 dans la région de Tarbes (Sud-Ouest de
la France), avec une résolution panchromatique ré-échantillonnée à 0,7m et à
2,80m en couleur (rouge, vert, bleu et proche-infrarouge). Le produit image
utilisé, issu de cette image, a une résolution de 0,5m en panchromatique et 2m
en couleur.
8.1.2 Occupation du sol
La seconde composante de ce jeu de données est la base de données (BD)-
OCS à mettre à jour. Pour nos besoins expérimentaux, deux BD ont été utilisées
et sont détaillées ici : la BD-occupation du sol à grande échelle (OCS-GE) pro-
duite par l’IGN et une BD-OCS simpliﬁée.
Occupation du sol à grande échelle
La première BD utilisée est la BD-OCS-GE produite par l’IGN (Figure 8.2).
Une description détaillée de cette BD a été faite dans le section 1.1. Nous nous
intéresserons ici, en particulier, à la composante de couverture du sol dont la
nomenclature hiérarchique, composée de quatre niveaux, est compatible avec Co-
rine Land Cover (CLC) et avec divers BD-OCS régionales existantes. Le niveau
le plus détaillé contient 15 classes qui sont précisées dans le Tableau A.2.
La zone d’étude se situe au Sud-Est de Tarbes, elle couvre les communes de
Tarbes Aureilhan et Salles-Adour (Figures 8.1 et 8.2), sur une surface de 32 km2
(4 km × 8 km). Les trois BDs-OCS-GE couvrant ces communes ont été fusion-
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Figure 8.1 – Image Pléiades c©CNES (2013), distribution Airbus DS / Spot
image, acquise en septembre 2013 sur la zone d’étude de Tarbes, en vert : la











Zones bâties 1447 2 189 m2 3 168 715 m2 10,32 %
Zones non bâties 1643 1 145 m2 1 882 622 m2 6,13 %
Zones à matériaux minéraux 177 2 547 m2 450 971 m2 1,46 %
Surfaces d’eau 22 13 994 m2 307 880 m2 1 %
Peuplement de feuillus 309 36 168 m2 11 176 209 m2 36,40 %
Peuplement mixte 3 12 543 m2 37 630 m2 0,12 %
Autres formations arborées 82 2 180 m2 178 789 m2 0,58 %
Formations arbustives 24 8 506 m2 204 156 m2 0,66 %
Autres formations ligneuses 4 6 917 m2 27 669 m2 0,09 %
Formations herbacées 944 14 056 m2 13 268 978 m2 43,21 %
Total 4913 6 772 m2 30 703 619 m2 100 %












Tableau 8.2 – Légende des classes d’OCS présentes sur la zone d’étude de Tarbes
et extraite de la nomenclature OCS-GE (cf. Tableau A.2).
nées sur cette zone. La BD ainsi constituée possède 4913 objets de 10 classes :
zones bâties, zones non bâties, zones à matériaux minéraux, surfaces d’eau, peu-
plement de feuillus, peuplement mixte, autres formations arborées, formations
arbustives, autres formations ligneuses et formations herbacées (cf. Tableau 8.2).
Cinq classes ne sont pas représentées sur la zone (e.g., Neige et glace, Peuple-
ment de conifères, . . . ). De plus, quatre classes sont prédominantes sur la zone,
et représentent à elles seules, 96% de la surface couverte par la BD, il s’agit
des classes : zones bâties, zones non bâties, peuplement de feuillus, formations
herbacées (cf. Tableau 8.1). On peut également remarquer que la BD comporte
un certain nombre de « trous », sur lesquels, on ne dispose d’aucune informa-
tion. De plus, la zone d’étude comporte également une grande partie hors de la
couverture de la BD à l’est (Figure 8.2).
Occupation du sol simpliﬁée
Enﬁn, nous avons généré une BD simpliﬁée sémantiquement, sur une zone














































































en fusionnant les classes de diﬀérentes BDs pour atteindre un niveau de détail sé-
mantique comparable à CLC, avec la résolution de la BD-OCS-GE (Figure 8.3b).
Ainsi, nous avons fait une telle démarche pour la BD-Forêt (15 classes regrou-
pées en une) et le RPG (23 classes). La fusion de classes d’apparences multiples
(e.g., feuillus, résineux) cherche aussi à évaluer si la méthode mise au point est
bien capable de gérer des classes d’apparences multiples. On appellera ces deux
classes : Forêts et Champs. On peut noter que la BD a une nomenclature incom-
plète, ainsi des thèmes comme les routes ou les bâtiments ne sont pas présents
dans la BD. Par ailleurs, diﬀérents types de changements existent entre la BD et
l’image, outre les changements forêts vers champs et champs vers forêts, on peut
signaler que la BD ne contient pas l’ensemble des champs et des forêts. Ainsi,
les zones non couvertes de la BD (en blanc sur la Figure 8.3b) contiennent des
champs, des forêts, des routes et des bâtiments.
8.2 Résultats sur OCS simplifiée
La chaîne de traitements LuPiN est d’abord appliquée au jeu de données
OCS simpliﬁée (cf. section 8.1.2). Les résultats obtenus sont présentés dans la
Figure 8.3. Dans ce calcul, les classiﬁcations utilisent une trentaine d’attributs
dérivés des canaux de l’image Pléiades (12 attributs spectraux et une vingtaine
d’attributs de texture). Seule cette sélection manuelle des attributs est réalisée (il
n’y a pas de sélection automatique par classe). Les classiﬁcations ont été réalisées
par FA. On peut remarquer que toutes les zones non étiquetées par la BD initiale
ont été classiﬁées en forêts ou champs par notre méthode (Figure 8.3c), mais la
conﬁance associée est faible sur les zones de type bâti ou routes (qui ne sont pas
présentes dans la BD).
Sur la carte de changements (Figure 8.3d), les zones rouges étendues corres-
pondent soit à des zones de changements (croissance ou diminution de la forêt)
soit à des zones non-étiquetées dans la BD initiale (nouveaux champs). Les zones
blanches correspondent aux zones d’incertitude, qui sont principalement les ob-
jets non présents dans la BD, comme les routes et les bâtiments. Ces incertitudes
pourraient être réduites facilement en introduisant plus de classes dans la BD
initiale.
De plus, une étude par classe peut être réalisée. En eﬀet, la Figure 8.3e
montre la diﬀérence entre la classe forêts initiale et le résultat de la classiﬁcation.
Les apparitions sont aﬃchées en bleu et les disparitions en rouge. Le résultat
analogue obtenu sur la classe champs est illustré sur la Figure 8.3f. Ces deux
images montrent qu’une détection de changements précise peut être eﬀectuée.
Par exemple, les haies et les bosquets, qui ne sont pas présents dans la classe
forêts de la BD initiale, sont correctement identiﬁés sur l’image. Dans la classe
champs, la plupart des bords de champs sont correctement marqués comme
disparus. Ces disparations sont dues à la délimitation approximative des champs
réalisée par photo-interprétation sur une image à plus faible résolution.
Ces premiers résultats permettent de conﬁrmer l’intérêt de la méthode, ce-
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pendant, l’absence de vérité terrain empêche le calcul d’indicateurs chiﬀrés de
qualité de la classiﬁcation, comme le taux de bonne classiﬁcation.
8.3 Résultats sur OCS-GE
Dans un deuxième temps, la méthode est appliquée aux données OCS-GE
décrite dans la section 8.1.2. Comme indiqué dans le chapitre précédent, nous
avons sélectionné les 10 objets de chaque classe ayant les plus grandes surfaces
aﬁn de réduire les temps de calcul (cf. sous-section 7.1.5). Cette sélection d’objets
constitue notre ensemble d’apprentissage pour la sélection d’attributs et pour
les diﬀérentes classiﬁcations. La BD complète est utilisée pour produire la carte
de changements et pour calculer les matrices de confusion.
Pour valider les expérimentations faites dans le chapitre précédent sur le jeu
de données réel, plusieurs scénarii sont proposés, en faisant varier diﬀérentes
étapes de la méthode. Le choix des attributs de classiﬁcations est réalisé :
— de manière manuelle et identique pour chacune des classes de la BD
(sélection manuelle),
— pour chaque classe de manière globale (sélection globale),
— par famille d’attributs (sélection par famille).
Pour la méthode manuelle, 59 attributs sont utilisés. Il s’agit de l’ensemble
des attributs spectraux, des proﬁls morphologiques, de l’entropie des gradients
et des SFS. Nous n’avons pas ici utilisé l’ensemble des attributs disponibles,
mais uniquement sélectionné les familles d’attributs qui nous semblaient les plus
pertinentes aux vus des résultats obtenus dans le chapitre précédent (cf. sous-
section 7.1.2). Les deux méthodes de sélection d’attributs utilisent ces mêmes
attributs, ainsi que 84 attributs de texture (type Haralick) calculés à diﬀérentes
échelles sur le canal panchromatique. Seuls les attributs issus de la librairie
colorDescriptor (CD) et les attributs de texture Haralick sur les autres canaux
(RVB-IR) ne sont pas utilisés ici, car les temps de calcul et le stockage de ces
attributs sur une image de taille importante étaient rédhibitoires. La sélection
globale ne garde que les 20 meilleurs attributs de chaque classe en utilisant
l’importance des attributs issue des FA (cf. chapitre 5). La sélection par familles
d’attributs eﬀectue une première sélection des 10 meilleurs attributs de chaque
famille (SP : spectral, HK : texture Haralick et AP : morphologique), puis une
sélection des 20 meilleurs attributs. Compte tenu des conclusions tirées dans le
chapitre précédent sur la comparaison des classiﬁeurs (cf. sous-section 7.1.3), les
classiﬁcations dans les diﬀérents scénarii sont réalisées par FA.
Enﬁn, trois méthodes de fusion des classiﬁcations par classes, présentées dans
la sous-section 7.1.4, sont comparées :
— par moyenne des probabilités par classiﬁcation (moyenne),
— par moyenne pondérée sur le rappel de chaque classiﬁcation sur la classe
en cours (RWF),
— par AWFO.
























































































































Sélection Manuelle Sélection globale Sélection par famille
Fusion A M R A M R A M R
Précision 0,67 0,67 0,66 0,63 0,65 0,66 0,61 0,66 0,65
Tableau 8.3 – Comparaison des taux de bonne classiﬁcation (précision) pour les
diﬀérentes scénarii (A : AWFO, M : moyenne et R : RWF).
puis le meilleur scénario est étudié visuellement en détail (classiﬁcation classe
par classe, classiﬁcation ﬁnale et carte de changements).
8.3.1 Étude chiffrée des classifications
Une mesure de la précision d’une classiﬁcation est donnée par le taux de
bonne classiﬁcation (cf. section 5.4). Cette mesure correspond au nombre de
pixels correctement classés, divisé par le nombre total de pixels. Les taux de
bonne classiﬁcation des neuf scénarii proposés sont disponibles dans le Ta-
bleau 8.3. Avec des taux de bonne classiﬁcation compris entre 63 et 67 %, aucun
scénario ne semble se démarquer autant vers le haut que vers le bas. Dans le cas
de la sélection manuelle des attributs, la méthode de fusion n’apporte aucune
diﬀérence signiﬁcative. Alors que pour les sélections d’attributs globale et par
famille d’attributs, les fusions par moyenne et par RWF améliorent un peu le
taux de bonnes classiﬁcations, par rapport à la fusion par AWFO.
Deux mesures sont utilisées ici aﬁn de comparer de manière plus détaillée
les classiﬁcations de chaque classe : la précision utilisateur (ou exactitude) et
la précision producteur (ou rappel) (cf. section 5.4). La précision utilisateur est
déﬁnie comme le nombre de pixels bien classés dans une classe divisé par le
nombre de pixels classés dans cette classe. La précision producteur est déﬁnie
comme le nombre de pixels bien classés dans une classe divisé par le nombre de
pixels de cette classe dans la vérité terrain.
L’utilisation de l’ensemble des attributs (manuelle) améliore légèrement la
précision producteur, alors que la sélection globale des attributs améliore la pré-
cision utilisateur. De plus les méthodes de fusion par AWFO et par moyenne
améliorent légèrement la précision producteur, alors que la fusion par RWF tire
vers le haut les faibles valeurs de production utilisateur. De manière générale, on
peut diﬀérencier clairement deux comportements diﬀérents sur les classes très
représentées (zones bâties, routes, peuplement de feuillus et formations herba-
cées) et sur les classes sous représentées (zones à matériaux minéraux, peuple-
ment mixte, . . . ). Pour ces premières, les précisions utilisateurs sont toujours
très bonnes voir excellentes (jusqu’à 97%), alors que le deuxième groupe obtient
des résultats très décevants (inférieur à 10%). La présence de ces classes sous-
représentées dégrade grandement les précisions producteurs des autres classes,
car elles sont sur-représentées dans la classiﬁcation ﬁnale et elles introduisent de
la confusion entre les classes. Les classes peuplement de feuillus et formations
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herbacées obtiennent dans tous les cas, les meilleures précisions (utilisateur et
producteur), avec des valeurs toujours au-dessus des 70% et atteignant les 97%.
De plus, l’étude des 4 classes majoritaires (zones bâties, routes, peuplement de
feuillus et formations herbacées) qui représente plus de 95% de la couverture de
la BD (cf. Tableau 8.1), montre les bonnes performances de la méthode (classes
marquées par (*) dans le Tableau 8.4). En eﬀet, si on ne considère que ces classes,
le taux de bonne classiﬁcation est de 78,5%, dans le cas de la sélection globale et
de la fusion par RWF. En particulier, les méthodes utilisant la sélection d’attri-
buts automatique surpassent toujours la méthode sans cette étape de sélection
d’attributs.
On peut conclure tout d’abord que la comparaison des qualités des clas-
siﬁcations ne permet pas de faire ressortir une méthode parmi les autres. De
manière générale, les très bons résultats pour les classes formations herbacées
et peuplement de feuillus et les résultats corrects des classes zones bâties, zones
non bâties et surfaces d’eau semblent prometteurs pour la suite. Cependant, les
classes peu représentées comme zones à matériaux minéraux, peuplement de co-
nifères ou formations arbustives, obtiennent des résultats très insatisfaisants et
dégradent ainsi les taux de bonnes classiﬁcations. Ainsi, un travail tout particu-
lier devra être réalisé sur la classiﬁcation des classes peu représentées (6 classes
qui couvrent moins de 5% de la zone) et une méthode de fusion prenant en
compte ces éléments devra être introduite (cf. section 10.3).
8.3.2 Étude visuelle
Il s’agit ici d’étudier (1) les classiﬁcations classe par classe (avant fusion sur
l’ensemble de la BD), (2) la classiﬁcation ﬁnale et (3) la carte de changements
obtenue. Bien que l’étude chiﬀrée n’ait pas pu départager un scénario parmi
les autres, l’étude comparative visuelle des cartes de changements issues des
diﬀérents scénarii permet de mettre en évidence l’avantage des méthodes de
sélection automatique. En eﬀet, pour ces dernières, les zones de faibles conﬁances
sont réduites et les fortes valeurs de conﬁances sont accentuées. Ceci est dû à
la meilleure qualité des classiﬁcations classe par classe des méthodes utilisant la
sélection automatique, ce qui ne ressort pas forcément après fusion au niveau de
la BD (sauf dans le cas ou l’on n’a étudié que 4 classes dans la partie précédente).
Ainsi, dans cette partie, nous allons étudier en détail les résultats du scénario
sélection globale avec une fusion par RWF.
Dans un premier temps, la classiﬁcation de chaque classe (issue de la fu-
sion des classiﬁcations de chaque objet de la classe) est étudiée sur quatre zones
d’intérêt. Deux zones sont situées en milieu rural et sont composées majoritaire-
ment de champs (Figure 8.4) et de forêt (Figure 8.5). Les deux autres zones sont
situées dans un milieu urbain dense et dans une zone industrielle (Figure 8.6).
La première zone est composée de champs à l’ouest, d’une rivière traver-
sant l’image sur un axe nord-sud, d’une zone pavillonnaire éparse au sud-est et





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































les thèmes zones bâties, routes, matériaux minéraux, eau, feuillus, champs et
peuplement mixte sont représentés sur les images 8.4b-h. La zone bâtie ressort
bien sur la Figure 8.4b : la classiﬁcation ne permet pas d’isoler les bâtiments
de manière individuelle, mais elle permet d’identiﬁer clairement les quartiers
résidentiels. On peut noter également un peu de confusion avec les zones ombra-
gées et les routes. Sur la Figure 8.4c, la classiﬁcation des routes est très bonne,
en eﬀet, les routes ressortent clairement et précisément, il y a toutefois un peu
de confusion avec la classe eau. De la même manière, les thèmes peuplement
de feuillus (f) et champs (g) sont très bien classés. Cependant, mise à part ces
quatre thèmes bien classés, les autres posent problème. Par exemple, la classe
matériaux minéraux est confondue presque intégralement avec la classe route.
La classe eau contient en sortie de classiﬁcation une grande partie des zones
d’ombres et la classe peuplement mixte fait ressortir la végétation arborée et les
zones résidentielles (qui sont composées de maisons individuelles entourées de
jardin et donc d’arbres).
(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 8.4 – Zone 1 : (a) Ortho-image et les classiﬁcations (de blanc : ap-
partenant à la classe, vers noir : hors de la classe) pour les classes : (b) zones
bâties, (c) routes, (d) matériaux minéraux, (e) eau, (f) feuillus, (g) champs et
(h) peuplement mixte.
La seconde zone est composée de forêts à l’ouest, de champs à l’est, de
quelques habitations au nord-est et d’une petite route (Figure 8.5a). Les re-
marques sont les mêmes que pour la zone précédente, les classes bâti, route,
peuplement de feuillus et champs (Figures 8.5b, c, e et h) sont correctement
classées, alors que les classes peuplement mixte et autres formations arborées
sont confondues avec l’ombre et les zones résidentielles éparses.
La troisième zone se situe dans le centre-ville de Tarbes, elle est compo-
sée d’habitations resserrées et de routes (Figure 8.6-3a). La classiﬁcation des
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 8.5 – Zone 2 : (a) Ortho-image et les classiﬁcations (de blanc : apparte-
nant à la classe, vers noir : hors de la classe) pour les classes : (b) bâti, (c) route,
(d) matériaux minéraux, (e) feuillus, (f) peuplement mixte, (g) autres formations
arborées et (h) champs.
routes (Figure 8.6-3b) donne de très bons résultats pour distinguer les routes
des bâtiments, seulement quelques grands bâtiments sont classés comme route.
Ceci est permis, entre autre, par l’utilisation des attributs SFS. Cependant, la
classiﬁcation du bâti ne permet pas de distinguer les bâtiments des routes, les
données d’apprentissage doivent contenir des zones mixtes qui gênent la clas-
siﬁcation. Enﬁn, la dernière zone est constituée d’entrepôts, de parking et de
routes (Figure 8.6). Sur cette zone, la classiﬁcation de la classe bâti pose égale-
ment problème. Cependant la classe route (qui contient aussi les parkings dans
la nomenclature utilisée) est plutôt bien classée, sauf certains grands bâtiments
qui sont confondus avec des parkings. Cette confusion, que l’on avait déjà ob-
servée dans la zone urbaine, pourrait être facilement supprimée par exemple en
utilisant une information de hauteur issue de données stéréoscopiques.
La classiﬁcation ﬁnale est obtenue après fusion des classiﬁcations par thème.
Le résultat sur l’ensemble de la zone est montré sur la Figure 8.7. Les classes
champs et peuplement de feuillus sont très bien classées. Les routes et zones
bâties, sont correctement classées malgré quelques confusions possibles. Cepen-
dant, à cause des confusions que l’on a vues dans l’étude des classiﬁcations
par classe, les classes sous-représentées comme les zones à matériaux minéraux
ou les peuplements mixtes sont très mal classées. La classiﬁcation obtenue en ne
considérant que les 4 classes les plus représentatives et ayant obtenu les meilleurs
résultats de classiﬁcations (zones bâties, zones non-bâties, forêts et champs ; mar-
qué par (*) dans le Tableau 8.4) et la classe eau, est illustrée sur la Figure 8.8. Le




Figure 8.6 – Zones 3 (en haut) et 4 (en bas) : (a) Ortho-image et les classiﬁca-
tions pour les classes : (b) bâti, (c) route.
tats de classiﬁcations beaucoup plus satisfaisants visuellement, ce qui conﬁrme
les résultats chiﬀrés du paragraphe précédent.
La carte de changements obtenue par comparaison de la classiﬁcation précé-
dente avec la BD initiale, puis pondérée par la conﬁance dans la classiﬁcation est
montrée sur la Figure 8.9. D’un point de vue général, la grande zone rouge à l’est
correspond à une zone non couverte par la BD initiale et ressort donc comme une
zone de changement. Les niveaux de rouge montrent donc la conﬁance dans la
nouvelle classiﬁcation. Les petites zones rouges au Nord de la zone correspondent
également à des zones non couvertes par la BD, mais qui sont correctement
classées par notre méthode. Enﬁn, de grandes zones plus claires apparaissent
majoritairement sur les zones urbaines / bâties. Ces zones, où la conﬁance en la
classiﬁcation est faible, sont dues aux confusions que l’on a pu voir dans l’étude
des classiﬁcations par classe. En eﬀet, si deux classes (ou plus) ont une forte
probabilité sur une même zone, alors la conﬁance en la classiﬁcation est faible.
Ainsi, sur ces zones, la classiﬁcation est souvent correcte (par exemple sur les
routes), mais comme il y a de la confusion avec d’autres classes, la conﬁance est
faible. Comme nous l’avons fait pour la classiﬁcation, nous avons dérivé la carte
de changements issue de la classiﬁcation des 4 classes les plus représentatives et
la classe eau (cf. Figure 8.10). Les résultats obtenus montrent une diminution
des zones d’indécisions (de couleur blanche), permettant de mieux se focaliser
sur les zones de changements.
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Figure 8.7 – Résultat de la classiﬁcation sur la zone de Tarbes-Sud (cf. légende
associée dans le Tableau 8.2).
Par suite, trois zones de changements sont détaillées ici. La première zone
(Figure 8.11, en haut) montre une zone à matériaux minéraux (en gris sur la BD)
qui a été classée comme formations herbacées par notre méthode (comme la zone
verte sur la BD). Le changement ressort très bien sur la carte de changement
associée. La seconde zone (Figure 8.11, au milieu) montre également une zone à
matériaux minéraux qui est classée comme formations herbacées et qui ressort
également sur la carte de changement. Enﬁn sur la dernière zone de changements
(Figure 8.11, en bas), d’une part le champ non classé dans la BD est correctement
classé par notre méthode, d’autre part l’extrémité nord de ce champ, qui était
classé comme forêt dans la BD a été correctement reclassée en champ.
8.3.3 Résultats supplémentaires
Un des problèmes rencontré par les équipes de production, mais qui n’était
pas le sujet de ce travail, est l’initialisation (la création) de la BD d’OCS à partir
de diﬀérentes BD existantes. Comme on a pu le voir dans le section 1.1, cette ini-
tialisation est le fruit d’un long processus alternant des phases automatiques de
fusions de données géographiques et des phases d’interventions manuelles pour
la correction des données. Cependant, à cause des contraintes de temps empê-
chant l’inspection complète de la BD par un opérateur, la BD ainsi produite
peut contenir un certain nombre d’incohérences, comme la superposition de dif-
férents objets de natures diﬀérentes, des imprécisions au niveau des contours des
objets, ou l’existence de zones non couvertes par la BD sur l’emprise de cette
dernière.
Ainsi, nous allons voir dans cette section, comment notre méthode permet
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Figure 8.9 – Carte de changements (rouge : changement - blanc : confusion -
bleu : non changement). Les zones en rouge correspondent à des « trous » dans
la base de données initiale.
superposent ;
— compléter les zones non couvertes en proposant une classiﬁcation sur ces
zones ;
— étendre la couverture d’une BD sur l’ensemble de l’emprise d’une image.
Dans un premier temps, si diﬀérents objets voisins issus de diﬀérentes BDs
sont en désaccord (zone de recouvrement), notre méthode permet de résoudre
le problème.
La prise en compte des deux classiﬁcations (une par objet concerné) permet
de régler cette indécision. Les résultats obtenus sont visibles sur la Figure 8.12.
Sur cette ﬁgure, on peut voir sur deux zones d’intérêt, à gauche la BD-OCS-GE
fournie en entrée du processus, et à droite le résultat de notre méthode. Ainsi,
on peut voir sur la BD initiale, une zone de superposition entre des objets de
type forêt et des objets de type champ. Dans les deux cas, notre méthode permet
de prendre une décision correcte sur ces zones de recouvrement.
Par ailleurs, les zones non couvertes peuvent se limiter à quelques petits
espaces situés entre les objets de la BD, ou, dans le cas où l’on dispose d’une
image plus grande que la BD initiale, la zone non couverte peut s’étendre sur
une surface importante, comme c’est le cas dans le jeu de données utilisé dans
ce chapitre (cf. Figure 8.2). Or, les résultats présentés ici montrent que la mé-
thode LuPiN fournit un résultat de classiﬁcation, ainsi qu’une mesure de conﬁance
associée, sur l’ensemble de la zone couverte par l’image. Ainsi, le travail d’un
opérateur pour compléter et étendre la BD sur cette zone, pourra se limiter à
l’inspection des zones de faibles conﬁances (cf. zone rouge clair à droite sur la
Figure 8.9 ; Figure8.13 : en haut pour la complétion et en bas l’extension de la
BD).
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8.4 Étude des temps de traitement
Notre zone d’étude a une surface de 32 km2 (4 km × 8 km), l’image Pléiades
contient 128 000 000 pixels et la BD possède 4913 objets (dont seulement les dix
plus grands de chaque classe sont utilisés pour l’apprentissage). Sur ce jeu de
données, les temps de calcul se répartissent approximativement ainsi :
— 1 jour pour le calcul des attributs ;
— 1/2 jour pour la sélection d’attributs ;
— 1 jour d’apprentissage ;
— 1/2 jour de classiﬁcation ;
— <1 heure pour la fusion des classiﬁcations et le calcul de la carte de
probabilité de changement.
Cependant, il est à noter que certaines étapes comme la sélection d’attributs
sont indépendantes de la taille de la zone. De plus, nous avons ici calculé un grand
nombre d’attributs pour des raisons expérimentales et il n’est absolument pas
nécessaire de tous les calculer dans un contexte de production. En eﬀet, comme
nous avons pu le voir dans le chapitre 7, le taux de bonne classiﬁcation est déjà
élevé avec un faible nombre d’attributs (de l’ordre de 10 attributs par classe,
cf. Figure 7.3). Ainsi les deux premières étapes peuvent être largement réduites.
De plus, la question du passage à l’échelle n’a été traitée que succinctement.
Cependant, à ce sujet, il faut distinguer l’apprentissage de la classiﬁcation. La
sélection et l’apprentissage pourront être faits en utilisant plusieurs dalles (ré-
parties aléatoirement sur la zone ?), alors que la classiﬁcation pourra être réalisée
en parallèle sur chacune des dalles.
8.5 Conclusion
La grande variété d’attributs à disposition permet de s’adapter aux carac-
téristiques de l’image, l’apprentissage permet l’adaptation aux classes analy-
sées (quelconques) et la redondance des classiﬁcations réduit le taux de fausses
alarmes. Des classes se discriminent plutôt très bien d’ores et déjà (végétation,
champs, routes) et les perspectives proposées dans la section 10.3 s’attacheront
à améliorer les traitements :
— des classes bien classées mais peu discriminées (e.g., zones bâties) : l’in-
troduction de Modèles Numériques de Surfaces, si des données stéréosco-
piques sont disponibles, peut aider grandement à cette tâche ainsi qu’une
phase d’apprentissage itérative, utilisant ces premières classiﬁcations.
— des classes mal classées, principalement dû au fait qu’elles sont composées
de peu d’objets, souvent de petite taille.
Ainsi, les résultats présentés dans ce chapitre montrent que la chaîne de
traitements LuPiN permet de s’adapter à diﬀérentes BD d’OCS (nomenclatures
plus ou moins détaillées). De plus, les taux de fausses alarmes sont relativement
faibles et les temps de calcul pourront être réduits aﬁn d’envisager un passage
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rapide de la méthode en production. Ainsi, la chaîne de traitements LuPiN ré-
pond aux attentes exprimées dans la section 1.3. Par ailleurs, comme on a pu le
voir dans la sous-section 8.3.3, la chaîne de traitements LuPiN apporte une aide
intéressante pour l’initialisation de BD d’OCS issue de la fusion de diﬀérentes
BDs, mais aussi pour la complétion des trous pouvant exister dans la BD, ou
























































































Figure 8.11 – Trois zooms sur des zones de changements, pour chacune : (a)




Figure 8.12 – Deux zones d’intérêts sur lesquelles des objets de diﬀérentes
classes de la BD-OCS-GE se superposent (1a) et (2a). Le résultat de la méthode




Figure 8.13 – Une zone où la BD est incomplète (1a) et le résultat de LuPiN
sur cette zone (1b), et une autre zone hors de la zone couverte par la BD et
le résultat de classiﬁcation obtenue sur cette zone (2b). Dans les deux cas, la
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Nous avons pu voir dans le chapitre précédent l’application de la chaîne de
traitements LuPiN pour la mise à jour de la BD d’OCS-GE de l’IGN à partir d’une
unique image satellite THR Pléiades. Dans ce chapitre, nous avons souhaité
montrer la polyvalence de la chaîne de traitements LuPiN et sa capacité à travailler
avec diﬀérents types de données de télédétection. Nous nous limitons dans cette
thèse à des applications de télédétection mais d’autres domaines en traitement
d’image ou plus généralement en analyse de données sont envisageables.
Ainsi, dans un premier temps, nous étudierons le comportement de notre
méthode sur des données de télédétection issues de diﬀérents capteurs optiques,
avec en particulier l’étude de l’inﬂuence de la résolution spatiale du capteur sur la
qualité des classiﬁcations obtenues. Puis, nous introduirons des données images
multi-temporelles dans le processus de classiﬁcation aﬁn d’étudier la pertinence
de ce type de données dans le cadre de notre problématique.
9.1 Différentes résolutions spatiales
La première étude sur la polyvalence de notre méthode nous a conduit à com-
parer les résultats obtenus individuellement avec des images satellite optiques à
diﬀérentes résolutions (1,5m pour SPOT 6 et 5m pour RapidEye), au résultat
obtenu avec les données Pléiades, sur la même zone d’expérimentation que dans
le chapitre précédent (cf. section 8.1).
9.1.1 Présentation des données
La première image a été acquise par le satellite Pléiades en septembre 2013
(cf. Figure 9.1a), décrite dans le chapitre précédent. La seconde image a été
acquise en avril 2013, par le satellite SPOT 6 (cf. Figure 9.1b). L’ortho-image
utilisée est ré-échantillonnée à une résolution de 1,5 m en panchromatique et de
6 m en multi-spectrale (bleu, vert, rouge, proche infrarouge) et a une taille de
5 333×2 667 pixels.
Enﬁn, la troisième image a été acquise en septembre 2011, par le satellite
RapidEye (cf. Figure 9.1c). Nous utiliserons l’ortho-image ré-échantillonnée à
5m de résolution, comportant 5 canaux (bleu, vert, rouge, red-edge, proche
infrarouge). Ce satellite a la particularité de posséder un canal red-edge situé
entre le rouge et le proche infrarouge (690 - 730 nm), qui permet de discriminer
eﬃcacement diﬀérents types de végétation [Le Bris et al., 2013] (cf. Figure 9.2).
L’image utilisée a une taille de 1 600×800 pixels.
La BD-OCS utilisée est la même que celle décrite dans le chapitre précédent
(cf. section 8.1). Les classiﬁcations reposent sur un ensemble d’attributs issus des
familles suivantes : une centaine d’attributs spectraux, des attributs de texture
de type Haralick calculés sur les canaux panchromatique (pour SPOT 6), red-
edge (pour RapidEye) et rouge et proche-infrarouge (pour les deux images) et
les attributs SFS. Ainsi, 165 attributs sont calculés pour SPOT 6 et 162 pour
RapidEye.
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(a) Pléiades, septembre 2013
(b) SPOT 6, avril 2013
(c) RapidEye, septembre 2011
Figure 9.1 – Extrait de l’image Pléiades acquise en septembre 2013 (a), de
l’image SPOT 6 acquise en avril 2013 (b) et de l’image RapidEye acquise en
septembre 2011 (c) sur la zone de Tarbes.
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Figure 9.2 – Extrait de l’image RapidEye, en composition colorée R - Red-Edge
- PIR, acquise en septembre 2011 sur la zone de Tarbes.
9.1.2 Résultats
Comme pour les expérimentations précédentes, nous avons utilisé un classi-
ﬁeur de type Forêts Aléatoires (FA) et les fusions de classiﬁcations sont réalisées
par la méthode RWF.
Les taux de bonne classiﬁcation obtenus (cf. Tableau 9.1) montrent l’apport
de la THR du satellite Pléiades. En eﬀet, les résultats de ce dernier ont une
avance nette sur ceux des deux autres satellites : 0,67 pour Pléiades, alors que
SPOT 6 et RapidEye sont sous les 0,5. Ces deux capteurs obtiennent des taux de
bonne classiﬁcation similaires, respectivement 0,47 et 0,49 pour SPOT 6 et Ra-
pidEye. Ainsi, on peut noter que malgré sa plus faible résolution spatiale, l’ajout
du canal red-edge permet à RapidEye d’obtenir des résultats de classiﬁcation
comparables à ceux de SPOT 6.
Capteur Pléiades SPOT 6 RapidEye
Précision 0,67 0,47 0,49
Tableau 9.1 – Comparaison des taux de bonne classiﬁcation (précision) de la
méthode appliquée sur trois images issues de trois capteurs diﬀérents (Pléiades,
SPOT 6 et RapidEye).
Par ailleurs, le détail des précisions producteurs et utilisateurs pour chaque
classe est donné dans le Tableau 9.2. Comme pour les données Pléiades, les ré-
sultats sur ces deux satellites donnent de bons résultats de classiﬁcations sur
les 4 classes majoritaires sur la zone (représentant 96% de la couverture de la
zone). Contre-intuitivement, les résultats des classiﬁcations, en terme de préci-
sion producteur, sont meilleurs avec SPOT 6 et RapidEye sur les classes bâti
et route, alors que Pléiades, malgré sa forte résolution, obtient des résultats
légérement moins bons. Cependant, la précision utilisateur sur le thème route
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tourne à l’avantage de Pléiades. Ceci s’explique par la confusion existant entre
ces deux classes sur les classiﬁcations issues de SPOT 6 et RapidEye (cf. sous-
section 9.1.3). De plus, on peut noter que RapidEye, grâce à son canal sup-
plémentaire dans le red-egde, obtient une meilleure précision utilisateur sur le
thème forêt et que la résolution de SPOT 6 semble être un bon compromis pour la
classiﬁcation des zones bâties. Pléiades obtient de son côté de très bons résultats
sur les thèmes formations herbacées et peuplement de feuillus autant en terme
de précision utilisateur que producteur. En particulier, la grande résolution de
Pléiades permet de discriminer ﬁnement les espaces verts urbains (composant
la classe formations herbacées avec les champs). Sur les images RapidEye et
SPOT 6, le thème formations herbacées a une faible précision utilisateur. En
eﬀet il est confondu avec le thème bâti (cf. sous-section 9.1.3). Ceci s’explique
par le fait que ce thème contient les champs et également les espaces verts ur-
bains. Ces derniers sont souvent confondus avec la classe bâti. De plus, sur les
données SPOT 6, la classiﬁcation de ce thème a également une faible précision
producteur : les vrais champs ne sont pas bien classés par ce jeu de données.
Par ailleurs, les thèmes peu représentés, que l’on avait du mal à classer avec
Pléiades, obtiennent des résultats encore plus décevants avec les images SPOT 6
et RapidEye.
9.1.3 Étude visuelle
Aﬁn de compléter l’étude des résultats chiﬀrés, nous proposons une étude
visuelle de la classiﬁcation des thèmes principaux (bâti, route, champ et forêt)
sur deux sous-zones caractéristiques, issues de notre zone d’étude (cf. Figures 9.3
et 9.4). La première zone est située en périphérie de Tarbes sur une région semi-
urbaine et est composée de maisons isolées, de routes, de champs et de haies
(cf. Figure 9.3a). Pour la classe bâti, les trois classiﬁcations (Pléiades : 9.3b,
SPOT 6 : 9.3c et RapidEye : 9.3d) permettent de faire ressortir l’ensemble des
éléments présents sur la zone. Cependant, la classiﬁcation RapidEye englobe
également certains champs et certaines routes et est donc moins précise. La
classiﬁcation SPOT 6 est plus conﬁante dans ses résultats que celle issue des
données Pléiades (les valeurs des probabilités d’appartenance à la classe sont
plus fortes), ce qui conﬁrme les résultats chiﬀrés obtenus précédemment. Sur le
thème route, la classiﬁcation des données Pléiades (9.3e) est celle obtenant les
meilleurs résultats : elle permet de classer ﬁnement la quasi-intégralité des routes
présentes sur la zone. Cependant, une faible confusion avec les zones bâties sub-
siste encore. La classiﬁcation RapidEye (9.3g) n’arrive pas à discriminer la route
des bâtiments, alors que la classiﬁcation sur les données SPOT 6 (9.3f) n’arrive
pas à discriminer certains champs et certains bâtiments. Les images Pléiades
permettent de discriminer ﬁnement le thème peuplement de feuillus (9.3h), en
particulier en faisant ressortir les arbres présents dans les zones pavillonnaires et
les haies. La résolution de RapidEye, ne permet pas de discriminer la végétation
présente dans ces zones pavillonnaires (9.3j). Cependant, les haies suﬃsamment
larges sont bien discriminées. Enﬁn, les données SPOT 6 échouent ici à discri-
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Pléiades SPOT 6 RapidEye
Précisions utilisateur (Exactitude)
Zones bâties (*) 0,21 0,56 0,36
Zones non bâties (*) 0,4 0,35 0,25
Zones à matériaux minéraux 0,16 0,06 0,05
Surfaces d’eau 0,46 0,23 0,02
Peuplement de feuillus (*) 0,86 0,93 0,94
Autres formations arborées 0,81 0,02 0,02
Formations arbustives 0 0,01 0,01
Autres formations ligneuses 0,39 0,02 0,01
Formations herbacées (*) 0,7 0,47 0,58
Moyenne 0,44 0,29 0,25
Moyenne (*) 0,54 0,58 0,54
Précisions producteur (Rappel)
Zones bâties (*) 0,51 0,71 0,95
Zones non bâties (*) 0,65 0,52 0,89
Zones à matériaux minéraux 0,19 0,56 0,87
Surfaces d’eau 0,35 0,80 0,78
Peuplement de feuillus (*) 0,94 0,85 0,82
Autres formations arborées 0,01 0,43 0,93
Formations arbustives 0,16 0,03 0,52
Autres formations ligneuses 0,05 0,84 0,89
Formations herbacées (*) 0,96 0,12 0,83
Moyenne 0,42 0,54 0,83
Moyenne (*) 0,77 0,55 0,87
Tableau 9.2 – Détails des précisions utilisateur et producteur par classe obtenues
sur trois capteurs diﬀérents : Pléiades, SPOT 6 et RapidEye.
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miner les éléments de ce thème.
La seconde zone est couverte uniquement de champs et de forêts (cf. Fi-
gure 9.4). Sur cette zone, les données RapidEye (9.4d et 9.4g) sont les plus à
même de discriminer les thèmes champs et forêts. De son côté, Pléiades per-
met une classiﬁcation plus ﬁne spatialement, que l’on peut constater en bordure
de forêts et sur les arbres isolés dans les champs qui sont correctement classés
(9.4b). Enﬁn, la classiﬁcation sur les données SPOT 6 est correcte sur le thème
forêt (9.4c), mais n’est pas très conﬁante sur le thème champs (9.4f).
9.2 Données multi-temporelles
9.2.1 Présentation des données
Par ailleurs, nous disposons de deux autres images RapidEye, acquises en
avril 2011 à dix jours d’intervalle (cf. Figure 9.5). Ainsi, nous proposons diﬀé-
rentes adaptations de la chaîne de traitements LuPiN aﬁn de traiter des données
multi-temporelles et nous comparons ces diﬀérents scénarii, pour juger de leur
pertinence.
9.2.2 Méthodes utilisées
Aﬁn d’utiliser ces trois images conjointement, nous proposons trois méthodes,
consistant en trois fusions à diﬀérents niveaux de la chaîne de traitements LuPiN
(cf. Figure 9.6), ces trois méthodes seront comparées aux résultats obtenus avec
une seule image RapidEye (celle ayant obtenu les meilleurs résultats de classiﬁ-
cation).
La première méthode consiste à sélectionner de manière conjointe les 20
meilleurs attributs calculés séparément sur les trois dates disponibles, cette mé-
thode sera appelée par la suite sélection globale. Nous avons choisi le nombre de
20 attributs, car il a fourni de bons résultats sur les données Pléiades, mais une
étude de la pertinence de ce choix sur les données RapidEye serait à mener.
La seconde méthode consiste à sélectionner séparément les 7 meilleurs attri-
buts de chaque date et à utiliser ces 21 attributs pour les classiﬁcations. Nous
avons choisi 7 attributs aﬁn d’avoir in ﬁne le même nombre d’attributs que pour
la méthode de sélection globale. Cette méthode sera nommée sélection par date.
La troisième méthode consiste à réaliser l’ensemble les classiﬁcations par
objets sur les trois dates séparément, on obtient donc 3 classiﬁcations pour
chaque objet inspecté. Enﬁn, les classiﬁcations sont fusionnées au niveau de
chaque classe, de la même manière que dans la méthode classique (ici la méthode
RWF). Cette dernière méthode de fusion est appelée fusion niveau classe.
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(a) Image Pléiades
(b) Classe bâti - Pléiades (c) Classe bâti - SPOT 6 (d) Classe bâti - RapidEye
(e) Classe route - Pléiades (f) Classe route - SPOT 6 (g) Classe route - RapidEye
(h) Classe forêt - Pléiades (i) Classe forêt - SPOT 6 (j) Classe forêt - RapidEye
Figure 9.3 – Détails des classiﬁcations sur les thèmes bâti, route et forêt, ob-
tenues à partir des données Pléiades, SPOT 6 et RapidEye. Chaque image est




(b) Classe forêt - Pléiades (c) Classe forêt - SPOT 6 (d) Classe forêt - RapidEye
(e) Classe champ - Pléiades (f) Classe champ - SPOT 6 (g) champ - RapidEye
Figure 9.4 – Détails des classiﬁcations sur les thèmes forêt et champs, obtenues
à partir des données Pléiades, SPOT 6 et RapidEye. Chaque image est colorée
de blanc : forte appartenance au thème à noir : faible appartenance au thème.
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(a) RapidEye, le 4 avril 2011
(b) RapidEye, le 16 avril 2011
(c) RapidEye, le 6 septembre 2011
Figure 9.5 – Extrait des images RapidEye acquises en avril 2011 (a et b) et







































































































































































































































































































































































































































Les taux de bonne classiﬁcation pour les diﬀérents scénarii sont compris entre
0,54 et 0,66 (cf. Tableau 9.3). Contre intuitivement, c’est l’utilisation d’une seule
image qui donne les meilleurs résultats, alors que l’introduction des autres dates
abaisse légèrement la qualité des résultats. Le choix de la meilleure classiﬁcation
(meilleure date) permet de mettre de côté les classiﬁcations des autres dates,
qui sont ici de beaucoup moins bonne qualité. Enﬁn, les méthodes de fusion ne





Sélection par date 0,55
Fusion niveau classe 0,57
Tableau 9.3 – Comparaison des taux de bonne classiﬁcation (précision) obtenus
par les diﬀérentes méthodes de fusion de données multi-temporelle.
Le détail des précisions utilisateur et producteur, pour chaque classe de la BD
et pour chaque méthode de fusion proposée, est donné dans le Tableau 9.4. Les
résultats obtenus pour la meilleure date (meilleurs taux de bonnes classiﬁcation
après l’étape de prise de décision), ne sont pas forcément les meilleurs en terme
de précisions utilisateur et producteur. Par exemple, seul le thème formations
herbacées a une meilleure précision utilisateur que les autres méthodes et seuls
les thèmes zones non bâties et formations herbacées ont une meilleure précision
producteur. Dans les autres cas, la sélection globale et la fusion niveau classe
améliorent généralement la précision utilisateur, alors que la sélection par date
améliore plutôt la précision producteur.
9.2.4 Analyse visuelle
Nous avons ensuite réalisé une étude visuelle sur une partie de l’image conte-
nant les 4 thèmes majoritaires de la BD (bâti, route, forêt et champ). Les ré-
sultats sont regroupés dans la Figure 9.7, avec l’image RapidEye (acquise en
septembre) correspondant à cette zone (9.7a).
Sur le thème bâti, la méthode par sélection globale (9.7c) semble donner
des résultats plus précis : il y a moins de confusion avec les zones voisines des
bâtiments (pixels mélangés), qu’avec les autres méthodes de fusions (9.7b, 9.7d
et 9.7e). Cependant, le thème bâti est toujours confondu avec le thème route.
Les mêmes remarques peuvent être faites sur le thème route (9.7f à 9.7i).
Pour le thème forêt, les diﬀérentes méthodes donnent des résultats assez











Zones bâties (*) 0,36 0,4 0,33 0,37
Zones non bâties (*) 0,25 0,25 0,19 0,26
Zones à matériaux minéraux 0,05 0,04 0,04 0,05
Surfaces d’eau 0,02 0,04 0,03 0,05
Peuplement de feuillus (*) 0,94 0,98 0,96 0,98
Autres formations arborées 0,02 0,02 0,02 0,01
Formations arbustives 0,01 0,01 0,01 0,01
Autres formations ligneuses 0,01 0,01 0,00 0,01
Formations herbacées (*) 0,58 0,55 0,57 0,56
Moyenne 0,25 0,25 0,24 0,26
Moyenne (*) 0,54 0,54 0,51 0,54
Précisions producteur (Rappel)
Zones bâties (*) 0,96 0,92 0,97 0,95
Zones non bâties (*) 0,89 0,88 0,88 0,86
Zones à matériaux minéraux 0,87 0,91 0,91 0,88
Surfaces d’eau 0,78 0,79 0,76 0,77
Peuplement de feuillus (*) 0,82 0,80 0,85 0,80
Autres formations arborées 0,93 0,91 0,93 0,96
Formations arbustives 0,52 0,38 0,45 0,57
Autres formations ligneuses 0,89 0,91 0,95 0,90
Formations herbacées (*) 0,83 0,63 0,72 0,69
Moyenne 0,83 0,79 0,82 0,82
Moyenne (*) 0,87 0,81 0,85 0,83
Tableau 9.4 – Détails des précisions utilisateur et producteur par classe obtenues
avec les diﬀérentes méthodes de fusions.
153
par date (9.7l) ont d’une part une meilleure conﬁance sur les zones de forêts
(zones blanches à droite de l’image) et d’autre part permettent de discriminer
les haies (présentes sur la partie gauche de l’image).
Enﬁn, pour le thème champs (9.7n à 9.7q), la même analyse que celle eﬀectuée
dans la sous-section 9.1.2 peut être faite : ce thème est confondu avec les thèmes
bâti et route à cause de la présence d’objets de type « espace vert urbain ».
9.3 Conclusion
L’introduction de diﬀérentes images satellite issues de capteurs variés (diﬀé-
rentes résolutions spatiales, diﬀérentes bandes spectrales) et d’une série tempo-
relle, nous ont permis de montrer la polyvalence de notre chaîne de traitements.
En eﬀet, sur ces diﬀérents jeux de données, notre méthode a été capable de
s’adapter aﬁn de discriminer au mieux les thèmes présents dans la BD d’OCS.
Par ailleurs, notre méthode a permis de juger de la pertinence de ces diﬀérents
capteurs pour la discrimination des diﬀérents thèmes de cette BD. Ainsi, nous
avons pu voir que le capteur RapidEye est très performant pour discriminer les
classes de forêt, et ce, grâce à son canal red-edge. De son coté, l’image SPOT 6
obtient de bons résultats pour le thème zone bâtie, en gardant malgré tout de la
confusion avec les routes.
Enﬁn, la résolution des données Pléiades permet de discriminer ﬁnement les
routes (même si une confusion avec les bâtiments existe toujours) et également
les zones herbacées (essentiellement les champs et les espaces verts urbains). De
plus, les données multi-temporelles utilisées (seulement trois dates dont deux
très proches) ne nous permettent pas de juger de leurs pertinences par rapport
à l’utilisation d’une seule date. L’étude d’une série temporelle contenant plus
d’images (des diﬀérentes saisons de l’année) serait souhaitable.
Finalement, nous avons vu que les diﬀérents capteurs permettent chacun de
discriminer des thèmes spéciﬁques. De plus des expérimentations sont en cours
sur des données LIDAR et RADAR disponibles sur la même zone. Ces données
nous permettrons également d’envisager des classiﬁcations multi-capteurs, aﬁn
de tirer proﬁt de la spéciﬁcité de chacune des données disponibles et d’améliorer
encore la précision des classiﬁcations obtenues.
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(a) Image RapidEye
(b) bâti - SF (c) bâti - SG (d) bâti - SD (e) bâti - FC
(f) route - SF (g) route - SG (h) route - SD (i) route - FC
(j) forêt - SF (k) forêt - SG (l) forêt - SD (m) forêt - FC
(n) champs - SF (o) champs - SG (p) champs - SD (q) champs - FC
Figure 9.7 – Détails des classiﬁcations sur les thèmes bâti, route, forêt et
champs, obtenues avec les diﬀérentes méthodes de fusion de données multi-
temporelle : meilleure date (SF), sélection globale (SG), sélection par date (SD)
et fusion niveau classe (FC ). Chaque image est colorée de blanc : forte appar-
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10.1 Conclusion
L’objet de cette thèse était de développer une méthode automatique de mise
à jour de BDs d’OCS-GE, à partir d’une image satellite THR monoscopique
(aﬁn de réduire les coûts d’acquisition), tout en garantissant la robustesse de la
mise à jour.
Les méthodes existantes en télédétection pour la mise à jour de BD d’OCS
reposent généralement, sur un ensemble de méthodes spéciﬁques à chaque thème
de la BD (e.g., routes, bâti, . . . ), et/ou sur la méthode classique d’apprentissage
/ classiﬁcation. Dans le premier cas, les méthodes dépendent des thèmes d’une
BD spéciﬁque et ne peuvent pas être adaptées facilement à d’autres thèmes ou
nomenclatures. Dans le second, les résultats souﬀrent d’inconvénients liés prin-
cipalement à l’inhomogénéité des thèmes. Par ailleurs, malgré l’utilisation crois-
sante de méthodes basées région, nous avons vu dans les méthodes d’extraction
de caractéristiques morphologiques et de textures (calculées sur un voisinage de
chaque pixel de l’image) un potentiel intéressant pour les images THR et qui
s’est avéré concluant.
Ainsi, notre méthode est fondée sur un algorithme central d’apprentissage
multi-niveaux MLMOL, qui permet de prendre en compte au mieux les appa-
rences, éventuellement multiples, de chaque thème de la BD, sous réserve de
l’existence de suﬃsamment d’objets dans chacun des thèmes de cette dernière.
Cet algorithme est complètement indépendant du choix du classiﬁeur et des at-
tributs utilisés et peut donc être appliqué sur des jeux de données très variés.
De plus, la multiplication de classiﬁcations permet d’améliorer la robustesse de
la méthode, en particulier sur des thèmes ayant des apparences multiples.
De plus, nous avons intégré la méthode MLMOL dans une chaîne de traite-
ments capable, d’une part de s’adapter automatiquement aux diﬀérents thèmes
pouvant exister et, d’autre part, d’être robuste à l’existence de thèmes inhomo-
gènes, reposant sur un ensemble de classiﬁcations supervisées et automatiques.
La chaîne de traitements LuPiN, repose sur l’extraction d’un très grand nombre
d’attributs spatiaux et spectraux issus de la littérature, délivrant des informa-
tions spectrales, mais également morphologiques et de texture. Ce très grand
nombre d’attributs, couplé à une sélection d’attributs par thème, permet d’ob-
tenir des classiﬁcations de qualité sur des thèmes très variés. Enﬁn, notre mé-
thode fournit une carte de probabilité de changement, permettant de garder une
mesure de la conﬁance dans le résultat obtenu et ainsi permettre de diriger le
travail d’un opérateur, soit sur les zones de changement certain, soit sur les zones
d’incertitude. Nous avons validé notre méthode au fur et à mesure de son déve-
loppement sur diﬀérents jeux de données simulés ou générés à partir d’images
Pléiades.
En particulier, nous avons pu observer que les attributs les plus pertinents
pour la classiﬁcation d’images THR sont les attributs prenant en compte le
voisinage de chaque pixel et pouvant s’adapter à l’échelle d’observation la plus
appropriée. Plus précisément, les proﬁls morphologiques [Dalla Mura et al., 2010]
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permettent cette double analyse et dans une moindre mesure les attributs d’oc-
currence [van de Sande et al., 2010], les attributs géométriques [Huang et al.,
2007] et les textures d’Haralick tirent également proﬁt de la résolution de ce
type d’image. Enﬁn, notre étude montre qu’une centaine d’attributs diﬀérents
(sur les environ 900 calculés) semblent suﬃsantss pour discriminer ﬁnement les
diﬀérents thèmes de la BD OCS considérée.
Nous avons alors appliqué avec succès notre méthode à une image Pléiades,
sur une zone à proximité de Tarbes (65) décrite par la BD-OCS-GE de l’IGN. Les
résultats obtenus montrent, d’une part que la richesse des images Pléiades (en
termes de résolution submétrique et de dynamique) permet d’avoir des résultats
de classiﬁcation de bonne qualité, même sur des thèmes comme les routes et les
bâtiments qui nécessitent habituellement des méthodes spéciﬁques, en utilisant
des attributs de texture et de forme (proﬁl morphologique, SFS, . . . ). En eﬀet,
ces attributs sont très adaptés à la résolution des images Pléiades. D’autre part,
ces résultats montrent que la méthode proposée permet de fournir des indicateurs
pertinents de changement sur la zone.
Nous avons montré par ailleurs que notre méthode peut fournir une aide
précieuse à la constitution de BD d’OCS issues de la fusion de diﬀérentes BDs.
En eﬀet, notre méthode à la capacité de prise de décisions lorsque la fusion de
BDs génère des zones de recouvrement, phénomène courant notamment lorsque
les données proviennent de sources diﬀérentes et de spéciﬁcations diﬀérentes. De
plus, notre méthode permet également de compléter d’éventuels lacunes dans la
zone de couverture de la BD générée, mais aussi d’étendre cette couverture sur
l’emprise d’une image couvrant une zone plus large.
Enﬁn, la chaîne de traitements LuPiN a été appliquée à diﬀérents jeux de
données de télédétection aﬁn de valider sa polyvalence et de juger de la per-
tinence de ces données. Les résultats ont montré sa capacité d’adaptation aux
données de diﬀérentes résolutions utilisées (Pléiades à 0,5m, SPOT 6 à 1,5m
et RapidEye à 5m). De plus, nous avons constaté l’intérêt du canal red-edge
de RapidEye pour la discrimination du thème forêts, le bon compromis de ré-
solution que fournit SPOT 6 pour le thème zones bâties et l’apport de la THR
de Pléiades pour discriminer des thèmes précis comme les routes ou les espaces
verts urbains. Chaque capteur possède ces avantages et ces inconvénients, ainsi
il faudrait, quand les données sont disponibles, faire une fusion de classiﬁcation
entre diﬀérents capteurs.
10.2 Contributions et limitations
Notre principale contribution est la proposition d’une méthode générique de
multiplication des classiﬁcations, nommée MLMOL, qui permet, d’une part, la
classiﬁcation de thèmes complexes possédant diﬀérentes apparences et,
d’autre part, un apprentissage à partir de données partiellement fausses
(pouvant venir d’un éventuel décalage entre l’image et la BD).
161
La seconde contribution de ce travail est l’intégration de la méthode précé-
dente dans une chaîne de traitements permettant de s’adapter automatique-
ment aux thèmes de la BD à mettre à jour et de fournir des indicateurs
de changement, tout en modérant sa réponse en fonction d’une mesure de
conﬁance issue du processus de classiﬁcation.
Par ailleurs, nous avons pu étudier les capacités des images THR Pléiades, en
termes de possibilité d’extraction d’information. En particulier, nous montrons
que les attributs morphologiques (cf. sous-section 3.3.2 ) et les attributs de forme
(cf. sous-section 3.3.1) permettent de tirer proﬁt de la résolution submétrique de
ce type d’images. Cependant, nous montrons également les limites de l’utilisation
de données non-stéréoscopiques. En eﬀet, bien que majoritairement bien classé,
le thème bâti est peu discriminé du thème non-bâti de la BD-OCS-GE (qui
contient principalement les routes et les parkings). En particulier, même les
attributs morphologiques ou de forme, ne permettent pas de discerner les grands
bâtiments (type hangars industriels ou commerciaux) des parkings. Ce type de
problème ne pourra pas être réglé sans l’utilisation d’une donnée altimétrique
(issue, par exemple, d’images stéréoscopiques : MNS), permettant de distinguer
les éléments du sol et du sur-sol.
De plus, notre méthode, aﬁn de gagner en généricité et en robustesse, né-
cessite, d’une part, de calculer un grand nombre d’attributs et, d’autre part,
de multiplier les classiﬁcations. Par conséquence, les temps de calcul liés à ces
diﬀérentes étapes restent viables, mais devront être améliorés aﬁn d’envisager
son passage à l’échelle. Ainsi, nous avons vu dans cette section, ce dont notre
méthode était capable, ses points forts, ainsi que ses faiblesses. Nous proposerons
donc dans la section suivante, d’une part un ensemble d’idées d’amélioration qui
pourrait permettre de réduire les points faibles de la méthode et d’autre part
les diﬀérentes applications connexes, rendues possibles par notre méthode.
10.3 Perspectives d’améliorations et d’applications
L’étude de la littérature et les expérimentations que nous avons réalisées
nous ont permis de dégager un certain nombre d’éléments aﬁn d’améliorer la
méthode proposée en termes de qualité de classiﬁcation, de temps de calcul, de
généricité (utilisation de diﬀérents capteurs) et de possibilité d’interaction avec
un opérateur. Par ailleurs, nous proposons une analyse de la méthode aﬁn de
discuter des possibilités de son passage à l’échelle (image Pléiades sur l’équi-
valent d’un département français voir une couverture SPOT 6 France entière
annuelle). Enﬁn, nous proposons diﬀérentes applications rendues possibles grâce
à la méthode MLMOL et à la chaîne de traitements LuPiN.
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10.3.1 Améliorations des classifications
Introduction d’information haut-niveau
Dans nos travaux, seule une information bas niveau directement extraite de
l’image sous forme d’attributs a été utilisée. Cependant, deux types d’informa-
tions peuvent être extraits de la BD et utilisés par la méthode de classiﬁcation
aﬁn d’en améliorer les résultats : la répartition spatiale des objets les uns par
rapport aux autres et une information de hiérarchisation des thèmes. Dans le pre-
mier cas, il peut s’agir d’introduire des noyaux spéciﬁques dans les SVM [Camps-
Valls et al., 2006, 2010; Fauvel et al., 2012], une information de co-occurrence
des classes [Ladicky et al., 2010], d’une optimisation post-classiﬁcation par un
algorithme de type marche aléatoire étendue (extended random walker) [Kang
et al., 2015], ou encore d’algorithme mêlant de l’information locale et régionale
[Fröhlich et Bach, 2013; Montoya-Zegarra et al., 2014]. Une utilisation de l’in-
formation de hiérarchisation des classes est proposée dans [Tuia et Muñoz Marí,
2011].
Amélioration de l’adaptabilité
Notre méthode a été validée sur des zones peu étendues, et pourrait souf-
frir sur des zones plus larges (départements, régions) d’un changement d’appa-
rences des objets dû par exemple à diﬀérentes illuminations, à des natures de sol
diﬀérentes (e.g., humidité, altitude) ou à des changements du paysages (maté-
riaux des toits, diﬀérentes cultures). Bruzzone et Persello [2010] évoquent deux
méthodes d’apprentissage, émergeant dans la littérature ces dernières années :
l’apprentissage semi-supervisé (semi-supervised learning) et l’apprentissage actif
(active learning). Les deux méthodes consistent à enrichir itérativement l’en-
semble d’apprentissage à partir des résultats précédents de classiﬁcation, la pre-
mière le réalisant automatiquement [Muñoz Marí, 2010] et la seconde en ajoutant
des observations provenant d’un ensemble d’apprentissage plus large (pouvant
être un opérateur) [Tuia et al., 2011]. Ces méthodes pourraient permettre de
modiﬁer les classiﬁcations automatiquement au fur et à mesure de l’évolution
des territoires couverts.
L’avènement du multi-capteurs
En appliquant notre méthode sur diﬀérents capteurs individuellement, nous
avons pu constater les diﬀérences de résultats de ces capteurs suivant les thèmes
étudiés (cf. chapitre 9). Ce constat semble partagé par l’ensemble de la com-
munauté de la télédétection et un grand nombre de méthodes multipliant les
sources d’informations sont apparues ces dernières années [Smarandache et De-
zert, 2004; Zhang, 2010; Inglada, 2011]. Or, nous avons montré que notre mé-
thode peut être facilement adaptée à l’utilisation de série temporelle, et nous
pensons qu’elle peut l’être similairement avec des données multi-capteurs.
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Interaction avec un opérateur
L’opérateur est dans la majorité des cas nécessaire pour atteindre les spéci-
ﬁcations de qualité opérationnelle attendues par un client ou par un opérateur
de référence. Et concevoir une méthode complètement automatique est forcé-
ment entachée d’erreurs, car l’œil d’un expert apporte toute sa connaissance et
éventuellement des informations complémentaires (autres sources de données,
relevés terrains, . . . ). Par conséquent, la méthode LuPiN a été conçue de manière
à fournir un certain nombre d’indicateurs sur la qualité des classiﬁcations et ainsi
permettre une interaction entre un opérateur (expert) et l’algorithme. Nous dé-
taillerons ici, deux interactions possibles : un première directement réalisable et
une seconde nécessitant une adaptation mineure de la méthode.
Dans son état actuel, la chaîne de traitements LuPiN fournit une carte de
changements pondérée par une mesure de conﬁance. Cette valeur de conﬁance
permet déjà de cibler le travail d’un opérateur, soit sur des zones où la méthode
a une faible conﬁance, soit sur les zones à forte probabilité de changement. Ainsi,
une méthode interactive fondée sur ce principe et couplée à une interface utilisa-
teur interactive permettrait un gain de productivité important en réduisant les
zones à inspecter (par exemple, de l’ordre de 90% de réduction pour les zones
d’incertitude). La première interaction proposée prend uniquement en compte le
résultat ﬁnal de la méthode, mais une vraie interaction au cours du déroulement
de celle-ci pourrait également être introduite. Ainsi, la méthode d’apprentissage
MLMOL pourrait générer un certain nombre d’alertes, comme la détection en
amont des objets modiﬁés ou prévenir d’un éventuel problème sur les données
(comme un décalage entre la BD et l’image). Ces alertes pourraient être traitées
par un opérateur aﬁn de guider la méthode dans le processus de fusion par classe,
et ainsi, d’en améliorer les résultats à la manière des méthodes d’apprentissage
actif [Settles, 2010], tout en prenant en compte la conﬁance de l’utilisateur dans
les informations qu’il fournit [Tuia et Munoz-Mari, 2013].
10.3.2 Passage à l’échelle
La tendance actuellement est à la production et la diﬀusion toujours plus
massive de données, par exemple, une couverture de la France entière chaque
année par le satellite SPOT 6 est d’ores et déjà planiﬁée à l’IGN. Face à l’aﬄux
d’une telle quantité de données, les méthodes actuelles de traitements d’images
et d’extractions d’informations devront être adaptées. C’est le cas en particulier
de la chaîne de traitement LuPiN. Ainsi, nous discuterons ici des possibilités de
notre méthode et des adaptations envisagées aﬁn de permettre facilement de
traiter de telles quantités de données.
Analyse des capacités de la méthode
Dans son état actuel, notre méthode a permis d’analyser une zone de 32 km2
(4 km × 8 km) en moins de 4 jours. Cependant, ces temps de calcul ne peuvent
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pas être extrapolés directement sur une surface plus grande. En eﬀet, certaines
étapes, comme la sélection d’attributs, sont indépendantes de la taille de la zone,
alors que d’autres étapes, comme la réalisation des multiples classiﬁcations, sont
massivement parallélisables dans la mesure où elles sont complètement indépen-
dantes les unes des autres. Malgré tout, le point le plus chronophage de notre
méthode est ce nombre important de classiﬁcations à réaliser. Ainsi, de notre
point de vue, outre les améliorations purement techniques (parallélisation des
calculs et leur répartition sur diﬀérents ordinateurs), deux points sont à étu-
dier pour faciliter le passage à l’échelle de notre méthode et sont décrits dans
le paragraphe suivant : la réduction de la surface traitée par chaque classiﬁeur
(classiﬁcation locale) et la réduction du nombre de classiﬁcations par objet.
Propositions d’adaptations
Deux propositions sont faites ici aﬁn de permettre le passage à l’échelle de
notre méthode, en limitant les temps de calcul et en s’adaptant localement grâce
à la BD à mettre à jour.
Adaptation locale La première idée est de découper le travail à réaliser sur
une grande zone en plusieurs sous-problèmes locaux. Ainsi, la sélection des at-
tributs et la méthode MLMOL seraient réalisées sur une zone limitée de l’image.
Cette adaptation apporterait deux avantages. D’une part, chaque zone pourrait
être traitée de manière indépendante et donc la capacité de parallélisation de
la méthode serait augmentée. D’autre part, la qualité des classiﬁcations pour-
rait être améliorée car les objets d’un même thème ont des apparences moins
hétérogènes sur une zone plus réduite spatialement. Les principaux paramètres
à introduire seront la taille de la zone à inspecter et la zone de recouvrement
entre les deux zones traitées. Ces paramètres pourront être adaptés localement
en étudiant la corrélation entre la classiﬁcation obtenue et la BD ou en réalisant
une segmentation grossière de l’image (recherche de grandes zones homogènes).
Par ailleurs, sur les zones de recouvrement, une méthode de fusion prenant en
compte la distance du pixel courant avec les objets ayant servi aux diﬀérentes
classiﬁcations pourra être développée.
Réduction du nombre de classiﬁcations Deux facteurs d’amélioration
peuvent permettre de réduire le nombre de classiﬁcations. D’une part la justiﬁca-
tion de la multiplication des classiﬁcations dans MLMOL étant d’apprendre les
diﬀérences d’apparences d’un thème, on pourrait adapter la stratégie d’inspec-
tion en n’inspectant que les objets n’ayant pas été classés par les classiﬁcations
des objets précédents. D’autre part, l’étude des caractéristiques géométriques des
objets et de leur répartition spatiale pourrait permettre de sélectionner un sous-
ensemble d’objets d’un même thème potentiellement diﬀérents. Par exemple, en
sélectionnant des bâtiments de petites et de grandes tailles, on peut apprendre
l’apparence des maisons isolées et des bâtiments industriels ou commerciaux.
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10.3.3 Applications envisagées
Aﬁn de compléter ces perspectives, nous tenons à proposer diﬀérentes ap-
plications de notre chaîne de traitements auxquelles nous avons pensées durant
son développement sans toutefois les mener à bien.
En continuité de l’aide à la création de BDs d’OCS issues de la fusion de dif-
férentes BDs existantes et au recettage de BDs que nous avons pu expérimenter
dans le chapitre 8, notre méthode peut permettre la création d’un outil de type
« OCS à la carte ». Ainsi, cet outil permettrait à un utilisateur de choisir des
thèmes parmi diﬀérentes BDs existantes, et d’obtenir une BD d’OCS « sur me-
sure » après une étape de fusion guidée par une (ou des) image(s) satellite. Notre
méthode pourrait choisir automatiquement, parmi un ensemble de données de
télédétection disponibles, les données les plus pertinentes et les plus adaptées
pour les thèmes choisis par l’utilisateur. Ainsi, une base de règles enrichies et
déﬁnies au fur à mesure de son utilisation pourrait déﬁnir les « meilleures don-
nées » pour un thème choisi par l’utilisateur et in ﬁne, indiquer si la classe
indiquée par l’opérateur est détectable dans les images fournies en entrée.
Outre la capacité de mettre à jour une BD, notre méthode permet également
de qualiﬁer une BD à partir d’une image satellite. La qualiﬁcation automatique
de BDs géographiques ouvre la voie à diﬀérentes applications, comme la véri-
ﬁcation de données issues de la production participative (crowdsourcing), ou
de plate-formes destinées aux experts [Han et al., 2014]. En eﬀet, les données
produites par les utilisateurs sont un élément important pour la mise à jour
des données géographiques, mais souﬀrent d’un certain nombre de problèmes,
comme celui de la garantie de leurs qualités [Foody, 2013]. Ainsi, une image
satellite pourrait venir conﬁrmer, ou inﬁrmer, une alerte issue d’un utilisateur.
Enﬁn, face à la mise à disposition croissante de données historiques, comme
les archives Landsat [Wulder et al., 2012], le programme « SPOT World Heri-
tage » 1 ou encore la numérisation des images aériennes anciennes de l’IGN depuis
1946, notre méthode pourrait permettre l’extraction d’informations temporelles
très intéressantes, permettant une analyse sur de longues périodes de l’évolution
de diﬀérents phénomènes : l’évolution de la couverture forestière, des pratiques
agricoles ou de l’expansion urbaine. Notre méthode pourrait également per-
mettre d’extraire pour chaque date l’apparence représentative de chaque thème
(e.g., patchs de texture). Ainsi, une base de données de ces apparences pour-
rait être construite et permettrait de nouvelles applications comme l’étude de
l’évolution de l’apparence d’un thème ou l’utilisation de ces données pour la
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