Abstract. Fast methods are proposed for solving the system KNx = b resulting from the discretization of elliptic self-adjoint equations in three dimensional domains by the spectral element method. The domain is decomposed into hexahedral elements, and in each of these elements the discretization space is formed by polynomials of degree N in each variable. Gauss-Lobatto-Legendre (GLL) quadrature rules replace the integrals in the Galerkin formulation. This system is solved by the preconditioned conjugate gradients method. The conforming nite element space on the GLL mesh consisting of piecewise Q1 elements produces a sti ness matrix Kh that is spectrally equivalent to the spectral element sti ness matrix KN. The action of the inverse of Kh is expensive for large problems, and so is replaced by a Schwarz preconditioner Bh of this nite element sti ness matrix. The preconditioned operator used is B ?1 h KN.
The tensorial character of the spectral element matrix can be exploited when evaluating its action in a vector 16], but does not help when evaluating the action of the inverse of blocks of this matrix, as in the case of the above preconditioners. Following Pahl 17] , based on the work of Deville and Mund 7] and of Canuto 5] , the above constructions give rise to di erent and spectrally equivalent preconditioners using the same block partitioning of the nite element matrix generated by Q 1 elements on the hexahedrals of the Gauss-Lobatto-Legendre (GLL) mesh. This observation and experiments for a model problem in two dimensions were made by Pahl 17] , who demonstrated experimentally that this preconditioner is very e cient. Thus, high order accuracy can be combined with e cient and inexpensive low-order preconditioning. We remark that similar ideas also appear in 18] and 26] .
The analysis of Schwarz preconditioners for piecewise linear nite elements for the h-method, has relied upon shape regularity of the mesh 10], 9], 3], which clearly does not hold for the GLL meshes. We extend the analysis to such meshes, deriving estimates for these nite element preconditioners of spectral element methods.
We give polylogarithmic bounds on the condition number of the preconditioned operators for iterative substructuring methods, and a result analogous to the standard bound for overlapping Schwarz algorithms. Then, by applying Canuto's result, 5] , we propose and analyze a new overlapping preconditioner that depends only on the spectral element matrix. We also give a new proof of one of the estimates in 23] by using the same equivalence.
The remainder of this paper is organized as follows. The next section contains some notation and a precise de nition of the discrete problem. Our motivation and strategy are presented in detail in Section 3. In Section 4 we give the statement and proofs of our technical results. In the two remaining sections we formulate and analyze our algorithms. This problem is discretized by the spectral element method (SEM) as follows; see 16] . We triangulate into non-overlapping substructures f i g M i=1 of diameter on the order of H. Each i is the image of the reference cube^ = ?1; +1] 3 under a mapping F i = D i G i where D i is an isotropic dilation and G i a C 1 mapping such that its derivative and inverse of the derivative are uniformly bounded by a constant close to one. Moreover, we suppose that the intersection between the closure of two substructures is either empty, a vertex, a whole edge or a whole face. Each substructure i is called a distorted cube. We notice that some additional properties of the mappings F i are required to guarantee an optimal convergence rate. We refer to 2], problem 2 and the references therein for further detail on this issue, but remark that a ne mappings are covered by the available convergence theory for these methods. We assume for simplicity that k(x) has the constant value k i in each substructure i , with possibly large jumps occurring only across substructure boundaries. This point is important only in the analysis of iterative substructuring algorithms in Section 5, where our estimates are independent of the jumps of k(x).
We de ne the space P N (^ ) as the space of Q N functions, i.e. polynomials of degree at most N in each of the variables separately. The space P N ( i ) is the space of functions v N such that v N F i belongs to P N (^ ). The conforming space P N 0 ( ) H 1 0 ( ) is the space of continuous functions the restrictions of which to i belong to P N ( i ) for every i = 1; :::; M .
The discrete L 2 inner product is de ned by
where j and j are, respectively, the Gauss-Lobatto-Legendre (GLL) quadrature points and weights in the interval ?1; +1]; see 2]. The discrete problem is: nd u N 2 P N 0 ( ), such that
The functions N j of P N 0 ( ) that are one at the GLL node j and zero at the other nodes form the nodal basis of this space which gives rise in the standard way to the linear system K N x = b. Note that the mass matrix of this nodal basis generated by the discrete L 2 inner product 2 is diagonal. The analysis of the SEM method just described and experimental evidence show that it achieves very good accuracy for reasonably small N for a wide range of problems; see 2], 16], 15] and references therein. The practical application of this approach for large scale problems, however, depends on fast and reliable solution methods for the system K N x = b. The condition number of K N is very large even for moderate values of N 2] . Our approach is to solve this system by a preconditioned conjugate gradient algorithm. The following low-order discretization is used to de ne several preconditioners in the next sections.
The GLL points de ne a triangulation T^h of^ into parallelepipeds, and on this triangulation we de ne the space Pĥ(^ ) of continuous piecewise trilinear (Q 1 ) functions. The spaces P h ( i ) and P h 0 ( ) are de ned analogously to P N ( i ) and P N 0 ( ).
The nite element discrete problem associated with (1) is: Find u h 2 P h 0 ( ), such that
The standard nodal basis f^ ĥ j g in Pĥ(^ ) is mapped by the F j , 1 j M , into a basis for P h 0 ( ). This basis also gives rise to a system K h x = b in the standard way. We use the following notations: x y , z u, and v w to express that there are positive constants C and c such that (6) where aQ is given by (2) and (3) Consider now a function v de ned in a substructure^ with diameter of order H. Changing variables to the reference substructure byv(x) = v(F i (x)), and using simple estimates on the Jacobian of F i , we obtain (8) where the dimension d is equal to 1, 2, or 3.
These estimates can be interpreted as spectral equivalences of the sti ness and mass matrices generated by the norms introduced above. Indeed, the nodal basis f^ ĥ j g is mapped by interpolation at the GLL nodes to a nodal basis of P N (^ ). Then, (5) can be written asû TK hû û TK Nû ; (9) H 1 (^ ) and aQ(:; :). Therefore, if K (i) h and K (i) N are the sti ness matrices generated by the basis f h j g and f N j g respectively, for all nodes j in the closure of i , and by j j 2 H 1 ( i ) and a Q; i ( ; ), then
where u is the vector of nodal values, by (9), (8), and (5). The sti ness matrices K N and K h are formed by subassembly 9],
(10) for any nodal vector u, where u (i) are the sub-vectors of nodal values in i ; an analogous expression is true for K N . These last two relations imply
(11) for any vector u. All these matrix equivalences and their analogues in terms of norms are hereafter called FEM-SEM equivalence.
The equivalence (11) shows that K h is an optimal preconditioner for K N in terms of number of iterations. However, the solution of systems K h x = b is too expensive to be used as an e cient preconditioner for large scale problems, which typically involve many substructures.
We next show that the same reasoning applies to the Schur complements S h and S N , i.e., the matrices obtained by eliminating the interior nodes of each i in a classical way; see 9]. Let u N be Q-discrete (piecewise) harmonic if a Q (u N ; v N ) = 0, for all i and all v N belonging to P N 0 ( i ). The de nition of h-discrete (piecewise) harmonic functions is analogous. It is easy to see that u T S N u = a Q (u N ; u N ) and that u T S h u = a(u h ; u h ), where u h and u N are respectively Q and h-discrete harmonic and u is the vector of the nodal values on the interfaces of the substructures.
The matrices S h and S N are spectrally equivalent. Indeed, by the subassembly equation (10), it is enough to verify the spectral equivalence for each substructure separately. For the substructure i , we nd:
where I h N is the interpolation at the nodes of T h , H h is the h-discrete harmonic extension of the interface values, and the subscript i indicates the restriction of the bilinear form to this substructure. Here, we have used FEM-SEM equivalence and the well known minimizing property of the discrete harmonic extension. The reverse inequality is obtained in an analogous way. This equivalence means that S h is also an optimal preconditioner for S N . As before, the action of the inverse of S h is too expensive to produce an e cient preconditioner for large problems.
In 
Proof. These expressions follow by changing variables, and by using the equivalence of norms in the nite dimensional space Q 1 (K).
In the next lemma we give a bound on the gradient of a trilinear function in terms of bounds on the di erence of the values at the nodes (vertices). The values of u x at the vertices belonging to the face fx = 0g are clearly bounded by C=r. This implies estimates for the coe cients of u x and then the desired estimate. The other derivatives of u are treated analogously.
Lemma 3. Let u be a trilinear function de ned in K, and let # be a C 1 function such that jr#j C=r, and j#j C for some constants C and r. Then
Here C is independent of all the parameters, and Iĥ is the interpolation to a Q 1 function of the values in the vertices of K. Proof. By equation (15), and letting h 1 , h 2 , and h 3 be the sides of the element K:
Each term in the sum above can be bounded by
The bound on r# implies that j#(x) ? #(x 0 )j Ch i =r, and therefore 
since # is bounded.
Technical tools.
We introduce notations related to certain geometrical objects, since the iterative substructuring algorithms are based on subspaces directly related to the interiors of the substructures, the faces, edges and vertices. Let ij be the union of two substructures i and j , which share a common face, F k : Let W j represent the wirebasket of the subdomain j , which is the union of all the edges and vertices of this subdomain. We note that a face in the interior of the region is common to exactly two substructures, an interior edge is shared by more than two, and an interior vertex is common to still more substructures. All the substructures, faces, and edges are regarded as open sets.
The following simple standard reductions greatly simplify our analysis in the next sections.
The preconditioner S h;WB that we use is de ned by subassembly of the matrices S (i) h;WB , see Section 5. Therefore we can restrict our analysis to one substructure. The results for the whole region follow by a standard Rayleigh quotient argument. It is also enough to estimate the preconditioning ofŜ h byŜ h;WB , because these results can be translated into results for each substructure by the equivalences (7), (8) , and (5).
The assumption that the fF i g M i=1 are arbitrary smooth mappings improves the exibility of the triangulation, but does not make the situation essentially di erent from the case of a ne mappings. This is seen from the estimates in Section 3, where we only used properties of the derivative of F i . Therefore, without loss of generality, we assume, from now on, that the F i are a ne mappings.
In some of the following results, we state the result for substructures of diameter proportional to H, but prove the theorem only for a reference substructure. The introduction of the scaling factors into the nal formulas by the methods and results of Section 3 are routine.
For a proof of Lemma 4 and a general discussion, see Similar bounds also hold for an individual substructure edge.
Proof. In the reference substructure, we know that Pĥ Vĥ, where Vĥ is a standard Q 1 nite element space de ned on a shape regular triangulation that includes T^h. This can be done by re ning appropriately all the elements of T^h with sides bigger than, say, 3ĥ=2. Now we apply the well-known result for shape regular triangulations, lemma 4.3 in 9], to get both estimates, recalling that in the reference substructureĥ 1=N 2 .
In the abstract Schwarz convergence theory, the crucial point in the estimate of the rate of convergence of the algorithm is to demonstrate that all functions in the nite element space can be decomposed into components belonging to the subspaces such that the sum of the resulting energies are uniformly, or almost uniformly, bounded with respect to the parameters H and N . The main technique for deriving such a decomposition is the use of a suitable partition of unity. In the next two lemmas, we explicitly construct such a partition. Lemma 6 . Let F k be the common face between i and j , and let F k be the function in P h ( ) that is equal to one at the interior nodes of F k , zero on the remainder of (@ i @ j ); and discrete harmonic in i and j : Then j F k j 2 H 1 ( i ) C(1 + log(N))H:
The same bound also holds for the other subregion j :
Proof. We de ne the functions^ F k and# F k in the reference cube; F k and # F k are obtained, as usual, by mapping, see subsection 3. We construct a function# F k having the same boundary values as^ F k , and then prove the bound for the former. The standard energy minimizing property of discrete harmonic extensions then implies the bound for^ F k . The six functions which correspond to the six faces of the cube also form a partition of unity at all nodes at the closure of the substructure except those on the wirebasket; this property is used in the next lemma.
We divide the substructure into twenty four tetrahedra by connecting its center C to all the vertices and to all the six centers C k of the faces, and by drawing the diagonals of the faces of^ ; see Fig 1. The function# F k associated to the face F k is de ned as being 1=6 at the point C.
The values at the centers of the faces are de ned by# F k (C j ) = jk , where jk is the Kronecker symbol.# F k is de ned to be linear at the segments CC j for j = 1; :::; 6 . The values inside each subtetrahedron formed by a segment CC j and one edge of the cube are de ned to be constant on the intersection of any plane through that edge, and is given by the value, already known, at the segment CC j . The values at the edge of the cube belonging to this subtetrahedron are then modi ed to be equal to zero. Next, the whole function# F k is modi ed to be a piecewise Q 1 function by interpolating at the vertices of all the GLL nodes of the reference cube.
We claim that jr# F k (x)j C=r, where x is a point belonging to any element K that does not touch any edge of the cube, and r is the distance between the center of K and the closest edge of the cube. Let ab be a side of K. We analyze in detail the situation depicted in Fig 2, where ab is parallel to CC k . Let e be the intersection of the plane containing these two segments with the edge of the cube that is closest to (18) where r 0 is the distance between e and the midpoint of ab. Here we have used that the distance between e and CC k is of order 1. If the segment ab is not parallel to CC k , the di erence j# F k (b) ?# F k (a)j is even smaller, and (18) is still valid. Notice that r 0 is within a multiple of 2 of r. Therefore Lemma 2 implies that jr# F k (x)j C=r.
In order to estimate the energy of# F k , we start with the elements K that touch one of the edges of the face F k . Let h 3 be the largest side of one of these elements.
Since the nodal values of# F k at K are 0, 1, and 1=6, by a simple use of equation (15). By summing over K, we conclude that the energy of# F k is bounded independently of N for the union of all elements that touch one of the edges of the face F k .
To estimate the contribution to the energy from the rest of the substructure, we consider one subtetrahedron at a time and introduce cylindrical coordinates using the substructure edge, that belongs to the subtetrahedron, as the z-axis. The bound now follows from the bound on the gradient given above and elementary considerations. We refer to 9] for more details.
The following lemma corresponds to Lemma 4.5 in 9]. This lemma and the previous one are the keys to avoiding H 1=2 00 estimates and extension theorems. 
of the set of all Q-discrete harmonic functions that are zero at all the interface nodes that do not belong to the interior of the face F k .
The wirebasket subspaces are de ned as before, by prescribing the values at the GLL nodes on a face to be equal to the average of the function on the boundary of the face. The bilinear forms used for the face and wirebasket subspaces are a Q and b 0 ( ; ), respectively. Notice that this is the wirebasket method based on GLL quadrature given in 24].
The following lemma shows the equivalence of the two functions u N and u h with respect to the bilinear form b 0 ( ; ). Lemma Proof. We prove only the part. The inequality without the in mum is valid for the constant c r that realizes the inf in the right hand side by the FEM-SEM equivalence. By taking the inf in the left hand side we preserve the inequality. We prove only the part, and the other inequality is analogous. Lemma 10 gives an upper bound of the rst term in the left hand side by the corresponding term in the right hand side.
Each term in the sum on the left hand side can be bounded by
The rst term of this expression can be bounded by the corresponding term on the right hand side by interpolation and the harmonic FEM-SEM equivalence. inequality, as in lemma 8, and the FEM-SEM equivalence, we can bound this last expression in terms of the rst term in the right hand side of equation (19) .
The polynomial analogues of the lemmas in Section 4 can be proved using the harmonic FEM-SEM equivalence. This provides a theory for polynomials, which is completely parallel to the one we have presented, that can be used to prove this theorem directly. A variation of this approach is taken in 22] and 24], but without the use of the FEM-SEM equivalence. 6 . Overlapping Schwarz Algorithms. We now consider the additive overlapping Schwarz methods, which are presented for instance in 10]. We recall that an abstract framework, theorem 3.1 in 10], is available for the analysis of this type of algorithm. Here we only discuss the additive version, but the analysis also applies in a standard way to the multiplicative variant, which is more e ective in many practical problems.
In the abstract framework for the additive Schwarz methods, a preconditioner B h for K h can be de ned by specifying a set of local spaces together with a coarse space. We can also provide approximate solvers for the elliptic problem restricted to each of the proposed subspaces. Here we only work with exact solvers, since the extension to inexact solvers is straightforward by using the abstract framework.
The domain is covered by substructures i , which are the original spectral elements. We enlarge each of them to produce overlapping subregions 0 i , in such a way that the boundary of 0 i does not cut through any element of the triangulation T h generated by the GLL nodes. The overlap is de ned as the minimum distance between the boundaries of i and 0 i . When is proportional to H the overlap is called generous, and when is comparable to the size of the Q 1 elements it is called a small overlap. For the sake of simplicity, we again restrict our analysis to the case when all the mappings F j are a ne mappings. The general situation is treated similarly.
The local spaces are given by P h 0 ( 0 i ), the set of functions in P h 0 ( ) that vanish at all the nodes on or outside @ 0 i . The coarse space is a Q 1 nite element space given by the mesh generated by the vertices and edges of the subregions i . Each subregion i is then one element of this coarse nite element space. We note that this coarse mesh is regular by assumption. This construction is completely parallel to that of Section 2.1 of 11] for this particular choice of subregions. This setting incorporates the small and the generous overlap preconditioners. We use the bilinear form a( ; ) for the coarse and local spaces. Theorem 3. For this additive Schwarz algorithm, the condition number of the preconditioned operator satis es:
(B ?1 h;AS K N ) C(1 + H= ) The constant C is independent of the parameters H, N , and . Proof. As before, we follow the proof of the analogous theorem, theorem 3 in 11]. The proof follows word by word, except for the estimate of a K (I h ( i w h ); I h ( i w h )) where I h is the interpolation operator, f i g is a partition of unity, w h is a nite element function, and a K is just the restriction of a( ; ) to one element.
In this case it is known that j i j C, and jr i j C= . Our Lemma 3 gives: a K (I h ( i w h ); I h ( i w h )) C(jw h j 2 H 1 (K) + 1 2 kw h k 2 L 2 (K) ) and the rest of the proof follows without any change. Remark 1. Even though the theory does not rule out the possibility of growth of the constant when the coe cient k has large jumps, such a growth is very moderate in numerical experiments; see e.g 13]. We note also that when the overlap is generous, the method is optimal in the sense that the condition number is uniformly bounded with respect to the parameters of the problem; see 19] for early work on this type of preconditioner. Our results and techniques allow a very exible choice of subregions.
We now apply FEM-SEM equivalence to the subspaces used to de ne B h;AS ; this is the same technique used to derive the preconditioner S N;WB from S h;WB . The coarse space is the same, and the local spaces are de ned by 
