Modeling and simulation of concrete carbonation in 1-d using two-point flux approximation by Røe, Tineke
Modeling and simulation of concrete
carbonation in 1-d using two-point ﬂux
approximation
Master's thesis in Applied and Computational Mathematics
Tineke Røe
Department of Mathematics
University of Bergen
November 20, 2013

To my father and brothers

Acknowledgement
I would like to thank Florin Radu and Inga Berre for being my supervisors
on this master's thesis, and for their help and support. I also would like to
thank Kristine Lysnes for guidance in more general matters during my period
of study.
In December 2012, I was able to stay in two weeks at Eindhoven Univer-
sity of Technology in the Netherlands thanks to the NUPUS collaboration
between the University of Bergen, TU Delft, TU Eindhoven, University of
Stuttgart, Utrecht University and Wageningen University. Sorin Pop and
Adrian Muntean were most kind to me during my stay there.
I will thank my friends here i Bergen and all the friendly people I have
gotten to know here. A special thanks to all the nice people down at the
old Department of Mathematics.
Bergen November 2013.
iii

Abstract
In this master's thesis we will model concrete carbonation using mass con-
servation equations and Darcy's law. We then get a set of coupled partial
diﬀerential equations. We also have a ordinary diﬀerential equation mod-
eling porosity change. These equations are discretized using two-point ﬂux
approximation for 1-d in space, and Euler implicit in time. We have a non-
linear pressure equation which is linearized using Newton method. We run
simulations, and the results are compared to a constructed analytical solution
and to examples in the literature.
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Symbols
A concentration of CO
2
(aq), carbon dioxide, liquid
a concentration of CO
2
(g), carbon dioxide, gas
B concentration of Ca(OH)
2
(aq), calcium hydroxide, liquid
b concentration of Ca(OH)
2
(s), calcium hydroxide, solid
C concentration of CaCO
3
(aq), calcium carbonate, liquid
c concentration of CaCO
3
(s), calcium carbonate, solid
DA diﬀusion coeﬃcient for CO2 in water
Da diﬀusion coeﬃcient for CO2 in air
DB diﬀusion coeﬃcient for Ca(OH)2 in water
DC diﬀusion coeﬃcient for CaCO3 in water
fDiss production rate by dissolution
fPrec production rate by precipitation
fx partial derivative of f with respect to x
ft partial derivative of f with respect to t
H Henry constant
h length of space step
i index space
j index time
k relative permeability
KS absolute permeability
K eﬀective permeability
L liter
m molecular weight
p atmospheric pressure
pc capillary pressure
q water ﬂux
q water ﬂux, 1-dimension
r rate constant
s switcher for variable of not variable porosity
SDiss dissolution constant
SPrec precipitation constant
ix
t time variable
x space variable
Zφ regularization parameter
α parameter in van Genuchten-Mulean parameterization
γ reaction rate
δ regularization parameter
ρ density
σ stoichiometric coeﬃcient
τ length time-step
φ porosity
φw water saturation (water fraction)
φw,max maximal water saturation
φg gas saturation (gas fraction)
Ω total volume
Ωp pore volume
Ωs matrix volume
Introduction
Concrete has widely been used as a building material since Portland cement
was invented in the 19th century [23]. Its popularity comes from the facts
that it is easy to produce and simple to get hold on [35]. That makes it fairly
cheap. Due to its plasticity it can be easily formed, and is used for building,
bridges, roads and other constructions. Combined with steel reinforcement,
concrete form a composite building material with both compressive strength,
due to the concrete, and tensile strength, from the steel. Reinforced concrete
can therefore hold heavier loads and give rice to more slender constructions.
Its ﬁre residence also plays an important role in its popularity.
The strength and its durability is the most important properties of the
concrete [35]. Both of safety and economical reasons we want the concrete
structures to have a long service life. There are several things that can
threaten the durability, strength and the life-time for a concrete structure
[30]. One of the biggest threats for the durability of reinforced concrete
structures, is concrete carbonation. Concrete is a porous material, having
holes called pores inside with some water in them. Concrete carbonation is
a chemical reaction in these pores, where the carbon dioxide from the air
dissolves in the concretes pore water and reacts with the dissolved lime from
the concrete. The chemical reaction can be written as
CO2(g→ aq) + Ca(OH)2(aq) −→ CaCO3(aq) + H2O ,
that is, carbon dioxide goes from being a gas into water, inside the water it
reacts with calcium hydroxide, and forms calcium carbonate and water [27].
Initially, the pore solution of concrete is alkaline because of the amount
of dissolved lime, in the form of Ca(OH)2 in the pore water. This provides
a natural protection of the steel reinforcement against corrosion. However,
through the carbonation process the carbon dioxide are bonded with the
lime, and the pore solution gets more and more acid. When the pH-value
of the pore solution gets below 9, the protection of the reinforcement is
weakened and corrosion can occur. The reaction moves like a reaction front
with highly alkaline pore solution in front of the reaction front, and less
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alkaline pore solution behind the reaction front. When doing laboratory
experiments where concrete samples are exposed to CO2, this reaction front
is shown where there is a rapid change in the pH-level.
When the reinforcement start to rust, two things happen. First, the
cross section of the steel bars gets reduced, which weakens the reinforce-
ments strength. On the other hand, the strength of the concrete can also get
weakened as a result of the reinforcement corrosion. This due to the fact that
when the reinforcement corrode, its volume will increase. Cracks will appear
in the concrete as a result of this expansion. These cracks runs alongside the
reinforcement, and the concretes resistance against stresses decreases [32].
If not discovered and taken care of, the reduction in strength of concrete
constructions can result in big material damages and in the worst case, in
the lost of human lives. In [43] they give several examples on concrete struc-
tures like bridges and buildings, which collapsed because of corrosion and of
cracking.
Concrete carbonation is a chemical reaction happening in concrete which
can be modeled by using mass conservation laws, providing us with diﬀer-
ential equation we can solve using standard numerical solving techniques.
What is the primary interest for modeling concrete carbonation, is to study
how the reaction front moves towards the reinforcement. In building engi-
neering they want to know this, to be able to predict the service life of a
concrete structure, that is, how long its strength will be maintained. When
it starts cracking, repairs has to be down, to avoid collapses, and they want
to know when they need to start checking for example a building for cracks.
They want to explore diﬀerent diﬀerent kinds of concrete, to see which kind
provides the best of steel reinforcement against corrosion. Ordinary Portland
cement is the primary used kind of cement to make concrete, but due to the
high CO2 emission when it is produced, other cement types are used more
and more.
Modeling concrete carbonation is not only of interest for building engi-
neers. It can also be regarded as a chemical problem, studying and modeling
the chemical reactions that happen inside the concrete, and as a mathemat-
ical problem, analyzing the equations and the model itself. Papadakis et
al. [32,33] study the reaction from a chemical perspective, looking at the all
the diﬀerent species and reaction inside the concrete, while Saetta et al, [41]
and Steﬀens et al. [44, 45] look at the problem from a engineering point of
view. Meier et al. [27], Peter et al. [36] and Muntean et al. [28,29] follow the
path of Papadakis et al., but in a more mathematical direction.
We will base our studies on the work of Radu et al. [39]. They follow
the path of Papadakis et al. further, but attempts to combine the mass
conservation equations of the chemical species involved in the reaction, with
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ﬂow equations used in reservoir modeling. Whereas the other models are 1-d
space models, Radu et al. set up the model in two space dimensions. We
will only consider one space dimensional like in the other models. Radu et
al. also adds an equation for variable porosity to the model.
We will set up the mass conservation equations for CO2, Ca(OH)2 and
Ca(OH)2 in the water phase, the mass conservation equations for water and
the water ﬂux equation from Darcys law. These form a coupled set of partial
diﬀerential equations. In addition we will have a ordinary diﬀerential equa-
tion modeling the change in the porosity due to the dissolution of Ca(OH)2
from the solid concrete into the pore water, and the forming of solid CaCO3
as a result of the concrete carbonation reaction. The former will increase the
porosity, while the latter will decrease the porosity of the concrete.
This set of equations will be solved using two-point ﬂux approximation
in space and Euler implicit in time. The results of the simulations will be
compared to results in Radu et al. [39], Meier et al. [27] and Peter et al. [36].
Chapter 1 will be about reinforced concrete and concrete carbonation,
giving some backgrounds knowledge to understand the reaction we are going
to model, and to realize why studying concrete carbonation is of importance.
In chapter 2, the mathematical model will be derived from mass conser-
vation and porous media ﬂow.
Then chapter 3 deals with the discretization of equations, and we account
for how we will solve the set of equations numerically.
In chapter 4, the results from the numerical simulations are given.
Chapter 5 give some conclusions and further discussions.
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Chapter 1
Concrete carbonation
This chapter will give some background for concrete carbonation, the process
we want to model. First there will be some general background about rein-
forced concrete, the historical background and why it is used. Then there will
be some general about concrete and about reinforcement. After that we will
look at the at the reaction from a chemical point of view. The background
is chemistry and building engineering.
1.1 Reinforced concrete
Concrete is the ﬁnished material you get when adding cement and water.
It is used for architectural constructions, pavements, bridges, roads, parking
structures, dams, reservoirs, pipes and fences. It is widely used because it is
simple to produce and easy to get hold of [35].
1.1.1 Historical perspective
During the Roman Empire, 1st century BC to 5th century AD, they devel-
oped the technique of building with concrete, and used it for water pipes,
aqueducts, buildings and bridges. The use of concrete enabled them to make
arches and vaults, often combined with bricks and stones for strength [12]. A
well known example of one of their buildings, is the Pantheon still standing
in Rome. It was build around AD 120 and is famous for its big concrete
dome [20].
The knowledge of concrete seems to have been lost with the fall of the
Roman empire, and not taken up again before in the 18th century [35].
Throughout the 19th several people developed the technique further, ending
up with a stronger concrete. And also laid the theoretical foundation for
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the use of concrete. They also found out that by combining the other new
building material iron and steel with concrete, men got a building material
which both had good compressive and tensile strength. This combination is
called reinforced concrete, and from the beginning of the 20th century it was
spread around the world by education and research [33]. This enable them
to build less compact concrete buildings, with open space underneath the
building or and big windows like in Le Corbusier's Villa Savoye completed in
1931.
The strength and its durability is the most important properties of the
concrete [35], and have been the subject of the development and studies about
concrete. In the later years, with the focus on reducing the CO2 emission, new
ways of making concrete are sought. The production of ordinary Portland
cement (OPC) which originally has been the main component of concrete,
releases a lot of CO2. Concrete is much used, and because this and because
almost as much CO2 is released in the production as as much cement are
produced, the cement industry actually is responsibly for about 5% of the
global emission of CO2 [42]. One way to reduce the emission of carbon
dioxide, is to use less cement in the concrete, and other is to absorb CO2
back into the concrete by means of carbonation [6, 42].
1.1.2 The ingredients of concrete
The concrete the Romans the applied, was a mixture of sand, lime and
water together with aggregates like broken stones (rubble) and volcanic dust
[12, 25, 35]. The main diﬀerence between the concrete in ancient times and
the modern one, is the use of cement in making of the concrete. The modern
concrete is made of water, cement, aggregates, additives and admixes [35].
Cement was discovered in the 19th century [12]. To make cement for
example earth and stones are ﬁred and being ground into a powder. This
powder can be mixed with water, and becomes hard when it dries. Con-
sequently cement is called the binder. As in ancient times, aggregates are
added to make the concrete stronger. Typically, they are gravel of diﬀerent
sizes. Even though the aggregates mostly are of natural material, artiﬁcial
material like clay or foamed glass, made of recycled glass, are also being used.
Applying foamed glass to the concrete, makes it lighter.
Portland cement is used in most types of concrete, and was originally the
main component. However, emission of carbon dioxide is a side-eﬀect cement
production. As much as 1 ton of CO2 is released into the atmosphere for
every ton of cement produced [42]. To reduce the carbon dioxide emission in
the production of concrete, other mineral components are added. These are
for example blast-furnace slag, limestone dust, pulverized fuel ash (PFA) or
6
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burnt shale. Fuel ash, also called ﬂy ash, is produced from burning charcoal,
and is the most used additive. It has similar properties to cement in the way it
has a hydraulic eﬀect, it gets hard when mixed with water and dries, and thus
contributes to the strength of cement. Therefore it is a good substitute for
Portland cement in concrete production, but there are limits on the amount
that can by added, because when too much is used, ﬂy ashes can reduce
the durability of the concrete [35]. Another frequently used additive is silica
fume which is a by-product of silicon production. It is also a gray powder
like cement and ﬂy ashes [19]. Other additives can be for example pigments
or rock dust added to change the look of the surface.
The relationship between the chemical components of cement various for
the diﬀerent kind of cements, but the main components are usual calcium
oxide CaO, and silicon dioxide SiO2. In Portland cement the main component
is calcium oxide, almost 65 % of the total amount of cement, and silicon
dioxide about 20 % [19, 44]. Table 1.1 compare Portland cement with silica
fume and two sorts of ﬂy ash [19].
The admixes usually doesn't inﬂuence the hard concrete, but it helps the
wet concrete to be more ﬂuent and easier to work with. To improve the
frost residence of the concrete, air bubbles are intentionally added, creating
spherical air pockets in the hard concrete.
Table 1.1: Chemical components of diﬀerent kinds of cement.
Portland Class F Class C Silicia
Chemical Formula Cement Fly Ash Fly Ash Fume
Calcium oxide CaO 62 % 5 % 21 % < 1 %
Silicon dioxide SiO2 21 % 52 % 35 % 85− 97 %
Aluminum oxide Al2O3 5 % 23 % 18 %
Iron(III) oxide Fe2O3 3 % 11 % 6 %
The strength, durability and other properties of the concrete, like poros-
ity, depends on the water/cement (w/c) ratio, the kind of aggregates and
additives used and the quantities of those. The diﬀerent types of concrete
are covered by international and national standards. All the stresses which a
concrete structure will be exposed to, has to be calculated thoroughly, mak-
ing sure that the structure can stand all the stresses and the pressure. When
the concrete by it self is not strong enough, some kind of reinforcement has
to be added to the concrete.
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When planning of concrete buildings, the interior climate has to be taken
into account. The eﬀects to be considered, are for example the inﬂuence of
outside temperature and moisture on the interior climate, and the movement
of the interior air. Another concern to take into account, is temperature
regulation and energy saving. It shouldn't get too hot inside the building
in the sumer, or too cold in the winter. The outside walls of the concrete
building should also be impregnated, to avoid water and moisture getting
in [23].
We will in this thesis consider ordinary Portland concrete (OPC) which
used to be the primarily type of concrete, and much research is done on
concrete carbonation and the eﬀect on reinforcement for Portland concrete.
1.1.3 Reinforcement
A concrete building will typically be subjected to tensile and compressive
tension, the tensile tension stretching the material, and the compressive ten-
sion pressing it together. Concrete has naturally high degree of compressible
strength, while its tensile strength is 10% of its compressive strength [1, 35].
Therefore if a concrete structure is going to be exposed to tensile forces, it
needs to be strengthened with reinforcement, otherwise it will brake.
Figure 1.1: Reinforced concrete with compressive and tensile forces.
Figure 1.1 shows a beam supported at the ends and loaded in the middle.
This causes bending stresses, with compression stress on the top of the beam,
and tensile stresses in the bottom. The compression presses the concrete
together, and the tension in the bottom tries to pull it a part. With a heavy
load and no reinforcement, the beam will in this cause break in the bottom. A
reinforcement near the bottom of the beam, prevents the beam from breaking.
If the beam on the other hand was supported in the middle and loaded in
the ends, it would be subjected to tension on the top and compression in
the bottom. Then the reinforcement had to be added near the top of the
beam [1]. Thus it is important where you place the reinforcement.
8
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Steel is the most common used material to reinforce concrete, but there
are also reinforcements made of natural or synthetic ﬁbers [1]. It is not
only important what kind of reinforcement you use and where you place
it, you also have to be sure the enough reinforcements to withstand the
forces. Because of its high tensile resistance, the amount of steel needed
is relative small, and this makes it well ﬁtted as a reinforcement. Another
reason for steel to be well suited, is the way concrete and steel act together.
When concrete dries, it bonds to steel. As a result, stresses are transfered
eﬀectively between the steel reinforcement and concrete. Concrete and steel
also respond similarly to temperature changes, such that the good bond is
kept between them.
In addition to withstand tensile forces, reinforcement is used to resist
shear stresses and also compressible stresses. Concrete has a high degree
of compressive strength, but steel has an even higher degree of compressive
strength, as much as 20% [1]. Therefore, steel is used in columns to reduce
their diameters.
The concrete cover of the reinforcement have to be of the right thickness.
It has to be thick enough to protect the reinforcement against corrosion and
to ensure the ends of the reinforcement are fasten properly. On the other
hand, if the concrete cover is too thick, there can be areas where the tensile
forces will make the concrete break.
1.2 Concrete carbonation
The strength and its durability is the most important properties of the con-
crete [35]. There are several things that can threaten these properties and the
life-time for a concrete structure. For reinforced concrete the most severe of
these are corrosion of the reinforcement by concrete carbonation or by chlo-
rides. The latter is mostly attacks by see-water or salts used for melting ice
on roads. Concrete can also be object of corrosion, then from frost attacks,
attack of chemicals or abrasion, if the concrete gets worn out. For buildings
on land, it is frost attacks and carbonation of concrete that can weaken their
durability.
1.2.1 Hydration
When mixed with water, there is a chemical reaction resulting in the cement
getting hard. The cement bonds the water, and this bonding is called hy-
dration. The bonded water can not evaporate, and the amount of bonded
water gives the water/cement ratio. When for example the total amount of
9
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bonded water is about 40 %, then w/c is 0.40 [23]. The hydration process is
fast in the beginning, and gradually slows down. It stops when there is no
water left.
The primarily components of Portland cement are calcium oxide CaO,
and silicon dioxide SiO2, see table 1.1. We will here give the main hydration
reactions. They can be given as
C2S + H2O→ CSH + Ca(OH)2 ,
C3S + H2O→ CSH + Ca(OH)2 .
We have here used the notation fro Papadakis et al. [33] and Peter et al. [36].
C2S stands for 2 CaO · SiO2 (dicalcium silicate) and C3S is 3 CaO · SiO3
(tricalcium silicate). C2S and C3S reacts with the water H2O when ce-
ment is mixed with water. The products of the reactions are Ca(OH)2
(calcium hydroxide) and CSH (calcium silicate hydrate). CSH stands for
3 CaO2 · 2 SiO2 · 3 H2O, and is the main source of strength of concrete [33].
It is usually taken into care to keep the pores ﬁlled with water the ﬁrst
days. Then the hydration reactions can continue. This is called curing [30,
33].
1.2.2 The process of concrete carbonation
Concrete is of some degree a porous media, that is, it has small holes inside.
These can be isolated or connected to the border of the concrete. We are
interested in those with connection to the outside of the concrete. These
pores are ﬁlled with air and/or humidity, see ﬁg. 1.2. The carbon dioxide
in the air ﬂow through the pores, dissolve into the water in the pores and
react with the hydration products Ca(OH)2 and CSH. Also non-hydrated
elements C2S and C3S will carbonate, that is, react with the CO2. The
main products of these reactions are CaCO3 and 3CaCO3 · 2 SiO2 · 3 H2O
from the carbonation of Ca(OH)2 and CSH respectively. These carbonation
processes cause a decrease in the porosity of the concrete. This decrease can
be measured [33]. The decrease in porosity has a good eﬀect on the concrete,
making it stronger. Carbonation takes CO2 and bind it in the concrete. This
is stated to be have been used to produce a more environmentally friendly
concrete [6].
When it comes to reinforced concrete, there is another result of the car-
bonation which has a weakening eﬀect on the concrete construction. The
reinforcement is naturally protected inside the concrete because of the high
amount of lime in form of Ca(OH)2. Ca(OH)2 get dissolved from the solid
concrete into the pore water, and it makes the pore water alkaline. This
10
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CO2 →
solid phase
liquid phase
gas phase
Figure 1.2: CO2 in the air diﬀuses in to the concrete pores.
alkaline solution protects the steel from corrosion forming and maintaining a
thin oxide layer around the reinforced bars [32]. But carbonation of Ca(OH)2
makes the pore water more and more acid. The reaction we then are inter-
ested in to model is the following
CO2(g→ aq) + Ca(OH)2(aq)
H2O−−→ CaCO3(aq) + H2O , (1.1)
where the subscription g and aq refers to the gas and liquid forms. In
words, carbon dioxide comes into the concrete through the air and get dis-
solved into the pore water. In the water, CO2 reacts with the dissolved
calcium hydroxide. The products of this reaction are calcium carbonate and
water.
The same is not the case for CSH or C−S−H. It does not aﬀect the
alkalinity of the pore solution. C−S−H doesn't dissolve into the pore water
either [45]. They state that this is the main reaction. It's not the formation of
CaCO3 which makes the pore water more acid, it is the bonding of Ca(OH)2
in the solid CaCO3 - reducing it from the pore water, which makes it more
acid.
1.2.3 The inﬂuence of humidity
Because the concrete carbonation reaction happens in water, no humidity
inside in the concrete pore space, will result in no concrete carbonation.
On the other hand, water ﬁlled pores will block the ﬂow of carbon dioxide.
Figure 1.2 show a pore system ﬁlled with water and air. When the pores
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are completely ﬁlled with water near the concrete wall, the CO2 ﬂow will be
blocked.
In [30] it is concluded that the humidity is the most important factor
when determining the rate of carbonation, and to get a good description
of the carbonation process, it is necessary to include the moisture variations
inside the concrete due to the humidity changes on the surface of the concrete.
1.2.4 Carbonation depth
During concrete carbonation, the pH-value inside the concrete changes. It
can be thought of a layer moving forward, and men are interested in how
fast this layer moves. This to be able to predict how long it takes before it
reaches the reinforcement and leaving it without protection against corrosion.
In the article of Villian et al. [49] they describe ways to measure carbonation
depth [49], which is how far the reaction layer has reached into the concrete
starting from the concrete wall.
The concrete carbonation reaction can be regarded as a moving-boundary
problem because of the reaction being so fast compared to the diﬀusion [36].
In Muntean and Böhm [28] they look at the reaction as a moving-boundary
problem, where the reaction front is the moving boundary.
The reaction of CO2 is faster than it diﬀuses, and therefore we get a
reaction front of a few millimeter that moves with the reaction through the
concrete [45]. On the other side of the this reaction layer, have the Ca(OH)2
which reacts with CO2, decrease towards the front. In Meier et al. [27] they
show that the decrease in Ca(OH)2 due to the reaction, is steeper than the
decrease in CO2. The also show that the proﬁles for CO2 in the air phases
and CO2 in the water phases, have the same proﬁle when they are taken as
dimensionless numbers.
There are several ways to deﬁne the reaction front or the carbonation
depth. A easy way to give the reaction front or carbonation depth as pro-
portional to the square root of time
s(t) = ck
√
t . (1.2)
They use this notation of the reaction front in Papadakis et al. [32]. The
constant ck varies given the type of concrete and the environment [30].
In Steﬀens et al. [45] the reaction front is given by the degree of car-
bonation k = 0.9. The degree of carbonation Steﬀens [44] deﬁnes as the
dimensionless number for the amount of reacted CO2. The degree of carbon-
ation can also be regarded as a measure on how much CaCO3 is produced,
and in Meier et al. [27] they deﬁne the reaction front as where the dimen-
sionless variable for CaCO3 is equal to 0.9. The reaction front can also be
12
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given as by the amount of Ca(OH)2, which is done in Peter et al. [36]. For
the dimensionless numbers, the amount of Ca(OH)2 is 1 − k, which gives
the carbonation front where the Ca(OH)2 amount is equal to 0.1. Because
the decrease in Ca(OH)2 is steeper than the decrease in CO2, the Ca(OH)2
can give a clearer indicator for the reaction front than the CO2 proﬁle. The
reason for the proﬁle of CO2 to be less steep, is because it has to move to
the reaction zone [36].
In Muntean and Böhm [28] and Muntean et al. [29] they give a formula
for the speed of the reaction layer.
1.2.5 The eﬀects of carbonation
The reinforcements protection get damaged through the carbonation, and
with this protection away, the reinforcement can be a subject of corrosion.
Corrosion of steel forms hydrated iron oxide, rust. It can only happen when
there is both water and oxygen present [13]. Thus, corrosion will not au-
tomatically happen when the pore solution has gotten acid. The corrosion
both reduces the diameter of the reinforcement's cross-section, reducing its
strength, and giving rise to cracking of the concrete cover. The last as a
result of the volume increase due to the corrosion, because the products of
the corrosion take up more space than the originally metal [30, 33]. See
chapter 9 [30] for pictures of corroded reinforcement and more details about
reinforcement corrosion.
1.2.6 Modeling concrete carbonation
Papadakis et al. [32] gives a model given much of the chemical processes
giving the reaction of the carbonation. By laboratory experiments they show
that the porosity and the size of the pores of Ordinary Portland Cement goes
down with carbonation. They then state that the eﬀect of water is more
important than the change in porosity, because the pore volume ﬁlled with
air, is the volume carbon dioxide can diﬀuse through. In their article, they
also consider the hydration process which results in formation of calcium
hydroxide, Ca(OH)2, from the reaction of the main components of Portland
cement [44], calcium oxide CaO and silicon dioxide SiO2, with water H2O.
The other product of this reaction, next to Ca(OH)2, is calcium silicate
hydrate CSH. CSH will also react with CO2, just like Ca(OH)2, as well as
some other combinations of CaO and SiO2 will, C2S and C3S. They give an
equation for the change in porosity, and they look at the propagation speed
of the reaction layer.
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There are two ways the humidity inside the pores can increase, by concrete
carbonation, and by water or humidity entering from outside of the concrete.
The latter given by the weather conditions. The humidity of the concrete
is eﬀected by its environment. Concrete buildings situated in places with a
dry climate, will contain less humidity or water, than buildings situated in
wet places. Both very dry and very wet environments reduce the concrete
carbonation process. One approach to the concrete carbonation problem,
is to look at the inﬂuence of the humidity of the outside environment on
the concrete carbonation reaction and how the reaction layer propagates.
In [45] and [44] they look at the seasonly change relative pore humidity
compared to the carbonation degree, and ﬁnd some correlation between the
relative humidity and degree of carbonation. In wet seasons they ﬁnd that the
carbonation degree is less steep than in dry seasons, see [45]. Their results
are compared with results from tests done under laboratory conditions by
Thomas and Matthews [47]. Steﬀens et al. [45] follow the path of Saetta et
al. [41], where they look closer to the inﬂuence of humidity and temperature
on the reaction rates.
Peter et al. [36] use a similar complex model as Papadakis et al. [32] for
the concrete carbonation reaction, involving the mass conservation equations
for all the species involved in hydration and carbonation reactions in con-
crete. They conclude that CSH, C2S and C3S have little inﬂuence on the
carbonation depth, and can be omitted from the model. And in Meier et
al. [27] they do so, looking at the mass conservation equations of the species
in the main concrete carbonation reaction, CO2, Ca(OH)2 and CaCO3 in
the air and water phases. Both Peter et al. and Meier et al. consider the
inﬂuence of humidity on the reaction, following the work of Steﬀens et al.
and Saetta et al. [41, 45].
In the work of Radu et al. [39], they continue this way. In addition they
assume water ﬂow inside the concrete, and look at variable porosity.
14
Chapter 2
Mathematical model
This chapter will provide the mathematical background for the model, and
we will here set up the mathematical equations we will like to use to model
concrete carbonation. The background is mass conservation. We will also
use equations and theory from modeling in porous media, which is used for
modeling the ﬂow in for example an oil reservoir. Here the same equations
will be sought to be used for modeling of the ﬂow in concrete. We will use
the same model as they did in the article of Radu et al. [39]. Thus what we
wish to do in this chapter, is to explain the equations in their model.
2.1 Flow in porous media
The theory in this section is taken from [37]. Concrete is a porous medium,
and we will here deﬁne the properties of porous media which we will consider
in our model. The main equations for the ﬂow in porous media, are equations
of mass conservation, and Darcy's law.
2.1.1 Porous media properties
As already mentioned in section 1.2, concrete is a porous medium, which
means it contains small holes called pores. The diameter of capillary pores
are up to 1 µm [30], that is, they are in such a ﬁne scale that we can not
resolve them. We instead average over a scale which can be resolved. We
choose a length scale where we can deﬁne meaningful averages over the pore
scale and where experiments can be preformed in a laboratory. This length
scale is denoted representative elementary volume (REV). This is typically
on the order of one up to ten centimeters [31].
Let Ω denote this representative elementary volume. We will deﬁne the
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porous media properties for this volume. If the material is assumed to be
homogeneous, Ω can represent the total volume of the sample. We then
denote the pore volume by Ωp. This is the volume of all the pores in Ω. The
solid part of the material is called matrix, and we denote the matrix volume
Ωs. The porosity is deﬁned as the ratio between the pore volume Ωp and the
bulk volume Ω,
φ =
Ωp
Ω
. (2.1)
The porosity of concrete depends on the aggregates and the water to cement
(w/c) ratio. Measurements can be done. In [21] a table of the porosity for
diﬀerent (w/c) values is given. From the deﬁnition of porosity we get the
solid fraction
φs = 1− φ . (2.2)
In the pores of concrete, there are two phases, a water and a gas phase.
Let Ωw and Ωg denote the volumes occupied with water and gas respectively.
Then the water fraction or water saturation, is given by
φw =
Ωw
Ωp
, (2.3)
and the gas fraction by
φg =
Ωg
Ωp
. (2.4)
Further because the sum of the volume occupied with water and the volume
occupied with gas is the pore volume
Ωw + Ωg = Ωp ,
the sum of the water and the gas fraction equals one,
φw + φg = 1 . (2.5)
From this follows that the product of the porosity and the water saturation
is the same as the amount of water divided by the total volume
φφw =
Ωp
Ω
Ωw
Ωp
=
Ωw
Ω
. (2.6)
Thus φφw is a measure of the amount of water (or humidity) in Ω. Similarly,
φφg gives the amount of gas in the volume Ω,
φφg =
Ωg
Ω
. (2.7)
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Both products will depend on the water saturation, φφw directly, and φφg
because the water and gas phases exclude each other. If we know the water
fraction φw, we can ﬁnd the gas fraction φg from eq. (2.5) and vice versa.
For our two phase problem, the capillary pressure pc is the pressure dif-
ference over the water/air interface. We can express the capillary pressure
as a function of the water saturation
pc = pc(φw) .
Or give the water saturation as a function of the capillary pressure
φw = φw(pc) . (2.8)
2.1.2 Mass conservation
The main principle for modeling of ﬂow and transport in porous media and
in concrete, is the principle of mass conservation [30, 37]. It comes from the
conservation laws which gives that a physical quantity is preserved in a closed
system [37]. That is, the change of mass inside a volume, has to be equal the
amount of mass that is created inside the volume minus the mass that leaves
the volume. We will derive the mass conservation equation in a similar way
to what they do in [24] and in [2].
We start by giving an arbitrary volume Ω, with boundary ∂Ω and outer
unit normal n, see ﬁg. 2.1. Inside this domain we can have water, air and
Ω
∂Ω
n
Figure 2.1: A domain Ω with boundary ∂Ω and outer unit normal n.
several species. The volume density or the concentration of a species is given
by its density ρ times the porosity φ. Then∫
Ω
φρ dV ,
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gives the mass inside Ω. And
∂
∂t
∫
Ω
φρ dV ,
gives the variation in the mass with respect to time. For this derivative not
to be zero, we need either have a ﬂux in or out of the domain Ω, or have a
source or sink inside Ω. We will consider both a ﬂux over the boundary and
a source (or sink) term.
The net ﬂux of the species over the boundary ∂Ω is given by∫
∂Ω
(ρv) · n dS ,
where n is the outer unit normal on ∂Ω, and v denotes the volume ﬂux
density. When we let Q denote the inner source density, the total production
(or destruction) is given by ∫
Ω
QdV .
The mass conservation principle gives then
∂
∂t
∫
Ω
ρ dV +
∫
∂Ω
(ρv) · n dS =
∫
Ω
QdV . (2.9)
Equation (2.9) is the integral form of the mass conservation equation. From
the divergence theorem [4]∫
∂Ω
(ρv) · n dS =
∫
Ω
∇ · (ρv) dV ,
where ∇·(ρv) is the divergence of the ﬂux density ρv. We also use diﬀerenti-
ating through the integral, that is taking the derivative inside the integral [4],
that is
∂
∂t
∫
Ω
φρ dV =
∫
Ω
∂
∂t
(φρ) dV .
When we add the integrals together, we get the following equation∫
Ω
( ∂
∂t
(φρ) +∇ · (ρv)−Q
)
dV = 0 .
Because the domain Ω is arbitrary, this has to hold for all possible choices
for Ω, and therefore the integrand has to vanish, and
∂
∂t
(φρ) +∇ · (ρv) = Q . (2.10)
This is the general form of the mass conservation equation.
18
2.1 Flow in porous media 19
2.1.3 Darcy's law
We now want to ﬁnd an expression for the water ﬂow. We can not use the
hydrodynamic ﬂow equations, like the Navier-Stokes equation, to model the
ﬂow in the pores of the porous media. This because the friction between
the ﬂow and the walls of the pores is a dominating factor for ﬂow in the
pores [37]. Instead we use Darcy's law.
Darcy's law was originally derived by experiments of water ﬂow through
sand samples, measuring the velocity of the water, and the pressure on the
top p1 and the bottom p2 of the sample. It was found that the velocity q
of the water was proportional to the fraction between the pressure diﬀerence
∆p = p1 − p2 and the hight of the sample h,
q = c
∆p
h
,
where the constant c varies with the sand type. Later is was also derived
mathematically [31]. The Darcy's law written as a diﬀerential equation is
q = −KS
µ
(∇p− ρg) , (2.11)
where K is the permeability, µ the viscosity of the ﬂuid, p is the pressure, ρ
the ﬂuid density and g the gravitation vector.
The permeabilityKS in Darcy's law depends on the type of porous media,
i.e. the type of rock, or in our case, the kind of concrete. It is a measure on
how easily ﬂuids ﬂows through the medium, and is an average property of the
medium [9]. For homogeneous and isotropic medium the permeability KS is
a scalar constant [37]. In other cases it will vary throughout the material.
We have two phases, but are just interested in the ﬂow in the water
phase. The presence of a gas phase inﬂuence the ﬂow of the water phase,
and the absolute permeability KS in eq. (2.11) get multiplied with a relative
permeability k. The relative permeability of the water phase depends on the
water saturation
k = k(φw) , (2.12)
where as the absolute permeability is a material parameter depending on the
medium. We then get the eﬀective permeability for the water phase
K = k(φw)KS , (2.13)
which is the reduced permeability due to the presence of a gas phase in
addition to the water phase. Darcy's law for the water phase is then
qw = −k(φw)KS
µw
(∇pw − ρwg) . (2.14)
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Here µw denotes the water viscosity, ρw the water density and pw the water
pressure. We will assume the model that we only have water ﬂow, and denote
in what follows q = qw.
When we have the mass conservation equation of water, the ﬂux is given
by Darcy's law, that is v = q. Thus inserting Darcy's law eq. (2.14) into the
mass conservation equation (2.10) gives
∂
∂t
(ρwφφw)−∇ ·
(
ρw
k(φw)KS
µw
(∇p− ρwg)
)
= Q .
And further, when we assume the water density ρw to be constant, we get
∂
∂t
φφw −∇ ·
(
k(φw)KS
µw
(∇p− ρwg)
)
=
Q
ρw
. (2.15)
2.1.4 Diﬀusion and transport equations
We will also have mass conservation equations for species in the air and in
the water phases in the pores. Letting u = u(x, t) deﬁne their concentrations,
their mass conservation equations can be given as
∂u
∂t
+∇ · J = Q , (2.16)
where J denotes the ﬂux over the boundary of the domain.
A way to picture the ﬂux over the boundary, is if you imagine a window
on the boundary where particles pass through. If you can count the number
of particles passing through a time interval, then the ﬂux can be deﬁned as
the this number of particles divided by the area of the window and the length
of the time interval [5]
J =
number of particles passing through window
area of window× time interval .
This ﬂow of particles can either be by diﬀusion or by transport.
Diﬀusion is the spreading due to molecular movements. The molecules
move from areas with high concentration to areas with low concentration
by random movements [24]. From experiments the following law is found
describing the diﬀusion
J(1) = −D∇u , (2.17)
where D is the diﬀusion coeﬃcient. D is also called the molecular diﬀusivity
[24]. For reactions in solutions, eq. (2.17) is called Fick's ﬁrst law [5].
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For only diﬀusion and no transport, the conservation equation (2.16)
becomes
∂u
∂t
−∇ · (D∇u) = Q . (2.18)
When considering concentrations, this equation is called the diﬀusion equa-
tion. The homogeneous version for eq. (2.18), i.e. for Q = 0, is called Fick's
second law [5].
For a ﬂuid in movement, the particles are transported in this movement.
This is given by
J(2) = qu , (2.19)
where q is the velocity of the ﬂuid which was found from Darcy's law eq. (2.14).
Combining diﬀusion and transport in eq. (2.10), we get the convection-
diﬀusion equation
∂u
∂t
−∇ · (D∇u− qu) = Q . (2.20)
When we consider only transport, we have the transport equation
∂u
∂t
+∇ · (qu) = Q . (2.21)
The diﬀusion equation (2.18) is a second order parabolic partial diﬀerential
equation, while the transport equation (2.21) is a ﬁrst order hyperbolic PDE
[11]. They have diﬀerent properties, and also the technique used to solve
them diﬀers [16]. Therefore it is import to know if the diﬀusion or the
convection is the dominating process, when we want to solve the convection-
diﬀusion equation (2.20). The strength between the processes is measured by
the Péclet number. When convection dominates, we can ignore diﬀusion, and
solve the transport equation (2.21) instead [24]. We will consider examples
where the diﬀusion dominates, thus apply the convection-diﬀusion equation
(2.20) or only the diﬀusion equation (2.18).
2.2 Chemical reactions
The chemical reactions will provide a sink or a source term, depending on if
the species is produced or binded in the reaction. Thus they have to be put
into the mass conservation equations in our model. Our reaction involves the
reactants CO2 and Ca(OH)2, and we get the products CaCO3 and H2O.
2.2.1 Reaction rate
A chemical reaction can be written as an equation by
reactants −→ products .
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The reaction progress can be followed by either the increase in products, of
decrease in reactants [8]. For two reactants, A and B, the reaction rate,
which is the rate of the production, is proportional to the concentrations of
the to reactants, [A] and [B]
rate = r[A][B] ,
where r is the rate constant. Or the more general version of this rate law is
rate = r[A]x[B]y .
The parameters r, x and y be found through experiments [8].
Our reaction is the one between carbon dioxide and calcium hydroxide,
forming calcium carbonate and water, that is
CO2 + Ca(OH)2 = CaCO3 + H2O , (2.22)
thus our reactants are CO2 and Ca(OH)2. For concrete carbonation, calcium
carbonate is decisive, thus we want to ﬁnd the rate of the production of
CaCO3
rate = r[CO2]
x[Ca(OH)2]
y . (2.23)
We will let x = y = 1.
2.2.2 Dissolution/Precipitation
Precipitation is when a solid forms from a solution [34]. In our case, CaCO3
is formed in the pore water by concrete carbonation. Thus, ﬁrst it is ﬂuid,
but from the water, it forms into a solid and adds to the solid concrete.
This will reduce the porosity of the concrete sample Ω. Precipitation is the
opposite of dissolution, when a substance is dissolved into a ﬂuid. Ca(OH)2
is dissolved into the pore water from the solid concrete.
Papadakis et al [32] include the dissolution. They use results from [40].
For a general deﬁnition of dissolution rate, see [15].
Henry's law
Henry's law gives the quantitatively relationship between gas solubility and
pressure. It states that the solubility of a gas in a liquid is proportional to
the pressure of the gas over the solution: [8]
c = Hp , (2.24)
where c is the molar concentration of the dissolved gas, p is the atmospheric
pressure and H is the Henry constant. For more details, see [17,26].
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2.3 The model
The starting point for our numerical study of concrete carbonation, is the
article by Radu et al. [39]. Their model is based on the models in Meier
et al. [27] and Peter et al. [36], which in turn is based on the model of
Papadakis et al. [32]. The models in [27,32,36] all involve mass conservation
equations for CO2, Ca(OH)2 and CaCO3, as well does the model in [39].
In [27, 32, 36] they assume that the species only spread because of diﬀusion,
but in [39] they also assume there is water ﬂow transporting the species, in
this way, applying the ﬂow equations from reservoir modeling to the concrete
carbonation problem. They get a set of coupled equations involving non-
linear terms. We will here explain how these equations are derived.
We assume we have a homogeneous porous medium. In our case a volume
of reinforced concrete. The initial porosity is then assumed to be constant
in the sample. Let A and a denote the concentrations of carbon dioxide as
a liquid, CO2(aq), and in the air, CO2(g), B and b the concentrations of
calcium hydroxide in the pore water, Ca(OH)2(aq), and in the solid concrete
Ca(OH)2(s), and C and c denotes the concentrations of CaCO3(aq) and
CaCO3(s) of calcium carbonate. The concentrations are given as number
of moles per unit volume. They are measured in mol/L, then called the
molar concentration, or more correctly in mol/dm3, e.g. called the amount-
of-substance concentration [7].
In Radu et al. [39] they deﬁne the reaction rate as
γ = rφφwAB , (2.25)
letting x = y = 1, where A and B are the molar concentrations of CO2 and
Ca(OH)2 respectively. r is the reaction constant for concrete carbonation, see
section 2.2.1. This reaction rate accounted for the inﬂuence of the humidity
by the water saturation φw and the geometry of the concrete by the porosity
φ. Here r is a constant which may have a big value. In their article, Radu
et al., further gives the production rates by the reaction as
γi = σimiγ , (2.26)
for the species i ∈ {A,B,C}. For the species i, σi is the stoichiometric
coeﬃcient of the reaction, balancing the equation of the reaction [5], and mi
is the molecular weight. For our concrete carbonation reaction
CO2 + Ca(OH)2 → CaCO3 + H2O ,
we have one carbon C and one calcium Ca atom on each side, four oxygen
atoms O and two hydrogen atoms H on each side, thus we don't have to add
any coeﬃcients to the chemicals to make the reaction add up, thus for this
reaction the stoichiometric coeﬃcients σi = 1 for i = A,B,C.
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2.3.1 The water ﬂux equations
We will ﬁrst describe the two ﬁrst equations involving the water ﬂux q. These
equations are taken from reservoir modeling, see e.g. [9, 37], and come from
conservation of water and Darcy's law , eq. (2.11) . For the water phase the
conservation law is [37]
∇ · (ρwq)+ ∂ρwφφw
∂t
= Q , (2.27)
where ρw is the water density, q is the water ﬂux, φ the porosity and φw
the water saturation given by eq. (2.3). For constant density ρw, eq. (2.27)
becomes
ρw∇ · q+ ρw ∂φφw
∂t
= Q ,
or (
φφw
)
t
+∇ · q = Q
ρw
.
There is produced water in the reaction of concrete carbonation, thus here
Q is a source term given by the reaction rate γ, eq. (2.25). This gives us
(φφw)t +∇ · q = φφw
ρw
rAB . (2.28)
The water ﬂux q is given by Darcy's law for the water phase [37]
q =
−KSk(φw)
µw
(∇pw − ρwg) ,
while we have here
q = −KSφk(φw)∇(p+ z) . (2.29)
The diﬀerences between these two equations are that the porosity φ is added,
and the viscosity is not. z covers the gravitation-term, ∇z = −g. In Radu et
al. [39], they assume the air pressure is constant, and p = −pc the capillary
pressure. They also assume the following relation, that the relative k is also
a function of the porosity φ, and that k(φ, φw) = φk(φw). Viscosity of water
is around 1 mPa · s when the water temperature is 20. It measures the
resistance of water to ﬂow [34]. It has been disregarded here.
When we insert eq. (2.29) into eq. (2.28), we get the pressure equation
(φφw)t −∇ · (KSφk(φw)∇(p+ z)) = φφw
ρw
rAB , (2.30)
where the water saturation is assumed to be a function of the pressure,
φw = φw(p). Because water density is the only density we will consider in
what follows, we let will denote ρ = ρw, omitting the index.
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2.3.2 The equations of the chemical species
Now we look at the mass conservation equations for the chemical species.
We assume that there in the water phase, is both diﬀusion because of the
spreading out of the species, and transport because of the water ﬂowing. In
the air phase, there is no transport, only diﬀusion, and in the solid phase,
there is neither diﬀusion nor transport. There is an interaction between the
phases, when a species dissolves into the ﬂuid, either from the solid or from
the air. Or when a species forms in the water, and then gets attached to the
solid. The reaction happens in the water, thus in the water phase, there will
be a source or a sink term, depending on if the species is produced or used
in the reaction.
The mass conservation equations for the species are all on the form
(φφwE)t +∇ · (−DEφφw∇E + qE) = Qi + γi ,
where E stands for A,B or C. DE is the diﬀusion coeﬃcient of the species, Qi
represents the interchange between the phases for the species of consideration,
and γi its production rate, eq. (2.26).
For CO2 in the air, a, we have similar the equation
(φφga)t +∇ · (−Daφφg∇a) = Qa .
The change of carbon dioxide in the air inside the concrete, is only due to
the transfer of CO2 between the air and the water phase. The CO2 in the
air is dissolved into the water, and this provides a sink term for a, the CO2
in the air, and a source term for the CO2 in the water. This is covered by a
term given from the Henry's law, P (HφφwA− φφga), see section 2.2.2. This
term express the reduction of CO2, thus it has a negative sign in front in the
equation for A, CO2 in water, and a positive sign in the equation for a. We
then get,
(φφwA)t +∇ · (−DAφφw∇A+ qA) = −P (HφφwA− φφga)− rφφwmAAB ,
(2.31)
(φφga)t +∇ · (−Daφφg∇a) = P (HφφwA− φφga) , (2.32)
where the production rate of A also is added.
Ca(OH)2 dissolves from the solid concrete into the pore water, while
CaCO3 precipitates from the water phase to the solid phase. Radu et al. [39]
give this dissolution of Ca(OH)2 by
fDiss = SDiss(Beq −B) , (2.33)
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and the precipitation of CaCO3 as
fPrec = SPrec(C − Ceq) , (2.34)
where SPrec and SDiss are given constants, and Beq and Ceq are known equi-
librium proﬁles of the concentrations of Ca(OH)2 and CaCO3 [39].
Then we get the mass conservation equations for calcium hydroxide as
(φφwB)t +∇ · (−DBφφw∇B + qB) = fDissφφw − rφφwmBAB , (2.35)
(φsb)t = −fDissφs . (2.36)
Similar we get for the concentrations of calcium carbonate in the water and
in the solid
(φφwC)t +∇ · (−DCφφw∇C + qC) = −fPrecφφw + rφφwmCAB , (2.37)
(φsc)t = fPrecφs . (2.38)
2.3.3 The equation for the porosity
In addition to the diﬀusion and transport equations, we want to add an
equation for the porosity φ = φ(x, t). We will assume that the porosity
changes, and the equation should cover this change. The two actions chang-
ing the porosity is the precipitation of CaCO3 and the dissolution of Ca(OH)2.
When Ca(OH)2 dissolves into the pore water, the porosity increases, while
it decreases when CaCO3 precipitates from the water and gets solid. Thus
the change in the porosity should be proportional to the precipitation and
the negative dissolution. The amounts which precipitates and dissolves, de-
pends also on how much water there are in the pores, that is, on the water
saturation φw. We then should have an equation on the following form
φt = cφ(φwfDiss − φwfPrec) ,
for a constant c, where fDiss and fPrec are given by eqs. (2.33) and (2.34).
The following equation for the porosity is given in the article of Radu et
al. [39]
φt = s(φ− δ) 1− φ
Zφ + (1− φ)(φwfDiss − φwfPrec) . (2.39)
The variable s is a switcher, allowing us to change between variable and
constant porosity. If s = 1, then the porosity varies with time, but if s = 0,
we get φ = φI , the initial porosity, and the porosity is constant. δ and Zφ
are two positive regularization parameters.
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2.3.4 Simpliﬁcations
The exchange of CO2 between the air and the water phase, is fast [36]. A
very fast exchange between these phases, corresponds to P →∞ and [39]
HφwA ≈ φga ,
This gives then
P (HφφwA− φφga) ≈ 0 ,
and eq. (2.32) becomes
(φφga)t +∇ · (−Daφφg∇a) = 0 ,
and decouples from the rest of the equations. Because of this rapid transfer
of CO2 across the phases, and because CO2 mainly diﬀuses through the air,
we should use the diﬀusion coeﬃcient of CO2 in air in the mass conservation
equation for CO2, letting DA = Da in what follows.
We see directly that eqs. (2.36) and (2.38) for b and c respectively, are
independent of the other unknowns, and then also decouples from the rest
of the system. In addition we disregard the inﬂuence of the gravitation in
the equation for the ﬂux eq. (2.29). Then, when we do these simpliﬁcations,
gives us the reduced system
(φφw)t +∇ · q = φφw
ρ
rAB, (2.40)
q = −KSφk(φw)∇p, (2.41)
(φφwA)t +∇ · (−DAφφw∇A+ qA) = −rφφwmAAB, (2.42)
(φφwB)t +∇ · (−DBφφw∇B + qB) = fDissφφw − rφφwmBAB, (2.43)
(φφwC)t +∇ · (−DCφφw∇C + qC) = −fPrecφφw + rφφwmCAB, (2.44)
φt = s(φ− δ) 1− φ
Zφ + (1− φ)(φwfDiss − φwfPrec). (2.45)
Here we have a set of six equations in eight unknowns A,B,C, p,q, φ, φw and
k. We need constitutive equation/relations for φw and k to close the system.
In Radu et al [39] they the van Genuchten-Mualem parametrization to ﬁnd
an expression for the relative permeability k and the water saturation φw.
In [48] van Genuchten gives the dimensionless water content as
Θ =
[
1
1 + (αhp)n
]m
, (2.46)
and the relative permeability as
k(Θ) = Θ1/2[1− (1−Θ1/m)m]2 , (2.47)
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for m = 1− 1/n and 0 < m < 1. hp is the pressure head, hp = ρg which is a
scaled value of the pressure [31]. The parameters α, m and n can be derived
from experimental data.
In [39] this becomes
φw(p) = φw,max
(
1 + (−αp)n)−m , (2.48)
k(φw) =
√
φw
(
1− (1− φ1/mw )m
)2
, (2.49)
where
m = 1− 1
n
.
2.3.5 Numerical solution approach
We want to solve this system numerically. The model consists of several
equations which are coupled, that is each equation contains several of the
unknowns from the other equations. We will here give the strategy of how
we want to solve the system. Coupled equations can be solved implicitly,
that is all equations together at ones, or explicitly, when we ﬁrst solve for
one equations and then for the next. We will us a combination of these two
strategies.
Each equation can also be solved implicitly or explicitly. We will in the
next chapter go into the details around the numerical modeling of the system.
We will here just give an overview of how we want to do it. First, we will
solve explicitly the equation
φt = s(φ− δ) 1− φ
Zφ + (1− φ)(φwfDiss − φwfPrec),
for the porosity φ. Then we use the new value of the porosity to ﬁnd the
pressure p implicitly from
(φφw)t +∇ ·
(−KSφk(φw)∇p) = φφw
ρ
rAB.
Further, from the pressure, we ﬁnd the water ﬂux q from
q = −KSφk(φw)∇p .
The concentration of CO2(aq) and Ca(OH)2(aq), that is A and B, will we
ﬁnd by solving the equations
(φφwA)t +∇ · (−DAφφw∇A+ qA) = −rφφwmAAB,
(φφwB)t +∇ · (−DBφφw∇B + qB) = fDissφφw − rφφwmBAB,
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coupled for A and B. And in the end we ﬁnd the concentration of CaCO3(aq)
(C) from
(φφwC)t +∇ · (−DCφφw∇C + qC) = −fPrecφφw + rφφwmCAB .
We will continue like this for every time-step until we reach the ﬁnal time-
step.
29

Chapter 3
Numerical modeling
We will solve numerically a set a set of coupled partial and ordinary diﬀer-
ential equations in one spatial dimension. To solve these, we will use ﬁnite
diﬀerence methods and two-point ﬂux approximation (TPFA) [3]. In this
chapter we will give the theoretical background for the discretization, set up
the discretization schemes for the equations, and show how we will couple
them together.
3.1 Grid
To solve a mathematical problem numerically, we need to discretize the prob-
lem. The same accounts for if you want to represent a mathematical function
f(x) numerically, you ﬁrst have to deﬁne the points xi for where to calcu-
late the function. Deﬁning those points, is to deﬁne a grid on the functions
domain.
The way we make the grid, can be thought of as dividing the interval
into cells with walls separating the cells. In two-dimensions the grid get
generated by putting out several points in the domain, and then connect the
points by straight lines not intersecting each other. When we look at the
Figure 3.1: An example of a cell-centered grid in 2-d.
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grid as containing cells, the lines are the cell walls and the grid points are
the corners of the cells. We then can choose the points xi to be the same as
the grid points, or we can let the points xi be the middle points of the cells,
giving us a cell-centered grid [2], see ﬁg. 3.1.
For control-volume methods a cell-centered grid is needed, and therefore
we choose such a grid. Usually, to deﬁne the points xi for a cell-centered
grid, you have to divide the interval into cells ﬁrst, then ﬁnd the middle-
point of the cells and let them be the points xi [2], but for an equidistant
one-dimensional grid, it does not matter if you deﬁne the discretization points
xi or the walls of the cells ﬁrst.
t0 t1 tj tj+1 tm−1 tm
t
0 T
Figure 3.2: Equal distant time discretization
We will have one discretization in time and one in space. Our time interval
is [0, T ], thus starting time t0 = 0 and T gives the end time tm = T . The size
of the time steps are given by ∆tj = tj − tj−1. We have equal distance time
interval, where time step size is constant ∆tj = τ for j = 0, . . . ,m. Then τ
is found from τ = T/m.
0 L
x1/2 x3/2 xi−1/2 xi+1/2 xn−1/2 xn+1/2
x
Figure 3.3: Space interval divided into equal sized cells.
We are going to use control-volume method in space, thus we discretiza-
tion the space interval [0, L] into a cell-centered grid. For the spacing we
will just consider equal distance grid. We then start by dividing the interval
[0, L] in n equal cells. The walls of the cells are given by xi+1/2 = ih for
i = 0, . . . , n, where h = xi+1/2−xi−1/2 = L/n. Then x1/2 = 0 and xn+1/2 = L
gives the boundaries of the domain, see ﬁg. 3.3.
After dividing the space interval into cells, we take the middle points of
the cells to by the grid points x1, x2, . . . , xn, see ﬁg. 3.4. Because we have an
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x1/2 x3/2 xi−1/2 xi+1/2 xn−1/2 xn+1/2
0 x1 xi xn L
x
Figure 3.4: Cell-centered space discretization.
equal distant grid, the distance between the neighboring grid points, will be
the same as the size of the cells, ∆xi = xi+1 − xi = h. Then x1 = h/2 and
xi = ih−h/2 for i = 0, . . . , n. The last grid point is xn = nh−h/2 = L−h/2.
3.2 Spatial discretization
The equations eqs. (2.42) to (2.44) are partial diﬀerential equations for x and
t, thus we have to discretize them both in space and time. In this section
we will look at the space discretization, and boundary conditions. There
are several ways to dicretize a partial diﬀerential equation in space. The
method we are going to use, it the two-point ﬂux approximation (TPFA). It
is a control volume method. In 1-d it is equivalent to the ﬁnite diﬀerence
method for a cell-centered grid.
3.2.1 Finite diﬀerence approximation
The most elementary space discretization method, is the ﬁnite diﬀerence
approximation. It is based on Taylor series taught in elementary calculus
courses [4]. The ﬁnite diﬀerence approximation is described in books on
numerical analysis, e.g. [2, 11, 14, 18, 22]. Taylor series and ﬁnite diﬀerence
method is also the basis for the time discretizations eqs. (3.40) and (3.41) in
section 3.3.
The ﬁnite diﬀerence methods are deﬁned from the Taylor series for u(x+
h) = u(xi+1) and u(x− h) = u(xi−1). From the series
u(xi+1) = u(xi) + hu
′(xi) +
h2
2
u′′(xi) +
h3
3!
u′′′(xi) + · · · , (3.1)
we get the forward diﬀerence approximation for the ﬁrst derivative,
u′(xi) =
u(xi+1)− u(xi)
h
+O(h) . (3.2)
The term O(h) gives the order of the method, that is that terms which are
truncated from the series, are of order h. Similar we get the get the backward
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diﬀerence approximation
u′(xi) =
u(xi)− u(xi−1)
h
+O(h) , (3.3)
from
u(xi−1) = u(xi)− hu′(xi) + h
2
2
u′′(xi)− h
3
3!
u′′′(xi) + · · · . (3.4)
The forward and backward approximations are both of order h, thus they
are fairly bad. We get a better approximation by subtracting eq. (3.4) from
eq. (3.1). This gives us the central diﬀerence approximation
u′(xi) =
u(xi+1)− u(xi−1)
2h
+O(h2) . (3.5)
To get an approximation for the second derivative, we use
u(xi+1)− u(xi)
h
= u′(xi) +
h
2
u′′(xi) +
h2
3!
u′′′(xi) +
h3
4!
u(4)(xi) + · · · , (3.6)
u(xi)− u(xi−1)
h
= u′(xi)− h
2
u′′(xi) +
h2
3!
u′′′(xi)− h
3
4!
u(4)(xi) + · · · . (3.7)
When we subtract eq. (3.7) from eq. (3.6) we get
u′′(xi) =
u(xi+1)− 2u(xi) + u(xi−1)
h2
+O(h2) . (3.8)
This is the central diﬀerence formula for the second derivative u′′(xi).
3.2.2 Control volume methods
The starting point for the control volume methods, are to lay out a grid on
the domain of the diﬀerential equation, dividing it into cells like we did in
ﬁg. 3.3 for the 1-d case. We call these cells, control volumes, from there the
name of the method. The mass conservation principle will then be used in
each of these control volumes. This holds when the ﬂuxes on each side of a
cell wall are equal [2]. The integral form of the mass conservation equation,
eq. (2.9), are then applied to each cell or control volume. The ﬂux is given
across the cell walls, averaging the permeability.
Two-point ﬂux approximation
We start with the ordinary diﬀerential equation
−(Kpx)x = Q , (3.9)
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where K = K(x) can denote the permeability, and Q the source-term. The
index denotes the partial derivative with respect to x, px = ∂p/∂x. If we let
q = −Kpx (3.10)
denote the ﬂux, we get the equation
qx = Q . (3.11)
We want to solve this equation for q. We start to discretize by using a
xi−3/2 xi−1 xi−1/2 xi xi+1/2 xi+1 xi+3/2 xi+2 xi+5/2
∆xi−1 ∆xi ∆xi+1 ∆xi+2
Figure 3.5: Cell-centered grid with grid points xi and the cell-walls xi+1/2.
cell-centered grid in one-dimension, see ﬁg. 3.5. Then the grid points xi for
i = 0, . . . , n are the middle points of the cells. The walls are of cell with
mid-point xi are given by xi−1/2 and xi+1/2. Integrating eq. (3.11) over each
cell, we get
qi+1/2 − qi−1/2 =
∫ xi+1/2
xi−1/2
Q(x) dx . (3.12)
We now want to ﬁnd an expression for qi+1/2 by K and p. To do so we start
by rewriting eq. (3.10) as [2]
px = − q
K
. (3.13)
Then, when we integrate from middle point xi to middle point xi+1, we get
pi+1 − pi = −qi+1/2
∫ xi+1
xi
1
K(x)
dx ,
and the following expressions of qi+1/2 in terms of pi and pi+1,
qi+1/2 = − pi+1 − pi∫ xi+1
xi
1
K(x)
dx
.
We now need an approximation of integral∫ xi+1
xi
1
K(x)
dx ,
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from grid point xi to grid point xi+1. These are the middle points in two
neighboring cells, thus we integrate over two cells. We assume that K(x) is
constant on each cell, denoted by the values at the grid point, Ki ≈ K(xi).
We let ∆xi denote the distance between the walls of the cell, that is ∆xi =
xi+1/2 − xi−1/2. We approximate the integral by taking the average over the
two cells involving xi and xi+1∫ xi+1
xi
1
K(x)
dx =
1
2
(
∆xi+1
Ki+1
+
∆xi
Ki
)
.
Thus we get the following expression
qi+1/2 = − pi+1 − pi
1
2
(
∆xi+1
Ki+1
+ ∆xi
Ki
) .
Which becomes
qi+1/2 = −ai+1(pi+1 − pi) , (3.14)
when we let
ai =
1
1
2
(
∆xi
Ki
+ ∆xi−1
Ki−1
) .
This is for a non-equidistant cell-centered grid. For a equidistant cell-centered
grid we have ∆xi = h for i = 0, . . . , n. This gives
ai =
1
h
2
(
1
Ki
+ 1
Ki−1
) . (3.15)
We will in the rest of the thesis, only consider equidistant, cell-centered grids.
Now, using the expression for q for equidistant, cell-centered grid, eq. (3.12)
becomes
pi − pi−1
h
2
(
1
Ki
+ 1
Ki−1
) − pi+1 − pi
h
2
(
1
Ki+1
+ 1
Ki
) = ∫ xi+1/2
xi−1/2
Q(x) dx . (3.16)
For simplicity, we denote
bi =
∫ xi+1/2
xi−1/2
Q(x) dx . (3.17)
Then eq. (3.16) can then be written as
ai(pi − pi−1)− ai+1(pi+1 − pi) = bi .
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Rearranging the terms give
−aipi−1 + (ai + ai+1)pi − ai+1pi+1 = bi . (3.18)
for i = 1, . . . , n. Thus, we have a system of n equations. The unknowns are
[p0, p1, . . . , pn, pn+1]. That is, there are n + 2 unknowns. To get one unique
solution, we need in addition boundary conditions. We will consider Dirichlet
and Neumann boundary conditions.
Before we look at how to manage the boundary conditions, we want to
compare the discretization scheme we got for using two-point ﬂux approxima-
tion eq. (3.18), with the one we get from using ﬁnite diﬀerence approximation.
We let Ki = K, a constant for all i, then the ﬁnite diﬀerence discretization
of eq. (3.9) is
−K pi+1 − 2pi + pi−1
2h
= Q(xi) ,
from the central diﬀerence formula for the second derivative eq. (3.8). This is
the same as we get when inserting ai = K/h into eq. (3.18) and approximat-
ing bi by the midpoint rule, bi ≈ hQ(xi). We then also know from eq. (3.8)
that this is a second order method, that is the error is of O(h2).
3.2.3 Boundary conditions
For Dirichlet boundary conditions, the value of the function is given at the
boundary, while for Neumann boundary conditions, the value of the deriva-
tive is given at the boundary. We can also mix Dirichlet and Neumann
boundary conditions, by using Dirichlet boundary conditions on one of the
boundaries and Neumann on the other boundary.
In the literature, mostly vertex centered grids are considered. For Dirich-
let and Neumann boundary conditions on vertex centered grids, see e.g.
[11, 18]. Dirichlet and Neumann boundary conditions are in [46] given for
cell-centered grids in addition to for vertex centered grids. In [2] they give the
scheme of elliptic diﬀerential equations are given with homogeneous Dirichlet
boundary conditions without getting into details.
Dirichlet boundary conditions
For a diﬀerential equation, or a system of diﬀerential equations, the Dirichlet
boundary conditions are given by the function values of the unknown in the
endpoints of the domain. We consider the one-dimensional problem eq. (3.9)
on the domain [0, L]. This is a stationary equation, that is does not depend
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on time. The unknown is the pressure p = p(x). Then the Dirichlet boundary
conditions can be given as
p(0) = pO , (3.19)
and
p(L) = pL . (3.20)
Because we have the cell-centered grid, ﬁg. 3.4, when the problem is dis-
cretized,
p1/2 = pO ,
and
pn+1/2 = pL .
Thus it is not straight forward how to handle Dirichlet boundary conditions
for cell-centered grids. For vertex centered grids, the boundary points will
coincide with the grids points in the ends. But this is not the case here, and
we have to ﬁnd a way to deal with this problem.
x−1/2 x1/2 x3/2 xi−1/2 xi+1/2 xn−1/2 xn+1/2 xn+3/2
x0 x1 xi xn xn+1
x
Figure 3.6: Dirichlet boundary conditions for cell-centered grid by adding
ghost cells in the ends of the interval.
In [46] they present two ways to handle Dirichlet boundary conditions for
cell-centered grids. The ﬁrst opportunity is to add ghost cells in the ends of
the interval as done in ﬁg. 3.6. Then we assume that the Dirichlet boundary
conditions are prescribed at the ghost cells and we discretize in the ﬁrst and
the last cell as shown above. We get then the additional grid points x0 and
xn+1, and we assume
p0 = pO ,
and
pn+1 = pL .
They note in [46] that this is a ﬁrst order approximation which will not be
suﬃcient if the solution depends a lot on the boundary conditions. Another
way to do it, is to add half cells at the ends of the interval, see ﬁg. 3.7. We
will in what follows use the ﬁrst approach. We will consider both Dirichlet
and Neumann boundary conditions, and when combining them, it seems best
to apply ghost cells for the Dirichlet boundary conditions.
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x1/2 x3/2 xi−1/2 xi+1/2 xn−1/2 xn+1/2
x0 = 0 x1 xi xn xn+1 = L
x
Figure 3.7: Dirichlet boundary conditions for cell-centered grid by adding
half cells in the ends of the interval.
When we use the ﬁrst approach of adding ghost cells, we basically handle
the Dirichlet boundary conditions on the same way as we would have done
for a vertex centered grid. The diﬀerence lays in how we deﬁne the grid
points xi and then also in which points we compute the values of p. We show
how to manage the boundary conditions for
−(Kpx)x = Q .
where we use the ﬁrst approach by adding ghost cells in the ends of the
interval. We found the discretization in the previous section the discretization
of this problem, see eq. (3.18). From this, the system of equations we get
looks like
−a1p0 + (a1 + a2)p1 − a2p2 = b1
−a2p1 + (a2 + a3)p2 − a3p3 = b2
...
−an−1pn−2 + (an−1 + an)pn−1 − anpn = bn−1
−anpn−1 + (an + an+1)pn − an+1pn+1 = bn
From the boundary conditions, we have p0 = pO and pn+1 = pL, thus we can
move these terms over to the right hand side of the system. We then get
(a1 + a2)p1 − a2p2 = b1 + a1pO
−a2p1 + (a2 + a3)p2 − a3p3 = b2
...
−an−1pn−2 + (an−1 + an)pn−1 − anpn = bn−1
−anpn−1 + (an + an+1)pn = bn + an+1pL .
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Writing this on matrix-form, we let
A =

a1 + a2 −a2 0 · · · 0
−a2 a2 + a3 −a3 ...
0
. . . . . . . . .
...
... −an−1 an−1 + an −an
0 · · · 0 −an an + an+1

and
b =

b1 + a1pO
b2
...
bn−1
bn + an+1pL
 .
We want to solve the system
Ap = b ,
for the p = [p1, p2, . . . , pn−1, pn]T . This is a linear system which can be solved
by use of a numerical linear solver.
Neumann boundary conditions
We will now look at the case where we have Neumann boundary conditions.
When we have Neumann boundary conditions, the values of the ﬁrst deriva-
tive of the function are given at the boundaries. That is, the boundary
conditions in the 1-dimensional case is given as
px(0) = pα , (3.21)
and
px(L) = pβ . (3.22)
Again x1/2 = 0 and xn+1/2 = L, ﬁgs. 3.4 and 3.6. And because qi+1/2 express
the derivative of the pressure p at the cell wall xi+1/2, we can write the
boundary conditions as
q1/2 = − pα
1
2
(
1
K0
+ 1
K1
) ,
and
qn+1/2 = − pβ
1
2
(
1
Kn
+ 1
Kn+1
) .
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Since we do not know the values of K0 and Kn+1, but we will assume K0 =
K1 and Kn = Kn+1. We will in what follows only consider homogeneous
Neumann conditions, that is pα = pβ = 0. This gives us
q1/2 = 0 , (3.23)
and
qn+1/2 = 0 , (3.24)
and we do not need values for K0 and Kn+1.
We will now again show how to deal with Neumann boundary conditions
for the discretization of eq. (3.9)
−(Kpx)x = Q .
We use the previous discretization. From eq. (3.12) and eq. (3.17), we have
qi+1/2 − qi−1/2 = bi ,
for i = 1, . . . , n. For the ﬁrst equation, when i = 1, we get
q3/2 − q1/2 = b1 .
Here, we can insert the boundary condition at x = 0 eq. (3.23), which gives
q3/2 = b1 .
Similar, the last equation, for i = n eq. (3.24), becomes
−qn−1/2 = bn .
When we in addition use the fact that
qi+1/2 = −ai+1(pi+1 − pi) ,
the ﬁrst equation and the last equation become
a2p1 − a2p2 = b1 ,
−anpn−1 + anpn = bn .
The other equations are the same as before. We can again write the systems
of equations as a matrix equation
Ap = b ,
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where this time
A =

a2 −a2 0 · · · 0
−a2 a2 + a3 −a3 ...
0
. . . . . . . . .
...
... −an−1 an−1 + an −an
0 · · · 0 −an an

and
b =

b1
b2
...
bn−1
bn
 .
Again we will solve the linear system for p = [p1, p2, . . . , pn−1, pn]T .
When we have homogeneous Neumann boundary conditions, pα = pβ = 0,
and b simpliﬁes to b = [b1, b2, . . . , bn−1, bn]T .
3.2.4 Diﬀusion-advection equation
We have only looked at a second order ordinary diﬀerential equation in space
eq. (3.9), but eqs. (2.40) and (2.42) to (2.44) are second order partial diﬀer-
ential equations. Equations (2.42) to (2.44) are all on the following form
(Su)t + (−DuKux + q(x, t)u)x = Q(x, t) , (3.25)
where q(x, t) is the ﬂux, Q(x, t) the source or sink term, and u = u(x, t) the
concentration of a species A, B or C, standing for CO2(aq), Ca(OH)2(aq)
and CaCO3(aq), see section 2.3. Du is a constant depending on the species
u, and S and K are some functions
S = S(x, t, p(x, t)) (3.26)
and
K = K(x, t, p(x, t)) . (3.27)
We start by denoting a variable D as
D(x, t) = DuK(x, t, p(x, t)) , (3.28)
and by letting
d = −Dux . (3.29)
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Then eq. (3.25) becomes
(Su)t + dx + (qu)x = Q , (3.30)
from the linearity of the derivative.
We apply again a cell-centered grid with grid points xi for i = 1, . . . , n,
see ﬁg. 3.4. We integrate over each cell [xi−1/2, xi+1/2] in the cell-centered
grid, and get∫ xi+1/2
xi−1/2
(Su)t dx+di+1/2−di−1/2 + qi+1/2ui+1/2− qi−1/2ui−1/2 =
∫ xi+1/2
xi−1/2
Qdx ,
(3.31)
where e.g. di+1/2 = d(xi+1/2, t, p(xi+1/2, t)) and ui+1/2 = u(xi+1/2, t).
The integral on the right hand side of eq. (3.31) need to be found or ap-
proximated. We are going to use the midpoint rule or formula [38]. Because
xi is the midpoint in the interval [xi−1/2, xi+1/2] and the length of the interval
is h, the rule give ∫ xi+1/2
xi−1/2
Q(x, t) dx ≈ hQ(xi, t) . (3.32)
Similar we get the approximation∫ xi+1/2
xi−1/2
(S(x, t, p)u(x, t))t dx ≈ h (S(xi, t, pi)ui)t , (3.33)
where ui = u(xi, t) and pi = p(xi, t). Inserting this into eq. (3.31), gives
h (S(xi, t, pi)ui)t + di+1/2 − di−1/2 + qi+1/2ui+1/2 − qi−1/2ui−1/2 = hQ(xi, t) .
(3.34)
We do not know the values at the walls of the cells. To ﬁnd them we use
the average of the values in the center of the two neighboring cells. From
eq. (3.14) we have
qi+1/2 = −ai+1(pi+1 − pi) i = 0, . . . , n ,
where ai is given from eq. (3.15) for i = 0, . . . , n+ 1. We approximate ui+1/2
by the average
ui+1/2 ≈ ui + ui+1
2
, (3.35)
for i = 0, . . . , n. This gives
qi+1/2 ui+1/2 − qi−1/2 ui−1/2 ≈ qi+1/2 ui + ui+1
2
− qi−1/2 ui−1 + ui
2
,
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for i = 1, . . . , n. Further after multiplying the fractions and do the subtrac-
tion, we get
qi+1/2ui+1/2− qi−1/2ui−1/2 ≈ 1
2
(
qi+1/2ui+1 +
(
qi+1/2 − qi−1/2
)
ui − qi−1/2ui−i
)
.
Integrating ux = −d/D we get when the length of each cell is h,
ui+1 − ui = −di+1/2 h
2
(
1
Di
+
1
Di+1
)
, (3.36)
which gives
di+1/2 = − ui+1 − ui
h
2
(
1
Di
+ 1
Di+1
) . (3.37)
This means that
di+1/2 − di−1/2 = − ui+1 − ui
h
2
(
1
Di
+ 1
Di+1
) + ui − ui−1
h
2
(
1
Di
+ 1
Di−1
) ,
and further by letting
ci =
1
h
2
(
1
Di−1
+ 1
Di
) , (3.38)
we can write it simply as
di+1/2 − di−1/2 = −ci+1 (ui+1 − ui) + ci (ui − ui−1) .
We get the following scheme
h (S(xi, p)ui)t + ci (ui − ui−1)− ci+1 (ui+1 − ui)
+
1
2
(
qi+1/2ui+1 +
(
qi+1/2 − qi−1/2
)
ui − qi−1/2ui−1
)
= hQ(xi, t) .
This can be written as
h (S(xi, t, pi)ui)t +
(
−ci+1 + qi+1/2
2
)
ui+1
+
(
ci + ci+1 +
qi+1/2 − qi−1/2
2
)
ui −
(
ci +
qi−1/2
2
)
ui−1 = hQ(xi, t) .
Further, dividing the equation by h, gives
(S(xi, t, pi)ui)t +
1
h
(
−ci+1 + qi+1/2
2
)
ui+1
+
1
h
(
ci + ci+1 +
qi+1/2 − qi−1/2
2
)
ui − 1
h
(
ci +
qi−1/2
2
)
ui−1 = Q(xi, t) .
(3.39)
This now a ﬁrst order ordinary diﬀerential equation in time, and we need to
discretize the equation in time before we got a system of equations we can
solve for ui, i = 1, . . . , n.
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3.3 Temporal discretization
We consider now ﬁrst the ordinary diﬀerential equation
u′(t) = f(t, u(t)) .
When we set up the numerical scheme for this equation from the forward
diﬀerence approach eq. (3.2), we get the forward Euler scheme, called Euler's
method [22]
uj = uj−1 + τf(tj−1, uj−1) . (3.40)
If we instead use the backwards diﬀerence approximation eq. (3.3), we get
the backward Euler scheme, or the implicit Euler's method [22],
uj = uj−1 + τf(tj, uj) . (3.41)
We have here let uj denote the approximated value of the exact solution u at
the time tj. The index j denotes the time steps, j = 1, . . .. τ is the uniform
size of the time steps.
We see that the only diﬀerence between these two methods, is the input of
the function f , and this gives what kind of method it is, if it is an explicit or
implicit method. The forward Euler method is an explicit method because
when we evaluate the value of the function f in this method, we use the
values of the previous step, which are known. On the contrary the backward
Euler scheme is an implicit scheme, using the new value uj+1 to ﬁnd the value
of the right hand side f .
Both the explicit and implicit Euler methods eqs. (3.40) and (3.41) are
ﬁrst order methods [14]. This is shown from the fact that they are Taylor
methods of order 1 [22]. On the other hand, their stability conditions diﬀer
[22, 38]. The forward Euler scheme is only stable for some values of τ , while
the backward Euler scheme is stable for all τ . We will therefore use backward
Euler in our simulations. This method is some what more diﬃcult than using
the explicit method, forward Euler. If f is not a linear function in u, we need
to use a linearization technique, e.g. Newton method, when solving eq. (3.41).
Otherwise, if f is a linear function of u, do we have to rearrange the equation
on the usual manner to have uj+1 alone on one side of the equation.
We now want to use the implicit Euler's method eq. (3.41) to set up the
numerical scheme for the diﬀusion-advection equation eq. (3.25). We have
already discretized in space, and got eq. (3.39)
(S(xi, t, pi)ui)t +
1
h
(
−ci+1 + qi+1/2
2
)
ui+1
+
1
h
(
ci + ci+1 +
qi+1/2 − qi−1/2
2
)
ui − 1
h
(
ci +
qi−1/2
2
)
ui−1 = Q(xi, t) .
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In this case
fi(t, u(t)) = Q(xi, t)− 1
h
(
−ci+1 + qi+1/2
2
)
ui+1
− 1
h
(
ci + ci+1 +
qi+1/2 − qi−1/2
2
)
ui +
1
h
(
ci +
qi−1/2
2
)
ui−1 ,
and the approximation of the time derivative is
(S(xi, t, pi)ui)t ≈
Sji u
j
i − Sj−1i uj−1i
τ
, (3.42)
where Sji = S(xi, t
j, p(xi, t
j)). This gives use the implicit scheme for time
step j as
s
(
−cji+1 +
qji+1/2
2
)
uji+1 + s
(
cji + c
j
i+1 +
qji+1/2 − qji−1/2
2
+ Sji
)
uji
− s
(
cji +
qji−1/2
2
)
uji−1 = τQ(xi, t
j) + Sj−1i u
j−1
i , (3.43)
for i = 1, . . . , n. Here we let s = τ/h.
We could have written this more generally, and give a function
G = G(x, t, p(x, t), u(x, t))
which is a function of u. Then backward Euler gives
Gt ≈ G
j
i −Gj−1i
τ
. (3.44)
In the case we have looked at in this section,
G = S(x, t, p(x, t))u(x, t) .
Thus G is here a linear function of u, and we can discretize as shown above.
But if G is nonlinear in u, we need to linearize with the use of e.g. Newton
method. We are going to look at this case in the next section.
3.4 Nonlinear equations
Nonlinear equations or systems of nonlinear equations, can not be solved
directly by linear methods, and need to be linearized. Common methods are
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the ﬁx point method and Newton method. We tried ﬁrst with the ﬁx point
method, but found that the Newton method worked better in our case.
When we assume the water saturation φw or/and k are nonlinear functions
of the pressure pressure p, eq. (2.30) becomes a nonlinear equation for p. We
want to solve it implicit in time, and will use the Newton method to linearize
the equation.
We will here show the method for the more general equation
S(p)t −K(x, t)pxx = Q(x, t) (t > 0, 0 ≤ x ≤ L) , (3.45)
which is an extension of eq. (3.9). The inhomogeneous initial condition is
p(x, 0) = pI(x) (0 ≤ x ≤ L) , (3.46)
and the inhomogeneous Dirichlet boundary conditions are
p(0, t) = pO (t > 0)
p(1, t) = pL (t > 0)
(3.47)
where pO and pL are scalars. Further do we let S be a nonlinear function of
p. From eqs. (3.18) and (3.44) the discretization of eq. (3.45) is
S(pji )− sajipji−1 + s(aji + aji+1)pji − saji+1pji+1 = τQji + S(pj−1i ) ,
for i = 1, . . . , n, where again s = τ/h and from eq. (3.15)
aji =
1
h
2
(
1
Kji
+ 1
Kji−1
) .
We treat the Dirichlet boundary, eq. (3.47), same way as we did in sec-
tion 3.2.3, that is we add them on the right hand of the ﬁrst and last equation.
We then get the following system of equations,
Sj1 + s(a
j
1 + a
j
2)p
j
1 − saj2pj2 = τQj1 + Sj−11 + saj1pjO
Sj2 − saj2pj1 + s(aj2 + aj3)pj2 − saj3pj3 = τQj2 + Sj−12
...
Sjn−1 − sajn−1pjn−2 + s(ajn−1 + ajn)pjn−1 − sajnpjn = τQjn−1 + Sj−1n−1
Sjn − sajnpn−1 + s(ajn + ajn+1)pjn = τQjn + Sj−1n + sajn+1pL .
Using the Newton method we want to ﬁnd a solution
pj = [pj1, p
j
2, . . . , p
j
n]
T ,
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for every time step j, such that F(pj) = 0. We let F(pj) = Fj, where
Fj = [F j1 , F
j
2 , . . . , F
j
n]
T .
The equations are given from eq. (3.45) when Sji = S(p
j
i ), as
F j1 =S
j
1 + s(a
j
1 + a
j
2)p
j
1 − saj2pj2 − τQj1 − Sj−11 − saj1pO ,
F j2 =S
j
2 − saj2pj1 + s(aj2 + aj3)pj2 − saj3pj3 − τQj2 − Sj−12 ,
...
F jn−1 =S
j
n−1 − sajn−1pjn−2 + s(ajn−1 + ajn)pjn−1 − sajnpjn − τQjn−1 − Sj−1n−1 ,
F jn =S
j
n − sajnpn−1 + s(ajn + ajn+1)pjn − τQjn − Sj−1n − sajn+1pjL .
The Newton method is an iterative method. We will iterate for the it-
eration steps k for k > 1 until the error is small enough, or until we reach
maximum iterations steps. The last is when the method does not converge.
We need the Jacobian matrix at each time step. We let J jF denote the
Jacobian matrix at time step j,
J jF =

∂F j1
∂pj1
∂F j1
∂pj2
· · · ∂F j1
∂pjn
∂F j2
∂pj1
∂F j2
∂pj2
...
...
. . .
∂F jn
∂pj1
· · · ∂F jn
∂pjn
 .
From the expressions of F ji for i = 1, . . . , n, we see that the only nonzero
partial derivatives are
(J jF)i,i−1 =
(
∂F ji
∂pji−1
)
= −saji ,
(J jF)i,i+1 =
(
∂F ji
∂pji+1
)
= −saji+1 ,
(J jF)i,i =
(
∂F ji
∂pji
)
= S ′(pji ) + s(a
j
i + a
j
i+1) .
The expression for (J jF)i,i−1 holds for i = 2, . . . , n, (J
j
F)i,i+1 for i = 1, . . . , n−1
and (J jF)i,i holds for i = 1, . . . , n.
The method works for each time step as following: We start with an
initial guess
pj = pj,0 .
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For the ﬁrst time step, j = 1, we choice the initial condition pI to be
the initial guess for the Newton method. And for the other time steps,
we let the initial guesses be the solutions of the previous time steps. If
we denote pI denote the initial values at each discretizing points, that is
pI = [pI(x1), pI(x2), . . . , pI(xn)]
T , then
p1,0 = pI .
Further, for j > 2,
pj,0 = pj−1 ,
where pj−1 is the solution found at the previous time step.
For each k > 0, we start by solving the linear system
J jF(p
j,k)δj,k = −F(pj,k) ,
for δj,k. Then, when we have found δj,k, we let a new approximated value of
pj be
pj,k+1 = pj,k + δj,k .
We continue doing this, until either the stopping criteria or maximum itera-
tion steps are reached.
There are two kinds of stopping criteria [38]. One by checking the resid-
ual and the other by checking the increment. In both cases, we choose a
ﬁxed tolerance ε of the approximated solution. When we use the residual as
stopping criteria, we end the iterations at time step j, when ‖F(pj,k)‖ < ε.
While when we control the increment, we end the Newton iteration when
‖pj,k − pj,k−1‖ < ε, that is, checking if the too last approximations are as
close as we want them to be.
We noted that the Newton iterations also can be stopped when it reaches
a set maximal number of iteration steps. This is to prevent the method to
continue forever if it does not converge. What is important, is to choose the
maximal number of steps big enough to be sure to get as good approxima-
tion as you want, before you reach maximal iteration steps and the method
terminates.
3.5 Coupling the equations
Each of the diﬀerential equations we consider, give rice to a set of algebraic
equations as seen previous in this chapter. The linear ones will be solved by
solving matrix equations similar to those in section.... Assume we have N
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such sets of equations, solving for ui = [ui,1, ui,2, . . . , ui,n]
T . If we want to
solve all of these systems by one linear system
Au = b ,
where A denotes the matrix holding values of the matrices for the separate
linear systems. If we have N systems, which solutions are given by
A1u1 = b1 ,
A2u2 = b2 ,
...
ANuN = bN .
Then
A =

A1,1 A1,2 0 · · · 0
A2,1 A2,2 A2,3
...
0 A3,2 A3,3 A3,4
...
...
. . . . . . . . .
... An−2,n−2 An−1,n−1 An−1,n
0 · · · 0 An,n−1 An,n

where the block-matrices Ai,j are given by
Ai,j =

A1i,j 0 · · · 0
0 A2i,j 0
...
...
. . . 0
0 · · · 0 ANi,j

and 0 is the zero matrix in RN,N . When the matrices Ak, k = 1, . . . , N , are
in Rn,n, then A ∈ RNn,Nn. Further
b =

b1
b2
...
bn

where
bk =

b1k
b2k
...
bNk
 ,
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holding the element number k in the vectors b1,b2, . . . ,bN . The solutions
are then given in the vector
u =
[
u11, u
2
1, . . . , u
N
1 , u
1
2, u
2
2, . . . , u
N
2 , . . . , u
1
n, u
2
n, . . . , u
N
n
]T
.
That is, instead of solving each linear system separately, we solve them all
together simultaneously. When the N systems are independent of each other,
these two ways of solving them, such give exactly the same solution.
When the systems of equations depend on each other, this has to be taken
into account. Equations or systems dependent of each other, can either be
solved sequentially or simultaneously. When we solve them sequentially, we
solve ﬁrst one equation or system its unknown using the old values of the
other unknowns. When time is involved, we solve the equations like this
for every time step, using the values from the previous time step for the
unknowns we have not solved for yet at that time step. When we solve them
simultaneously, we want to solve them together analogously to what can be
done for the independent systems of equations. We can do this with the use
of Newton method, which anyway should be used if they are nonlinear, or we
can just iterate for every time step, solving ﬁrst one of the unknowns than
the other(s) until the solutions are good enough.
3.6 Discretization of the set of equations
The set of equations we are going to solve numerically, is given in the previ-
ous chapter by eqs. (2.40) to (2.45). This is a coupled set of equations. We
discretize it in time t, and one space dimension x. This give us two dimen-
sions, time and space. In this case, we write the equations in the following
way
(φφw)t + qx =
φφw
ρ
rAB , (3.48)
q = −KSφk(φw)px , (3.49)
(φφwA)t + (−DAφφwAx + qA)x = −rφφwmAAB , (3.50)
(φφwB)t + (−DBφφwBx + qB)x = fDissφφw − rφφwmBAB , (3.51)
(φφwC)t + (−DCφφwCx + qC)x = −fPrecφφw + rφφwmCAB , (3.52)
φt = s(φ− δ) 1− φ
Zφ + (1− φ) (φwfDiss − φwfPrec) . (3.53)
Recall, A, B and C denotes the concentrations of carbon dioxide, calcium
hydroxide and calcium carbonate in the water phase. p denotes the pressure,
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and q the water ﬂux. For an explanation of the rest of the variables, see
section 2.3.
Next to these equations, the water saturation φw is given as a nonlinear
a nonlinear function in p,
φw = φw(p) , (3.54)
and the relative permeability k is a function of the water saturation,
k = k(φw) . (3.55)
Note that because the water saturation is a function of p, the relative perme-
ability can also be expressed as a function of the pressure p, that is k = k(p).
Then, when the equation for the water ﬂux, eq. (3.49), is inserted into the
mass conservation equation 3.48, eq. (3.48) becomes an equation which can
be solved of p,
(φφw(p))t + (−KSφk(p)px)x =
φφw(p)
ρ
rAB . (3.56)
Equations (3.50) to (3.53) and (3.56) form a coupled set of equations.
We could have solved them all together at onces in one system, as discussed
in section 3.5, but we will solve them in separate systems. They will all be
discretized in space using the cell-centered grid described in section 3.1, for
x ∈ [0, 1] and the grid points x1, x2, . . . , xn. This grid is shown again here in
ﬁg. 3.8.
x1/2 x3/2 xi−1/2 xi+1/2 xn−1/2 xn+1/2
0 x1 x2 xi xn 1
x
Figure 3.8: Cell-centered space discretization for x ∈ [0, 1] and the grid points
x1, x2, . . . , xn.
Starting with the initial values, φI , pI , AI , BI and CI , we will ﬁnd the
solutions of φ, p, A,B and C at every time-step for t = t1, t2, . . . , T , tj+1−tj =
τ . For every time-step j > 0, we will ﬁrst ﬁnd the porosity φj. The porosity
is found from eq. (3.53) which is solved implicitly by use of the backward
Euler scheme eq. (3.41) given in section 3.3. Thus when we assume variable
porosity, s = 1, φji is found from
φji = φ
j−1
i + τ(φ
j−1
i − δ)
1− φj−1i
Zφ + (1− φj−1i )
φj−1w,i
(
f j−1Diss,i − f j−1Prec,i
)
, (3.57)
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for i = 1, . . . , n. Where we use the values of B and C at the previous time-
step, j − 1, to ﬁnd f j−1Diss and f j−1Prec. Similarly, φj−1w is found using pj−1. For
constant porosity, φj = φI for all j.
Next, we will ﬁnd the pressure pj from eq. (3.56). Because φw is assumed
to be a nonlinear function of p, the pressure equation is here a nonlinear
equation, which gives us a nonlinear system of equations when discretized in
space. It will be solved semi-implicitly using the following scheme
φjφjw − φj−1φj−1w
τ
− (KSφjk(φj−1w )pjx)x = φjφj−1wρ rAj−1Bj−1 ,
where we use the value of p at the previous time-step to ﬁnd the permeability
and for the water ﬂux in the source term on the right hand side. Then the only
nonlinear term we have to consider for pj, is φjφjw. We will solve this system
using Newton method as shown in section 3.4. In this case of the functions
S,K and Q in eq. (3.45), we have S = φφw(p), K = KSφk and Q =
φφw
ρ
rAB.
As we did in section 3.4, we assume constant Dirichlet boundary conditions
p(0, t) = pO and p(1, t) = pL. The stopping criteria we use for Newton
method, is ‖pj,k − pj,k−1‖ < 10−6, and we do max 2000 iteration steps.
When we have found pj, we proceed by ﬁnding Aj and Bj. The equations
for A and B, eqs. (3.50) and (3.51), are coupled through the reaction rate
γ = rφφwAB. We will solve these two equations together, and use Newton
method to do so. Given the discretization of the diﬀusion-advection equation
as described in sections 3.2.4 and 3.3, the entries in the Jacobian matrix for
the equations of A, is given as(
∂F jA,i
∂Aji−1
)
= −s
(
cji +
qji−1/2
2
)
,(
∂F jA,i
∂Aji+1
)
= s
(
−cji+1 +
qji+1/2
2
)
,(
∂F jA,i
∂Aji
)
= s
(
cji + c
j
i+1 +
qji+1/2 − qji−1/2
2
+ φjiφ
j
w,i(1 + rmAB
j
i )
)
.
Here we let FA,i denote the equation of Ai similar to Fi in section 3.4. We
get similar derivatives for the equations for B. The linearized systems will
be coupled together similar to the linear systems in section 3.5.
In the end we ﬁnd Cj using φj, pj, Aj and Bj. We will solve implicitly
for C too. The precipitation term fPrec is a linear function of C, fPrec =
SPrecC−SPrecCeq. Thus we have a linear equation for C, which can be solved
using a discretization scheme similar to eq. (3.43) in section 3.3.
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Chapter 4
Numerical results
This chapter gives the numerical results of the simulations using the dis-
cretization described in the previous chapter. We ﬁrst did a convergence test
with a constructed analytical solution, to check the method's converge, before
we used the method on an example of modeling of concrete carbonation.
4.1 Comparison with analytical solution
The purpose of this section is to show that the numerical solution of the
system converges. We will do it in the same way as they did in the article of
Radu et al. [39], by constructing an analytical solution to ﬁt the system, and
do several numerical simulations with diﬀerent sizes of the time and space
steps. Further, we will compare the numerical solutions we get, with the
constructed analytical solutions by computing the errors. What we mean
by a constructed numerical solution, is that we choose a simple solution we
know satisﬁes the given boundary and initial conditions, and we adjust the
equations such that the analytical solutions will be the exact solutions of the
set of equations.
4.1.1 The set of equations
In this comparison test, we will make some simpliﬁcations to the equations
eqs. (3.48) to (3.55). First, we will also assume that the porosity is constant
by taking SDiss = SPrec = 0. That is, presuming there is no dissolution of
Ca(OH)2 or precipitation of CaCO3. Then eq. (3.53) decouples from the rest
of the equations and gives φ = φI , the initial value of the porosity. Because
the porosity then is constant, we can divide through the equations by it, and
the φ disappears from the eqs. (3.48) to (3.52), and we get a simpliﬁed set
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of equations. To simplify the equations even more, we let both the density ρ
and the parameter in the reaction-term r, be equal to identity
ρ = r = 1 ,
as well as the diﬀusion coeﬃcients DA, DB and DC , that is
DA = DB = DC = 1 .
Doing these simpliﬁcations and adding functions to the right hand side of
the equations, eqs. (3.48) to (3.52) gives us the following set of equations
(φw)t + vx = φwAB + f(x, t), (4.1)
v = −KSkpx , (4.2)
(φwA)t + (−DAφwAx + vA)x = −φwmAAB + fA(x, t), (4.3)
(φwB)t + (−DBφwBx + vB)x = −φwmBAB + fB(x, t), (4.4)
(φwC)t + (−DCφwCx + vC)x = φwmCAB + fC(x, t), (4.5)
which are the set of equations we will solve numerically in the domain 0 ≤
x ≤ 1 for 0 ≤ t ≤ 1. In these equations, we choose the absolute permeability
KS = 2, and the molecular weights of the species are given from [39] as
mA = 44 ,
mB = 74 ,
mC = 100.87 .
We will also use the same expressions for the water saturation φw and the
relative permeability k(φw) as they did in Radu et al. [39] for their comparison
with constructed analytical solutions. They are both given as functions for
the pressure p, given as
φw(p) =
1
1− p , (4.6)
k(p) = p2 . (4.7)
In addition to eqs. (4.1) to (4.7), we need initial and boundary conditions
for A,B,C and p. We choose the initial conditions
p(x, 0) = −1 ,
A(x, 0) = B(x, 0) = C(x, 0) = 1 ,
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for 0 < x < 1, and Dirichlet boundary conditions
p(0, t) = p(1, t) = −1 ,
A(0, t) = B(0, t) = C(0, t) = 1 ,
A(1, t) = B(1, t) = C(1, t) = 1 ,
for t ≥ 1. We then construct analytical solutions for A,B,C and p. The
following solutions will satisfy the given initial and boundary conditions for
x ∈ [0, 1],
pˆ(x, t) = −1− tx(1− x) , (4.8)
Aˆ(x, t) = 1 + tx(1− x) . (4.9)
and
Cˆ(x, t) = Bˆ(x, t) = Aˆ(x, t) . (4.10)
We will now ﬁnd the functions we will add on the right hand side of the
equations. Inserting the analytical solutions pˆ, Aˆ, Bˆ and Cˆ into eqs. (4.1)
and (4.3) to (4.5) will provide us with expressions for f, fA, fB and fC . From
eqs. (4.1) and (4.2), we see
f(x, t) = (φw(pˆ))t −KS (kx(pˆ)pˆx + k(pˆ)pˆxx)− φw(pˆ)AˆBˆ .
And when we set in for k and the partial derivatives of φw and k with respect
to t and x respectively, we get
f(x, t) =
1
(1− pˆ)2 pˆt −KS
(
2pˆ(pˆx)
2 + pˆ2pˆxx
)− AˆBˆ
1− pˆ , (4.11)
where the considered partial derivatives of pˆ are
pˆt = −x(1− x) ,
pˆx = −t(1− 2x) ,
pˆxx = 2t .
Equation (4.11) gives us an expression for f . We want to ﬁnd corresponding
expression for fA, fB and fC . Equation (4.3) gives
fA(x, t) =
(
φw(pˆ)Aˆ
)
t
+
(
−φw(pˆ)Aˆx + vˆAˆ
)
x
+ φw(pˆ)mAAˆBˆ .
where vˆ = −KSk(pˆ)pˆx. Applying the product rule for derivatives to the
above formula for fA, leads to the following expression
fA =
∂φˆw
∂t
φˆwAˆ+ φˆwAˆt − ∂φˆw
∂x
Aˆx − φˆwAˆxx + vˆxAˆ+ vˆAˆx + φˆwmAAˆBˆ .
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We replace φw and the partial derivatives of φw with respect x and t, with
their formulas in terms of pˆ, collect terms, and get
fA(x, t) =
pˆtAˆ− pˆxAˆx
(1− pˆ)2 +
Aˆt − Aˆxx +mAAˆBˆ
1− pˆ + vˆxAˆ+ vˆAˆx . (4.12)
The derivative of vˆ with respect to x is
vˆx = −KS
(
2pˆ(pˆx)
2 + k(pˆ)pˆxx
)
,
and the partial derivatives of Aˆ are found from eq. (4.9) as
Aˆt = x(1− x) ,
Aˆx = t(1− 2x) ,
Aˆxx = −2t .
We get expressions similar to eq. (4.12) for fB and fC ,
fB(x, t) =
pˆtBˆ − pˆxBˆx
(1− pˆ)2 +
Bˆt − Bˆxx +mBAˆBˆ
1− pˆ + vˆxBˆ + vˆBˆx , (4.13)
fC(x, t) =
pˆtCˆ − pˆxCˆx
(1− pˆ)2 +
Cˆt − Cˆxx −mCAˆBˆ
1− pˆ + vˆxCˆ + vˆCˆx . (4.14)
Bˆ and Cˆ are equal to Aˆ, thus their derivatives will also be equal to the
derivatives of Aˆ.
When inserting the functions f, fA, fB and fC , eqs. (4.11) to (4.14) into
eqs. (4.1) and (4.3) to (4.5), we get the equations we want to solve.
4.1.2 Comparison results
Now, we have got a set of equations to solve, whose numerical solutions, we
can compare with the analytical ones, eqs. (4.8) to (4.10). We will solve them
numerically as shown in chapter 3. In section 3.6 we describe how each of
them are solved. Here we have constant Dirichlet boundary conditions for
the A,B and C, and they are treated as the boundary conditions for p in
section 3.2.3.
To compare the numerical solution with the analytical one, we need some
measure for the diﬀerence between them, in form of a norm. We will use the
L2-norm, which is given as
‖u‖2 =
(∫
|u|2
)1/2
,
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for a function u [10]. We will compute the error for p and each of the species
A,B and C as
E = ‖uanal(x, T )− unum(x, T )‖2 , (4.15)
where uanal(x, T ) and unum(x, T ) are the analytical and numerical solution
respectively at t = T , the end time. In this test, we let t ∈ [0, 1], thus T = 1.
Then the squared error is given by
E2 = ‖uanal(x, T )− unum(x, T )‖22 =
∫ 1
0
|uanal(x, T )− unum(x, T )|2dx ,
for x ∈ [0, 1]. Recall, when we solve the equations numerically, we divide the
interval [0, 1] into subintervals we call cells with the midpoints x1, x2, . . . , xn,
and integrate over each cell, see chapter 3. We do the same here, and get
E2 =
n∑
i=1
∫ x1+1/2
xi−1/2
|uanal(x, T )− unum(x, T )|2dx ,
Figure 4.1: Numerical solutions for h = τ = 0.02, 0.01, 0.005, 0.0025, 0.00125
compared to the analytical solutions marked with by stars.
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Figure 4.2: Convergence for h = τ from h = 0.02.
which becomes
E2 =
n∑
i=1
h|uTanal,i − uTnum,i|2 , (4.16)
when we approximate the integrals over each of the subintervals [xi−1/2, xi+1/2]
by the midpoint rule. h is the length of the interval.
We preform the convergence test by running the code for τ = h from
h = 0.02, halving the step sizes for each time. Figure 4.1 show the solutions
for step size h = 0.02, 0.01, 0.005, 0.0025, 0.00125. The numerical solutions
for the pressure p and the species A,B and C compared to the analytical
solutions eqs. (4.8) to (4.10) marked with blue stars. The numerical solutions
converges to the analytical ones, getting closer and closer to them for smaller
step sizes. When we compute the squared errors, eq. (4.16), we see that
the numerical solutions converges by O(τ 2 + h2) to the analytical solutions.
Figure 4.2 that the squared errors are proportional to τ 2 +h2. This conforms
the ﬁrst order convergence of the method, and its as good at the one used in
Radu et al. [39]. They used ﬁnite element method.
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4.2 Numerical simulations
When we now have established the convergence of the method, we can use
it to do some numerical simulations for the concrete carbonation problem.
We will start by using the same parameters as they did in Radu et al. for
the concrete carbonation problem. We consider again eqs. (3.48) to (3.53) in
section 3.6. We repeat them here,
(φφw)t + qx =
φφw
ρ
rAB ,
q = −KSφk(φw)px ,
(φφwA)t + (−DAφφwAx + qA)x = −rφφwmAAB ,
(φφwB)t + (−DBφφwBx + qB)x = fDissφφw − rφφwmBAB ,
(φφwC)t + (−DCφφwCx + qC)x = −fPrecφφw + rφφwmCAB ,
φt = s(φ− δ) 1− φ
Zφ + (1− φ) (φwfDiss − φwfPrec) .
In addition we assume the constitutive relations for the water saturation φw
and relative permeability k has the form
φw(p) = φw,max
(
1 + (−αp)n)−m ,
k(φw) =
√
φw
(
1− (1− φ1/mw )m
)2
,
given by van Genuchten-Mualem parametrization. See section 2.3.
Note, in their case, they look at a 2-d problem, in the plane, where their
y-direction is our x-direction. We will keep the x-indices in our equations.
They also assume the model is dimensionless [39].
We will use Newton method again to solve for the pressure p, and we
need then the derivative of φw with respect to p. It is found to be
dφw
dp
= α(n− 1)φw,max(1 + (−αp)n)−m−1(−αp)n−1 .
We consider the space domain x ∈ [0, 1]. On this interval, we deﬁne the
initial conditions, and the boundary conditions are give at x = 0 and x = 1.
As in [39], we give the initial condition of the pressure p as
p(x, 0) = 0.001(x− 2) ,
and having the Dirichlet boundary conditions
p(0, t) = −0.002 ,
p(1, t) = −0.001 .
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Figure 4.3: Initial values for A, B and C for r = 10.
We further assume as in [39], there is at t = 0 some amount of CO2 and
Ca(OH)2, but no CaCO3. The initial conditions are then deﬁned as
A(x, 0) =
{
3 · 10−3 , for 0 ≤ x ≤ 0.53 ,
0 , for 0.53 < x ≤ 1 ,
for the concentration of CO2,
B(x, 0) =
{
0 , for 0 ≤ x < 0.5 ,
0.0075 , for 0.5 ≤ x ≤ 1 ,
give the initial concentration of Ca(OH)2, and the initial concentration of
CaCO3 is
C(x, 0) = rA(x, 0)B(x, 0) , for 0 ≤ x ≤ 1 .
Figure 4.3 shows the initial concentrations of CO2, Ca(OH)2 and CaCO3 for
r = 10, and ﬁg. 4.4 shows the initial concentrations for r = 1000. The initial
conditions are chosen in such a way that we assume the species A and B has
already started to react with each other.
We assume we have homogeneous Neumann boundary conditions for A,
B and C,
Ax(0, t) = Ax(1, t) = 0 ,
Bx(0, t) = Bx(1, t) = 0 ,
Cx(0, t) = Cx(1, t) = 0 .
The model parameters further are the same as in [39], where they choose
the water density ρ = 1 and the absolute permeability KS = 2.0. Further,
α = 0.152, n = 4.0 and the maximal water saturation φw,max = 0.5. For the
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Figure 4.4: Initial values for A, B and C for r = 1000.
dissolution and precipitation rates, SDiss = 0.0067, Beq = 0.0075, SPrec and
Ceq. Choosing these values, we assume there is dissolution of Ca(OH)2, but
no precipitation of CaCO3. The values of the regularization parameters are
δ = 0.001 and Zφ = 0.01. And the diﬀusion coeﬃcients are taken as
DA = 1.0 ,
DB = 0.0864 ,
DC = 0.000864 ,
where as the molecular weight are
mA = 44 ,
mB = 74 ,
mC = 100.87 .
With these parameters and conditions, we run simulations with step size
h = 0.005 for r = 10 and r = 1000. The numerical solutions for A, B and
C are shown in ﬁgs. 4.5 and 4.6 for r = 10 and r = 1000, respectively. The
solutions are shown in both cases for t = 0.1 and t = 1, and we see how
the concentrations change. As time goes by, the concentrations of CO2 and
Ca(OH)2 go down as they are consumed in the reaction, while the CaCO3 is
produced in the reaction, and its concentration increases. When r = 1000,
the reaction is much faster than when r = 10, and the amount of CaCO3
grows faster without spreading so much out. Our concentration proﬁles have
the same tendencies as the concentration proﬁles in Radu et al. [39], but our
values are a bit higher. We do not have quite the same initial conditions as
in their simulations whose results is shown in [39]. This might have an eﬀect.
We see from the initial condition ﬁgs. 4.3 and 4.4 a great eﬀect of the value
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Figure 4.5: The concentrations of CO2, Ca(OH)2 and CaCO3 at time t = 0.1
and t = 1 when r = 10 and h = 0.005.
Figure 4.6: The concentrations of CO2, Ca(OH)2 and CaCO3 at time t = 0.1
and t = 1 when r = 1000 and h = 0.005.
of r on the initial condition, and we see how these initial conditions eﬀects
the solutions at later times in ﬁgs. 4.5 and 4.6, in the way that the initial
conditions determines the shapes of the concentration proﬁles at later times.
When we have homogeneous Neumann boundary conditions, we assume
that there is no ﬂow across the boundary. This means, we do not get any
supply of CO2 or Ca(OH)2. We will now consider the boundary and initial
conditions they apply in the article of Papadakis et al. [32]. They assume we
have a concrete sample, where x = 0 denotes the edge of the concrete exposed
to CO2 from the outside. Therefore, on this boundary, they take constant
Dirichlet boundary conditions for CO2, giving a constant input of carbon
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dioxide. Further, we assume that initially, there is no CO2 in the concrete
sample. If t = 0 is the end of the curing period, that is when the sample no
longer is completely ﬁlled with water, and carbon dioxide can start to diﬀuse
in through the concrete. We then also can assume a constant value for the
concentration of Ca(OH)2, when it has not yet reacted to CO2. Summing
up, the initial conditions are then
A(x, 0) = 0 ,
B(x, 0) = BI ,
C(x, 0) = 0 ,
for 0 ≤ x ≤ 1. Boundary conditions for A are given as
A(0, t) = AO , Ax(1, t) = 0 ,
and for the rest, we have homogeneous Neumann boundary conditions
Bx(0, t) = Bx(1, t) = 0 ,
Cx(0, t) = Cx(1, t) = 0 .
We do the simulations for h = 0.005, τ = 0.02 and r = 1000, and plot the
Figure 4.7: The concentrations of CO2 and Ca(OH)2 at time t = 0.1 and
t = 0.5, for r = 1000 and Dirichlet boundary condition for A at x = 0.
results at t = 0.1 and t = 0.5. The solutions for A and B are shown in
ﬁg. 4.7. We see that we in this case, have similar concentration proﬁles as
the ones in the articles of Meier et al. [27] and Peter et al. [36], where we see
how the reaction front moves towards the boundary x = 1. From the ﬁgure,
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we also see how we have a constant source of CO2 at the boundary x = 0, as
Ca(OH)2 is bounded by the carbon dioxide.
Here we let AO = 3 · 10−3 and BI = 0.0075, corresponding to the initial
conditions in the previous example. We do this here, even though it is natu-
rally to assume that the initial concentration of B is higher here than in the
previous case, as well to assume the AO is higher than the initial value of A
in the previous case. Because in that case, the species already had started to
react with each other, while in this case, we assume the initial state is right
before they start to react with each other. But we do not have any other
values for AO and BI now.
Where the graphs of A and B in ﬁg. 4.7 intersects, we ﬁnd the reaction
layer, and we can see how it moves. When we compare to the results for the
same case when r = 10 ﬁg. 4.8, we see we do not get this sharp reaction front
there.
Figure 4.8: The concentrations of CO2 and Ca(OH)2 at time t = 0.1 and
t0.5, for r = 1000 and Dirichlet boundary condition for A at x = 0.
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Conclusion
We have preformed several numerical simulations for our model of concrete
carbonation, for the reaction rate constants r = 10 and r = 1000, seeing how
the value of r eﬀects the reaction. As expected, r = 1000 gives a much faster
reaction than for r = 10. In the latter case, CO2 and Ca(OH)2 spread more
out on the domain through diﬀusion and ﬂow, and we do not get this sharp
reaction front characterizing concrete carbonation. Of course, the production
of CaCO3 is also slower for r = 10 than for r = 1000.
We could have used the parameters in Meier et al. [27] and get a better
basis for comparing the results in ﬁg. 4.7. Their boundary conditions are a bit
diﬀerent to the ones we assumed in this case, but we could have tried to get
the same results. Our model is supposedly non-dimensional, but we have not
given the units of the parameters involved or how the dimensional analysis
should be done. In Meier et al. and Peter et al. they do dimensional analysis
[27,36]. It had been interesting have comparable values of the reaction depth.
Now the values for the reaction depth in our results, can not be compared
to the ones in Meier et al. and Peter et al., we can only see that our proﬁles
for r = 1000 at t = 0.1 and t = 0.5, has similar shape to the ones in [27,36].
We have not investigated the inﬂuence of the concrete carbonation re-
action on the porosity. Papadakis et al. [32] states there is a measurable
decrease in porosity as a result of concrete carbonation. This decrease comes
from the precipitation of CaCO3 formed in the reaction, but we let SDiss = 0
assuming no precipitation, that is way the concentration of CaCO3 just grows
and grows in ﬁgs. 4.5 and 4.6. If we plot porosity, we would have seen that
it just increases, due to the precipitation of Ca(OH)2 and not decrease. We
would have liked to have values for SDiss and Ceq which would give us a
decrease in porosity.
When it comes to the water ﬂow and water saturation, we would have
had more experimental data on how the water ﬂow in the concrete, and
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how to model it. If there is any ﬂow to consider or not. Choosing the
van Genuchten-Mulean parameterization here only gave us φw = φw,max due
to the little change in pressure. These equations are taken from reservoir
modeling, where there are big pressure diﬀerences.
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