A high-order Discontinuous Galerkin (DG) finite element time-stepping method is applied for the numerical solution of optimal control problems within the framework of Pontryagin's Maximum Principle. The method constitutes an efficient and versatile alternative to the well-known Pseudospectral (PS) methods. The two main advantages of DG in comparison with the PS methods are: the local nature of the piecewise polynomial solution and the straightforward implementation of element-wise mesh and polynomial refinement if required. Two types of non-linear optimal control problems were analysed: continuous and bang-bang time-solutions. In the case of bang-bang optimal control problems, an h-refinement strategy was developed to achieve agreement between the observed and the formal order of accuracy. The paper also deals with sub-optimal control problems where: (i) time-step is fixed and non-infinitesimal; (ii) the control has two modes (on/off); (iii) the control command is only applied at the beginning of each timestep; and iv) the number of switching instants is large and not known a priori.
Introduction
Since the 1990's, Pseudospectral (PS) methods have become one of the most important tools for optimal control problems (OCPs) (Elnagar, Kazemi, & Razzaghi, 1995) . These methods have gained increased popularity since the minimum-time rotational manoeuver performed in orbit by the NASA space telescope TRACE on August 2010 (Ross & Karpenko, 2012) . One of the most appealing characteristics of the PS methods is the capability of achieving high-order accuracy for smooth OCPs (Tohidi & Noghabi, 2013) . As a result, in the last decade the PS methods have reached a very mature level, as described in the recent review presented in Ross and Karpenko (2012) , and have moved from research tools to industry (Gong, Kang, Bedrossian, Fahroo, Sekhavat, & Bollino, 2007) .
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E-mail addresses: joaochenriques@tecnico.ulisboa.pt (J.C.C. Henriques), jlml@inesc-id.pt (J.M. Lemos), luis.eca@tecnico.ulisboa.pt (L. Eça), luis.gato@tecnico.ulisboa.pt (L.M.C. Gato), antonio.falcao@tecnico.ulisboa.pt (A.F.O. Falcão) . the unknown coefficients are computed at the Legendre-GaussLobatto (LGL) or Chebyshev-Gauss-Lobatto (CGL) points. The highorder accuracy characteristic of the PS methods is usually lost for bang-bang OCPs due to the Gibbs phenomenon that results from the usage of smooth interpolation functions to compute nonsmooth solutions (Fornberg, 1996) . Several approaches have been devised to overcome this issue (Shamsi, 2011; Tohidi & Noghabi, 2013) .
The present paper proposes a Discontinuous Galerkin (DG) finite element time-stepping method for the numerical solution of optimal and sub-optimal control problems based on Pontryagin's Maximum Principle. The DG Method was proposed by Reed and Hill (1973) for the numerical solution of neutron transport problems. Presently, it is a well-established discretization technique for the solution of non-linear partial differential equations with the ability to achieve high-order accuracy. It has found applications in several engineering areas, Computational Fluid Dynamics (CFD) probably being one of the most successful. The method has also been applied to ordinary differential equations (ODEs) in Baccouch (2016) , Schötzau and Schwab (2000) , Shu (2014) and Zhao and Wei (2014) . One of the most important characteristics of the method is the simple implementation of local mesh and polynomial refinement (hp-refinement) that reveals significant advantages when addressing OCPs with bang-bang solutions.
The DG time-stepping method has already been applied to OCPs but not in the context of Pontryagin's Maximum Principle (PMP) (Boucher, Kang, & Gong, 2014a,b; Kraft, 2008; Naveh, BarYoseph, & Halevi, 1999) . In Boucher et al. (2014a, b) , the authors consider only one or two time elements and use high-degree Lagrange polynomials, in a framework similar to the PS methods. hprefinement techniques were not exploited in these works. Here, an approach common to CFD was adopted, i.e., lower degree Legendre polynomials and a larger number of time finite elements.
The DG methods discretize the computational domain in small time elements where the weak formulation is applied. The finite element function space usually consists of piecewise polynomials that are allowed to be discontinuous across element boundaries. The inter-element boundary conditions are weakly enforced.
In the framework of the PMP, the DG method is applied to compute the numerical solution of the state and the adjoint equations. The states, co-states and control variables are approximated using Legendre polynomials and the resultant integrals are evaluated using a Gauss-Lobatto or Gauss-Legendre quadrature rule. The solution method arising from the DG method only involves a common element-wise matrix due to the weak inter-element boundary conditions. The numerical solution implies the factorization of a matrix that is equal for all the time elements, being performed once at the start of the calculations.
The element-wise nature of the continuous approximation provided by the DG method is neatly exploited for bang-bang OCPs. The continuous solution opens the possibility of mesh refinement by the splitting time elements at the zeros of the switching function. If applied iteratively, this technique allows the computation of the switching instants with a prescribed accuracy. As such, the present paper proposes an algorithm for bang-bang OCPs that does not require the a priori knowledge of the number and position of the switching instants. Mesh refinement is straightforward to implement and does not require reassembling the element-wise matrix. These refinement techniques are not available in discrete time integration methods such as the classical 4th-order RungeKutta or 5th-order Dormand-Prince.
The analysis and a posteriori error estimates of the DG method for non-linear ordinary differential equations can be found in Baccouch (2016) . As such, the first step of this development is a Code Verification exercise (Roache, 2009) , where k is the degree of the polynomial approximation and h is the mesh size, see Baccouch (2016) and Shu (2014) for details.
(2) Bang-bang OCP -The second test case shows that highorder accuracy is only achieved for bang-bang OCPs when the control switching instants are located at the boundary of the time elements.
After the demonstration of the numerical properties of the DG method, we present its application to a practical problem: the bang-bang sub-optimal control for the maximization of the power output of an oscillating water column (OWC) wave-energy converter (Henriques, Gato, Falcão, Robles, & Faÿ, 2016; Henriques, Gato, Lemos, Gomes, & Falcão, 2016 ). An oscillating water column is a type of wave-energy converter where a hollow structure is open at the bottom to the action of the waves and at the top to the atmosphere through a duct where a turbine is installed, as illustrated in Fig. 1 . The wave action compresses and decompresses the air entrapped in the air chamber, resulting in a flow that drives a turbine/generator set. Controlling a latching valve installed in series with the turbine can greatly increase the turbine power output. The control of the valve is of the bang-bang type and is usually called ''latching control''. This type of control was initially proposed by Falnes and Budal (1978) for oscillating-body wave energy converters. A sub-optimal latching control algorithm based on Pontryagin's Maximum Principle has been implemented and tested in a hardware-in-the-loop configuration but a serious draw-back has been found. The Dormand-Prince based receding horizon control method occasionally computed a control that opens and closes the latching valve intermittently during a few seconds, see and Henriques, Gato, and Lemos et al. (2016) . In practice, this numerical solution is unacceptable. A careful analysis of the numerical solution revealed that the possible cause for this undesired behavior was the discrete (point-wise) nature of the numerical method.
The present study demonstrates the ability of the DG method to solve the sub-optimal control problem of the spar-buoy OWC, where the latching valve is actuated at boundaries of the time elements. All time elements were assumed to have the same noninfinitesimal duration.
The main contributions of the paper are: (i) the approximation of Pontryagin's Maximum Principle for optimal control problems within the framework of the DG finite element method; (ii) maximization of the integral of the Hamiltonian function by approximating the control variables with the same basis functions of the state and adjoint variables; (iii) a new iterative method for the solution of Pontryagin's conditions; and (iv) a h-refinement algorithm to compute the switching instants of bang-bang OCPs.
The paper is organized as follows. Section 2 formulates the mathematical problem. Section 3 describes the numerical solution of optimal control problems using the Discontinuous Galerkin Method within the framework of Pontryagin's Maximum Principle. The contributions to the numerical error and the determination of the order of accuracy are briefly described in Section 4. Section 5 contains the results obtained in the two Code Verification exercises and in the practical problem of maximizing the power extracted from an OWC. The main conclusions of this work are summarized in Section 6. 
Statement of the problem

Continuous optimal control problems
Consider the following optimal control problem:
• Problem P1 -Find the functions x and u that maximize
subject tȯ
where f ⊂ R n satisfies regularity conditions such that, for a given u, the solution exists and is unique. The set U ⊂ R m describes the constraints applied to u and
is the cost associated with the terminal state x f = x (T ). The final time T is assumed to be fixed and t ∈ [0, T ].
According to Pontryagin's Maximum Principle, the necessary conditions of optimality for the above problem are:
• Problem P2 -Find the optimal control function u(t) such that max
along the optimal trajectories for x and λ that satisfy (2a),
where the Hamiltonian function is defined by
The maximization (3) results from the following lemma adapted from the fundamental lemma of the calculus variations:
• Lemma -Let u(t) be the optimal control function and v(t) a perturbed control function such that
∀t ∈ [0, T ] and ∀v(t) ∈ U .
Proof. By contradiction, assume that there is a t 1 ∈ [0, T ] such that
for some function ϕ(t). Assuming H to be continuous with respect to time, there is a neighbourhood of t 1 , I = [t 1 − σ , t 1 + σ ] where it is also
Since this inequality holds for ϕ(t), it is also true for any function v defined as follows
For this v
since the integrand is a negative function. But this contradicts the assumption (6).
The algorithm proposed for the numerical solution of OCPs is described in Algorithm 1. After setting the initial conditions and a first state solution, the co-states are computed backward in time. The control and the state variables are then solved coupled forward in time. This solution order showed an improved convergence rate in comparison with the backward solution of the control coupled with the co-states. The later required sub-relaxation to achieve the same level of convergence ϵ x . 
Bang-bang optimal control problems
Let us split the computational time domain
The present paper also deals with the numerical solution of the following bang-bang OCP with u ∈ [0, 1]:
• Problem P3 -Find the optimal control u for the Problem P2 where J(u) is a linear function of u, and the control u is assumed to be constant within each time-step I e . The control command is assumed to commute at the boundaries of the time elements. The switching function is computed for each time interval I e as
Let us denote by t s the switching instants. The following considerations arise from the analysis of the proposed numerical approximation for optimal control problem P3:
• The approximate numerical solution of the optimal control (12) does not require that the switching instants are coincident with the boundaries of the time elements.
• If a switching instant t s is located inside the time element I e , the high-order accuracy of the numerical solution is lost but the obtained approximate solution may still be applied to practical problems.
• The high-order accuracy of the numerical solution can be recovered if the element I e is sub-divided iteratively at the 
compute the M switching instants t s of the element I e as the zeros of (∂H/∂u) The mesh refinement Algorithm 2 only tests the splitting of the time elements I e if a transition on the control u is detected. The sub-division is performed at the instants t s where the switching function is zero. The algorithm stops whenever the size of the element I e is smaller than a prescribed size ϵ t or the switching instant t s is closer than ϵ t to the element boundaries.
The test case of Section 5.2 is presented in order to illustrate, in a simpler setting, the main ideas of the proposed numerical solutions to Problem P3.
The discontinuous Galerkin method for ODEs
Weak formulation for the state equations
The Discontinuous Galerkin finite element space is defined as
where P k (I e ) is the space of the polynomials in I e of degree at most k. Although not required, the same polynomial degree k of approximation was used for all the finite elements, I e , that discretize the domain I T .
The DG method seeks an approximate solution
h , and all I e (Huynh, 2011; Shu, 2014) ,
where
The jump term, defined by
serves the purpose of weakly enforcing the left boundary condition x(t − e ) on element I e , see Fig. 2 .
Domain transformation for each finite element
Introducing in (15) an affine transformation from t ∈ I e to τ ∈ [−1, 1], we obtain
where the hat denotes a function mapped onto a local computational domain, τ , using
Legendre polynomials Consider a polynomial approximation of k th order for x in the element I e such that
Choosing Legendre polynomials,p j may be obtained using the Rodrigues formula (Arfken, Weber, & Harris, 2013) 
It can be shown thatp
System of equations Eq. (17) is applied to all elements I e of the computational domain I T . Replacing (19) in (17) and using the set of Legendre polynomials,p i , as test functions,v h , we get a system of algebraic equations
and
The matrix associated with the inter-element boundary condition is given by
The boundary conditions x BC e,j for each element I e are given by
The integrals appearing in (22) and (23) are computed using the Gauss-Lobatto integration rule (Abramowitz & Stegun, 1964) with q points τ ℓ and weights w ℓ , with 1 ≤ ℓ ≤ q, resulting in
(27)
The initial value problem (21) is solved starting from element I 0 , integrating sequentially and element-by-element forward in time. Each component of the state vector x of (2a) is computed sequentially .
Weak form of the adjoint equations
The adjoint equations are integrated backward in time. The weak formulation for the adjoint equations is similar to (15)
Considering a polynomial approximation of kth order for λ, we
The resulting system of equations is given by
The boundary conditions λ BC e,j for each element I e are given by
Maximization of the Hamiltonian function
Following the typical approach of the finite element methods, we approximate each component of the vector of control variables u with a Legendre polynomial such that
The degree k u of Legendre polynomial used in the approximation of the control variablesû h does not need to be equal to the polynomial degree k considered for the approximation of the statex h and adjointλ h variables, see (19) and (29).
The optimal solution u(t) is computed by maximizing the integral of the Hamiltonian, H, in each time interval, I e , using (12). In the present work, the Polak-Ribière optimization algorithm is used to compute theũ e,j that maximizes (35) in each I e (Press, Teukolsky, Vetterling, & Flannery, 2007) . The derivative of (12) with respect toũ e,j required by the optimization algorithm is given for each element by
For bang-bang optimal control problems, we assume a constant value ofû h in each element I e . In our finite element context, a constant value ofû h in each element, I e , is equivalent to a zero degree polynomial approximation (k u = 0)
(37)
Error evaluation and estimation of the order of accuracy
The error arising from the numerical solution of ordinary differential equations has three components: the round-off error, the iterative error and the discretization error (Roache, 2009 ). The round-off error depends on the machine precision and its effect becomes negligible when compared with the other sources of error using double precision variables. The iterative error is due to the non-linearity of the system of ordinary differential equations. Naturally, iterative errors can only be reduced to the level of the round-off error. In the present results, changes between iterations and/or residuals were reduced to values below 10 −10 and so the contribution of the iterative error to the numerical error is negligible when compared to the discretization error.
Discretization errors are a consequence of the polynomial approximations made to the dependent variable of the system of ordinary differential equations. Naturally, discretization errors depend on the order of the polynomial k and on the mesh size h and their evaluation requires the knowledge of the exact solution.
Let φ i stand for any state, adjoint or control variable computed in a mesh i. The L 2 norm of the discretization error for mesh i of equally sized elements is given by
where φ exact is the exact solution, h k is the element size, and α is the coefficient of the leading error term. If the mesh size is sufficiently small to attain the asymptotic range, all higher-order terms, H.O.T., are negligible and p becomes approximately constant and equal to the asymptotic order of accuracy (Roache, 2009) . The value of p may be obtained from the slope of the straight line computed using a linear regression of the discretization errors, DE i , as function of h i , in a log-log scale,
A similar analysis can be performed for a specific time instant, t, by defining the error
It must be stated that Eqs. (38) and (40) assume that the error goes to zero when h → 0, which is only guaranteed if the algorithm is coded without errors. However, Eq. (39) is only valid if the error vanishes with mesh refinement and so a straight line in the loglog plot of DE i as a function of h i guarantees that DE i → 0 when h → 0.
Numerical results
Continuous OCP
Let us consider the two-dimensional initial value problem proposed by Gong, Kang, and Ross (2006) that consists of maximizing the functional
and subject to the dynamicṡ
with initial conditions x 0 = ( 0 1 )
T . The solution of this problem in the context of the DG Optimal Control Method has been presented in Boucher et al. (2014b) . Here, we solve the problem using Pontryagin's Maximum Principle framework. The Hamiltonian function is
and the control u that maximizes H is the solution of ∂H/∂u = 0 given by
The adjoint equations arė
with λ = ( λ 1 λ 2 )
T and
subject to the final condition λ f = ( −4 − 1 )
T . The analytical solution for the states, co-states and control is given in Appendix A.1, see (A.1)-(A.3), respectively. . Since the boundary conditions are imposed using a weak formulation, the respective discretization error is shown in Fig. 4 . This error exhibits the same order of accuracy of the average discretization error.
Bang-bang OCP with analytical solution
The wasps population in a colony is formed by two castes: workers, x, and reproductives, p. At the end of the summer, all colony members die except the reproductives. From an evolutionary perspective, in each year, the goal of the colony is to maximize the number of reproductive elements who will start new colonies in next spring. Let u be the fraction workers and (1 −u) the fraction of reprodutives. The problem of maximizing the reproductives can be modelled by the following equation (Luenberger, 1979) 
The constants b and µ are positive and represent the resources availability and the mortality of workers, respectively. The optimal control problem is to maximize the number of reproductives
in the time interval 0 ≤ t ≤ T subject to the constraint 0 ≤ u ≤ 1. The positive constant c denotes the efficiency with which the resources are converted into new colony elements. The initial condition is x(0) = 1.
The adjoint equation is given bẏ
with λ(T ) = 0. The Hamiltonian is
(51) Comparison between the analytical solution and the 3 levels required to converge the h-refinement algorithm.
It can be shown that for t = T we have u(T ) = 0, see Luenberger (1979) . Since the Hamiltonian is linear in u, the optimal control solution is of the bang-bang type.
The results for the optimal control computed with b = 1, c = 1 and µ = analytical solution for the state, co-state and control is presented in Appendix A.2, see (A.4), (A.5), (A.6), respectively. Fig. 5(a) shows that forcing the switching instant to be located inside a time element has a major effect on the numerical results. By applying the h-refinement Algorithm 2, the switching instant can be computed with a prescribed degree of accuracy, see Fig. 5(b) . Fig. 6 shows the discretization error as a function of the time step ∆t, which is equivalent to the mesh size h. When the switching instant is at the boundary of two time elements, the asymptotic order of accuracy is similar to the formal order of accuracy. However, when the switching instant is not at the boundary of a time element, the convergence rate is significantly different. Figs. 7(a) and 7(b) present the discretization errors obtained with the switching time in the middle of the time element (50%) and at 5% distance to the left boundary of the time element. The reduction in one order of magnitude of this distance implied a reduction in one order of magnitude in the discretization error. The convergence rate is independent of the order of the polynomial and is equal to p = 0.5 due to the existence of the slope discontinuity. However, the error constant α is close to one order of magnitude larger when the slope discontinuity is located in the middle of the time element. Nonetheless, the error is vanishing with the reduction of the time step (straight lines in the log-log plots of Fig. 7) . The only important effect in the reduction of the error is the decrease of the absolute distance of the switching instant to the left boundary of the time element.
Figs. 8(a) and 8(b) show the ability of the h-refinement algorithm to recover the formal order of accuracy, starting from an initial uniform discretization of the overall time domain. The results shown in Fig. 8 are in good agreement with the results depicted in Fig. 6 .
Practical bang-bang sub-optimal control problem
The following test case aims to demonstrate the ability of the DG method to compute a more complex sub-optimal control problem where: (i) the time-step is fixed and non-infinitesimal; (ii) the control has two modes (on/off); (iii) the control may only be applied at the beginning of each time-step; and (iv) the number of switching instants is large and not known a priori.
The spar-buoy OWC is as a two-body system wave energy converter, see Fig. 1 . The spar-buoy (floater and tail tube) was named here as body 1. The air-water interface is modelled as an imaginary weightless rigid piston denoted as body 2. The coupling between the two bodies is due to the power take-off (PTO) system forces and to the forces associated to the diffracted and radiated wave fields.
The buoy and the OWC oscillate essentially in heave. Let 
where m i is the mass of body i, and A ∞ ij represents the limiting value at infinite frequency of the added mass of body i as affected by the motion of body j (Henriques, Gomes, Gato, Falcão, Robles, & Ceballos, 2016) . The resultant forces on both bodies are
where g is the acceleration of gravity, ϱ w is water density, S i is the annular cross sectional area of body i.
The mathematical model is based on linear wave theory where the resulting diffraction force is obtained as a superposition of N angular frequency components, ω m ,
where Γ (ω m ) is the excitation force coefficient, A m is the frequency-dependent wave amplitude, φ i,m is the phase response of body i at the angular frequency ω m and φ r is a random phase. The frequencies ω m result from a discretized Pierson-Moskowitz spectrum, see and for details. A total of N = 300 waves were used in the numerical simulations.
The radiation terms R 12 , R 21 and R 22 were neglected since they are much smaller than R 11 . The radiation of the buoy will be computed using a constant hydrodynamic coefficient model (Kurniawan, Hals, & Moan, 2011), resulting in
where B(ω) is the radiation damping in the frequency domain and ω p is the wave spectral peak frequency. The hydrodynamic parameters A ∞ ij , B ij , R ij , Γ i and φ i were computed using the WAMIT software package . This software uses a Boundary Integral Equation Method to compute these coefficients as a function of the wave frequency, as described in Lee and Newman (2004) .
The time variation of the dimensionless relative pressure oscillation inside the air chamber is modelled aṡ
Here, p at is the atmospheric pressure, p is the instantaneous pressure inside the air chamber,
is the instantaneous volume of air inside the chamber, V 0 is the volume at hydrostatic conditions, and Q turb is the volumetric flow rate through the turbine. The constant γ = 1.4 is the specific heat ratio for the air and β = 1 − 1/γ . The control u models a latching valve installed in series with the turbine valve to cut-off the flow rate. The dimensionless rotational speed of the turbine/generator set is computed usinġ
Here, I is the moment of inertia, Ω is the turbine rotational speed (in radians per unit time) and Ω nom is a reference rotational speed at nominal conditions. When the latching valve is closed, u = 0, the turbine aerodynamic torque is zero (lossless turbine). Since (58) and (61) are linear functions of u, the optimal control is of the bangbang type. The PTO system for the spar-buoy OWC under analysis consists of a lossless biradial turbine and a generator. The performance characteristics of the turbine are usually presented in dimensionless form (see Dick (2015) , Dixon and Hall (2013) ), where
are the dimensionless pressure head, the dimensionless flow rate, the dimensionless power, and P turb = p at p * Q turb . In Eqs. (62)- (64), d is the turbine rotor diameter, and ϱ at is the density at sea-level atmospheric conditions.
In the present work, the dimensionless flow rate was assumed to be related to the dimensionless pressure head through
where k = 0.195 and l = 0.6 are turbine type dependent constants. The sign function is defined as
The turbine flow rate and aerodynamic torque are computed from Eqs. (62)- (65) as
with T turb = P turb /Ω. Eq. (68) shows that the turbine aerodynamic torque is proportional to Ω torque should follow a relation of the type
to maximize the turbine power output. For the used buoy geometry, found that the optimal values for the constants r and s are 0.025 and 2.33, respectively. The value of s is slightly higher than 2 as a result of the coupling between the turbine aerodynamics and the spar-buoy OWC hydrodynamics. The system of Eqs. (52), (56) and (59) written as a first-order ordinary system of equations yieldṡ
where x is the state vector
and the right-hand side (RHS) is defined by
The first four equations describe the motion of the buoy and the OWC. The functions f 1 and f 2 are given by
Here Henriques, Gato, and Lemos, et al. (2016) for details.
The optimal control aims to maximize
is a dimensionless power directly proportional to the instantaneous turbine aerodynamic power and ε is a regularization parameter. The term ε(1−u)
2 is required to obtain a time-stable solution. To overcome the instability of Pontryagin's Maximum Principle based methods that has been reported in Bryson and Ho (1969) , all the state variables were carefully scaled to ensure that they had all the same order of magnitude. Typically, we have O[ Since the control is of the bang-bang type, the integrand for switching function (13) is given by
T turb
.
It should be noted that λ 5 and λ 6 are dimensionless and the term (A) of (77) is per unit time, so that the sum (A) is physically meaningful. The constant ε appearing in (B) is dimensionless. By assuming a lossless turbine, the dimensionless power is always non-negative, P * turb ≥ 0. The term (B) appearing in (77) can be understood as a threshold to avoid opening the latching valve when the available pneumatic power is too small. The integrand (77) is only zero at the points where the pressure crosses zero, p * = 0 ⇒ Ψ = Φ = Q turb = T turb = P * turb = 0. Due to the oscillatory nature of the excitation force -the ocean waves -this event only happens typically twice in each wave cycle with a period, T w , between 6 and 16 s.
The results for this optimal control test case were computed considering a forth-order polynomial approximation and a time interval T = 200 s. As the considered time intervals, ∆t, are much smaller that the typical wave periods, ∆t ≪ T w , the h-refinement algorithm was not used for this example.
Figs. 9(a) and 9(b) report 7 cases, C1-C7, of optimal latching control of a spar buoy OWC. The set C1-C4 addresses the effect of regularization parameter ε on the convergence properties of the algorithm and the time-averaged turbine power output. Decreasing the regularization parameter ε increases the time-averaged turbine power output, cases C1-C3, until there is threshold from which the computations become unstable, case C4. Cases C1 and C2 have the same turbine power output but the performance index J(u) is a function of ε, see Fig. 9(b) . The comparison between cases C3 and C5 shows that the time step has a marginal influence on the turbine power output and the convergence properties of the method. The same conclusions apply to cases C4, C6 and C7.
The results of Fig. 9 (a) demonstrate that optimal latching control can increase the turbine power output by more than 100%.
The regularization parameter ε has a major effect on both the maximization of the turbine power output and the convergence properties of the method. However, it is not a issue to tune the value of ε.
The time series results of the control and the dimensionless relative pressure are plotted in Fig. 10 . For comparison purposes, the pressure is also plotted for the case without latching control. Fig. 10(a) shows that for the smaller ε the latching valve operates in several occasions for very short time intervals. Increasing the effect of the regularization term promotes the stable operation of the turbine at the cost of reducing the time-averaged turbine power output. From Fig. 10(b) we check that the latching control increases the power output by greatly increasing the pressure peaks. In the case of the lower ε this behavior is enhanced. Interestingly, when the valve is closed for longer time-periods, pressure peaks have a larger increase in comparison with the uncontrolled case. Due to the compressibility of the air, the exhalation and the inhalation cycles are not symmetric.
Conclusions
DG method is a very well established technique in several engineering areas where versatile high-order numerical methods are required. The current paper applies this finite element method to optimal and sub-optimal control problems within the framework of Pontryagin's Maximum Principle. The results presented show that the DG method is able to attain an order of accuracy similar to the PS methods, with the advantage of straightforward implementation of mesh and polynomial refinement. Adaptive mesh refinement was exploited in a theoretical test case to obtain highly-accurate bang-bang solutions without prior knowledge of the switching instant. A final practical test case demonstrates the solution of a bang-bang sub-optimal control problem with a large number of switching instants. The problem aimed to maximize the time-averaged turbine power output of an oscillating water column wave energy converter through the control of a valve installed in series with the turbine.
The DG method can be seen as an efficient alternative to the well-known PS methods with several advantages. The comparison of PS and DG techniques shows that:
• Both methods seek a polynomial approximation to the solution and use an integral form of the differential equations. • PS methods integrate directly the differential equations using typically Gauss-Lobatto or Gauss-Radau quadrature rules.
• DG methods satisfy the differential equations in a weak sense. The original differential equations are multiplied by a weighting function and then integrated over the domain. The quadrature is performed locally using any integration rule that gives the desired accuracy.
• In PS methods, high-order polynomials are usually selected to compute the approximate solution over the whole computational domain.
• On the other hand, for DG methods a discretization of the computational domain in multiple finite elements is preferred in conjunction with the use of lower-order polynomials. The goal is to reduce the numerical oscillations associated with high-order polynomials.
Appendix. Analytical solutions
A.1. Test case 1
The analytical solution is given by 
A.2. Test case 2
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