Estimation of individual effects in quantile regression can be difficult in large panel datasets, but a solution is apparently offered by a computationally simple estimator by Ivan Canay (2011, The Econometrics Journal ) for quantile-independent individual effects. The Canay estimator is widely used by practitioners and is often cited in the theoretical literature. However, our paper discusses two fallacies in Canay's approach. We formally prove that Canay's assumptions can entail severe bias or even non-existence of the limiting distribution for the estimator of the vector of coefficients, leading to incorrect inference. A second problem is incorrect asymptotic standard error of the estimator of the constant term. In an attempt to improve Canay's estimator, we propose a simple correction which may reduce the bias. Regarding the constant term, we focus on the fact that finding a √ nT consistent first step estimator may be problematic. Finally, we give recommendations to practitioners in terms of different values of n/T , and conduct a meta-review of applied papers, which use Canay's estimator.
Introduction
Use of panel data quantile regression models dates back to Koenker (2004) , who considers the equation Q y it (τ | x ij ) = α i + x it β(τ ), t = 1, . . . , T i , i = 1, . . . , n, where Q y it (τ | x ij ) denotes the value of a given quantile for conditional distribution of the continuous dependent variable y for observation i at period t. The equation specifies the individual effects α i as n additional unknown parameters, but their estimation is difficult since n can be very large in panel datasets.
A solution is apparently offered by a computationally simple estimator by Ivan Canay (2011, The Econometrics Journal ) for quantile-independent individual effects. Canay (2011) proposes a two-step procedure, which first gives a consistent estimation of individual effects using the within estimator and then applies the pooled version of the panel data quantile regression to the dependent variable cleared of the estimated individual effects. The Canay estimator is widely used by practitioners and is often cited in the theoretical literature. According to the Wiley online library, there are 120 citations in Web of Science journals (as of December 31, 2018), while Google Scholar gives 389 citations. The empirical applications include papers in The Journal of the European Economic Association, The Economic Journal and Empirical Economics, while theoretical references appear in Econometrica and The Journal of Econometrics.
However, as we show in this note, Canay's approach causes two types of incorrect inference. Firstly, the statistical tests based on the asymptotic distribution of the estimator of the coefficients may be wrong. Indeed, the main result in Canay (2011) claims the existence of a limiting distribution for the estimators of the model coefficients under the requirement of n/T s → 0 for some s > 1, which admits panels for which n grows faster than T (socalled wide panels). Yet, we demonstrate that the limiting distribution does not exist for wide panels. Secondly, the inference based on the asymptotic distribution of the estimator of the constant term is incorrect for another reason, owing to violation of the required assumption of additive expansion of the first step estimator into a sum of independent terms. We prove that the terms are mutually dependent for different time periods and, as a result, the derivation of the asymptotics of the second step estimator of the constant term fails. Our simulations demonstrate these two issues and their consequences for the inference.
In an attempt to improve the estimator, we propose a simple correction which may sometimes reduce the bias, although it does not alter the asymp-totic behavior. As for the standard errors of the intercept estimator, we consider a simple example of a panel data model with individual effects for which we formally prove the impossibility of constructing a √ nT consistent estimator of the error term. This shows the imperfection in Canay's approach which relies on such an estimator to prove the asymptotic properties of the two-step estimator.
The remainder of this note is structured as follows. Section 2 provides a theorectical critique of the estimator, and Section 3 gives the results of simulations. The approaches to improve the estimator are discussed in Section 4. Section 5 suggests recommendations to practitioners and outlines key data issues in literature that applies the estimator. An Appendix gives a metareview of 81 papers using the estimator, which have appeared in journals indexed by the Web of Science.
Theoretical critique
The approach proposed in Canay's article uses a two-step estimator for the following model Y it = X it θ(U it ) + α i , i = 1, . . . , n, t = 1, . . . , T, where U it is uniformly distributed on (0, 1) and does not depend on (X it , α i ). Here X it includes the constant term, and the identification condition E[α i ] = 0 is assumed.
At the first stage, a √ nT consistent estimatorθ µ of θ µ = E[θ(U it )] is used to computeα
The second stage definesŶ it ≡ Y it −α i and the estimatorθ(τ ) aŝ
where ρ τ (u) = uI(τ − I(u < 0)) and v it are positive weights, commonly set to one in estimations. The asymptotic properties of the two-step estimator are derived using the key assumption described below, the most important part of which is an additive expansion ofθ µ with the independence of its terms ψ it . Assumption 4.2, Canay (2011) The first-step estimatorθ µ admits the expansion
where ψ it is an i.i.d. sequence of random variables with E[ψ it ] = 0 and finite
Assumption 4.2 is then used for the derivation of the asymptotic normality of the second step estimator.
1 Note that the assumption is roughly equivalent to a √ nT consistency of the first step estimator, where √ nT (θ µ − θ µ ) converges to a finite distribution.
Theorem 4.1, Canay (2011) Let n/T s → 0 for some s ∈ (1, +∞). Under Assumptions 3.2, 4.1 and 4.2
is defined in the equation below, and ∞ (T ) is the set of uniformly bounded functions on T . The matrix Ψ(τ, τ ) is given by
Next, the within estimator is taken to satisfy Assumption 4.2 (see the lemma below) and therefore supposed to be an appropriate first step estimator. It is then used to construct the asymptotic covariance matrix of the two-step estimator.
is non-singular with finite norm, n/T a → 0 for some a ∈ (0, ∞) and let Assumptions 3.2 and 4.1 hold. The within estimator of θ µ satisfies Assumption 4.2 with the influence function
and Ω U U non-singular with finite norm.
There are two errors in Canay's conclusions. Firstly, Theorem 4.1, Canay (2011) claims that the asymptotic distribution of the limiting process G(·) has the zero mean under the condition n/T s → 0 for s ∈ (1, +∞). This condition holds for wide panels, for which n grows faster than T . However, as we show in Proposition 2.1 below, the bias inθ(τ ) goes to zero with rate 1/T , so the asymptotic property requires the condition n/T → 0 (if n/T → ∞, the limiting distribution does not even exist). As a result, the asymptotic inference becomes incorrect for wide panels. Secondly, there is a fallacy in Lemma A.4, Canay (2011) , which states that the within estimator satisfies Assumption 4.2, Canay (2011) , and can be used as a first-step estimator in Theorem 4.1, Canay (2011) . Namely, the assumption of independence of the first components ψ 0 it is unjustified. So the within estimator does not satisfy Assumption 4.2, Canay (2011) and the asymptotic standard errors are incorrect for the constant term.
Proposition 2.1 Given the conditions of Theorem 4.1, Canay (2011) T · biasθ(τ ) generally does not converge to zero. So when n/T → 0, the limiting process G(·) either has a non-zero mean lim n,T →∞ √ nT biasθ(τ ) or or the limiting process does not exist.
Proof Consider the model
Under the definition of u it = X it (θ(U it ) − θ µ ) from the proof of Lemma A.4, Canay (2011) , the model can be expressed as
where u it are i.i.d. across i and t (and uncorrelated with X it ), but α i are constant for different t under fixed i.
Therefore,
The third term in the last expression of (2.7) is independent of the first and the second terms, and generally cannot offset the bias in the first term, which tends to −(1/T ) θ s (τ ) − θ s µ when n → ∞. The same argument applies tô θ 0 (τ ). This proves that T · bias(θ(τ )) generally does not converge to zero. Consequently, √ nT · bias(θ(τ )) also does not converge to zero if n/T → 0. Since weak convergence in Theorem 4.1, Canay (2011) implies convergence of expected values, we can conclude that if n/T → 0, then generally the limiting process is either biased from zero or does not exist. This completed the proof.
Next, we summarize the second issue in the proposition below. Proof Similarly to the proof of Proposition 2.1, we start with expressing the model by equation (2.5). Then, taking expectations, we obtain
The last three terms in the expression for ψ 0 it are i.i.d. across all i and t. Consider t = t . Since ψ 0 it and ψ 0 it contain the same term α i , they are generally correlated. This completes the proof. Remark 2.1 Looking at the three terms in the last line of (2.7), we can see that the problematic estimator θ 0 µ enters the expression ofŶ it as a constant shift. This implies that it does not affect the estimates of the slope θ s (τ ) and their variance. Hence, we can conjecture that only the asymptotic standard error of the constant term is incorrectly computed in Canay (2011) .
Remark 2.2 Canay (2011) provides a bootstrap procedure, which is based on sampling individuals, and is in line with Galvao and Montes-Rojas (2015) . The simulations analyses in both of the above papers show that the standard errors are correct for the estimators of all model parameters. Note that Canay's results give the standard errors of the estimators of the slope only. So in our simulations, we report the bootstrap standard errors for the estimator of the whole vector of coefficients. Our results demonstrate that the bootstrap provides for correct standard errors of the estimator of the slope and the constant term.
Nonetheless, the bootstrap does not enable correct inference for wide panels. Indeed, the bootstrap distribution converges to a limiting distribution, and the limiting distribution has a large bias for such panels.
3 Simulations that demonstrate incorrect inference
Simulation details
We simulate the following data generating process:
where U it is uniformly distributed over [0, 1] , X it follow gamma distributions with shape α and scale β, and η i is N (0, σ 2 ) (all are mutually independent). For all experiments we set α = 1, β = 1, σ = 1, and generate B = 1000 samples. The maximal n is 4000 and the maximal T equals 320.
The process in (3.1) involves all X i1 , . . . , X iT in constuction of α i . To make the results comparable, we always simulate the panel of the longest length (T = 320), trim it to the desired size, and then make estimates. Accordingly, the joint distribution of X it , Y it is the same in all experiments.
We compute both asymptotic standard errors and bootstrap standard errors, using Canay's methodology. The bootstrap standard errors are obtained by taking R = 500 pseudosamples of individuals, estimating the model coefficients R times, and taking the standard deviation of the R calculated values. See the formulae in Appendix B in Canay (2011) .
Bias of the limiting distribution
Firstly, we examine the bias ofθ(τ ). Note that the behavior of the bias of θ 1 (τ ) andθ 0 (τ ) is similar, so here we focus on the more important issue of the bias for the slope estimator. The estimator of the intercept is of lesser importance as it can only be used for calculating the conditional quantile forecasts, which rarely happens in empirical applications. Practitioners are primarily focused on interpreting the impact of individual factors X s it . Tables 1 and 2 summarize our findings. Proposition 2.1 shows that the bias tends to zero with rate 1/T , so T · bias(θ 1 (τ )) does not converge to zero when n, T → ∞. We calculate the estimates for a range of panel sizes in n and T to demonstrate this issue with simulations. The results, which are shown in Table 1 , reveal that T ·θ 1 (τ ) does not tend to zero with increase in n or T . Table 1 shows that the bias may have different signs. In particular, the bias is positive for small τ , negative for large τ , and close to zero for τ = 0.5.
The fact that √ nT bias(θ 1 (τ )) does not converge to zero when n/T → 0 can have a serious impact on the distribution of the z-statistics of the coefficients. To demonstrate this, we consider a set of panels with different values of n/T and calculate the z-statistic based on true value of θ(τ ):
Table 2 reveals that similarly to √ nT bias(θ 1 (τ )), the absolute value of the bias of the z-statistic E[zθ 1 (τ ) ] grows considerably with increase in n/T . Yet, E[zθ 1 (τ ) ] should be centered around zero. Note that the problem with the shifted distribution of the z-statistic is most evident in low and high quantiles. For instance, the probabilites P (|zθ 1 (τ ) | > z 0.975 ), where z 0.975 is the 0.975 quantile of the standard normal distribution, become large for quantiles τ = 0.2 and τ = 0.8. This does not correspond to the asymptotic property derived in Theorem 4.1, Canay (2011) , which implies that the distribution of zθ
should be close to the standard normal. Figure 1 provides a graphic representation of the probability density of z-statistics. We observe large shifts of z-statistics for τ = 0.2 and for τ = 0.8, while the bias manifests itself only modestly at median value of τ = 0.5.
At the same time, we can say that Canay's estimator performs well in terms of the asymptotic standard errors of the slope coefficients. This can be inferred from the second row in all three panels of Table 2 . The expected value of the ratio se(θ 1 (τ ))/σ(θ 1 (τ )) is close to one. The bootstrapped standard errors are also close to one. (See the fifth rows of the panels in Table 2 .) Accordingly, the bias appears to be the only problematic issue with Canay's estimator, and it can be severe for panels with high values of n/T . 
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Incorrect asymptotic standard error of the intercept
The second set of simulations focuses on asymptotic standard errors of the estimator of the constant term. We take the ratio of the standard error ofθ 0 (τ ) to the true standard deviation and examine its expected value E
. Similarly to the first set of experiments, we consider n in range 125 to 4000 and T in range 5 to 40. As is shown on Table 3 , the value of the ratio falls with an increase in T . Accordingly, the estimator of the standard error is inconsistent, which leads to incorrect inference. We may also note that for each T the value of the ratio does not change with growth in n. Note that the decrease of the expected value of the ratio in T also reveals the incorrect rate of convergence of the asymptotic standard error. Indeed, the rate should be equal to 1/ √ n, but the estimated rate in Theorem 4.1, Canay (2011) is 1/ √ nT . Finally, we conduct simulations to focus on the distribution ofθ 0 (τ ) in terms of the indicators examined in Table 2 . Here our analysis concentrates on standard errors, so we do not consider panels with different values of n/T , as z-statistics would have different biases in such cases. Instead, we focus on panels with a constant ratio n/T , which would be expected to produce approximately unchanging bias. The results reported in Table 4 indicate that the distribution of the z-statistics becomes wider when T grows, and the probability P (|zθ 0 (τ ) | > z 0.975 ) overwhelmingly exceeds 0.05. The fact is observed at all analyzed quantiles (τ = 0.2, τ = 0.5, τ = 0.8).
On the other hand, the bootstrap standard errors se * (θ 0 (τ )) seem to be Table 3 :
for different panel sizes n = 125 n = 250 n = 500 n = 1000 n = 2000 n = 4000 correct, as shown in the last lines for all the panels of Table 4 . Figure 2 shows the probability distribution of the z-statistics forθ 0 (τ ). The distribution of z-statistics stretches to infinity when T grows. This means that the p-values of tests, based on these statistics, will be severely underestimated.
4 Can the estimator be improved?
Limiting distribution of coefficients
To ensure existence of the limiting distribution for the two-step estimator introduced in Canay (2011) it should be sufficient to change the requirement for the rates of convergence of n and T : n/T s → 0 for some s ∈ (0, 1]. This means that the inference is possible for long panels only, similarly to the other estimators of quantile regressions for panel data (see Kato et al. (2012) ).
Is there a way to reduce the bias, so that the asymptotics would work without the requirement of n/T → 0? Here we discuss an approach to eliminate the parametric term −(1/T )(θ(τ ) − θ µ ) from the bias ofθ(τ ). If we use the following expression for the fixed effect estimate: 
As a result, the parametric part of the bias is removed. Note that the other part of the bias, which is caused by the last two terms in (2.7) increases (due to the fact that T − 1 now appears in the denominator instead of T ), but asymptotically it does not change. Unfortunately, the second term
still makes the bias tend to zero with the rate of 1/T , so the new estimator is still unsuitable for wide panels. Intuitively, elimination of the additive individual effect requires an additive transformation similar to that in Canay (2011) or the use of the general quantile regression technique for panel data. But both ways may not work for wide panels. Indeed, the former leads to bias equivalent to 1/T or worse, since α i can be estimated by using at most T observations. The latter requires large values of T , as is shown in Kato et al. (2012) . Table 5 demonstrates the bias for the corrected estimator. The correction significantly reduces the absolute value of the bias for low and high quantiles. However, the bias goes up for τ = 0.5. This can be explained by the fact that the correction becomes minuscule for τ so that θ(τ ) is close to θ µ . 
Asymptotic standard error of the intercept
Finding a √ nT consistent estimator of the constant term, as is required by Canay's procedure for the correct inference, is problematic in the model with individual effects α i . Indeed, a new observation significantly improves the accuracy of the estimator of the constant term only if it contains information about a new individual (hence, about new α i ). Here we provide a simple example of a panel data model with individual effects, for which we strictly prove that such an estimator does not exist. ) and α i are independent of ε jt for all i, j, t (j = 1, . . . , n). Suppose σ α and σ ε are known. Then, the following inequality holds for any unbiased estimatorμ of µ
Soμ can be only √ n consistent, and not √ nT consistent.
Proof The joint distribution of Y = (Y 11 , . . . , Y 1T , . . . , Y n1 , . . . , Y nT ) is Gaussian with the mean µ = (µ, . . . , µ) and the covariance matrix I ⊗ Σ, where
This implies that the Fisher information for µ is
where ι = (1, . . . , 1) is a unity vector of length nT .
An application of the Cramér-Rao bound (see Amemiya (1985) , Theorem 1.3.1) completes the proof.
As a result, we can conclude that the rate of convergence ofθ 0 (τ ) cannot be 1/ √ nT in general, and the estimator of the intercept cannot be included in the same process asθ s (τ ) in Theorem 4.1, Canay (2011) .
Can the properties of the estimator be improved by removing the constant term from regressors X it ? This implies a modification of the Canay (2011) model by imposing a restriction concerning the independence of constant terms across quantiles. Note that the original formulation is essentially:
which provides for different constants at different quantiles τ . Only individual effects are quantile-independent. Removing the constant term leads to the following modified equation:
(for convenience, we keep θ 0 and its identifation condition E[α i ] = 0). The modified model does not contain θ 0 (τ ), which eliminates the issue of different rates of convergence for different components of the vectorθ(τ ). Nonetheless, the estimator of θ 0 is only √ n consistent. This slow rate of convergence ofθ 0 should be taken into consideration in constructing confidence intervals for the conditional quantile predictions.
Note, however, that the problem with the bias under n/T → 0 still persists in the modified model.
On the applicability of the estimator

Assumption concerning mutually independent regressors
One of the applicability conditions for the Canay (2011) estimator requires the independence of regressors X it both across i and across t. Yet, it is hard to satisfy this condition in empirical work. To assess the bias of the estimate, when X it are correlated in t, we conduct the following experiment. X it ∼ Γ(4, 1) as in the previous rounds of simulations, but X it are dependent across time through a moving average process:
where x it are iid with Γ(1/2, 1). Table 6 shows the bias for Canay's estimator applied to data with regressors that are dependent across time.
The results of this simulation are directly comparable with Table 1 , and we see that the bias differs across models with dependent and independent regressors. Note that the difference between the values of T ·bias(θ 1 (τ )) in the models with independent and dependent regressors is particularly noticeable for small T . At the same time, dependent regressors introduce only a minor additional bias under large T . So we may conjecture that if the process for X it is ergodic in t, then there is no reason to expect the estimator to be inconsistent. The asymptotic standard errors presented in Table 7 are worse than standard errors, computed under the assumption of independent Table 2 , especially for panels with relatively low T . On the other hand, the bootstrapped standard errors seem to work for regressors that are dependent across time, as can be seen in the last lines of each panel in Table 7 .
Implications for practitioners
In this note we have touched on several problematic issues with the Canay (2011) estimator. We will now outline major concerns, relating to applicability of the estimator for purposes of empirical analysis. Firstly, the use of the estimator may cause incorrect inference, owing to the bias in the limiting distribution in wide panels. Secondly, the estimator may lead to wrong inference due to incorrect asymptotic standard error of the constant term. Finally, the assumption of independence of the predictors across time may be unlikely to hold in practice. Note that the second issue is the least important among the three problems. Indeed, practitioners focus on the intercept only for the purposes of forecasting or computing residuals, and this task is rarely the purpose of panel data analysis. Indeed, none of the 81 papers in our meta-review of the applied literature carried out such an exercise or interpreted the significance of the intercept. Our theoretical and simulational analysis suggests that the applicability of Canay's estimator is particularly problematic with panels, where n/T is large. Panels with small n/T may not suffer from the bias in the limiting distribution of the estimator of coefficients. Nonetheless, regressors that are dependent across time lead to incorrect asymptotic standard errors in such panels. The use of bootstrap methodology, especially where there is large T , could offer a solution. Table 8 presents a summary of the caveats regarding use of the estimator in applications. large n/T The distribution of the estimates for the vector of coefficients significantly differs from the asymptotic distribution, given in Theorem 4.1, Canay (2011) . It is hard to make inference and conduct tests on coefficients. The asymptotic standard error of the intercept is incorrect.
No solution small n/T , independent regressors
The distribution of the estimates of slope coefficients is close to the asymptotic distribution, given in Theorem 4.1, Canay (2011). However, the asymptotic standard error of the intercept is incorrect.
Bootstrap may help to solve the problems with standard errors of the intercept.
small n/T , regressors correlated across time periods
The distribution of the estimates of slope coefficients differs from the asymptotic distribution, given in Theorem 4.1, Canay (2011) . The asymptotic standard error of the intercept is incorrect.
Bootstrap may help to solve the problems with standard errors of the estimates for the vector of coefficients.
A meta-review of applications in the literature
To assess to what extent practical applications may be affected by the problems of the estimator, we examined all citations to the Canay (2011) paper from the Wiley Publishers webpage of The Econometrics Journal (as of December 31, 2018) . Of the 120 papers in Web of Science journals, which gave cited the paper, 81 employed the estimator, while others mentioned it among other theoretical approaches for analysis using panel data and quantile regression. Literature in numerous fields of macroeconomics, microeconomics, and finance makes use of the Canay (2011) estimator. Empirical papers most often study heterogeneity of firm behavior in terms of various issues in industrial organization or corporate finance. Another frequently occuring research question in these papers is differences in the behavior of individuals and households on markets for labor, education, or energy. The Canay (2011) estimator is also applied for the analysis of longitudinal data on the development or trade in various countries or regions. Striking and rare examples of empirical work using the estimator include the economics of sovereign ranking, traffic accidents, languages spoken in the EU, and political parties.
We focus primarily on panel size (n, T , and n/T ) and the use of bootstrap methodology for standard errors. As shown in the summary Table 9 and the full review in the Online Appendix, the majority of papers work with large sample sizes and relatively short time periods, which leads to higher values for n/T .
Only 6 papers have n/T below 1 and 17 papers use n/T from 1 to 10. These are mainly long macro panels with annual data on a number of countries. Large value of T (and hence relatively low n/T ) can be achieved here by using quarterly data on regions or firms.
The value of T is most often rather low, and only 24 papers estimate panels with T ≥ 20. A few papers attempt to increase the length of the panel by using monthly data, but the sample size in these papers is still large to enable low values of n/T .
It should be noted that 60% of papers report the use of bootstrap methodology for standard errors. The coefficient for the intercept and its standard error is given in about 35% of papers (roughly half of them do not use the bootstrap approach). Yet, none of these analyses interprets the value or the significance of the intercept.
To summarize, a small share of applied works use data with low values of n/T and large T . Arguably, these works provide correct inference on the coefficients (and on the standard error of the intercept under the bootstrap procedure). High values of n/T and low values of T may cause a problem in applied estimates, owing to the issue of regressors that are dependent across time and to the asymptotic bias of the coefficients. Table 9 : Summary table on applied papers n/T < 1 1 ≤ n/T < 10 10 ≤ n/T < 100 100 ≤ n/T < 1000 n/T ≥ 1000 Note: 4 papers did not report the value of n or T .
Number
Appendix: A meta-review of applied literature on the Canay (2011) estimator
To assess to what extent practical applications may be affected by the problems of the estimator, which have been described in our Comment, we examined all citations of the Canay (2011) paper from the Wiley Publishers webpage of The Econometrics Journal (as of December 31, 2018) . Of the 120 papers in Web of Science journals, 81 works employed the Canay (2011) estimator, while others mentioned it among other theoretical approaches for analysis using panel data and/or quantile regression.
Following the suggestions to researchers on applicability of the estimator, which were outlined in the main text of our Comment, we focus on panel size (n, T , and n/T ) and the use of bootstrap methodology for standard errors in the analyzed papers. A number of caveats apply to the review table below. Firstly, papers sometimes reported only the total number of observations (i.e., the product of nT ), so we inferred the sample size n by dividing the number of observations by the length of panel. This should be regarded as an approximation, as the real-world panels are often unbalanced. The resulting value may not be a whole number. Secondly, various specifications in the same paper could employ different number of observations (for instance, due to missing values for key variables in each specification). Since we argue that applicability of the Canay (2011) estimator requires the lowest possible value of n/T , the review table reports the minimal value of n for each paper. Finally, no use of bootstrap methodology was assumed, unless otherwise explicitly stated in each paper. 
