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(F. De Simone), touradj.ebrahimi@epﬂ.ch (T. EbrahimThis paper proposes an efﬁcient video coding method using audio-visual focus of attention, which is
based on the observation that sound-emitting regions in an audio-visual sequence draw viewers’ atten-
tion. First, an audio-visual source localization algorithm is presented, where the sound source is identi-
ﬁed by using the correlation between the sound signal and the visual motion information. The
localization result is then used to encode different regions in the scene with different quality in such a
way that regions close to the source are encoded with higher quality than those far from the source. This
is implemented in the framework of H.264/AVC by assigning different quantization parameters for differ-
ent regions. Through experiments with both standard and high deﬁnition sequences, it is demonstrated
that the proposed method can yield considerable coding gains over the constant quantization mode of
H.264/AVC without noticeable degradation of perceived quality.
 2010 Elsevier Inc. All rights reserved.1. Introduction
It is well known that the human attention mechanisms play an
important role in visual perception. When humans observe a scene
in a video sequence, only a small region around the point of ﬁxa-
tion is captured at a high resolution, while the resolutions for the
peripheral regions drastically decrease with eccentricity. There-
fore, even if visual quality degradations appear in peripheral re-
gions, they may not be noticeable to human viewers. This
implies that it may not be necessary to encode the whole scene
with a uniform quality; compression efﬁciency can be achieved
by discarding imperceptible information outside the small ﬁxation
region without signiﬁcant impact on perceived quality. Several
techniques have been proposed for such visual attention-based
coding, where spatial prioritization schemes determine the priori-
ties of different regions in the scene and encoding is performed
according to those priorities. The priority can be determined
through bottom-up saliency detection, face detection, moving ob-
ject detection, and so on [1–6].
Although previous attention-based coding approaches have
been shown to be effective through subjective and objective exper-
iments, they are still far from fully exploiting the actual attention
mechanism of the human visual system. One of the interesting
and important aspects of the human visual system is the visual
attention guided by the acoustic modality, which has been rarely
addressed previously. One can imagine that audio events aroundll rights reserved.
, francesca.desimone@epﬂ.ch
i)us often attract our visual attention, e.g. making us turn our heads
or eyes toward the sound source. Psychological studies have dem-
onstrated the importance of the acoustic cues in the visual atten-
tion due to their cross-modal interaction. An auditory stimulus in
a particular location tends to draw visual attention occurring at
the same spatial location [7]. Moreover, such orientation of atten-
tion can improve perception of the subsequent visual stimulus [8].
Motivated by these observations, we propose a novel video cod-
ing method based on audio-visual focus of attention. It is assumed
that the sound source and its neighboring region in multimedia
content is the region-of-interest (ROI) that attracts human observ-
ers’ visual attention. First, we present an audio-visual source
localization algorithm in which, for a given video sequence accom-
panied with an audio channel, the region emitting the sound is
localized by analyzing the correlation between the acoustic and
the visual signals. The algorithm has advantages in that it does
not impose any assumption on the sound source and can be ap-
plied to conventional audio–video sequences containing only one
audio channel. Then, we propose an optimized video coding
scheme using the audio-visual source localization result. Each
frame of the visual sequence is divided into several regions accord-
ing to their spatial distance from the sound source. By utilizing the
ﬂexible macroblock ordering (FMO) scheme in H.264/AVC, each
region is mapped into a slice that is encoded with a different quan-
tization parameter (QP). For a slice far from the sound source, a
large QP value is assigned so that a small number of bits are allo-
cated for encoding of the slice in comparison to a slice near the
sound source. The experimental results on various standard deﬁni-
tion (SD) and high deﬁnition (HD) contents show that the proposed
method can improve coding efﬁciency in comparison to the
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subjective quality evaluation tests were conducted in order to
investigate the relationship between the obtained coding gain
and the perceived quality degradation, which conﬁrms that consid-
erable coding gains can be achieved without perceptible degrada-
tion of quality.
The rest of the paper is organized as follows. The next section
introduces previous work related to the proposed method. In Sec-
tion 3, an audio-visual source localization algorithm is described.
Section 4 presents the proposed efﬁcient video coding strategy that
exploits the source localization results. Section 5 demonstrates the
effectiveness of the proposed method through objective and
subjective experiments on both SD and HD sequences. Finally, con-
cluding remarks are given in Section 6.2. Related work
2.1. Audio-visual focus of attention
In humans’ attention, both auditory and visual sensory modali-
ties are often involved simultaneously and may inﬂuence each
other. In particular, there exist two distinct forms of attention.
The ‘‘exogenous’’ attention is stimulus-driven and captured reﬂex-
ively by events in a bottom-up manner; the ‘‘endogenous’’ atten-
tion requires a conscious decision and is directed voluntarily in a
top-down manner [7].
In exogenous spatial attention, it has been proved that a spatially
non-predictive cue in one modality can attract covert attention to-
ward the location of the cue in the other modality, which is called
the ‘‘cross-modal facilitatory effect’’ [9]. For example, an abrupt
sound draws visual attention to the spatial location of the sound
source. In the experiments by Spence and Driver [9], subjects were
asked to judge theelevation (upordown)of peripheral visual targets
that follow uninformative auditory cues on either their left or right
side; the judgments were faster and/or more accurate for the visual
targets preceded by the auditory cues occurring on the same side.
Similar cross-modal facilitatory effects are also observed in
endogenous attention. Spence and Driver conducted similar exper-
iments to those for exogenous attention [10]. The elevation judg-
ments for either auditory or visual targets were faster when the
subjects expected a stimulus of the other modality in that side.
This proves that attending to stimuli of one modality at a given
location enhances processing of stimuli of the other modality at
the same spatial location.
In [11], it was shown that, even when people are performing a
visual task, a novel auditory stimulus can capture their visual
attention. Such cross-modal orienting is automatic in a sense that
it occurs even when detailed information about the visual target is
given to the subjects in order to prevent uninformative auditory
cues from orienting attention [12].
There are some other interesting phenomena related to the
audio-visual perception and attention. The ‘‘ventriloquist effect’’
refers to the illusion that, when synchronous auditory and visual
information is presented in slightly separate locations, the per-
ceived location of the sound is biased to the direction of the visual
stimulus [13]. The ‘‘freezing phenomenon’’ shows that, when a rap-
idly changing visual stimulus is shown, an abrupt sound may
freeze the visual scene with which the sound is synchronized, i.e.
it is perceived as if the scene is shown for a longer time [14].
Audio-visual speech perception is an example of the advantage
of exploiting the link between audio-visual attention and percep-
tion. If one has a problem in listening to the spoken language
due to the environmental noise, it is useful to observe the lip
movements or the gesture to understand the speech better via
integration of the acoustic and the visual stimuli [15]. On thecontrary, discrepancy of the two modalities may result in an illu-
sion due to their conﬂict in audio-visual speech perception, as
demonstrated by the McGurk effect [16].
Finally, neurological analysis of the human brain also shows evi-
dences of multimodal information processing. When different
senses reach thebrain, the sensory signals converge to the samearea
in the superior colliculus and a large portion of the neurons leaving
the superior colliculus aremultisensory [17]. Additionally, neuroim-
aging studies have shown that not only sensory-speciﬁc cortices
anatomically converge into multisensory brain areas, but also mul-
tisensoryspatial interactions converselyaffectunimodalbrains [18].2.2. Attention-based video coding
As mentioned in the introduction, the attention mechanisms of
the human visual system can be exploited to improve efﬁciency of
video compression schemes. When human subjects observe a
scene, only a small region around a point of ﬁxation is captured
at a high spatial resolution while resolutions for the peripheral re-
gions dramatically decrease with eccentricity. Therefore, if infor-
mation in a region far from the ﬁxation point is appropriately
discarded, compression efﬁciency can be achieved without signiﬁ-
cant perceived quality degradations.
Various models have been proposed in literature to deﬁne the
attended region and perform efﬁcient video coding. Itti [1] used a
neurobiologically motivated bottom-up model to identify the sali-
ent regions in an image. The model identiﬁes conspicuity in terms
of intensity, color, motion, etc. in the scene and smoothing is per-
formed based on the saliency values of each pixel. The work in [2]
combined the bottom-up cues and the top-down information (i.e.
human faces) in a Bayesian framework to improve the selection
of the ﬁxation model. In [3], a scalable video coding method was
presented based on the human foveation model by assuming that
face regions are the points of ﬁxation. The encoded bit stream is or-
ganized in a way that the bits containing the details of expected at-
tended regions are sent ﬁrst while those for the other regions may
be dropped according to the given bitrate condition. Chen et al. [4]
proposed a scalable visual sensitivity proﬁle that generates a hier-
archy of saliency maps prioritizing both the bottom-up cues as in
[1] and the top-down cues such as faces and captions, and used
it for scalable video coding. Cavallaro et al. [6] assumed that mov-
ing objects draw attention. The moving objects in the scene were
detected and then a Gaussian low-pass ﬁlter was applied to the
background region to improve compression efﬁciency. Tang [5]
combined different visual factors of attention, i.e. a motion atten-
tion model, a spatiovelocity visual sensitivity model and a visual
masking model, and coding efﬁciency was achieved by varying
the QP value for the attended region and the background region.
Although the aforementioned methods have been shown to be
effective, multimodal (i.e. audio-visual) interaction in attention
has been rarely considered. Our preliminary results showed that
such interaction can be used for efﬁcient video coding [19], which
is extended in this paper with an improved video coding algorithm
and a more extensive and thorough performance study.3. Audio-visual source localization
Audio-visual source localization aims at identifying the spatial
location of the region producing sound in each frame of a video se-
quence. It is useful when the scene contains multiple moving ob-
jects but only one object is responsible for the sound and thus a
conventional motion detection approach with only the visual infor-
mation may not work satisfactorily.
Frequently, multiple microphones such as stereo microphones
or microphone arrays are used for solving the problem of
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can be used to estimate the direction of sound sources. In [20], a
stereo audio and cycloptic vision sensor was used to track speaking
people by using a Kalman ﬁlter technique. Gatica-Perez et al. [21]
used an array of eight microphones and three cameras for tracking
speakers in meeting scenarios. Perez et al. [22] presented a visual
tracking method based on the particle ﬁlter; the color information
is dominantly used for tracking, while the motion information and
the acoustic signal acquired by stereo microphones are addition-
ally used according to necessity.
It also becomes important to perform source localization for
multimedia content which is prevalent on the Internet. In such
cases, only the recorded acoustic and visual data are available in
the sequences, and thus the aforementioned methods cannot be
used since they require special hardware setups. Pavlovic´ et al.
[23] presented a method in which a person is tracked by using
modules such as a face detector, a skin color detector, a mouth mo-
tion detector and a face texture detector in a casino scenario. And,
the dynamic Bayesian model was used for joint audio-visual mod-
eling. Cutler and Davis [24] modeled audio-visual correlations with
a time-delayed neural network that receives acoustic and visual
features as its inputs and produces an output indicating whether
there is a speaking activity or not. Besson et al. [25] proposed a
method that ﬁnds the optimal linear transformation of the acoustic
features so that the mutual information between the transformed
acoustic and the visual features becomes the maximum, which is
for detecting a speaker among multiple persons in a scene.
As seen in the above examples, a popular application of audio-vi-
sual source localization is tracking of a speaking person. In this case,
models or a priori knowledge about the appearance of humans or
faces are frequently utilized [21,23,25]. In more general scenarios,
however, a sounding object may not be a speaking person. Then, it
is impossible to have assumptions on the objects to be localized
(e.g. the shape or color of faces). While Perez et al. [22] claimed that
they alleviated necessity ofmodels for tracked objects, a less restric-
tive object model (i.e. reference color model) was still needed.
The audio-visual source localization method presented in this
paper does not require any special setup with multiple micro-
phones, but only one channel acoustic signal is used. Moreover, it
does not have any assumption on the region or object to be local-
ized. As a result, it does not require a training step that may need
manually processed or labeled training data.
Our method uses the canonical correlation analysis (CCA) [26]
and ﬁnds the pixel location which shows the maximum correlation
with the acoustic signal [27]. It is based on the method presented
in [28], but an important improvement has been introduced, as de-
scribed below.
The ﬁrst step of the method is to extract features for the acous-
tic and the visual modalities. Then, the correlation between the
two feature vectors is exploited in the following way. Let a 2 Rm
and v 2 Rn be them-dimensional acoustic and n-dimensional visual
feature vectors, respectively. The objective of CCA is to ﬁnd a pair
of projection vectors wa and wv that maximize the correlation of
the projected features. The projection vectors are obtained by
wa;wv ¼ argmax
wa ;wv
E½ðwTaaÞðwTvvÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
E½ðwTaaÞ2E½ðwTvvÞ2
q ð1Þ
Let A = [at,at+1, . . .,at+T1] and V = [vt,vt+1, . . .,vt+T1] be the collec-
tions of the acoustic and the visual feature vectors over T frames
within a temporal window, respectively. Then, the above equation
is written as
wa;wv ¼ argmax
wa ;wv
wTaðATVÞwvﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
wTaðATAÞwawTvðVTVÞwv
q ð2ÞThe above problem can be solved as an eigenvalue problem. Alter-
natively, it can be shown that solving the above maximization prob-
lem is equivalent to solving the following equation [28]:
Vwv ¼ Awa ð3Þ
If V is full rank, there are an inﬁnite number of solutions for the
above equation because the dimension of wv is usually much larger
than T. In order to alleviate this, a spatial sparsity criterion is im-
posed for ﬁnding a unique solution [28]:
min kwvk1 subject to Vwv ¼ A ð4Þ
for m = 1, where kk1 is the l1-norm. If m > 1, the following optimi-
zation is solved for each of k = 1,2, . . .,2m1:
min kwvk1 subject to Vwv ¼ Awa;
hTkwa ¼ 1 and Hkwa P 0 ð5Þ
where the elements of hk are the binary representation of k with +1
and 1, and Hk is a diagonal matrix whose diagonal is hk. Then, the
one giving the smallest objective value is chosen for the ﬁnal solu-
tion. The linear programming can solve the above constrained opti-
mization problems. The solution of (4) or (5) can be interpreted as
the ‘‘cross-modal energy’’ concentrated on the visual features
responsible for the acoustic signal. Therefore, the pixel location cor-
responding to the visual feature having a high cross-modal energy
is identiﬁed as (a part of) the sound-emitting region. The sound
source is tracked over time by applying the above procedure repet-
itively through a moving temporal window.
A limitation of the above algorithm is the lack of consideration
of spatio-temporal consistency of the solutions over multiple
frames. In order to consider such consistency and improve the
tracking performance, a weighting scheme is incorporated in the
above formulation. Then, the problems (4) and (5) are modiﬁed as
min
Xn
i¼1
jfiwvij subject to Vwv ¼ A ð6Þ
and
min
Xn
i¼1
jfiwvij subject to Vwv ¼ Awa;
hTkwa ¼ 1 and Hkwa P 0 ð7Þ
respectively. Here, wvi is the ith component of wv and fi is the
weighting factor given by
fi ¼ max
16j6n
woldvj woldvi þ 1 ð8Þ
wherewoldvi is the ith component of the spatially smoothed version of
the solution for the previous temporal step. Smoothing is done by
applying a Gaussian ﬁlter to the image representation of the solu-
tion. In other words, if a pixel location has received a large energy
value in the solution for the previous temporal step, the weight val-
ues for the location and its neighboring pixels are set to be small so
that large values are obtained for these locations in the solution for
the current temporal step. The spatial smoothing allows some mar-
gin in consistency by assigning low weights not only to the identi-
ﬁed sound source location in the previous step but also to its
neighboring region. Adding 1 in (8) is to ensure that all weights
are greater than zero. The problems (6) and (7) are also solved by
linear programming.
An example of localization is shown in Fig. 1(a) and (b): in the
scene, the hand plays the guitar producing sound, while the woo-
den horse in the right part of the image is rocking back and forth.
The white dot indicates the location detected by the method de-
scribed above.
Fig. 1. Example image frame where a hand produces the guitar sound while a wooden horse is rocking at the same time. (a) Original frame. (b) Source localization result
(indicated by the white dot) overlaid on the image.
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The result of the audio-visual source localization explained in
the previous section is used to determine which region is to be en-
coded in higher and which in lower quality. The quality of a region
is controlled by varying the QP value in H.264/AVC. By assuming
that the sound-emitting region is attended more than the other re-
gions, a large QP is assigned for the region far from the sound
source, thereby gain in terms of coding efﬁciency can be achieved
without noticeable degradation of perceived quality.
First, a priority map for each frame is generated based on the
localization result, which represents the weighted distance be-
tween each pixel and the nearest localized cross-modal energy
location (Fig. 2(a)). When there are multiple energy locations, a
pixel near a smaller energy location is assigned a larger distance
than one near a larger energy location, just as in a contour map.
The Euclidean distance is used to measure the distance between
pixels. It is possible to monotonically scale the priority values,
e.g. by applying logarithm or exponentiation. However, such scal-
ing was not necessary in our experiments. Then, the image frame
is divided into L partitions (called slices) according to the priority
map. The linearly spaced values within the range of the priority
values are assigned as the boundaries of the partitions.
The FMO scheme in H.264/AVC is used for assigning different
QPs to different slices. A slice is a group of macroblocks to be en-
coded together. Each slice can be decoded independently. In
H.264/AVC, there are six different pre-deﬁned types of grouping
patterns (Types 0–5). However, in our case, a slice can have an
arbitrary shape depending on the priority map, which does not cor-
respond to pre-deﬁned Types 0–5 but Type 6 in FMO. Fig. 2(b) and
(c) show examples of slice grouping with different values of L.Fig. 2. Video coding based on the localization result shown in Fig. 1(b). (a) Priority map (
(c) Slice boundaries for L = 4.The QP for slice j, QPj, is determined by
QPj ¼ min½QP0 þ j  DQP;51; j ¼ 0; . . . ; L 1 ð9Þ
where QP0 is the QP value for the highest priority region (i.e. the
sound-emitting region) and DQP is the incremental value of QP be-
tween each slice.
In order to minimize the overhead for sending additional bits
containing the information of partitioning macroblocks into slices,
the slice groups are updated only when more than 10% of macro-
blocks in a particular frame are assigned differently from those
in the previous frame.5. Experiments
5.1. Setup
In our experiments, six test audio-visual sequences having a
length of 10 s were used: three SD and three HD sequences. Their
characteristics are summarized in Table 1. It can be seen that they
span a wide range of content in terms of sound types, sound
sources, silent motions, etc. No scene change was included in the
sequences by assuming that scene changes are detected and then
the source localization algorithm is applied to each scene segment.
For source localization, we used the difference of the luminance
component of consecutive frames as visual features. The energy of
audio samples within a moving windowwas extracted and its tem-
poral difference was used as acoustic features. The window moved
at the rate of the visual frame rate so that the acoustic and visual
features are temporally synchronous. The value of T, i.e. the num-
ber of frames to be analyzed, was set to twice the visual frame rate.shown with small brightness values for high priorities). (b) Slice boundary for L = 2.
Table 1
Summary of the formats and the contents of the test sequences. All speech was in English.
Format Sound type Sound source Other motions
SD1 V: 720  576@25 fps Speech A talking face A listening person; walking people outside the window
A: 48 kHz
SD2 V: 720  480@30 fps Music Two hands of a piano player The player’s body; severe camera motion
A: 48 kHz
SD3 V: 720  576@25 fps Speech A talking face Three listening people; running cars outside the window
A: 48 kHz
HD1 V: 1920  1080@25 fps Speech A talking face A silent person walking around
A: 48 kHz
HD2 V: 1920  1080@25 fps Bumping sound A pen beating a desk A silent person walking around
A: 48 kHz
HD3 V: 1920  1080@30 fps Speech A talking face A listening person
A: 48 kHz
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version 15.1 [29]. The constant QP mode and the proposed method
were compared. The former implies the case where the whole im-
age frame is encoded by using a single QP without the FMO
scheme. The QP value in this case corresponds to that for the region
of the highest priority (i.e. the region including the sound source)
in the proposed method. The encoder used the baseline proﬁle in
order to use the FMO scheme. The rate-distortion optimization
scheme was enabled. The search range of full search motion esti-
mation was set to 32. The context adaptive variable length coding
(CAVLC) was used.
5.2. Source localization results
First, the performance of our localization algorithm is shown in
comparison to that in [28]. As mentioned in Section 3, the result of
the source localization appears as the cross-modal energies located
in the pixel locations of the estimated source. The locations and the
magnitudes of these energies are evaluated by using two perfor-
mance measures. First, the accuracy measure is deﬁned by the ratio
of the energies concentrated in the sound-emitting region to those
in the whole image frame. Thus, it ranges from 0 (i.e. failure of
localization) to 1 (i.e. successful localization without error). Its va-
lue is 0 when the maximum energy is located inside the sound-
emitting region, and its large value indicates a large error of local-
ization. Second, the pixel distance between the maximum localized
energy and the sound-emitting region is used. In order to compute
the two performance measures, the sound-emitting region in each
sequence was identiﬁed manually and used as the ground truth.
Table 2 shows the localization performance of the two methods
in terms of the average and standard deviation values of the two
measures over time. From the table, it is observed that the localiza-
tion results in termsof the accuracy and the error distance are signif-
icantly improved by considering spatio-temporal consistency in our
method. The proposedmethod shows successful localization results
evenwhen there exists amoderate global cameramotion in the caseTable 2
Source localization performance of the conventional and proposed methods. The
average and standard deviation values over time are shown.
Accuracy Distance
Conventional Proposed Conventional Proposed
SD1 0.44 ± 0.34 0.99 ± 0.00 80.4 ± 90.8 0.1 ± 1.6
SD2 0.22 ± 0.26 0.95 ± 0.13 100.6 ± 77.6 7.6 ± 34.3
SD3 0.19 ± 0.19 0.98 ± 0.04 177.9 ± 150.8 0.9 ± 2.9
HD1 0.41 ± 0.34 0.99 ± 0.00 213.0 ± 262.1 0.0 ± 0.0
HD2 0.30 ± 0.32 0.93 ± 0.20 131.2 ± 150.6 10.9 ± 39.3
HD3 0.09 ± 0.15 0.96 ± 0.14 330.5 ± 266.1 17.4 ± 89.0of SD2. This content contains translational and rotational move-
ments around the piano player’s hands. However, the analysis con-
sidering spatio-temporal consistency for each of the short temporal
segments was able to localize the sound source at a high accuracy.
Fig. 3 shows examples of the temporal change of the distance
measure. The results of the conventional method not only have
large errors, but also show large ﬂuctuations over time. This means
the estimated source location by the conventional method moves
all around in the image frame. Thus, if these results are used for
coding, the quality of each region in the scene will signiﬁcantly
change over time, which will degrade the perceived quality of
the resultant sequence.5.3. Coding efﬁciency
The coding efﬁciency of the proposed method is investigated in
comparison to the constant QP mode. Fig. 4 shows the relative
reduction of bitrate of the SD1 sequences produced by the pro-
posed method for various QP0 values when compared with those
produced by JM with ﬁxed QPs. The results for the other contents
are omitted here because they are very similar to those in this ﬁg-
ure. When QP0 is small, the advantage of the proposed method in
terms of the coding gain is clearly visible. On the other hand, when
a large QP0 value is used, the gain becomes small and even negative
(i.e. a larger bitrate by the proposed method compared to the con-
stant QP mode) because the amount of bits for sending the slice
grouping information is not negligible any more when compared
to that for the encoded image frames. In addition, one can observe
the effects of the number of slices (L) and the incremental QP be-
tween slices (DQP). By using large values of L or DQP, large QP val-
ues are assigned to the background regions that are far from the
sound source, which in turn yields large coding gains.5.4. Perceived quality evaluation
While the results presented above show the effectiveness of the
proposed method in terms of coding efﬁciency, it is also necessary
to verify that the gain is obtained without degradation of perceived
quality in order to judge the usefulness of the method. Therefore,
in this section we present the results of our subjective quality eval-
uation tests for the produced sequences.
The following four coding conditions were considered in the
tests:
 JM with constant QP = 26.
 Proposed method with QP0 = 26, L = 4, DQP = 1.
 Proposed method with QP0 = 26, L = 4, DQP = 2.
 Proposed method with QP0 = 26, L = 4, DQP = 4.
Fig. 3. Examples of the temporal variations of the distance measure by the conventional and proposed methods. (a) SD3; (b) HD2.
Fig. 4. Coding gain (%) by the proposed method in comparison to JM (ﬁxed QP) for
SD1 when (a) QP0 = 22, (b) QP0 = 26, (c) QP0 = 30, and (d) QP0 = 34. The dark bar
indicates a negative value, i.e. higher bitrates by the proposed method compared to
the ﬁxed QP condition.
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ity of the subjective test results by avoiding any involuntary inﬂu-
ences of external factors. Thus, it is important to ﬁx some features
of the viewing environments, such as general viewing conditions
and some crucial features of the used monitor. The information
regarding our test environment is detailed in Table 3.
The tests have been performed according to the guidelines pro-
vided by the standards [30]. The single stimulus continuous quality
scale (SSCQS) method was selected as the test methodology. EachTable 3
Details of the test room conditions.
LCD monitor Eizo CG301W (2560  1600 pixels)
Monitor calibration using
EyeOne Display2
calibration device
Gamut: sRGB; white point: D65;
brightness: 120 cd/m2; minimum
black level
Ambient lighting Neon lamps 6500 K color temperatureaudio-visual stimulus was shown to the subject and he/she was
asked to enter a visual quality score for it. Before the test, instruc-
tions regarding the subject’s task were provided. Then, a training
session was held, where the test methodology was described to
the subject by using a set of training stimuli thatwere different from
the test stimuli. The subject watched each stimulus and had 5 s for
voting on the score sheet. The rating scale used was a continuous
scale ranging from 0 to 100, which accompanied adjective descrip-
tions of each range of the scale (‘excellent’, ‘good’, ‘fair’, ‘poor’, and
‘bad’). The presentation order of stimuli was randomized and it
was ensured not to play the same content consecutively.
Fifteen subjects (9 males and 6 females) participated in the test.
Their ages ranged between 20 and 35 with a mean of 27.9. They
reported normal or corrected-to-normal vision. Screening of the
subjects was performed by following guidelines described in
[30], from which no outlier was detected.
The mean opinion score (MOS) was computed for each stimulus
by averaging the scores of all subjects for the stimulus. The conﬁ-
dence interval (CI) of the stimulus was computed by using the Stu-
dent’s t-distribution:
CI ¼ tð1 a=2;M  1Þ  rﬃﬃﬃﬃﬃ
M
p ð10Þ
where M is the number of subjects, r is the standard deviation of
the scores over all subjects, and t(1  a/2,M  1) is the t-value
associated with the desired signiﬁcance level a for a two-tailed test
with M  1 degrees of freedom. We used a = 0.05 to obtain 95% CI
values.
Fig. 5 shows the MOS and CI values for the four coding condi-
tions of each content. A general observation that can be easily
made from the MOS values is that the quality of JM (the constant
QP mode) is usually the best and a larger DQP yields a lower qual-
ity level due to the quality degradation in the slices that do not
contain the sound source. In order to examine the statistical signif-
icance of such quality degradation, two-tailed t-tests were per-
formed under the null hypothesis that the two rating scores (one
for JM and the other for the proposed method) are independent
random samples from normal distributions with equal means,
against the alternative that they do not have equal means. The
cases where the quality degradation in the proposed method is
found to be signiﬁcant by the tests are indicated by the ‘x’-marks
on the corresponding bars in Fig. 5. It is observed that the differ-
ence of the perceived quality between the constant QP mode and
the proposed method is statistically insigniﬁcant when the value
of DQP is small, while the limit of DQP keeping the perceived qual-
ity degradation insigniﬁcant varies according to the content. For
SD3, DQP = 1 already causes signiﬁcant quality deterioration in
comparison to JM, which is mainly because the sound-emitting re-
Fig. 5. Subjective test results comparing JM (QP = 26) and the proposed method (QP0 = 26 and L = 4) with three different values of DQP. The MOS values and the conﬁdence
intervals are shown for (a) SD1, (b) SD2, (c) SD3, (d) HD1, (e) HD2, and (f) HD3. The relative coding gains by the proposed method (%) are also mentioned below the x-axis. An
‘’ marks indicates the case where the quality degradation by the proposed method in comparison to JM is statistically signiﬁcant at a signiﬁcance level of 95%.
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Interestingly, the HD sequences are much less vulnerable to quality
degradation in comparison to the SD sequences. For HD3, even
using DQP = 4 does not lead to statistically signiﬁcant quality deg-
radation in comparison to the constant QP mode, which is thought
because the soundless motion by the listening person is not severe
when compared to HD1 and HD2. This demonstrates more promi-
nent effects of the focus of attention mechanism and the decreased
resolutions of the peripheral vision in the HD sequences than in the
SD ones. Except for SD3, the coding gains that can be obtained by
the proposed method with L = 4 without signiﬁcant quality degra-
dation are from 9.2% (for SD1) up to 69.8% (for HD3).6. Discussion and conclusion
In this paper, we have proposed an audio-visual focus of atten-
tion-based video coding technique in the framework of H.264/AVC,
which uses an audio-visual source localization method to identify
the sound source in a scene by using the correlation between the
one channel audio signal and pixel value information. Through
the experimental results, we demonstrated that the audio-visual
focus of attention mechanism can be exploited for improving efﬁ-
ciency of video coding without signiﬁcant subjective quality degra-
dation. In addition, it was shown that the effectiveness of the
proposed method is more prominent in HD sequences.
In our method, two encoding parameters were introduced: the
number of slices (L) and the incremental QP value between slices
(DQP). In the previous section, we showed the results for different
combinations of their values, from which it was observed that
there exists a trade-off relationship between the coding gain and
the quality. Particularly, the higher either of these parameters is,
the larger the coding gain is, but accordingly the worse the quality
of the background region is. Difﬁculty in determining these values
lies in the fact that their optimal values are highly dependent on1 This does not mean that it is impossible to obtain coding gain for this content by
using the proposed method because the value of L was ﬁxed to 4 in our subjective
experiments and a smaller L may produce sequences without signiﬁcant quality
degradation.the content. For example, we found that the subjects often feel
more annoyed when the coding artifact is located on the silent face
region than when it is on the other background regions. In this
case, the values of L and DQP should be kept small compared to
other cases having no face in the background.
Such additional coding parameters also exist in other existing
methods for attention-based video coding. In [1], the author tried
to use different values of the ‘depth’ parameter that determines
the level of the spatial resolution reduction in different regions
and reported its effect on the quality. The depth parameter can
be considered to be similar to L in our case. In the work presented
in [5], an image frame is divided into three regions which are en-
coded with different QPs and DQP for these regions is simply set
to 1, 2 and 3, respectively, as a conservative policy. In future work,
it would be desirable to reach useful guidelines for determining the
parameters by extensive experiments with diverse content having
different types of sound sources, silent motions and temporal/spa-
tial complexity.
One thing to be noted is that the audio-visual focus of attention
is one of the attention mechanisms of the human visual system.
Most of the other attention models mentioned in Section 2.2 can
be complementarily used to be augmented to the proposed meth-
od. On the other hand, the assumption on the attention in the pre-
vious work [6], i.e. moving objects in a scene draws visual
attention, is closely related to ours about the audio-visual focus
of attention. In fact, the sound-emitting object in our analysis is
a subset of the moving objects in a scene because it is the moving
object that is responsible for the acoustic signal. In [31], the impor-
tance of the sound source and the other moving objects in the
scene was compared in terms of perceived quality by considering
the following two cases. In one case, all the moving objects were
identiﬁed and, according to the distance of each pixel from the
nearest moving object, blurring was applied through a Gaussian
pyramid decomposition so that a region far from a moving object
is strongly blurred. The other case is the same to this except that
only the sound-emitting object is considered instead of the moving
objects. The subjective quality evaluation results showed that,
even if the moving objects that do not emit sound are blurred in
the latter case, the perceived quality is not signiﬁcantly degraded
J.-S. Lee et al. / J. Vis. Commun. Image R. 22 (2011) 704–711 711in comparison to the former case. This implies that all moving ob-
jects do not receive visual attention equally, since sound-emitting
objects tend to attract more attention than others, which supports
the assumption of our work in this paper. Nevertheless, our method
could be improved by considering both the sound-emitting region
and the other moving objects. In our work, we did not consider the
moving objects as ﬁxation points of visual attention, but they may
also receive a certain amount of attention that is presumably less
than that for the sound source. Therefore, it would be possible to
develop a hybrid method in which the sound source and the other
moving objects are all considered but differently weighted for pri-
oritization in coding. In our future work, we plan to investigate fur-
ther the relative importance of various sources drawing human
attention in a scene by analyzing gaze patterns collected from hu-
man observers during multimedia consumption.Acknowledgments
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