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Abstract
It is well known that the solution of the Laplace equation in a non convex
polygonal domain of R
2
has a singular behaviour near non convex corners.
Consequently we investigate three rened nite volume methods (cell-center,
conforming nite volume-element and non conforming nite volume-element)
to approximate the solution of such a problem and restore optimal orders
of convergence as for smooth solutions. Numerical tests are presented and
conrm the theoretical rates of convergence.
Key words: singularities, mesh renement, cell-center method, conforming and
non conforming nite volume-element methods.
MOS subject classication: 65N30, 65N15,65N50
1
1 Introduction
Let 
 be an open subset of R
2
with a polygonal boundary   consisting in a nite
union of linear segments  
j
; j = 1; :::; N . Without loss of generality we may assume
that the corner  
1
\  
N
is situated at the origin O and that  
1
 (Ox). We further
assume that the interior angle at the other corners is < . Let us denote by ! the
interior opening between  
1
and  
N
(see Figure 1).
 
1
 
2
 
N
(Ox)
(Oy)
!
O
Figure 1: The domain 

We consider the standard elliptic problem: For f 2 L
2
(
) let u 2 H
1
0
(
) be the
variational solution of

 u = f in 
;
u = 0 on  :
(1)
It is well known that in the case ! 2 ]; 2[ (i.e. 
 is non convex), the solution
of (1) presents a corner singularity at O [18]. More precisely, if we introduce the
weighted Sobolev space
H
2;
(
) := fv 2 H
1
(
) = jvj
2
2;;

:=
X
jj=2
Z


jr

D

vj
2
dx < +1g;
where r := r(x) = d(x;O); x 2 
 and   0, then the solution u 2 H
1
0
(
) of (1)
belongs to H
2;
(
), for 1 

!
<  <
1
2
, while u 62 H
2
(
) in the non convex case (for
more details see for instance [18]). Moreover we have the estimate
juj
2;;

. kfk
0;

;(2)
2
where a . b means here and below that there exists a positive constant C indepen-
dent of a and b (and of the meshsize of the triangulation) such that a  C b.
In the case of a non convex domain 
, dierent rened nite element methods
have been considered to compensate the eect of the singularities (see [28, 26, 18, 14,
3]). To our knowledge this point of view is mainly not considered for nite volume
methods (see [21]), while they are widely used in the approximation of practical
problems from Physics and Mechanics [7, 25, 16]. Our goal is then to discretize
the problem (1) by some rened nite volume methods. The rst one is the so-
called \cell-center" method based on a mechanical approach (see [16, 21, 17, 27]).
We secondly consider two nite volume-element methods (called also box methods),
methods which are combinations of the nite element methods and of the nite
volume methods (see [4, 19, 6, 8, 9]). In both cases we establish optimal rates of
convergence if the meshes are appropriately rened near nonconvex corners of the
domain. Our method actually combines the standard error analysis of nite volume
schemes approximating smooth solutions with the error analysis for nite element
methods for nonsmooth solutions.
In the whole paper the spaces H
s
(
), with any nonnegative integer s, are the
standard Sobolev spaces in 
 with norm k  k
s;

and semi-norm j  j
s;

. The space
H
1
0
(
) is dened, as usual, by H
1
0
(
) := fv 2 H
1
(
)=v = 0 on  g. L
p
(
), p > 1,
are the usual Lebesgue spaces with norm k  k
0;p;

(as usual we drop the index p
for p = 2). In the sequel the symbol j  j will denote either the Euclidean norm in
R
n
(n = 1 or 2), or the Euclidean matrix norm, or the length of a line segment or
nally the area of a plane region.
The schedule of the paper is as follows: In section 2 we describe the so-called \cell-
center" method and show that appropriate renement conditions on the admissible
meshes lead to optimal order of convergence as in the smooth case. Section 3 is
devoted to the analysis of the conforming nite volume-element method. In that
case we prove optimal order of convergence in the H
1
-norm using a trace theorem
in weighted Sobolev spaces and appropriate renement conditions on the primal
meshes. Under some additional conditions on f and on the dual meshes, we further
obtain a double order of convergence in the L
2
- norm using a duality argument. The
same strategy is adopted in section 4 for the nonconforming nite volume-element
method. We nish the paper by some numerical tests which conrm that the use of
rened meshes improves signicantly the order of convergence.
3
2 The \cell-center" method
We start with the notion of admissible mesh (in the sense of "cell-center" nite
volume method), this denition is motivated by the consistancy of our discretization
scheme.
Denition 2.1 An admissible mesh of 
, denoted by  is a given triplet (V;P; E)
where
a. V is a nite set of convex open polygons of 
, called control volumes,
b. P denotes a set of points of 
 such that each control volume contains exactly
one and only one point of P,
c. E represents the set of edges of the control volumes,
with the following properties:
1. [
K2V
K = 
.
2. For all control volumes K and L, K \ L is either empty, either a point, or a
full edge of K and L.
3. Let x
K
; x
L
2 P, with x
K
2 K; x
L
2 L and K; L 2 V. If K \ L =:  2 E,
then the segment [x
K
x
L
] is orthogonal to  (see Figure 2).
4. If  2 E, if there exists K 2 V such that   @
 \ @K and if we denote
by D
K;
the half-line with origin x
K
and perpendicular to , then D
K;
\  =:
fy

g 6= ;.
Finally we dene the mesh size of  , denoted by h, as
h := max
K2V
diam(K):
2.1 The numerical scheme
Let us x an admissible mesh  and denote by fu
K
g
K2V
the unknowns of the problem
(u
K
being the approximation of u(x
K
), for K 2 V).
We are now ready to formulate the approximation of problem (1) in the "cell-
center" sense. Integrating (1) on a control volume K and using the divergence
formula, we arrive at
 
X
2E
K
Z

ru  n
K;
ds =
Z
K
f(x) dx; 8K 2 V ;(3)
4
KL

x
K

x
L


Figure 2: Example of common edge 
where E
K
is the set of edges of K and n
K;
is the unit outward normal vector to K
along .
The expressions ru n
K;
are now approximated using nite dierences and the
principle of conservation of ux (see [16]). These successive approximations lead to
the following system:
 
X
2E
K
F
K;
=
Z
K
f(x) dx; 8K 2 V;(4)
where
F
K;
:=
(
jj
u
L
 u
K
d(x
K
;x
L
)
if  = K \ L;
jj
 u
K
d(x
K
;y

)
if   K \ @
:
We recall that this system is well dened as proved for instance in [16]:
Proposition 2.2 Let  be an admissible mesh of 
. Then the system (4) admits a
unique solution (u
K
)
K2V
.
2.2 The error estimate
In order to get an optimal error estimate between the exact solution and its approx-
imation, as for nite element methods [28], we require some renement conditions
on the meshes.
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Denition 2.3 An admissible mesh  of 
 is called a -rened admissible mesh,
with  2 [0; 1) if there exists  > 0 such that for all K 2 V :
(H1) h
K
  d(x
K
; ); 8  2 E
K
,
(H2) h
K
  h
1
1 
, if O 2 @K ,
(H3) h
K
  h inf
x2K
r(x)

, if O 62 @K .
Combining the arguments of [16] and those of [28] we can prove the following
error estimate:
Theorem 2.4 Let  be a -rened admissible mesh of 
 with 1  

!
<  <
1
2
, let
(u
K
)
K2V
be the solution of (4) and u 2 H
1
0
(
) \H
2;
(
) be the solution of (1). Let
us introduce the function e

: 
! R : x! e

(x); where
e

(x) =

e
K
= u(x
K
)  u
K
if x 2 K;K 2 V;
0 else.
Then it holds:
ke

k
0;

. hjuj
2;;

:(5)
Proof: Remark rst that from Lemma 8.4.1.2 of [18] the space H
2;
(
) is conti-
nously embedded into C
0
(
) if  < 1. This allows to give a meaning to u(x
K
) for
our solution u of (1).
For any K 2 V;  2 E
K
let us set

K;
:= f(1  t)x
K
+ tx=x 2 ; t 2 [0; 1]g;
and dene


:=
8
<
:

K;
[ 
L;
if  = K \ L;

K;
if  = @K \ @
;
R
K;
:=
8
>
>
>
>
<
>
>
>
>
:
u(x
L
)  u(x
K
)
d

 
1
jj
Z

ru  n
K;
ds if  = K \ L;
 u(x
K
)
d

 
1
jj
Z

ru  n
K;
ds if  = @K \ @
;
d

:=
8
<
:
d(x
K
; x
L
) if  = K \ L;
d(x
K
; @
) if  = @K \ @
:
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The key step is to show that for all K 2 V;  2 E
K
we have
jR
K;
j .
h
(jjd

)
1
2
juj
2;;

:(6)
Indeed if we assume that (6) holds then the estimate (5) follows in a quite
standard way: Introduce the mesh depending norm [16]:
kvk
2

:=
X
2E
jj
d

jD

vj
2
;
where D

v := v
L
  v
K
if  2 E \ 
; and D

v :=  v
K
if  2 E \  .
Let us now show that
ke

k

. hjuj
2;;

:(7)
Indeed the arguments of Theorem 3.3 of [16] yield
ke

k
2


X
K2V
X
2E
K
jj jR
K;
j je
K
j:
Consequently by Cauchy-Schwarz's inequality we obtain
ke

k
2

 ke

k

 
X
2E
jjd

R
2

!
1
2
;
where for all K 2 V;  2 E
K
; R

:= jR
K;
j. The estimate (6) in the above one shows
(7).
The requested estimate (5) then follows from (7) and the so-called discrete
Poincare's inequality (which is valid for a non convex domain 
, see Lemma 3.1
of [16]):
ke

k
0;

 diam (
)ke

k

:(8)
It then remains to establish the estimate (6): First we remark that it suÆces to
show (6) for u 2 C
2
(
), since it is proved in Theorem 3.2.2 of [29] that C
1
(
) is
dense in W
2
2
(
; r

), where the space W
2
2
(
; r

) is dened by
W
2
2
(
; r

) := fv 2 D
0
(
) : r

D

v 2 L
2
(
); 8jj  2g;
equipped with its natural norm and since we have the obvious embedding
H
2;
(
) ,! W
2
2
(
; r

):
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We now distinguish the following cases:
First case:  = K \ L with some K;L 2 V (i.e.  is an interior edge).
Using a local coordinate system, without loss of generality we may assume that
 = fag  
0
, where 
0
is a segment of the y-axis, and that x
K
:= (a  ; b)
T
; x
L
:=
(a+ ; b)
T
with b 2 
0
and ;  > 0 (see Figure 3).

0
x
K
x
L
K L


b
-
a

Figure 3: Illustration of the rst case
Using a Taylor expansion of u with an integral remainder, for any x 2 , we may
write
u(x
M
)  u(x) = ru(x)  (x
M
  x) +
Z
1
0
(x
M
  x)
t
H(u)(tx+ (1  t)x
M
)(x
M
  x)tdt;
for M = K or L; where H(u) is the Hessian matrix of u. Subtracting the above
identities, remarking that x
L
  x
K
= n
K;
d

, and integrating on , we arrive at
R
K;
 B
K;
+B
L;
;(9)
where we have set
B
K;
:=
1
jjd

Z

Z
1
0
jH(u)(tx+ (1  t)x
K
)j jx
K
  xj
2
tdtdx:
8
Using cartesian coordinates z in the above denition (as dz := dxdy = tdtdx)
and remarking that jx
K
  xj  h
K
; for all x 2 , we deduce that
B
K;

h
2
K
jjd


Z

K;
jH(u)(z)jdz:(10)
Applying Cauchy-Schwarz's inequality we arrive at
B
K;

h
2
K
jjd


 
Z

K;
r
 2
dz
!
1
2
juj
2;;
K;
:(11)
The estimation of the above integral requires to distinguish the case when O 2
@K or not.
If O 62 @K, then the assumption (H3) allows to write
Z

K;
r
 2
dz 

2
h
2
h
2
K
Z

K;
inf
x2K
r(x)
2
r(z)
 2
dz:
As 
K;
 K we get
Z

K;
r
 2
dz 

2
h
2
h
2
K
Z

K;
r
 2
r
2
dz 

2
h
2
h
2
K
j
K;
j:
Since j
K;
j =
jj
2
we deduce that
Z

K;
r
 2
dz  C()jj
h
2
h
2
K
;(12)
for some positive constant C() (depending only on ).
If O 2 @K, then a direct calculation yields
Z

K;
r
 2
dz  C
1
(; )jjh
 2
K
;(13)
where C
1
(; ) :=
1
(1 2)
2
. Since the assumption (H2) yields h
 
K
 
1 
h
h
K
, this
estimate in the above one shows that (12) still holds in this second case.
Inserting the estimate (12) in (11) we have obtained
B
K;
.
h
(jjd

)
1
2
juj
2;;
K;
;(14)
9
since d

= d(x
K
; x
L
)   
1

h
K
, due to the assumption (H1).
Since a similar estimate holds for B
L;
, the estimates (9) and (14) lead to (6).
Second case:  = @K \ @
 for some K 2 V. As in the rst case we may assume
that  := fag  
0
, for some segment 
0
of the y-axis and x
K
:= (a   2; b)
T
, for
some b 2 
0
and  > 0 (see Figure 4). We further introduce ~ = f
1
2
x
K
+
1
2
x=x 2 g
and set
I

:=
1
jj
Z

ru:n
K;
ds; I
~
:=
1
j~j
Z
~
ru:n
K;~
ds:

y


x
K
~

2

1
~

2
~
Figure 4:
Setting R
K;~
:=
 u(x
K
)
2
  I
~
we remark that
R
K;
 R
K;~
+ jI

  I
~
j:(15)
So it remains to estimate the two above terms. For the rst one we argue as in the
rst case replacing  by ~. This allows to obtain
R
K;~
.
h
K
j~j
 
Z

1
~
jH(u)(z)jdz +
Z

2
~
jH(u)(z)jdz
!
;
10
where we have set 
1
~
:= f(1   t)x
K
+ t~x=~x 2 ~; t 2 [0; 1]g; and 
2
~
:= f(1  t)y

+
t~x=~x 2 ~; t 2 [0; 1]g:
Furthermore using a Taylor expansion of order 1 of ru n
K;
(:) on , and making
a change of variables, we have
jI

  I
~
j .
h
K
jj
Z
E

jH(u)(z)jdz;(16)
where E

:= f(1  t)x
K
+ tx=x 2 ; t 2 [
1
2
; 1]g.
At this stage using similar arguments as in the rst case one easily shows that
(since 
1
~
[ 
2
~
 
K;
and E

 
K;
)
R
K;~
.
h
(jjd

)
1
2
juj
2;;
K;
;
jI

  I
~
j .
h
(jjd

)
1
2
juj
2;;
K;
:
In conclusion, these estimates into (15) show that (6) still holds in this second
case.
Remark 2.5 Under some restrictive hypotheses on the mesh  , (5) may be proved
combining the results from [5] and [15]. Indeed, the results from [5] show that the
system (4) may be obtained using a mixed formulation of (1). On the other hand,
for non convex domains, optimal error estimates for the mixed approximation of (1)
on rened meshes are obtained in [15]. Our results are also in accordance with those
from [21], obtained for particular meshes  .
Remark 2.6 Our method may be adapted to the study of singularly perturbated
reaction diusion problems for which the use of anisotropic meshes (i.e. which do
not satisfy the assumption (H1)) is appropriate. Such meshes were used in [2, 3] for
the discretization of the above mentioned problem using standard FEM (see also
[24] for the use of a nite volume method).
3 The conforming nite volume-element method
As usual this method uses a triangulation of 
 which is the primal mesh, this one
allowing to build a set of boxes, called the dual mesh (these boxes playing the rule of
the control volumes for the "cell-center" nite volume method, see Denition 2.1).
We then approximate the solution u of (1) in a conforming nite element space
11
based on the primal mesh but using a discretization of an integral formulation of
the problem on the boxes of the dual mesh. Note that the principle of conservation
of ux on the primal mesh is implicitely satised.
The primal mesh is a regular triangulation of 
 in Ciarlet's sense [11] (see below).
We now call E
h
(K), resp. Z
h
(K), the set of edges, resp. vertices, of K 2 T
h
; and
then set E
h
:=
S
K2T
h
E
h
(K), Z
h
:=
S
K2T
h
Z
h
(K). We further set Z
in
h
:= Z
h
\ 

as the set of interior vertices of the triangulation. The dual mesh is now build as
follows: consider z
K
an arbitrary interior point of K 2 T
h
and for e 2 E
h
(K), we
set m
e
the midpoint of e. For K 2 T
h
and z 2 Z
h
(K), we clearly have z := e \

l,
with e; l 2 E
h
(K); with these notation we set b
z;K
:= Conv[z
K
; z;m
e
; m
l
]. The box
associated with z 2 Z
h
is then dened by b
z
:=
S
fK2T
h
:z2Z
h
(K)g
b
z;K
(see Figure 5)
and the set of boxes, or control volumes, is B
h
:= fb
z
: z 2 Z
h
g:
@


z

z
K
K
 b
z

z
K
K
z
b
z
!
Figure 5: Example of boxes b
z
We further dene
X
0
h
:= fv 2 H
1
0
(
)=vj
K
2 P
1
(K); 8K 2 T
h
g:
For z 2 Z
in
h
, we introduce 
z
as the standard hat function related to z, i.e., 
z
2 X
0
h
and satises 
z
(z) = 1 and 
z
(z
0
) = 0, for all z
0
2 Z
h
nfzg, while 
z
is the character-
istic function of the box b
z
. Finally for v 2 X
0
h
that may be written v :=
X
z2Z
in
h
v(z)
z
,
we may associate the unique piecewise constant function v :=
X
z2Z
in
h
v(z)
z
and con-
versely.
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3.1 The discretization
Integrating (1) on a box b
z
and using the divergence formula, we have
 
Z
@b
z
@u
@n
z
ds =
Z
b
z
f(x) dx; 8z 2 Z
h
;(17)
where n
z
is the unit outward normal vector along @b
z
. The approximation of (1) in
the conforming nite volume-element method sense is to nd u
BC
2 X
0
h
satisfying
 
Z
@b
z
@u
BC
@n
z
ds =
Z
b
z
f(x) dx; 8z 2 Z
in
h
:(18)
Proposition 3.1 ([4]) Consider a regular triangulation T
h
of 
 and a correspond-
ing set of boxes B
h
built above. Then the system (18) admits a unique solution
u
BC
2 X
0
h
.
Remark 3.2 Setting
a : X
0
h
X
0
h
! R : (v; w) 7!
Z


rv  rwdx;
by Lemma 3 of [4] we know that (18) is equivalent to
a(u
BC
; 
z
) = (f; 
z
)


; 8z 2 Z
in
h
:
This means that the system (18) is reduced to the system AU =

F , where U :=
(u
BC;z
)
z2Z
in
h
,

F := (
R
b
z
f dx)
z2Z
in
h
and u
BC
=
P
z2Z
in
h
u
BC;z

z
. In comparison with
the linear system AU = F obtained by the discretization of (1) using the standard
FEM based on X
0
h
, only the right-hand side has changed.
3.2 The error estimates
As before the singular behaviour of the solution u of (1) near O requires renement of
the meshes near this point O, we then introduce the following hypotheses (compare
with (H1) to (H3)): There exists  > 0 independent of h such that
(H1') 8K 2 T
h
; 1 
h
K

K
 , which means that T
h
is a regular mesh in Ciarlet's sense
[11],
(H2') 8 K 2 T
h
; h
K
  h
1
1 
, if O 2 K,
(H3') 8 K 2 T
h
; h
K
  h inf
x2K
r

(x), if O 62 K.
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Remark 3.3 The condition (H1') will allow to obtain appropriate trace inequalities;
it is also equivalent to the minimal angle condition [11]. The conditions (H2') and
(H3') are renement conditions. Meshes fullling the conditions (H1') to (H3') are
easily built and are used to restore optimal order of convergence for standard FEM
[28, 18, 14, 3].
We start with a trace inequality in the weighted Sobolev space
H
1;
(
) := fv 2 L
2
(
)=r

ru 2 L
2
(
)
2
g;
equipped with its natural norm.
Lemma 3.4 Let T
h
be a triangulation of 
 satisfying the condition (H1') and let
 2 [0;
1
2
[. Fix K 2 T
h
and  an arbitrary segment included into K (see Figure 6).
Then for all v 2 H
1;
(
), we have
Z

v
2
ds .
kvk
2
0;K
h
K
+ h
K
jvj
2
1;K
; if O 62 K;(19)
Z

v
2
ds .
kvk
2
0;K
h
K
+ h
1 2
K
jvj
2
1;;K
; if O 2 K:(20)

K
^
1
^
A


1
^
K
K
Figure 6: A triangleK and   K and their transformation to the reference element
Proof: The estimate (19) is a particular case of (20) for  = 0, so we focus our
attention to the estimate (20). We use a standard scaling argument and then prove
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rst (20) on the reference triangle
^
K of vertices (0; 0); (1; 0) and (0; 1). On
^
K one
has
kv^k
2
0;@
^
K
. kv^k
2
0;
^
K
+ jv^j
2
1;;
^
K
; 8v^ 2 H
1;
(
^
K);(21)
where H
1;
(
^
K) is dened as before with r^(x^) = jx^j is the distance to (0; 0). Indeed
by Holder's inequality (see for instance Lemma 8.4.1.2 of [18]) we have
H
1;
(
^
K) ,! W
1;p
(
^
K); 8 p <
2
1 + 
;(22)
while a standard trace theorem (see for instance Theorem 3 in appendix [IM] of [20])
yields
W
1;p
(
^
K) ,! L
2
(@
^
K); 8p 
4
3
:
By composition we get
H
1;
(
^
K) ,! L
2
(@
^
K); for any <
1
2
;
which proves (21).
We now extend ^ to obtain a second segment ^
1
such that the extremities of ^
1
belong to the boundary of
^
K.
Denote by
^
A a triangle included into
^
K and such that ^
1
 @
^
A. By Green's
formula on the triangle
^
A we have
Z
@
^
A
v^
2
n^
i
ds^ =
Z
^
A
@v^
2
@x^
i
dx^; 8i = 1; 2:
Multiplying this identity by n^
i
j
^
1
and summing the result on i = 1; 2, we get
Z
^
1
v^
2
ds^  2
Z
@
^
An^
1
v^
2
ds^+ 4
Z
^
A
jv^jjrv^j dx^(23)
 2
Z
@
^
K
v^
2
ds^+ 4
Z
^
K
jv^jjrv^j dx^:
Holder's inequality and the well known embedding (see [18])
W
1;p
(
^
K) ,! L
q
(
^
K); 8p 
4
3
; with
1
p
+
1
q
= 1;
lead to
Z
^
K
jv^jjrv^j dx^  jjv^jj
0;q;
^
K
jjrv^jj
0;p;
^
K
. jjv^jj
2
1;p;
^
K
:
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Combined with (22) we obtain
Z
^
K
jv^jjrv^j dx^ . jjv^jj
2
1;;
^
K
:
This estimate and the estimate (21) in (23) show that
Z
^
v^
2
ds^ . kvk
2
0;
^
K
+ jvj
2
1;;
^
K
:
We conclude using the change of variables:

K
:
^
K ! K : x^! x = B
K
x^ + b
K
;
where the matrix B
K
satises jB
K
j  h
K
due to the assumption (H1') and using
the fact that the length of the segment  is clearly less than h
K
.
Lemma 3.5 Let T
h
be a triangulation of 
 satisfying the condition (H1') and let
 2 [0;
1
2
[. Fix K 2 T
h
and  an arbitrary segment included into K. Then for all
v 2 H
2;
(
), we have




Z

@v
@n
ds




2
. jvj
2
1;K
+ h
2
K
jvj
2
2;K
; if O 62 K;(24)




Z

@v
@n
ds




2
. jvj
2
1;K
+ h
2 2
K
jvj
2
2;;K
; if O 2 K:(25)
Proof: By Cauchy-Schwarz's inequality we have




Z

@v
@n
ds




2
. h
K
Z

jrvj
2
ds;(26)
and we conclude thanks to the estimates (19) or (20).
Combining this Lemma and some arguments from [4, 9] and from [28], we can
prove the following error estimates.
Theorem 3.6 Let u 2 H
1
0
(
) \H
2;
(
), with  2]1  

!
;
1
2
[, (resp. u
BC
2 X
0
h
) be
the unique solution of (1) (resp. (18)). Then under the assumptions (H1') to (H3'),
we have
ku  u
BC
k
1;

. hjuj
2;;

. hjf j
0;

:(27)
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Proof: Let us set
a
0
: H
1
0
(
) \H
2;
(
)H
1
0
(
) \H
2;
(
)! R : (v; w) 7!  
X
z2Z
in
h
w(z)
Z
@b
z
@v
@n
z
ds:
Then (17) and (18) imply the orthogonality relation
a
0
(u  u
BC
; v) = 0; 8v 2 X
0
h
:
Consequently it holds
a
0
(u  w; v) = a
0
(u
BC
  w; v); 8v; w 2 X
0
h
:(28)
Applying Lemma 3 of [4] to this right-hand side (see Remark 3.2) we then get
a
0
(u  w; v) = a(u
BC
  w; v); 8v; w 2 X
0
h
:
As u
BC
  w 2 X
0
h
for w 2 X
0
h
, we conclude that
sup
v2X
0
h
;v 6=0
a
0
(u  w; v)
jvj
1;

 ju
BC
  wj
1;

; 8w 2 X
0
h
:
By Poincare-Friedrichs' inequality we arrive at
ku
BC
  wk
1;

. sup
v2X
0
h
;v 6=0
a
0
(u  w; v)
jvj
1;

:(29)
It then remains to estimate the above right-hand side. Let us x v; w 2 X
0
h
. We
rst recall that
a
0
(u  w; v) =  
X
z2Z
in
h
v(z)
Z
@b
z
@(u  w)
@n
z
ds:
Applying successively Cauchy-Schwarz's inequality and Lemma 1 of [4] to this right-
hand side, we obtain
ja
0
(u  w; v)j . jvj
1;

0
@
X
K2T
h
X
s;p2Z
h
(K)





Z
@b
s
\@b
p
@(u  w)
@n
ds





2
1
A
1
2
:(30)
Applying now Lemma 3.5 we get
ja
0
(u  w; v)j. jvj
1;

 
ju  wj
2
1;

+
X
K2T
h
;O 62K
h
2
K
juj
2
2;K
+
X
K2T
h
;O2K
h
2 2
K
juj
2
2;;K
!
1
2
:
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Making use of the renement conditions (H2') and (H3'), we obtain
ja
0
(u  w; v)j . jvj
1;

 
ju  wj
2
1;

+ h
2
juj
2
2;;


1
2
; 8v; w 2 X
0
h
:(31)
Combining the estimates (29), (31) and taking w := Iu 2 X
0
h
, the Lagrange
interpolant of u at the nodes of the triangulation T
h
, we arrive at
ku
BC
  Iuk
1;

. ku  Iuk
1;

+ hjuj
2;;

:(32)
This estimate and the well known error estimate (see [28] or Theorem 8.4.1.6 of [18])
ku  Iuk
1;

. h juj
2;;

;(33)
lead to (27) with the help of the triangular inequality.
Using an Aubin-Nitsche's trick we now establish a quadratic convergence rate
for ku  u
BC
k
0;

under some supplementary hypotheses on the meshes and on f .
Theorem 3.7 Let the assumptions of Theorem 3.6 be satised. Assume further-
more that for all K 2 T
h
; z
K
is the barycenter of K and that f 2 H
1
(
). Then it
holds
ku  u
BC
k
0;

. h
2
kfk
1;

:(34)
Proof: Consider the auxiliary (dual) problem: Let  2 H
1
0
(
) be the unique
solution of
8
<
:
 4 = u  u
BC
in 
;
 = 0 on @
:
(35)
Then by the results from section 1 we know that  2 H
2;
(
) with  as before, with
the estimate
jj
2;;

+ jj
1;

. ku  u
BN
k
0;

:(36)
By the weak formulation of (35) we may write (since u  u
BC
belongs to H
1
0
(
))
ku  u
BC
k
2
0;

=
Z


r(u  u
BC
)  r dx(37)
= a(u  u
BC
;   v) + a(u  u
BC
; v); 8v 2 X
0
h
:
We are then reduced to estimate the two terms of the right-hand side of (37):
For the rst term we simply apply Cauchy-Schwarz's inequality to write
ja(u  u
BC
;   v)j  ju  u
BC
j
1;

j  vj
1;

; 8v 2 X
0
h
:(38)
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For the second term we remark that
a(u  u
BC
; v) = a(u; v)  a(u
BC
; v):
By the weak formulation of problem (1) we clearly have
a(u; v) = (f; v)


:
While by Lemma 3 of [4] we have (see Remark 3.2)
a(u
BC
; v) = (f; v)


:
Alltogether we arrive at
a(u  u
BC
; v) = (f; v   v)


:(39)
Note that
(f; v   v)


=
X
K2T
h
(f; v  Q(v))
K
;
whereQ(v)j
K
:=
X
z2Z
h
(K)
v(z)
zjK
, for allK 2 T
h
: Therefore, setting f
K
:=
1
jKj
R
K
f dx,
the mean value of f on K 2 T
h
, the above identity may be transformed into
(f; v   v)


=
X
K2T
h
(f   f
K
; v  Q(v))
K
+
X
K2T
h
(f
K
; v  Q(v))
K
:(40)
For all K 2 T
h
, Cauchy-Schwarz's inequality and the Bramble-Hilbert Lemma
([11]) lead to
j(f   f
K
; v  Q(v))
K
j  kf   f
K
k
0;K
kv  Q(v)k
0;K
. h
2
K
jf j
1;K
jvj
1;K
:
On the other hand one has
(f
K
; v  Q(v))
K
= f
K
(
Z
K
v dx 
Z
K
Q(v) dx)
= f
K
0
@
Z
K
v dx 
jKj
3
X
z2Z
h
(K)
v(z)
1
A
= 0;
since z
K
is the barycenter of K and since the quadrature rule
jKj
3
X
z2Z
h
(K)
v(z) is
exact on P
1
.
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These results in (40) yield
j(f; v   v)


j . h
2
jf j
1;

jvj
1;

:
Inserting this estimate in (39) we have shown that
ja(u  u
BC
; v)j . h
2
jf j
1;

jvj
1;

:(41)
At this stage we come back to (37) and use the estimates (38) and (41) to get
for all v 2 X
0
h
:
ku  u
BC
k
2
0;

. ju  u
BC
j
1;

j  vj
1;

+ h
2
jf j
1;

(jv   j
1;

+ jj
1;

):(42)
We now take v := I and by (33) and (27) we obtain
ku  u
BC
k
2
0;

. h
2
jf j
0;

jj
2;;

+ h
2
jf j
1;

(jj
1;

+ jj
2;;

):
We conclude by using (36).
Remark 3.8 Analogously one can prove for quasi-uniform meshes (i.e.  = 0) the
slow orders of convergence
ku  u
BC
k
1;

. h

!
 "
kfk
0;

;
ku  u
BC
k
0;

. h
2
!
 2"
kfk
1;

;
for any " > 0. This is conrmed by the results presented in [10].
Remark 3.9 In Theorem 3.7, the assumption on the points z
K
to be the barycenter
of K is essential to obtain a rate of convergence of order 2 as shown in [22].
Remark 3.10 Our nite volume-element method may be used for the approxima-
tion of singularly perturbated reaction-diusion problems using anisotropic meshes.
In that case adapting the proof of Theorems 3.6 and 3.7 and using the results from
[1, 2] one can obtain some error estimates but which seem to be less interesting than
those obtained by the conforming nite element method.
4 The nonconforming nite volume-element me-
thod
The general idea of the method is similar to the one of the previous section except
that we approximate the solution u of (1) in the P
1
non conforming nite element
space (see [12, 8]).
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As before the primal mesh consists in a regular triangulation T
h
of 
. With the
same notation as in the previous section, the dual mesh is built as follows: consider
an arbitrary interior point z
K
of K 2 T
h
, then for e 2 E
h
(K) \ E
h
(L), the box
associated with e is dened by b
e
:=
S
x2e
Conv[z
K
; z
L
; x] (see Figure 7). The
set of boxes is simply B
h
:= fb
e
: e 2 E
h
g. For any edge e we denote by m
e
the
midpoint of e.
b
e
K
L
z
L
z
K


e
Figure 7: An example of a box b
e
Let us set E
int
h
= fe 2 E
h
=e  
g the set of interior edges of T
h
and by
E
ext
h
= fe 2 E
h
=e  @
g the set of exterior edges of T
h
. We further introduce the
Crouzeix-Raviart nite element space:
S
0
h
:= fv
h
2 L
2
(
)= v
hjK
2 P
1
(K); 8K 2 T
h
;
v
hjK
(m
e
) = v
hjL
(m
e
); 8e 2 E
int
h
; K; L 2 T
h
: e = K \ L;
and v
h
(m
e
) = 0; 8e 2 E
ext
h
g:
Since S
0
h
is not included intoH
1
0
(
), the space S
0
h
is equipped with the norm kk
1;h
:=
(
X
K2T
h
j  j
2
1;K
)
1
2
.
4.1 The discretization
Integrating (1) on a box b
e
and using the divergence formula, we have for all e 2 E
h
 
Z
@b
e
@u
@n
e
ds =
Z
b
e
f(x) dx;(43)
where n
e
means the outward normal vector along @b
e
.
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By analogy with the previous section, the approximation of (1) in the noncon-
forming nite volume-element method sense is then to nd u
BN
2 S
0
h
satisfying
 
Z
@b
e
@u
BN
@n
e
ds =
Z
b
e
f(x) dx ; 8e 2 E
int
h
:(44)
Proposition 4.1 ([8]) Consider a regular triangulation T
h
of 
 and a correspond-
ing set of boxes B
h
. Then the system (44) admits a unique solution u
BN
2 S
0
h
.
4.2 The error estimates
As before using Lemma 3.5 and adapting the arguments from [8] and from [28], we
can prove the following error estimate.
Theorem 4.2 Let u 2 H
1
0
(
) \ H
2;
(
), with  2]1  

!
;
1
2
[, (resp. u
BN
2 S
0
h
) be
the unique solution of (1) (resp. (44)). Then under the assumptions (H1') to (H3'),
we have
ku  u
BN
k
1;h
. hjuj
2;;

. hkfk
0;

:(45)
Proof: Setting
a
h
(v; w) :=
X
K2T
h
Z
K
rv  rw dx;
a(v; w) :=  
X
e2E
in
h
w(m
e
)
Z
@b
e
@v
@n
e
ds;
and taking into account (43) and (44), the next orthogonality relation holds:
a(u  u
BN
; v) = 0; 8v 2 S
0
h
:
This identity and Lemma 3.2 of [8] yield
a
h
(u
BN
  w; v) = a(u
BN
  w; v) = a(u  w; v); 8v; w 2 S
0
h
:(46)
This allows to conclude
ku
BN
  wk
1;h
 sup
v2S
0
h
;v 6=0
a
h
(u
BN
  w; v)
kvk
1;h
 sup
v2S
0
h
;v 6=0
a(u  w; v)
kvk
1;h
; 8w 2 S
0
h
:(47)
Using Cauchy-Schwarz's inequality and Lemma 3.5 of [8] (see the estimate (3.26) of
[8]) we get
ku
BN
  wk
1;h

0
@
X
K2T
h
X
e;l2E
h
(K)




Z
@b
e
\@b
l
@(u  w)
@n
e
ds




2
1
A
1
2
; 8w 2 S
0
h
:(48)
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This right-hand side is now estimated using Lemma 3.5 to obtain
ku
BN
  wk
1;h

 
X
K2T
h
;O2K
(ju  wj
2
1;K
+ h
2 2
K
juj
2
2;;K
)
+
X
K2T
h
;O 62K
(ju  wj
2
1;K
+ h
2
K
juj
2
2;K
)
!
1
2
; 8w 2 S
0
h
:
Using the renement rules (H2') and (H3') we arrive at
ku
BN
  wk
1;h
. hjuj
2;;

+ ku  wk
1;h
; 8w 2 S
0
h
;
and by the triangular inequality we conclude
ku
BN
  uk
1;h
. hjuj
2;;

+ ku  wk
1;h
; 8w 2 S
0
h
:(49)
Now we take w = I
CR
u, the Crouzeix-Raviart interpolant of u which satises,
thanks to Theorem 3.7 of [14], the error estimate
ku  I
CR
uk
1;h
. hjuj
2;;

:(50)
The estimates (49) and (50) lead to the conclusion.
For the estimation of the L
2
-norm we rst prove the following error estimates.
Lemma 4.3 Let T
h
be a triangulation of 
 satisfying the condition (H1') and let
 2 [0;
1
2
[. Fix K 2 T
h
such that O 2 K and e an arbitrary edge of K. Then for all
v 2 H
1;
(
)
kv  M
0
e
vk
0;e
. h
1
2
 
K
jvj
1;;K
;(51)
whereM
0
e
v =
1
jej
R
e
v ds is the mean value of v on e. Consequently for all v 2 H
1;
(
)
and w 2 H
1
(
) we have




Z
e
(v  M
0
e
v)(w  M
0
e
w) ds




. h
1 
K
jvj
1;;K
jwj
1;K
:(52)
Proof: First we remark that M
0
e
v has a meaning for v 2 H
1;
(
) due to the
embedding H
1;
(K) ,! L
2
(e).
On the reference triangle
^
K due to the compact embedding of H
1;
(
^
K) into
L
2
(
^
K), we clearly have
kv^  M
0
e^
v^k
0;e^
. kv^  M
0
e^
v^k
1;;
^
K
. jv^  M
0
e^
v^j
1;;
^
K
. jv^j
1;;
^
K
:
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By change of variables and the assumption (H1') we conclude
kv  M
0
e
vk
0;e
 jej
1
2
kv^  M
0
e^
v^k
0;e^
. h
1
2
K
jv^j
1;;
^
K
. h
1
2
 
K
jvj
1;;K
:
The estimate (52) directly follows from (51) and Cauchy-Schwarz's inequality.
Theorem 4.4 Let the assumptions of Theorem 4.2 be satised. If, for all K 2
T
h
; z
K
is the barycenter of K and if f 2 H
1
(
), then it holds
ku  u
BN
k
0;

. h
2
kfk
1;

:(53)
Proof: We use a duality argument as in Theorem 3.7 but with necessary adaptations
due to the nonconformity of the approximation (see [8, Thm 3.2] for the regular case).
Consider the auxiliary (dual) problem: Let  2 H
1
0
(
) be the unique solution of
8
<
:
 4 = u  u
BN
in 
;
 = 0 on @
:
(54)
Then by the results from section 1 we know that  2 H
2;
(
) with  as before, and
jj
2;;

+ jj
1;

. ku  u
BN
k
0;

:(55)
Now by (54) and Green's formula on each triangle K we may write
ku  u
BN
k
2
0;

=  
X
K2T
h
Z
K
(u  u
BN
)4dx
=
X
K2T
h

Z
K
r(u  u
BN
)  rdx 
Z
@K
(u  u
BN
)
@
@n
ds

:
Note that, contrary to the previous situation, u
BN
is no more in H
1
0
(
) and con-
sequently the above boundary terms are not equal to zero. For all v 2 S
0
h
we then
get
ku  u
BN
k
2
0;

= a
h
(u  u
BN
;   v)(56)
+a
h
(u  u
BN
; v) 
X
K2T
h
Z
@K
(u  u
BN
)
@
@n
ds:
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We now estimate the three terms of the above right-hand side. For the rst one
Cauchy-Schwarz's inequality leads to
ja
h
(u  u
BN
;   v)j  ku  u
BN
k
1;h
k  vk
1;h
:(57)
For the second term the identity (3.38) of [8] showed that
a
h
(u  u
BN
; v) =
X
K2T
h

Z
@K
v
@u
@n
ds+ (f; v  Q(v))
K

;(58)
where, for all K 2 T
h
, Q(v)j
K
:=
X
e2E
h
(K)
v(m
e
)g
K
e
, and g
K
e
is the characteristic
function of the set b
e;K
. So it remains to estimate the two terms of the right-hand
side of (58).
As v 2 S
0
h
we may write
X
K2T
h
Z
@K
v
@u
@n
ds =
X
K2T
h
X
e2E
h
(K)
Z
e
v

@u
@n
 M
0
e
(
@u
@n
)

ds:(59)
Since  = 0 on the boundary and is continuous in 
 the above identity may be
transformed into
X
K2T
h
Z
@K
v
@u
@n
ds =
X
K2T
h
X
e2E
h
(K)
Z
e
(v   )

@u
@n
 M
0
e
(
@u
@n
)

ds
=
X
K2T
h
X
e2E
h
(K)
Z
e
 
(v   ) M
0
e
(v   )


@u
@n
 M
0
e
(
@u
@n
)

ds:
Consequently by Lemma 4.3 we obtain





X
K2T
h
Z
@K
v
@u
@n
ds





.
X
K2T
h
;O2@K
h
1 
K
juj
2;;K
jv   j
1;K
+
X
K2T
h
;O 62@K
h
K
juj
2;K
jv   j
1;K
:
Making use of the renement rules (H2') and (H3') we arrive at





X
K2T
h
Z
@K
v
@u
@n
ds





. hjuj
2;;

kv   k
1;h
:(60)
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For the second term of the right-hand side of (58) by the identity (3.45) of [8]
we have
(f; v  Q(v))
K
= (f   f
K
; v  Q(v))
K
; 8K 2 T
h
;
where we recall that f
K
is the mean of f on K. Cauchy-Schwarz's inequality and
the Bramble-Hilbert Lemma ([11]) then yield
j(f   f
K
; v  Q(v))
K
j  kf   f
K
k
0;K
kv  Q(v)k
0;K
. h
2
K
jf j
1;K
jvj
1;K
; 8K 2 T
h
:
This estimate directly leads to
j
X
K2T
h
(f; v  Q(v))
K
j . h
2
kvk
1;h
jf j
1;

:(61)
Coming back to (58) and using the estimates (60) and (61) we get
ja
h
(u  u
BN
; v)j . hjuj
2;;

k  vk
1;h
+ h
2
jjvjj
1;h
jf j
1;

;
and by the triangular inequality
ja
h
(u  u
BN
; v)j . h(juj
2;;

+ jf j
1;

)(k  vk
1;h
+ hjj
1;

):(62)
For the estimation of the boundary terms in (56), we remark that the fact that
u is continuous in 
, is zero on the boundary and that u
BN
belongs to S
0
h
allow to
write
X
K2T
h
Z
@K
(u  u
BN
)
@
@n
ds
=
X
K2T
h
Z
@K
 
(u  u
BN
) M
0
e
(u  u
BN
)


@
@n
 M
0
e
(
@
@n
)

ds:
By Lemma 4.3 we then get
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;O2@K
h
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j
2;;K
ju  u
BN
j
1;K
+
X
K2T
h
;O 62@K
h
K
jj
2;K
ju  u
BN
j
1;K
:
Using Cauchy-Schwarz's inequality and the assumptions (H2') and (H3') we arrive
at





X
K2T
h
Z
@K
(u  u
BN
)
@
@n
ds





. h jj
2;;

ku  u
BN
k
1;h
:(63)
Using the estimates (57), (62) and (63) into (56) and taking v := I
CR
 the
Crouzeix-Raviart interpolant of , we conclude thanks to the estimates (45), (50)
and (55).
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5 Numerical tests
Consider the Laplace equation with Dirichlet boundary conditions,
 u = 0 in 
; u = g on @
;
in the domain 
 := ( 1; 1)
2
n [0; 1] [ 1; 0], which has a non convex corner at the
origin with interior angle ! =
3
2
. The right-hand side g is taken such that
u = r
2=3
sin
2
3

is the exact solution of the problem. It has the typical singular behaviour near
the corner [18]. We approximate the above problem using the cell-center method
of section 2 and the conforming nite volume-element method from section 3. For
both methods we use quasi-uniform meshes and appropriate rened ones for h =
1
n
,
for the values n = 10; 50; 100; 125, as illustrated by Figures 8 and 9 for n = 10.
From the numerical solutions obtained by the cell-center method, the mesh de-
pending norm ke

k

and the L
2
-norm ke

k
0;

were computed. Tables 1 and 2 show
respectively the rate of convergence for quasi-uniform meshes and -rened meshes
for  =
1
3
. Figure 10 illustrates the same result in a double logarithmic scale so that
the slope of the curves corresponds to the approximation order of convergence. From
these results we may conclude that rened meshes allow to improve signicantly the
order of convergence.
For the conforming nite volume-element method, Tables 3, 4 and Figure 11
show the rate of convergence for quasi-uniform meshes and -rened meshes for
 =
1
3
of the L
2
-norm ku   u
BC
k
0;

and of the H
1
-norm ku   u
BC
k
1;

. As before
these results conrm that the use of rened meshes improves signicantly the order
of convergence.
Note that numerical tests for the nonconforming nite volume-element method
give similar results.
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Figure 8: Quasi-uniform mesh for n=10
n ke

k

ke

k
0;

10 4.3554E-02 5.17E-03
50 1.6464E-02 6.92E-04
100 1.1162E-02 3.66E-04
125 1.0382E-02 3.50E-04
Table 1: Numerical results for quasi-uniform meshes for the cell-center method
n ke

k

ke

k
0;

10 4.3863E-02 4.19E-03
50 8.7885E-03 1.91E-04
100 4.4022E-03 5.30E-04
125 3.5286E-03 3.16E-04
Table 2: Numerical results for -rened meshes ( =
1
3
) for the cell-center method
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Figure 9: -rened mesh for  =
1
3
and n = 10
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Figure 10: Comparison of quasi-uniform (line (1)) and graded meshes (line (2)) for
the cell-center method
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n ku  u
BC
k
0;

for a non rened mesh ku  u
BC
k
0;

for a -rened mesh (=1/3)
10 4.9514 E-03 2.0370 E-03
50 6.1035 E-04 1.1324 E-04
100 2.4593 E-04 3.1821 E-05
110 2.1697 E-04 2.6701 E-05
Table 3: Numerical error of the L
2
-norm for quasi-uniform meshes and -rened
meshes ( =
1
3
) for the conforming nite volume-element method
n ku  u
BC
k
1;

for a non rened mesh ku  u
BC
k
1;

for a -rened mesh (=1/3)
10 0.1126 6.9098 E-02
50 3.9283 E-02 1.6420 E-02
100 2.4848 E-02 8.7142 E-03
110 2.3329 E-02 7.9830 E-03
Table 4: Numerical error of the H
1
-norm for quasi-uniform meshes and -rened
meshes ( =
1
3
) for the conforming nite volume-element method
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