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The energy levels of two interacting electrons in a 2D quantum dot confined by a finite Gaussian 
potential and subjected to a uniform magnetic field perpendicular to the plane of the dot are studied. 
Analytic results are obtained for the energy spectrum of the two-electron system as well as for a single 
electron. The magnetic field at which the ground state transitions from the spin-singlet to the spin-triplet 
state for the two-electron system is calculated and compared with the experimental data and previous 
theoretical results for the infinite harmonic confining potential. The ground state energy of the two-
electron system as a function of the magnetic field is calculated and compared with the experimental data.  
 
I. INTRODUCTION 
Soon after the development of the quantum theory two-dimensional systems in a magnetic field have 
been of interest to physicists. Fock [1] and subsequently Darwin [2] derived the energy levels of a single 
particle confined in a two-dimensional harmonic potential and subjected to a uniform magnetic field. 
Studies of such systems intensified with the fabrication of quantum systems confined in two and all three 
spatial dimensions known as artificial atoms, superatoms, or quantum dots, more than thirty years ago. 
See Reference [3] for an extensive list of references on the topic.  
Two-dimensional disc shaped quantum dots (2D QD) where the number of confined electrons and 
the confining potential can be controlled at will have been studied experimentally and theoretically [4-
29]. Various techniques including Hartree-Fock, variational approach, numerical diagonalization of the 
Hamiltonian matrix, etc. have been used to calculate the energy levels of two-electron systems in a 2D 
QD. Most of the theoretical treatments have approximated the confining potential to be an infinite 
harmonic potential. The major advantage of using the harmonic potential is that the Hamiltonian can be 
separated in the center of mas (CM) and relative coordinates (RC).  Analytic solution to the CM part of 
the Schrodinger equation (SE) exists. However, the RC SE including the Coulomb interaction between the 
two electrons is difficult and hence the various approximate techniques for analytic treatments and 
exact numerical techniques have been used. Bruce and Maksym [30] treated the problem with a realistic 
confining potential including the effect of screening due to the gate electrodes using numerical 
diagonalization of the many-body Hamiltonian. Adamowski et al. [29] used a Gaussian potential and its 
parabolic approximation to calculate the energy levels of a QD without a magnetic field using the 
variational approach. 
Wagner et al. [8] predicted a transition for the ground state energy from the spin-singlet to the spin-
triplet state as the magnetic field increases. Ashoori et al. [31] experimentally observed such transition. 
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However, there is a discrepancy in the experimental value of the magnetic field with the value 
calculated by Wagner et al.  Ashoori et al. conjectured that the discrepancy may be due to the 
assumption of strictly parabolic potential used in the calculation. In this paper, we model the system 
with a Gaussian potential that should be a more realistic representation of the 2D QD and present 
analytic results for this potential. However, for our analytic treatment we have made a key assumption 
that the CM motion is confined mostly near the center of the QD. With this assumption we have 
obtained an analytic solution for the system.  The transition magnetic field value obtained for the 
Gaussian potential is closer to the experimental value indicating that indeed the discrepancy may be at 
least partly due to the infinite harmonic potential assumption by Wagner et al. 
Dineykhan and Efimov [32] developed the oscillator representation method (ORM) arising from ideas 
and methods of the quantum field theory.  Using the ORM the binding energies of a number of systems 
with various types of potentials including the Coulomb and power-law potentials, exponentially screened 
Coulomb potential, logarithmic potential [32, 33], van der Waals potential [34], cavity model [35], and a 
two-electron quantum dot in a magnetic field [36] have been calculated.  The ORM results agree very 
well with the results obtained by variational numerical methods and analytic methods for these potentials. 
In this paper, we use the ORM technique to obtain an analytic solution for the 2D QD two-electron 
systems confined by a Gaussian potential in a magnetic field. 
The paper is organized as follows. In Section II we present the Gaussian potential we have used for 
our model and the approximations involved for the model. In Section II we present the results obtained by 
the ORM solution for the RC SE. In Section III we present the single electron ORM results. By fitting the 
single electron experimental data [31] with our results we obtain the parameters for the Gaussian 
potential. In Section IV we calculate the energy levels and the magnetic field value for the singlet-to-
triplet transition with the potential parameters obtained in Section III. We compare the results with both 
the experimental data [31] and the results by Wagner et al. [8]. 
II. GAUSSIAN CONFINING POTENTIAL MODEL 
The Hamiltonian of a two-electron system in a 2D quantum dot (QD) is: 
𝐻 = ∑ [
1
2𝑚∗
2
𝑖=1 (𝒑𝑖 + 𝑒𝑨(𝒓𝒊))
2 + 𝑉(𝒓𝑖)] +
𝑒2
4𝜋𝜖𝜖0
1
|𝒓1−𝒓𝟐|
+ 𝐻𝑠,    (1) 
where 𝑚∗ is the effective mass, 𝑨 is the vector potential corresponding to a magnetic field 
𝑩 perpendicular to the plane of the 2D QD, 𝜖 is the dielectric constant of the QD medium, and 𝐻𝑠 =
𝑔∗𝜇𝐵(𝒔1 + 𝒔2). 𝑩. We choose the conventional gauge for the magnetic field B in the z-direction 
described by 𝐴 =
1
2
(𝑩 × 𝒓). 
We choose the confining potential to be 
      𝑉(𝒓𝑖) = 𝑉0 (1 − 𝑒
−𝛼2𝑟𝑖
2
) .        (2) 
For 𝛼𝑟𝑖 ≪ 1, 𝑉(𝒓𝑖) ≅ 𝑉0𝛼
2𝑟𝑖
2. To facilitate comparison of the model with harmonic potential model 
we set 
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      𝑉0𝛼
2 =
1
2
𝑚∗𝜔0
2.          (3) 
It is necessary to separate the Hamiltonian into two components, one corresponding to the (CM) and 
the other to the relative motion of the two-electron system in order to solve the SE analytically. That is the 
primary motivation to approximate the confining potential to be harmonic potential for which the 
Hamiltonian is separable in the two coordinates. The Hamiltonian is not separable for the Gaussian 
potential. With some assumptions we can, however, separate the Hamiltonian with the Gaussian potential 
that should provide an approximate model for realistic QDs.  
The two-electron confinement potential in the CM and the relative coordinates, 𝑹 =
𝒓1+𝒓2
2
, 𝑎𝑛𝑑 𝒓 =
𝒓1 − 𝒓2, respectively, is 
  𝑉 = 2𝑉0 [1 − 𝑒
−𝛼2(𝑅2+
𝑟2
4
)cosh (𝛼2𝑅𝑟 cos 𝜃)],        (4) 
where 𝑹. 𝒓 = 𝑅𝑟 cos 𝜃. Assuming 𝛼2𝑅2 ≪ 1, we neglect terms of order higher than  𝛼2𝑅2 including 
𝛼4𝑅2𝑟2 to obtain the confining potential as 
        𝑉 = 2𝑉0[1 − 𝑒
−𝛼2𝑟2 4⁄ + 𝛼2𝑅2].        (5) 
Later in the paper we will include the 𝛼4𝑅2𝑟2 term as an average with the expectation value 
𝛼4𝑅2 < 𝑛, 𝑚|𝑟2|𝑛, 𝑚 > after the wave functions |𝑛, 𝑚 > are determined by solving the RC SE. 
 By fitting the calculated eigen energy of a single electron in a confining potential 𝑉0(1 − 𝑒
−𝛼2𝑟2) and 
subjected to a perpendicular uniform magnetic field with the single electron experimental data [31]. we 
find the expectation value < 𝛼2𝑅2 > to be 0.1. This indicates that the assumption made to obtain the 
confining potential may be a reasonable one for realistic QDs to study the effect of finite potential barrier 
on the energy spectrum of two-electron systems. 
With the potential in Equation (5) the Hamiltonian is separated in the CM and the relative coordinates 
and written as 
     𝐻 =
1
2
𝐻𝑄 + 2𝐻𝑞 + 𝐻𝑠,         (6) 
where 𝐻𝑄 and 𝐻𝑞 are the Hamiltonian parts corresponding to the CM and relative coordinate motions, 
respectively, and written as (following the notations of Dineykhan and Nazmitdinov [36]) 
    𝐻𝑄 =
1
2
[𝑷𝑄 + 𝑨𝑄]
2
+
1
2
ℏ2ω𝑄
2 , and       (7) 
   𝐻𝑞 =
1
2
[𝒑𝑞 + 𝑨𝒒]
2
+
1
2
ℏ2ω𝑞
2 +
𝑚∗𝜔0
2
2𝛼2
(1 − 𝑒− 
𝛼2ℏ2
4𝑚∗
𝑞2) +
𝑘√ℏ𝜔0
2𝑞
,    (8) 
where ω𝑄 = 2𝜔0,  ω𝑞 = 𝜔0 2⁄ ,  𝑨𝑄 = 𝑨(𝒒1) + 𝑨(𝒒2),  𝑨𝑞 =
1
2
[𝑨(𝒒1) − 𝑨(𝒒2)], 𝑎𝑛𝑑 𝑨(𝒒) =
(
ℏ
𝑚∗
) [𝑩 × 𝒒],   𝑸 = (√𝑚∗/ℏ)𝑹, 𝑎𝑛𝑑 𝒒 = (√𝑚∗/ℏ)𝒓. The coulomb interaction constant 𝑘 = 𝑙0 𝑎
∗⁄ , 
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where  𝑙0 = √ℏ 𝑚∗𝜔0⁄  is a characteristic length of the harmonic oscillator of frequency 𝜔0 and 𝑎
∗ =
𝜖(𝑚𝑒 𝑚
∗⁄ )𝑎𝐵 is the effective Bohr radius (𝑎𝐵 = 4𝜋𝜖0
ℏ2
𝑚𝑒𝑒2
).  
The eigenfunction of the Hamiltonian, Eq. (6), then can be written in the separable coordinates R and 
r, as 
  Ψ = Φ(𝑸)𝜓(𝒒)𝜒(𝒔1, 𝒔2).         (9) 
The corresponding SEs are: 
  𝐻𝑄Φ(𝑸) = 𝜀𝑄Φ(𝑸), 𝑎𝑛𝑑          (10a) 
  𝐻𝑞𝜓(𝒒) = 𝜀𝑞𝜓(𝒒).          (10b) 
The solution to the SE for the CM motion is well known. Due to the circular symmetry of the 
Hamiltonian, the CM as well as the relative angular momentums are conserved resulting in the azimuthal 
quantum numbers 𝑀 and 𝑚, respectively. Representing the radial quantum numbers for the 𝑄 and 𝑞 
by 𝑁 𝑎𝑛𝑑 𝑛, respectively, the eigenvalues 𝜀𝑁,𝑀 are given by [1, 2] 
  𝜀𝑁,𝑀 =  2ℏ𝜔0 [𝛾(2𝑁 + |𝑀| + 1) +
1
2
𝑀𝑡].       (11) 
where 𝛾 = (1 + 𝑡2/4)1/2, 𝑡 = 𝜔𝑐 𝜔0⁄ ,  𝜔𝑐 = 𝑒𝐵/𝑚
∗, 𝑁 = 0, 1, 2, … . , 𝑎𝑛𝑑 𝑀 = 0, ±1, ±2, …, and the 
eigenfunctions are given by 
  Φ(𝑅) =
1
𝑙0
√
2
𝜋
[
Γ(𝑁+1)
Γ(𝑁+|𝑀|+1)
]
1
2
𝑒𝑖𝑀𝜙𝑄𝑒−𝑥
2
𝑥|𝑀|𝐿𝑁
|𝑀|(𝑥2),     (12) 
where, 𝑥 =
√2𝑅
𝑙0 √𝛾
 ,  𝐿𝑁
|𝑀|
 is the Associated Laguerre function, and 𝜙𝑄 is the azimuthal angle 
corresponding to the CM coordinate R. 
The total energy of the two-electron system is 
    𝐸 = 𝐸𝑁,𝑀 + 𝐸𝑛,𝑚 + 𝐸𝑠,         (13) 
where, 𝐸𝑁,𝑀 =
1
2
𝜀𝑁,𝑀 𝑎𝑛𝑑 𝐸𝑛,𝑚 = 2𝜀𝑛,𝑚. 
The requirement by the Pauli exclusion principle that the total wavefunction must be antisymmetric 
with respect to particle permutation (i.e., 𝒒 → −𝒒) leads to the requirement that the spin wavefunction 𝜒 
must be singlet (S=0) and triplet (S=1) for even and odd 𝑚, respectively. The spin energy 𝐸𝑆,𝑚 for the 
singlet and triplet states alternating with 𝑚 is given by 
𝐸𝑆,𝑚 = ℏ𝜔0.
1
4
[1 − (−1)𝑚]𝑔∗
𝑚∗
𝑚𝑒
𝑡,        (14) 
where, 𝑔∗ is an effective Lande factor. We present the solution to the SE, Eq. (10b), corresponding to 
the relative coordinate motion in the next section. 
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III.  ORM SOLUTION TO THE RELATIVE COORDINATE SE 
Separating the azimuthal coordinate part, the radial part of the SE for the relative coordinate is 
  {−
1
2
[
𝜕2
𝜕𝑟2
+
1
𝑟
𝜕
𝜕𝑟
−
𝑚2
𝑟2
] +
1
2
ℏ2Ω𝑞
2𝑟2 − ℏΩ𝑞𝑚𝑡 +
1
2
 ℏ𝜔0
1
𝛽
(1 − 𝑒−
𝛼2ℏ2
4𝑚∗
𝑟2)} 𝜓𝑛𝑚(𝑟) = 𝜀𝑛,𝑚𝜓𝑛𝑚(𝑟), (15) 
where, Ω𝑞 =
𝑒𝐵
4𝑚∗
 𝑎𝑛𝑑 𝛽 =
𝛼2ℏ
𝑚∗𝜔0
. 
A solution to the SE Eq. (15) is obtained using the ORM method. The first key step in the ORM is a 
transformation of the variables in the SE such that the wave function takes a Gaussian asymptotic form.  
Schrödinger in a paper [37] on solving eigenvalue problems by factorization pointed out the existence of 
such a transformation in which the Kepler problem is transformed into an oscillator problem in four 
dimensions.  The modified SE in the new expanded space having the Gaussian asymptotic solution 
exhibit oscillator behavior at large distances. 
In the next steps, the canonical variables (coordinate and momentum) in the transformed space are 
represented in terms of creation and annihilation operators 𝑎 † and 𝑎, and the Hamiltonian is written in 
terms of normal ordered products over 𝑎 † and 𝑎.  The normal order operation (also known as Wick’s 
transform) is an operation in which all the creation operators 𝑎 † are moved to the left and all the 
annihilation operators 𝑎 are moved to the right.  The normal order operation is frequently used in 
quantum field theory.  The Wick’s transform :𝑞𝑛:  yields the n-th order Hermite polynomial in 𝑞 which, 
of course, is the harmonic oscillator wavefunction apart from the exponential term.  Wick’s transform is 
in fact used in quantum field theory to eliminate infinity arising from the zero-point energy.  See 
reference [38] for an exposition on Wick’s calculus.  The pure oscillator part with some yet unknown 
frequency, ω, is extracted from the Hamiltonian written in the form 𝐻 = 𝐻0+𝐻𝐼 + 𝜀0, where 𝐻0 = 𝜔𝑎
†𝑎.  
In addition, a requirement is imposed that the interaction part, 𝐻𝐼 , does not contain terms quadratic in the 
canonical variables so that they are completely absorbed in the oscillator part. This requirement sets the 
value of the oscillator frequency. 
The contribution of the interaction part of the Hamiltonian 𝐻𝐼 is obtained in the perturbation approach. 
It is important to note, however, that the results of the ORM using the perturbation approach for the 𝐻𝐼 is 
different from the standard perturbation method with the Coulomb interaction being the perturbation 
contribution [36]. We will show that the ORM results in the 0th order perturbation with 𝐻𝐼 are 
significantly better than the results obtained by the standard perturbation method. The reason for the 
better ORM results is that the quadratic terms arising from the interaction terms in the standard 
perturbation are included in 𝐻0 and the solution to the SE with 𝐻0 is exact. See details of the ORM 
solution in Appendix A. 
Solving the SE Eq. (15) by the ORM we obtain the eigenvalues 𝜀𝑛,𝑚 and hence 𝐸𝑛,𝑚 as 
  𝐸𝑛,𝑚 =  𝐸𝑛,𝑚
0 + 𝐸𝑛,𝑚
𝐼  ,        (16a) 
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       𝐸𝑛,𝑚
0 =      ℏ𝜔0 [
𝑚𝑡
2
+ (2𝑛 + |𝑚| + 1)𝛾𝜉2 +
1
𝛽
{1 − (1 +
𝛽
2𝛾𝜉2
)
−|𝑚|−1
} −
|𝑚|+1
2𝛾𝜉2
(1 +
𝛽
2𝛾𝜉2
)
−|𝑚|−2
 +
                                            
3
2√2
𝑘√𝛾
Γ(|𝑚|+
1
2
)
Γ(|𝑚|+1)
],       (16b) 
       𝐸𝑛,𝑚
𝐼 =          ℏ𝜔0 [𝑘√
𝛾
2
𝜉
Γ(𝑛+1)Γ(|𝑚|+1/2)
√𝜋Γ(𝑛+|𝑚|+1)
∑ ∑ (−1)𝑗22𝑝−𝑗
Γ(𝑗+
1
2
)
Γ(𝑗+|𝑚|+1)
2𝑝
𝑗=max {𝑝,2}
𝑛
𝑝=1
Γ(𝑛+𝑗+|𝑚|+1−𝑝)
Γ(𝑛−𝑝+1)Γ(2𝑝−𝑗+1)Γ2(𝑗−𝑝+1)
−
                                
1
𝛽
Γ(𝑛+1)
√𝜋Γ(𝑛+|𝑚|+1)
∑ ∑ (−1)𝑗22𝑝−𝑗
𝜏2𝑗
(1+𝜏2)𝑗+|𝑚|+1
Γ(𝑗+
1
2
)
Γ(𝑗+|𝑚|+1)
2𝑝
𝑗=max {𝑝,2}
𝑛
𝑝=1
Γ(𝑛+𝑗+|𝑚|+1−𝑝)
Γ(𝑛−𝑝+1)Γ(2𝑝−𝑗+1)Γ2(𝑗−𝑝+1)
], (16c) 
where, 𝜏2 =
𝛽
2
√
𝜔0
2𝛾
1
𝜉
 and 𝜉 is determined by solving the following equation arising from the oscillator 
representation condition  
        𝜉4 +
𝑘
√2𝛾
Γ(|𝑚|+
1
2
)
Γ(|𝑚|+2)
𝜉3 −
1
𝛾2
(1 +
𝛽
2𝛾𝜉2
)
−|𝑚|−2
−
𝛾2−1
𝛾2
= 0.     (16d) 
In the limit of 𝛼 → 0 (𝑖. 𝑒. , 𝛽 → 0 ) while 𝑉0𝛼
2is held constant at 
1
2
𝑚∗𝜔0
2 our model approaches the 
harmonic potential model. Accordingly, in this limit, the energy eigenvalue given by Eq. (16) is 
consistent with the results given by Eq. (18) of Dineykhan and Nazmitdinov1 [36]. 
We are mostly interested in the energy levels for 𝑛 = 0 states. It is evident from Eq. (18) that the first 
order perturbation contributions for the 𝑛 = 0 states are 0. Therefore, the inaccuracy of the ORM results 
for these states is only in the second and higher order perturbation contributions. 
In the next section we present and use the ORM results for a single electron in the Gaussian confining 
potential to determine the parameters 𝛼 and ℏ𝜔0 characterizing the Gaussian potential. 
IV. SINGLE ELCTRON CASE 
Following the ORM approach we obtain eigenvalues for a single electron in a QD characterized by the 
Gaussian confining potential given by Eq. (1) as 
𝐸𝑛,𝑚
 =  𝑠
 𝐸𝑛,𝑚
0 + 𝐸𝑛,𝑚
𝐼 +𝑠
 
𝑠
 𝐸𝑠,𝑚
 
𝑠
 ,        (17a) 
  𝐸𝑛,𝑚
0 =𝑠
 ℏ𝜔0 [
𝑚𝑡
2
+ (2𝑛 + |𝑚| + 1)𝛾𝜉2 +
1
𝛽
{1 − (1 +
𝛽
2𝛾𝜉2
)
−|𝑚|−1
} −
|𝑚|+1
2𝛾𝜉2
(1 +
𝛽
2𝛾𝜉2
)
−|𝑚|−2
], and (17b) 
𝐸𝑠,𝑚
 = ℏ𝜔0  𝑠
 .
1
4
𝑔∗
𝑚∗
𝑚𝑒
𝑡,          (17c) 
And the equation for 𝜉 is given by 
      𝜉4 −
1
𝛾2
(1 +
𝛽
2𝛾𝜉2
)
−|𝑚|−2
−
𝛾2−1
𝛾2
= 0.       (17d) 
 
1 It appears that there is a typographical error of a factor of ½ in the reference. 
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The 𝐸𝑛,𝑚
𝐼
𝑠
  contribution is identical to that in Eq. (16c) except that the first term involving the Coulomb 
interaction is zero. 
We use Eq. (17) for the ground state, 𝑛 = 𝑚 = 0, to fit with the single-electron data obtained from 
Fig. 2 of the paper by Ashoori et al. [31]. The parameter values for the Gaussian potential obtained from 
the data fit are: 𝛼 = 0.43 𝑎𝑛𝑑 ℏ𝜔0 = 6.32 𝑚𝑒𝑉. We also fit the same data with the single-electron 
energy eigenvalues for the harmonic potential [2]. The single parameter from the harmonic potential fit is 
ℏ𝜔0 = 5.4 𝑚𝑒𝑉. A slightly better fit for the harmonic potential is with ℏ𝜔0 = 5.27 𝑚𝑒𝑉. However, 
given the inaccuracy of the data we estimated from FIG.2 of Ashoori et al., we fixed ℏ𝜔0 𝑎𝑡 5.4 𝑚𝑒𝑉2 
that Ashoori et al. determined. The standard deviations for the least square fits are 0.08 and 0.22 for the 
Gaussian and the harmonic potentials, respectively. The harmonic and Gaussian potentials and the 
corresponding energy data fits are shown in Fig.1 and Fig. 2, respectively. 
 
FIG. 1. Potentials in meV for the GaAs QD sample of Ashoori et al. as a function of the radius 𝑟 in units of effective Bohr 
radius. The dashed and the solid curves are the harmonic infinite potential and the finite Gaussian potential given in Eq. (2), 
respectively. The solid and the dash-dotted horizontal lines are the values of ℏ𝜔0 and 𝑉0 obtained from the data fit shown in FIG. 
2 for the Gaussian potential, respectively. 
 
2 We should note that the energy scale in the inset of Fig. 2 is shown as 5 meV. However, the single electron energy appears to be less than 
5.4 meV if the energy origin is at 0. We assume that the single electron energy at B=0 is 5.4 meV as stated by Ashoori et al. 
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FIG. 2. Single electron energy level in meV for a 2D GaAs QD sample as a function of the magnetic field B in Tesla. The 
circles are the data measured by Ashoori et al. [31] using single electron capacitance spectroscopy and estimated from FIG. 2 in 
their paper. The dashed and the solid curves are the least square fits of the data with Darwin-Fock results for a harmonic infinite 
potential and the finite Gaussian potential in Eq. (2), respectively. 
Now we concentrate on the two-electron energy levels in the Gaussian potential with the parameters 
ℏ𝜔0 𝑎𝑛𝑑 𝛼 determined above. 
V. TWO-ELECTRON RESULTS 
The analytic results presented in this paper are obtained in perturbation expansion albeit better than the 
results obtained by standard perturbation approach. Therefore, it is important to determine the accuracy of 
the results and the applicability for specific QD samples. 
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FIG. 3. The energy levels of two electrons in a harmonic confining potential in units of ℏ𝜔0 as a function of the oscillator 
length in units of the Bohr radius 𝑎𝐵
∗ . The circles represent the results of numerical calculations by Wagner et el. [8] (estimated 
from FIG. 1(b)). The dashed line represents the energy in which the Coulomb energy is obtained by standard first-order 
perturbation calculation. The solid line represents the results obtained by the ORM method for the harmonic potential. 
Shown in FIG. 3 is a comparison of the results for a harmonic confining potential including the 
Coulomb interaction for the 𝑛 = 𝑚 = 𝑁 = 𝑀 = 0 state obtained by three methods: numerical 
diagonalization of the Hamiltonian by Wagner et al. [8], standard perturbation method and the ORM [36]. 
The results are for the magnetic field 𝐵 = 0. As Merkt et al. [4] pointed out, indeed, the energy obtained 
by the standard perturbation method already starts to deviate from the numerical solution at 𝑙0 𝑎𝐵
∗⁄ = 1. 
However, the ORM method provides good results at least up to 𝑙0 𝑎𝐵
∗⁄ = 2 where the error is about 6%. 
For states with higher values of |𝑚| the ORM is significantly better. For 𝑚 = ±1 the energy values by 
the standard perturbation method and the ORM are 4.70 and 4.88, respectively, compared to 4.7 
(estimated from Merkt et al. FIG. 1(b)) in units of ℏ𝜔0 obtained by the numerical method. For a higher 
magnetic field 𝜔𝑐 𝜔0⁄ = 5 the energy levels are 10.35 and 7.8 ℏ𝜔0 for the 𝑚 = 0, ±1 states, respectively, 
obtained by the ORM method compared to the corresponding values 10.1 and 8 ℏ𝜔0, respectively, 
obtained by Wagner et al. 
Using for GaAs = 𝑙0 𝑎𝐵
∗⁄ = 3.272/√ℏ𝜔0 , we obtain 𝑘 = 1.3.  With this value of 𝑘 we calculate the 
energy levels as a function of the magnetic field from Equations (11), (13), (14), and (16). At this value of 
𝑘 we expect the ORM results to be good. The energy levels for 𝑚 = 0, −1, −2 𝑎𝑛𝑑 − 3 states are shown 
in FIG. 4. The potentials are characterized by the parameters 𝛼 = 0.43 𝑎𝑛𝑑 ℏ𝜔0 = 6.32 𝑚𝑒𝑉 as 
discussed earlier. For comparison with infinite harmonic potential the corresponding results with 𝛽 → 0 
are shown as the dotted curves. The singlet to triplet crossing for the ground state is at 2.3 T compared to 
3.1 T for the infinite harmonic potential. Ashoori et al. [31] determined, from the “bump” of the two-
electron ground state energy, the magnetic field value for the singlet-to-triplet transition to be at 1.5 T. 
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According to the calculation by Wagner et al. the crossing is at 3.6 T. Ashoori et al. conjectured that the 
discrepancy may be due to the assumption of strictly parabolic potential for the QD. Even though we 
expect the finite Gaussian potential to represent the QD better than the harmonic potential it is unlikely 
that even an exact solution would match perfectly with the experimental data for the singlet-to-triplet 
crossing.  However, we believe that even though our model involves approximations, namely 
approximate separation of the potential CM and relative coordinates, and the perturbation approximation 
involved in obtaining the analytic solution, our results validate the conjecture by Ashoori et al. 
In Fig. 4 we have also plotted the energy levels as dashed lines for the Gaussian potential with an 
additional correction term. We had neglected 𝛼2𝑅2 including 𝛼4𝑅2𝑟2 to obtain the confining potential 
separable in CM and RC. With the solution of the RC SE we can now obtain the expectation value of the 
𝛼4𝑅2𝑟2 term for the |𝑛, 𝑚 > state and use it as a correction term to the CM potential. The correction 
term, of course, is dependent on the 𝑛, 𝑚 quantum numbers of the RC state. The effective potential given 
by Eq. (5) is modified as 
        𝑉 = 2𝑉0[1 − 𝑒
−𝛼2𝑟2 4⁄ + 𝛼2𝑅2 < 𝑛, 𝑚|𝑒−𝛼
2𝑟2/4|𝑛, 𝑚 >].    (18) 
In particular, for the 𝑛 = 0 states for which the wave function is √
𝜔0𝛾
2𝜋
𝜉𝑒−
𝜔0𝛾
4
𝜉2𝑞2 , the potential is 
written as 
    𝑉 = 2𝑉0[1 − 𝑒
−𝛼2𝑟2 4⁄ + 𝜁𝑚𝛼
2𝑅2] ,       (19) 
where, 𝜁𝑚 = (1 +
𝛽
2𝛾𝜉2
)
−(|𝑚|+1)/2
. 
Note that 𝜁𝑚 is dependent on 𝑚 via Eq. (16d) for 𝜉. For this potential the 𝑚-dependent CM energy is 
given by 
𝐸𝑁,𝑀(𝑚) = 2ℏ𝜔0𝜁𝑚 [𝛾(2𝑁 + |𝑀| + 1) +
1
2
𝑀𝑡].      (20) 
The dashed curves in Fig. 4 are the energy values in which the 𝐸𝑁,𝑀 is given by Eq. (20). The energy 
components,  𝐸𝑛,𝑚 𝑎𝑛𝑑   𝐸𝑠, of course, are not affected by the CM potential correction. 
With the CM potential correction, the singlet-to-triplet ground state energy transition occurs at 1.9 T 
compared to the experimental value at 1.5 T. The closer agreement with the experimental value further 
highlights the importance of the finite potential compared to infinite harmonic potential for 2D QDs. 
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FIG. 4. The energy levels for 𝑚 = 0, −1, −2, −3 𝑎𝑛𝑑 − 4 states as a function of the magnetic field. The solid lines represent 
the results for the Gaussian potential given by Eq. (5), the dashed lines represent the results for the corrected Gaussian potential 
given by Eq. (19), and the dotted lines represent the results for the harmonic potential. The energy level curves at zero magnetic 
field are in increasing order for the 𝑚 = 0, −1, −2, −3 𝑎𝑛𝑑 − 4 states. The singlet-to-triplet transitions are shown by the arrows 
at 1.9 T, 2.3 T and 3.1 T for the corrected Gaussian, Gaussian, and the harmonic potentials, respectively. 
In FIG. 5 we have plotted the calculated and experimental ground state energy versus the magnetic 
field. The solid line represents the results for the Gaussian potential calculated by using Equations 16(a-
d). We should note that the slope of the function of 𝜉 in Eq. (16d) is small near the zero crossing. As a 
result, it is difficult to obtain accurate solution to Eq. (16d), particularly for large |𝑚| and small 𝐵 values. 
The dashed line represents the results for the corrected Gaussian potential given by Eq. (19) and 
normalized with the 𝐵 = 0 energy value for the corresponding uncorrected Gaussian value. The circles 
represent the experimental data estimated from FIG. 2 of reference [31] and normalized with the 
calculated value at 𝐵 = 0.  While the theoretical ground state energy agrees well with experimental data, 
they diverge continuously as the magnetic field increases. This discrepancy with the theoretical results 
cannot be attributed to the approximations involved in the calculation. As discussed earlier, the agreement 
of our results with the results of the numerical calculation by Wagner et al. [8] is better at higher magnetic 
fields. The divergence would be even more if we use the harmonic potential. 
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FIG. 5. Ground state energy level as a function of the magnetic field. The solid line represents the results calculated for the 
Gaussian potential. The dash-dotted line represents the results calculated for the corrected Gaussian potential. The dashed line 
represents the results with the electrode Fermi level correction. The circles are the estimated experimental data from FIG. 2. of 
Ashoori et al. [31]. The arrow indicates the singlet-to-triplet crossing according to the experiment. 
As pointed out by Ashoori [39], one potential factor contributing to the divergence at higher magnetic 
fields is the shift in the Fermi energy of the n+ electrode with the magnetic field. The energy levels are 
measured through the resonance of the QD energy levels with the electrode Fermi energy. The Fermi 
energy itself increases as the magnetic field increases. At as high a magnetic field as 10 T and low 
temperature (𝑇 = 0.35 𝐾) one would expect the Fermi level to undergo de Haas-van Alphen (dHvA) 
oscillation. However, there is no discernible oscillation in the experimental data. We believe that the 
oscillation is dampened by the broadening of the Landau levels due to doping ion and electron-electron 
interactions. Eisenstein et al. [40] and Ashoori and Silsbee [41] obtained the density of states of 2D 
electrons in a GaAs-GaAlAs heterostructure at high magnetic fields and have shown that the Landau 
levels are significantly broadened. Eisenstein et al. used a theoretical model with Gaussian distribution 
and Ashoori et al. used a Lorentzian distribution of the DoS around the Landau levels to fit their 
experimental data. We have not succeeded in obtaining a closed form solution for the Fermi energy as a 
function of the magnetic field with Landau level broadening. Instead we have used the following ansatz 
for the Fermi energy as a function of the magnetic field 
𝜇 = 𝜇0 [1 +
3
16
(
ℏ𝜔𝑐
𝜇
)
2
(
𝑚∗2𝑔2
8𝑚𝑒
2 −
1
6
) − 𝛿 (
ℏ𝜔𝑐
𝜇
)
3 2⁄
]
−2 3⁄
     (21) 
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where, 𝜇 is the B-dependent Fermi energy, 𝜇0 =
ℏ2
2𝑚∗
(3𝜋2𝑛)2 3⁄  is the Fermi energy at 𝐵 = 0, 𝑛 is the 
electron density, and 𝛿 is a parameter. The Fermi energy 𝜇0 of the n
+ electrode with a doping 
concentration 4 × 1017 𝑐𝑚−3  [31] is 11.74 meV. In this ansatz we have replaced the oscillation factor in 
the (
ℏ𝜔𝑐
𝜇
)
3 2⁄
dependent dHvA oscillation term [41] with the constant parameter 𝛿. See Appendix B for a 
justification for the ansatz. The dashed curve in Fig.5 represents the calculated 2-electron g.s. energy with 
the Fermi energy correction given by Eq. (21). The value of the parameter 𝛿 is 0.075. In comparison, the 
value of the coefficient of the first term in the sum of the infinite series for the dHvA oscillation without 
any Landau level broadening is 0.169. 
Additional factors may contribute to the divergence of the g.s. energy level at higher magnetic fields. 
For example, the effect of screening from the tunneling electrode may be important [39]. Bruce and 
Maksym [30] found that the effect of screening for the specific geometry of the device they used for their 
calculation is insignificant. They noted, however, that the effect could be important for different device 
geometry. Given that the electrode separation in the experimental device of Ashoori et al. [31] is larger 
the screening effect may not be significant for this device. Another possibility is the next order 
perturbation term we have neglected in the ORM interaction. As mentioned earlier, the first order 
interaction perturbation term given by Eq. (16c) is zero for 𝑛 = 0. However, the next order term, though 
small, involves a factor 𝛾2 and that may be significant at higher magnetic field to account for a non-
negligible contribution to the divergence. Further investigation is required to determine whether these 
contributions are significant. 
 
VI. SUMMARY 
 Analytic expressions for the energy levels of a 2-electron system in a 2D QD modeled with a finite 
Gaussian potential and subjected to a magnetic field is obtained. In the appropriate limits the results are 
shown to match very well with previous analytical and numerical results. Using the expressions, the 
magnetic field at which the singlet to triplet ground state crossing occurs is calculated. The calculated 
value is closer to the experimental value compared with the infinite harmonic potential results in previous 
theoretical models. It may be possible to use the ORM wave functions to calculate and diagonalize the 
Hamiltonian matrix to obtain more accurate numerical results for the finite Gaussian potential. The 
ground state energy is also calculated as a function of the magnetic field. The divergence of the 
theoretical value increases continuously with the magnetic field. The g.s. energy level matches very well 
with the theoretical results when a correction for the electrode Fermi energy dependence on the magnetic 
field is incorporated. 
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APPENDIX A: ORM - Oscillator Representation Method 
The requirement that the pure oscillator part of the Hamiltonian is absorbed in the harmonic oscillator 
Hamiltonian 𝐻0 leads to the to the condition 
𝜕𝜀0
𝜕𝜔
= 0,          (A1) 
which determines 𝜔, the oscillator frequency.  This condition is known as the oscillator requirement 
condition (ORC). 
Dineykhan et al. [32] used the following transformations that provide the Gaussian asymptotic wave 
function behavior3: 
𝑟 = 𝑞2𝜌          (A2) 
 𝑟𝜓(𝑟) = 𝑞𝑎𝜙(𝑞).         (A3) 
The radial part of the SE in the new variable 𝑞 in the expanded space is then obtained as the following: 
[−
1
2
(
𝜕2
𝜕𝑞2
+
𝑑−1
𝑞
𝜕
𝜕𝑞
) + 𝑊𝑙(𝑞; 𝐸)] 𝜙(𝑞) = 𝜀(𝐸)𝜙(𝑞),     (A4) 
where 
𝑊𝑙(𝑞; 𝐸) = −
𝐾(𝑙,𝜌,𝑑)
2𝑞2
+ 4𝜌2(𝑞2)(2𝜌−1)(𝑉(𝑞2) − 𝐸),     (A5) 
𝑑 = 2𝑎 − 2𝜌 + 2,          (A6) 
    𝐾(𝑙, 𝑑) =
1
4
[(𝑑 − 2)2 − 4(2𝑙 + 1)2].        (A6) 
It should be noted here that  𝑑 is the dimension of the hyperspace, the energy 𝐸 is now incorporated in 
the new potential 𝑊𝑙 , and 𝑞
2 = 𝑞𝑖𝑞𝑖 summed over the repeated index 𝑖 from 1 to the dimension 𝑑. We 
also note that the SE is written in dimensionless form by using the length unit as ℏ2/ 𝑚𝑒2 and the energy 
unit as 𝑚𝑒4/ℏ2. An interesting aspect of the ORM is that the dimension of the hyperspace can be a 
variation parameter and as a result can be non-integer.  Even though an integer dimension is used to 
derive the energy equations, the dimension appears in the end results just as a parameter and thus can be 
varied to obtain the energy minimum. However, in our calculation we have set 𝜌 = 1. 
 
3 We should note that in the context of the ORM 𝜌 is a parameter while 𝜌 was used as the scaled radius variable 
𝑟 in the analytic model section. 
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The energy spectrum 𝐸𝑛𝑙 of the original system is obtained from the radial excitation spectrum 𝜀
[𝑛𝑟]of 
the Hamiltonian of Eq. (11) 
𝐻(𝐸𝑛𝑙)𝜙
[𝑛𝑟](𝑞) = 𝜀[𝑛𝑟]𝜙[𝑛𝑟](𝑞),   (𝑛𝑟 = 0,1,2, … ),     (A7) 
and it is determined by  
𝜀[𝑛𝑟](𝐸𝑛𝑙) = 𝜀
[𝑛𝑟](𝑙, 𝑑; 𝐸) = 0,       (A8) 
where 𝑛𝑟is the radial quantum number. 
If the potential 𝑉(𝑟) does not have a repulsive character as  𝑟0 → 0, 𝐾(𝑙, 𝜌, 𝑑) is typically chosen to be 
zero and that leads to the equation for the dimension, 
𝑑 = 4𝑙 + 4.          (A9) 
 The oscillator representation is then obtained by writing the Hamiltonian 𝐻 in the form 
𝐻 =
1
2
(𝑝2 + 𝜔2𝑞2) + (𝑊𝑙(𝑞) −
1
2
𝜔2𝑞2),      (A10) 
and by introducing the usual creation and annihilation operators, 𝑎† and 𝑎, respectively, in terms of 
the canonical variables 𝑞𝑗 𝑎𝑛𝑑 𝑝𝑗  (𝑗 = 1,2, . . , 𝑑), as 
𝑞𝑗 =
1
√2𝜔
(𝑎𝑗 + 𝑎𝑗
†),      𝑝𝑗 =
1
𝑖
√
𝜔
2
(𝑎𝑗 − 𝑎𝑗
†).         (A11) 
The creation and annihilation operators satisfy the standard commutation relation 
[𝑎𝑗,𝑎𝑘
†] = 𝛿𝑗𝑘 ,     𝑗, 𝑘 = 1,2, … 𝑑.       (A12) 
After normal ordering the products over 𝑎 † and 𝑎, in which all the creation operators are moved to the 
left and the annihilation operators are moved to the right as if they commute and some manipulation the 
ORM Hamiltonian is obtained as 
𝐻 = 𝐻0+𝐻𝐼 + 𝜀0,         (A13) 
where 
𝐻0 = 𝜔𝑎𝑗
†𝑎𝑗,         (A14) 
𝐻𝐼 = ∫ (
𝑑𝑘
2𝜋
)
𝑑
?̃?(𝑘)exp (
−𝑘2
4𝜔
∞
−∞
) ∶ 𝑒2
𝑖(𝑘𝑞):, and     (A15) 
𝜀0 =
𝑑𝜔
4
+ ∫ (
𝑑𝑘
2𝜋
)
𝑑
?̃?(𝑘)exp (−
𝑘2
4𝜔
)
∞
−∞
.      (A16) 
As mentioned earlier, the symbol :*: represents the normal ordering of the products over 𝑎 † and 𝑎, 
and in 𝑘𝑞 = 𝑘𝑗𝑞𝑗 as well as in 𝑘
2𝑎𝑛𝑑 𝑞2 summation over repeated indices are assumed.  The function 
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𝑒2
𝑖(𝑘𝑞) = 𝑒𝑖(𝑘𝑞) − 1 +
𝑘2𝑞2
2𝑑
.  The function ?̃? is the Fourier transform of 𝑊(𝑞) in 𝑑-dimension and given 
as 
?̃?(𝑘) = ∫ (𝑑𝜉)𝑑𝑊𝑙(𝜉)exp (𝑖𝑘𝜉
∞
−∞
),    𝑘𝜉 = 𝑘𝑗𝜉𝑗.     (A17) 
The energy spectrum is then obtained by calculating the contribution of the interaction part 𝐻𝐼 of the 
Hamiltonian in the perturbation approach.  In the zeroth order approximation the energy spectrum is 
determined by 
2𝑛𝑟𝜔 + ⟨𝑛𝑟|𝐻𝐼 |𝑛𝑟⟩ + 𝜀0 = 0.       (A18) 
The equation for 𝜀𝑛,𝑚
0  obtained from Eq. (A16) is 
  𝜀0 =  ℏ𝜔
𝑑
4
(1 +
Ω𝑞
2
𝜔2
) − (𝜀𝑛,𝑚
0 − ℏ𝜔0
𝑚𝑡
4
) +
ℏ𝜔0
2𝛽
[1 − (1 +
𝛽
4
𝜔0
𝜔
)
−
𝑑
2] +  ℏ𝜔0  
𝑘
2
(
𝜔
𝜔0
)
1
2⁄ Γ(
𝑑−1
2
)
Γ(
𝑑
2
)
.    (A19) 
The interaction part of the Hamiltonian is obtained from Eq. (A15) as 
       𝐻𝐼 = ℏ𝜔0  
𝑘
2
(
𝜔
𝜔0
)
1
2⁄
∫
𝑑𝜏
𝜋
∞
−∞
∫ (
𝑑𝜂
√𝜋
)
𝑑
∞
−∞
𝑒−𝜂
2(1+𝜏2): 𝑒2
−2𝑖√ℏ𝜔𝜏𝜼.𝒒: 
                             −ℏ𝜔0  
𝛽
2
∫ (
𝑑𝜂
√𝜋
)
𝑑∞
−∞
𝑒−𝜂
2(1+
𝛽
4
𝜔0
𝜔
): 𝑒2
−𝑖√ℏ𝜔0𝛽𝜼.𝒒:.     (A20) 
We obtain Eq. (16b) from Equations (A1) and (A19). Equations (16c) and (16d) are obtained from Eq. 
(A20) and (A18), respectively. 
See reference [32] for the details of the calculation of the radial eigenstates |𝑛𝑟⟩ and the matrix 
elements ⟨𝑛𝑟|𝐻𝐼 |𝑛𝑟⟩.  We obtain Eq. (16d) for the oscillator frequency 𝜔 from Eq. (A1) for the Gaussian 
potential in the RC Hamiltonian given in Eq. (8).  The interaction energy given in Eq. (16c) is obtained by 
using Eq. (A18) for the Gaussian potential with the frequency obtained by solving Eq. (16d). The eigen 
functions |𝑛𝑟⟩ that include the oscillator part of the Coulomb interaction may provide a good basis set for 
numerical calculations of the energy levels with the Gaussian potential. 
As mentioned earlier the divergence of the calculated energy values with the experimental values at 
higher magnetic fields may be accounted for by the higher order terms in ⟨𝑛𝑟|𝐻𝐼 |𝑛𝑟⟩. Having the wave 
functions and energy levels calculated in the zeroth order the next order term in the eigen energies can be 
calculated using the equation: 
𝐸𝑛
(2)
= − ⟨𝜓𝑛
(0)
|[𝐻𝐼 − 𝐸𝑛
1]
1
𝐻0−2𝑛𝜔
|[𝐻𝐼 − 𝐸𝑛
1]⟩.      (A19) 
 
APPENDIX B: Magnetic Field Dependent Fermi Energy 
With no Landau level broadening the Fermi energy has an oscillatory term as shown in the following 
equation [41] 
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𝜇 = 𝜇0 [1 +
3
16
(
ℏ𝜔𝑐
𝜇
)
2
(
𝑚∗2𝑔2
8𝑚𝑒
2 −
1
6
) −
3𝜋𝐾𝑇
ℏ𝜔𝑐
(
ℏ𝜔𝑐
𝜇
)
3 2⁄
∑
(−1)𝑛
√𝑛
sin(
2𝜋𝑛𝜇
ℏ𝜔𝑐
−
𝜋
4
) cos(𝑛𝜋𝑔𝑚∗/2𝑚0)
sinh(2𝜋2𝑛𝐾𝑇/ℏ𝜔𝑐)
∞
𝑛=1 ]
−2 3⁄
 (B1) 
This formula is derived by setting 
𝜕𝐹
𝜕𝜇
= 0 and the free energy 𝐹 is calculated by using the equation, 
𝐹 = 𝑁𝜇 + ∫ 𝑧(𝐸)
𝜕𝑓
𝜕𝐸
∞
0
𝑑𝐸,       (B2) 
where,  
 𝑧(𝐸) =
1
2𝜋𝑖
∫ 𝑒𝐸𝑠𝑠−2
𝑐+𝑖∞
𝑐−𝑖∞
𝑍(𝑠)𝑑𝑠,        (B3) 
𝑍(𝛽) = ∑ 𝑒−𝛽𝜀𝑙𝑙 ,          (B4) 
𝜀𝑙 =
ℏ2𝑘𝑧
2
2𝑚∗
+ (𝑙 +
1
2
)ℏ𝜔𝑐 ± (
𝑔ℏ𝜔0
4
), and       (B5) 
𝑓 = {𝑒𝑥𝑝[(𝐸 − 𝜇)/𝐾𝑇] + 1}−1.        (B6) 
As the summation in Eq. (B4) is carried out with the eigen energies given by Eq. (B5), a csch (
𝛽ℏ𝜔𝑐
2
) 
factor appears in 𝑍(𝛽). To carry out the integral in Eq. (B3) the integration path is replaced with a contour 
integral. The csch function has an infinite number of poles along the imaginary axis of the contour that 
leads to the oscillatory term in Eq. (B1) giving rise to dHvA effect. However, with Landau level 
broadening, Eq. (B4) needs to be replaced by  
𝑍(𝛽) =
1
√2𝜋𝛾
∑ ∫ 𝑒
−
(𝜀−𝜀𝑙)
2
2𝛾2
∞
0
𝑒−𝛽𝜀𝑙𝑑𝜀𝑙 .       (B7) 
A corresponding equation for Lorentzian broadening could also be used. With this replacement, the 
summation in Eq. (B4) cannot be carried out to obtain the csch term. Therefore, the oscillatory term 
disappears from the integration in Eq. (B3). The integration along the negative real axis of the contour 
then adds a term arising from the broadening given by Eq. (B6). However, we could not obtain a closed 
form expression for the term. Instead, noting that at low temperature the 
𝐾𝑇
ℏ𝜔𝑐
 term cancels out in the 
oscillatory term in Eq. (B1), we assume that the corresponding term arising from the Landau level 
broadening is proportional to (
ℏ𝜔𝑐
𝜇
)
3 2⁄
which we have used in the ansatz given by Eq. (21). 
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