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Engineering design problems are commonly hierarchical and multilevel which 
requires coordination between models at each scale. If the models are computationally 
expensive or highly nonlinear, such as many materials design applications, identification 
of an optimal design may be exceptionally difficult. Alternatives to optimization-based 
methods include set-based methods that classify and track sets or ensembles of high 
performance designs. By relaxing the requirement for an optimal design, it is often possible 
to identify promising, high performance regions of the design space efficiently. Bayesian 
network classifiers (BNCs) are such an approach that can identify these regions of 
promising designs in the presence of nonlinear relationships and mixed variables. When 
manufacturing the promising designs identified by the BNC approach, the intended design 
may not match the physical embodiment due to manufacturing variations. These variations 
may alter the performance of the design leading to unsatisfactory results and products. To 
facilitate selection of not only high performance but reliably manufacturable designs, a 
method for incorporating manufacturing variation, modeled as a joint probability 
distribution is presented for the BNC approach. The approach utilizes a dual classification 
 vii 
strategy that identifies regions of design that are likely to perform well within statistical 
confidence. These design regions can be high dimensional in which it becomes very 
difficult to identify and visualize clusters of promising designs. This leads to a lack of 
understanding of the design space. To enhance the designer’s knowledge of the design 
space, this work presents a method, based on spectral clustering, that can identify high 
performance regions in a high dimensional space. Furthermore, a method for visualizing 
each individual design region is presented that is accomplished by incorporating t-
Distributed Stochastic Neighbor Embedding. Through the accomplishment of these three 
tasks—incorporating manufacturing variation, clustering, and visualizing—a novel design 
methodology will be developed which will then be applied to identify satisfactory designs 
for a negative stiffness metamaterials design problem which will be manufactured and 
tested. 
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Chapter 1:  Introduction to Multilevel Materials 
New material development and technologic advancement have historically 
benefited from a symbiotic relationship where progress in one field begets progress in the 
other. The history of metals development and new technology is an example of the 
intertwined nature of materials and technology. The first metals widely adopted for tool 
and weapon production were copper, tin, and their alloy, bronze. This prevalence was due 
to their relatively low melting temperatures allowing them to be easily extracted from ore 
in simple fires. Several cultures independently developed new furnaces capable of reaching 
sufficient temperatures to smelt iron which is the most abundant metal on earth. Iron and 
bronze have similar strengths and sharpening abilities, but the wide availability of iron 
allowed it to replace bronze [1].  
Eventually, the Industrial Revolution led to the wide scale implementation of iron 
for new technology and infrastructure like tractors and railroads. Due to its high strength 
and durability, steel was viewed as a desirable replacement of iron for these applications 
[2]. Steel had previously been discovered long before the Industrial Revolution by adding 
manufactured charcoal to the furnaces used to produce iron, but it was not possible to 
produce large quantities of steel at low cost [1, 2]. Eventually, the Bessemer process was 
developed which exploits a unique furnace and oxygen injection process to develop low 
carbon steels that were readily manufacturable and inexpensive. The development of this 
new process and durable steel allowed for much of the innovation brought by the New 
Industrial Revolution, which eventually led to the modern technology currently being 
researched and implemented [2].  
Prior to the 19th century, the time between material innovation and discovery took 
centuries to millennia [3]. This timeline is due to a generally inefficient approach where 
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significant resources and time were dedicated to physically developing new materials and 
processes. Rather than relying on rigorous theory and methods, materials development 
relied on expert knowledge and prediction of properties from empirical results. In the 
metallurgical example above, charcoal was not added to the furnaces with the intent of 
making steel; rather it was added to increase the temperature of the furnace and 
unexpectedly resulted in a higher quality material than iron [1]. It was not until scientists 
began analyzing the microstructure of the steel that they began to understand why steel 
exhibited its exceptional properties and began devising ways to improve the material. 
Process and material development began to accelerate due to the foundational knowledge 
of the material but there was still a heavy reliance on extensive physical experimentation 
and conjecture. This general methodology of educated exploratory experimentation has 
continued to be the norm for material production. Now with the introduction of new 
technology like high performance computing and advanced manufacturing techniques, the 
approach is being improved with computational modeling for designing of materials. 
1.1 MULTILEVEL MATERIALS DESIGN 
Computational resources have become increasingly powerful while significantly 
decreasing in cost allowing for higher fidelity material models [4]. These benefits have 
allowed for previously computationally intractable material models to be implemented for 
material property prediction without synthesizing the material. Computation is consistently 
being utilized to model material properties at each scale from the quantum scale to the 
product scale [5-8]. While the models may be well-suited at each length scale and describe 
the dominant physical phenomena well, the one of the largest difficulties in modern 
materials development is accurately portraying the dependency between scales within a 
manageable framework. How does the quantum level model relate to the atomic level 
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model which relates to the microstructure of the material which ultimately dictates the 
products performance? This question is at the core of current materials design.  
The initial work in integrating multiple scales described by computational materials 
models focused on developing high-performance alloy steel. The high-performance alloy 
steel was viewed as a complex, hierarchical system where at the lowest level the processing 
of the steel influenced aspects of the mid-level microstructure which ultimately governed, 
at the highest level, the bulk material properties of the steel. Figure 1.1 provides the original 
system connectivity showing how processing affects the microstructure which yields the 
material properties [9]. 
 
 
Figure 1.1:  Illustration of the dependencies between processing, microstructure, and 
material properties of a high-performance alloy steel [9]. 
After establishing the dependencies among the process, microstructure, and 
material properties various models at each length scale were evaluated to determine how 
varying the processing parameters affects the microstructure. With the resultant 
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microstructure established, another set of models was evaluated to map the microstructure 
to the properties of the steel. The goal of developing the full material model was to identify 
a new, harder steel tailored to a specific application. Through the integrated modeling 
framework, processing parameters were identified that would result in a steel with the 
desired properties. Following identification, the steel was produced and shown to exhibit 
the desired properties. This approach drastically changed the way material synthesis can 
be approached [9]. Rather than perform expensive, iterative physical experiments to 
develop new materials, properties can be rigorously predicted computationally. 
Furthermore, computational modeling allows for accurate identification of inputs that 
result in the desired output. 
The general strategy introduced by Olson formed the basis of multilevel materials 
design which can be divided into two essential categories: 1) forward modeling and 2) 
inverse modeling. Forward modeling predicts the outputs or performance variables given 
some inputs or design variables, which is demonstrated in the previous example by 
predicting the properties of the steel given processing conditions. Inverse modeling is 
identification of design variables given desired performance variables, which is analogous 
to identification of a previously unused processing route that results in a stronger steel. 
Figure 1.2 provides a simplified flowchart summarizing forward and inverse modeling.  
 
 
Figure 1.2:  Flowcharts summarizing the nature of forward modeling and inverse 
modeling for a multilevel system. 
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The forward modeling approach introduced for materials design by Olson has since 
been applied to other metal alloys, ceramics, and composites. Olson utilized the strategy 
once again to predict the performance of a Nickel-based aeroturbine disk by using forward 
models to map processing to material properties. The identified processing parameters 
were applied, and a final part was produced that agreed with the computational results [10]. 
McDowell et al. computationally modeled the relationship between microstructure and 
fatigue life to predict how variability in microstructure affected fatigue performance. The 
results of the computational models were also validated by testing cast A356-T6 alloy 
samples [11]. The multiscale modeling of ceramics has been more focused on mapping 
interatomic structure to the molecular length scale [12, 13].  For example, Krishnamurthy 
et al. predicted the performance of cubic yttria-stabilized zirconia for various applications 
like thermals barrier coatings of turbine engines and resistive heating elements. The 
performance variable was oxygen diffusion into the cubic yttria-stabilized zirconia because 
oxygen diffusion lowers the material’s conductivity and increases its thermal stability. 
From first principles, the activation energy for oxygen diffusion into a cubic sublattice was 
determined. The results were supplied to a Monte Carlo simulation of a larger lattice to 
determine how oxygen typically travels through the lattice. The results of the simulation 
were averaged to determine the self-diffusivity of the system which was compared to 
values in the literature [12].  
Forward modeling of materials has largely been applied to composites, e.g., 
polymer composites [14, 15], fiber-reinforced composites [7], and metal-ceramic 
composites [16]. The typical approach for modeling composites relies on identifying a 
representative volume element (RVE) of the composite. An RVE is the smallest volume of 
the material that effectively captures the material properties of the bulk composite [17]. 
The RVE contains the typical microstructure of the composite whether it be the distribution 
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of nanoparticles within another polymer [14], carbon fibers embedded within a resin [7], 
or various grain orientations of a metal-ceramic mixture [16]. After identifying the material 
properties and interactions between the constituents of the RVE, some type of 
homogenization is performed on the RVE that predicts the effective material properties of 
the RVE. The effective material properties of the RVE are by definition the material 




Figure 1.3: Illustration of an RVE for a fiber-reinforced composite that is utilized for 
multilevel modeling of composites. 
 While this forward modeling approach has proven effective, the designer’s level 
of control over material structure has been limited by available processing technologies.  
With the introduction of additive manufacturing technologies, such as 
microstereolithography [18] or direct metal laser sintering [19], the micro- and meso-scale 
structures of larger parts can be finely controlled to dictate the bulk material properties. 
The new materials that derive their properties from the small-scale structure, rather than 
just their material composition are known as metamaterials. Examples of such mechanical 
metamaterials are lattice-based structures which can exhibit high stiffness to weight ratios, 
negative Poisson ratios, negative coefficients of thermal expansion, and negative stiffness 
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[20-23]. Figure 1.4 provides images of various lattice structures that exhibit the material 
properties previously discussed [24].  
 
 
Figure 1.4: Lattice-structure based metamaterials that exhibit (a) extreme stiffness while 
being lightweight, (b) negative Poisson ratios, (c) negative coefficients of 
thermal expansion, and (d) negative stiffness  [20-23]. 
The geometry and material properties of each cell, which can have micron-scale 
features, dictate the effective properties of the large-scale structure. While many of the 
previously identified mechanical metamaterials are lattice-based structures, mechanical 
metamaterials can be developed by embedding micro-scale structures within a 
homogenous medium such as the mechanical metamaterials that are the focus of this work 
[24]. 
Negative stiffness metamaterials are such non-lattice-based metamaterials that are 
composites formed when microscale NS inclusions are embedded within a ductile matrix 
material. They are of particular interest because NS metamaterials have the ability to 
dissipate significant amounts of dynamic energy while maintaining their effective stiffness 
when compared to the original matrix [25-27].   Due to their geometry, NS inclusions 
exhibit nonlinear and non-monotonic force-displacement behavior. During the “snap-
through” regime of displacement, the inclusions require less applied force to displace 
further causing an apparent negative stiffness which is shown in Figure 1.4 [28]. When 
embedded in the matrix, the microstructural inclusions amplify local strains when a load is 
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applied because of their non-monotonic behavior. These localized strains increase the 
metamaterial’s dynamic energy dissipation capacity compared to conventional materials 
[25-31].   Furthermore, through careful selection of inclusion design, the effective stiffness 
of the composite can be increased relative to the original matrix. Because these NS 
metamaterials can maintain and even increase their effective stiffness while drastically 
increasing their loss factor, they belong to a regime of materials that are not attainable 
through conventional manufacturing methods [32-34].  
  
 
Figure 1.5: Illustration of a micro-scale negative stiffness inclusion (left) with typical 
normalized force-displacement curve of negative stiffness elements (right). 
Following the general multilevel materials modeling approach introduced by 
Olson, the NS metamaterials are considered as a multilevel system consisting of three 
levels or length scales. Figure 1.6 provides an illustration and flowchart of the scales. The 
first and smallest scale known as the micro-scale contains material properties and lengths 
defining the inclusion which are on the order of microns to millimeters. The second scale, 
called the meso-scale, considers the composite material on length scales of millimeters to 
centimeters. The final and largest scale, which is on the order of centimeters to meters, 
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describes the properties of components. After establishing each of the levels, modeling can 
predict the performance of the NS metamaterial given the input designs.  
Given a micro-scale design or the material and geometry of the inclusion a finite 
element-based homogenization model can determine the effective stiffness of the inclusion 
[35]. Then at the meso-scale level, a volume fraction and orientation distribution of the 
inclusions are supplied along with the material properties of the matrix material, so 
effective medium theory (EMT) modelling can determine the effective stiffness and loss 
factor of the composite material at the macro-scale [35]. 
 
 
Figure 1.6: Illustration of each scale of the hierarchical materials design problem. 
Observe the different length scales and design/performance variables (left) 
and the flowchart depicting the connectivity and modeling needed to 
connect scales (right). 
The forward modeling just described predicts the performance of the NS 
metamaterial given the inputs, but typically the inverse procedure is desired where 
candidate designs can be identified given a desired performance. Determining the inverse 
relationship for NS metamaterials as well as many of the other multilevel material systems 
previously described is rather difficult. The relationships between inputs and outputs can 
be highly nonlinear and nonunique (i.e., more than one input candidate design may lead to 
a specified output performance), and the inputs could be a mixture of discrete and 
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continuous variables complicating the relationship between inputs and outputs. Therefore 
significant effort has been devoted to developing inverse methods for multilevel materials 
design. 
1.2 INVERSE METHODS FOR MULTILEVEL MATERIALS DESIGN 
Inverse methods for multilevel materials design seek to identify configurations of 
a material that yield the desired performance. Two distinct approaches exist for multilevel 
materials design: (1) point-based optimization and (2) set-based approaches. Point-based 
optimization seeks to identify the optimal design(s) given performance objectives and 
constraints. Since the method seeks to identify material designs that optimize some 
performance objective(s), there must be some objective function(s). Obtaining the 
objective function(s) is nontrivial due to the complex nature of multilevel materials 
modeling. For most material problems of interest, there is typically no simple, closed-form 
analytical relationship between design and performance variables. Therefore, as seen 
before, computational forward models are evaluated to map a design to its performance. 
Even with the growth of computational power, evaluation of certain computational models, 
such as complex finite element models, requires a large amount of computing time. For 
expensive computational models, it is typical to generate a metamodel, or a model of the 
computational model, that approximates the results of the computational model but in an 
efficient manner.  
While there likely will be some decrease in forward modeling accuracy, 
metamodels allow for rapid discovery of results. Furthermore, metamodels create a 
functional relationship between design and performance variables, which enables 
evaluation and optimization of an objective function. As shown by Figure 1.1, though, 
there may be high degrees of dependency and connectivity among all the metamodels 
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resulting in a highly coupled optimization formulation. Methods like Analytical Target 
Cascading [36] and Concurrent Sub Space Optimization [37] have been proposed as 
effective approaches for materials design given suitable metamodels and an unchanging 
framework of variables. 
These point-based optimization approaches still have several drawbacks that make 
them difficult to implement during materials development. The first drawback is the 
gradient-based nature of the strategies. Multilevel materials design problems commonly 
have mixed design variables, that is, design variables that are both discrete and continuous. 
Strategies like Concurrent Sub Space Optimization strategy can be modified to accept 
mixed variables with success, but not all optimization frameworks have been adapted. 
Also, complex materials design problems have nonlinear relationships between design 
variables and performance metrics for each forward model. These nonlinear relationships 
can be highly multimodal implying that even if a proper metamodel is supplied, a gradient-
based approach may not identify the global optima. Rather, it could identify local minima 
even if multiple starting locations are supplied for sufficiently multimodal or high 
dimensional design spaces. Also, the nature of point-based optimization for complex 
systems requires a series of cascading, top-down optimizations which can be 
computationally expensive or even fail to converge to a solution. Performing optimization 
across levels for complex systems requires careful coordination and automation among the 
various models. Integrating multiple computational models can be rather difficult 
especially for bridging different commercial softwares or operating systems. Even if this 
integration is accomplished, convergence is never guaranteed when the gradient is 
required, especially if the optimization identifies an infeasible design to evaluate. 
 Another limitation of these methods is their flexibility to constraints. During the 
design process for multilevel materials design, there are typically multiple design teams 
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communicating. Unless the teams are communicating perfectly, there will be some amount 
of miscommunication initially that will need to be addressed during the design process. A 
typical miscommunication would be in the constraints of one of the forward models or 
levels. For optimization approaches, if the constraints change, the optimization must be 
rerun which can be a time-consuming effort. This could be compounded if it is an implicit 
constraint which would require even more time for an optimal solution to converge. In 
general, if all constraints are well-established and the relationships between design inputs 
and performance outputs are well-behaved, the point-based optimization approach is 
appropriate for multilevel materials design. Otherwise, other design approaches like the 
set-based approach, should be explored.  
Introduced by Toyota, set-based concurrent engineering identifies sets of designs 
that meet specific performance requirements rather than identifying a single optimal design 
[38]. It provides a flexible, comprehensive design framework well-suited for multilevel 
materials design because there is no reliance on gradients for optimization.  For example, 
a multilevel problem identical in structure to Figure 1.6 is shown in Figure 1.7 where 
micro-level design variables, x, are the input to a micro-to meso-scale transition model, 
whose output variables, y, are the input to a meso- to macro-scale transition model, which 




Figure 1.7: Simple illustration of the set-based approach being implemented to identify 
regions of the design space that are likely to meet a performance threshold 
for a multilevel materials design problem. 
When the BNC approach is applied to this example, an initial set of simulations are 
then performed, called training points, which are represented by the points in Figure 1.7. 
Following generation of training points, performance requirements or thresholds are 
imposed at the macro-level by the designer to classify the performance of the training 
points at the macro-scale. The classification can then be traced or back-propagated to the 
associated design variable settings of the training points at the micro- and meso-levels. 
With the classified training points, some mapping technique (various techniques will be 
discussed) can be employed to classify each scale into continuous regions of satisfactory 
or unsatisfactory design.  
For multilevel material design that involves multiple physical domains, the set-
based approach is superior to the optimization based approach because it allows for 
decoupled design space exploration among teams. As shown in Figure 1.8, each team 
explores their respective design space to identify satisfactory design sets or regions for 
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their subsystem that meet performance requirements. Next, the satisfactory sets or regions 
are compared to identify intersecting regions of sets of design that satisfy the needs of all 
teams. From this smaller subset of possible designs, the “optimal” design can be selected 
and fabricated without the need to redesign to avoid violating design constraints.  
 
 
Figure 1.8: Illustration of set-based design identifying a mutually satisfactory design 
region. 
The satisfactory design regions in Fig. 1.8 were determined by selecting an interval 
for each design variable that is acceptable for each team. Through this construction, the 
regions will necessarily be rectangular implying the region of intersection in which feasible 
designs lie for both teams must also be rectangular as well. For complex engineering 
systems, the set or region of designs that satisfy all design requirements may not lie in a 
rectangular region of the design space, so by restricting satisfactory regions to interval-
based boundaries, feasible and possibly better designs may not be identified. This 
phenomenon is illustrated in Figure 1.9 where the true set of satisfactory designs occupies 
an arbitrarily shaped region of the design space, such that capturing it with intervals 
excludes many satisfactory designs.  
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Figure 1.9: Illustration of interval method inaccurately determining the feasible designs. 
The inability to capture non-rectangular, satisfactory design regions when using the 
interval method can lead to incorrect classification of designs. To improve classification 
accuracy, the true satisfactory region can be better approximated by introducing smaller 
subintervals of satisfactory designs. While effective, this method requires prior knowledge 
of the shape of the satisfactory space, which is the case when analytical equations relating 
the design variables to performance variables are known. Commonly, for complex design 
problems, these analytical equations and therefore boundaries between satisfactory and 
unsatisfactory designs are unknown. Therefore the question arises in these cases of how to 
identify the satisfactory design space. 
By generating points or candidate designs in the design space and evaluating their 
performance, individual designs can be classified as satisfactory or not by whether or not 
they meet a performance criterion. If a sufficient number of points are evaluated, the 
boundary between satisfactory and unsatisfactory designs can be well approximated with 




Figure 1.10: Illustration of how sufficient evaluation design points can lead to accurate 
identification of satisfactory design region. 
The drawback to implementing this method is the required resources to evaluate 
the performance of a sufficient number of points. Simulations can take hours and even 
days, so this interval-based method is not well-suited for design problems with time 
consuming simulations.  
To accurately map complex, disjoint, irregularly shaped regions of interest in a 
multi-dimensional design space without the use of intervals, various approaches have been 
adopted. The Inductive Design Exploration Method (IDEM) creates flexible mappings of 
a multilevel design space and supports uncertainty analysis, but its exhaustive sampling 
strategy can be computationally expensive [39]. Malak and Paredis used support vector 
machines (SVM) to explore feasible design regions. [40]. Zeliff et al. utilized a Multi-
Objective Genetic Algorithm (MOGA) modified by classifiers like random forest, kNN, 
and Naïve Bayesian classifiers to identify non-dominated solutions efficiently [41]. Chen 
and Fuge, recently developed a method for identifying feasible designs in the presence of 
implicit constraints by balancing exploration and exploitation with a Gaussian process-
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based classifier [42]. While each of these methods have their advantages, drawbacks still 
exist like the discriminative nature of SVMs, the possible inaccuracies of the modified 
MOGA, or the computational expense of a Gaussian process with many training points.  
Shahan and Seepersad adopted an approach based on Bayesian network classifiers 
(BNC) for mapping promising regions of a design space. The mappings captured the 
arbitrary shape of those promising regions resulting in substantially less classification error 
when compared to interval-based mappings [43]. Furthermore, the BNC approach is a 
generative method so it can be used for sequential sampling and remains computationally 
tractable with large numbers of training data. From an initial set of designs and their 
predicted performance, the BNC method leverages a stochastic, classification-based 
strategy to predict whether other designs are likely to meet performance thresholds. This 
allows design to be classified into sets of satisfactory or unsatisfactory designs.  
The BNC approach is further discussed in Chapter 2 but Figure 1.11 is provided to 
introduce how the approach generates mappings of satisfactory and unsatisfactory design 
regions for a simple design problem. The design/input space, 𝒙, can be mapped to the 
performance/output space, 𝒚, through some forward model. After evaluating a series of 
designs to determine their performance, a performance threshold is set that classifies 
performance as satisfactory or unsatisfactory. This classification can be back-propagated 
to the design space to classify the previously evaluated designs as either satisfactory or 
unsatisfactory. Following the classification of the designs, the BNC approach generates the 




Figure 1.11: Illustration of the BNC approach used to identify irregularly shaped 
satisfactory design regions for a multilevel design problem. 
As shown in Figure 1.11, multiple, disjoint satisfactory design regions with 
complex, nonrectangular boundaries can be captured by the BNC approach resulting in 
higher classification accuracy when compared to interval-based methods. Furthermore, the 
mappings provide an intuitive visualization of the design space facilitating information 
extraction for the user/designer. Due to its efficacy at classifying design spaces, the BNC 
approach was previously applied to a multilevel materials design problem to identify 
candidate designs [35]. The focus of this dissertation and research will be to expand the 
BNC approach for multilevel materials development by incorporating manufacturing 
variation information and providing mappings of the design space when more than three 
design variables are present. 
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Chapter 2: The Set-Based, BNC Approach for Material Design1  
The BNC approach discussed in this chapter generates mappings of satisfactory and 
unsatisfactory design regions for multilevel, hierarchical design problems.  The approach 
has been demonstrated on the materials design problem of interest, NS metamaterials, for 
classification of design spaces. To clarify the approach, this chapter first introduces the 
mathematical framework of the strategy in Section 2.1. Following the theoretical 
discussion, the previous application of the BNC approach for multilevel material design is 
introduced to document the current status of the approach. Areas of investigation for the 
BNC method are then identified in Section 2.2 to motivate the research tasks for this 
dissertation provided in Section 2.3. 
2.1 THE BNC APPROACH 
As mentioned in Chapter 1, the BNC approach relies on first establishing forward 
models for a multilevel problem. Figure 1.10 illustrated a simple two-level design problem, 
but the BNC approach accommodates problems with additional levels. To provide a more 
comprehensive example, a three-level hierarchical problem is introduced. The lowest level 
or micro design space is described by the design variables, 𝒙𝒎𝒊𝒄𝒓𝒐, which are input to a 
forward model that outputs to the middle or meso space spanned by the coupled variables, 
𝒚𝒎𝒆𝒔𝒐. The coupled, meso space variables can then be mapped by another forward model 
to the highest level performance space described by the performance variables, 𝒛𝒎𝒂𝒄𝒓𝒐. 
From an initial set of designs generated in the micro space, the forward models map the 
micro level designs to their evaluated performance in the macro level performance space. 
                                                 
1 This chapter contains content published in J. Matthews, T. Klatt, C. Morris, C. C. Seepersad, M. R. 
Haberman and D. W. Shahan, "Hierarchical Design of Negative Stiffness Metamaterials Using a Bayesian 
Network Classifier," Journal of Mechanical Design, vol. 138, no. 4, pp. 1-12, 2016. Matthews, Morris, 
Seepersad, and Shahan contributed to the development and application of the BNC approach while Klatt 
and Haberman developed the forward models.  
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Figure 2.1 provides an illustration of how a sample of designs in the lowest level space can 
be propagated to their macro level performance. The set of evaluated designs and 
associated performance predictions are referred to as data in this work. 
 
 
Figure 2.1: Forward modeling of designs to their respective performance for a three level 
hierarchical design problem. 
After utilizing the forward models to determine the performance of a set of designs, 
performance thresholds are established in the highest (macro) level performance space. 
The performance thresholds define regions of the performance space that are desired or 
deemed satisfactory. With the performance thresholds selected, performance predictions 
can be classified as satisfactory or unsatisfactory if they are within or outside of the region 
defined by the performance thresholds, respectively. The classification at the highest 
performance level is back-propagated to the designs that yield that performance at the 
lower levels. Through this back-propagation strategy, designs at the lowest, micro-level 
can be classified as satisfactory or unsatisfactory. Figure 2.2 is provided to illustrate the 
back-propagation strategy and the classification of designs and performance predictions at 
each level of the example problem.  
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Figure 2.2: Classification of design and performance spaces based on a performance 
threshold at the highest level. 
Following classification of candidate designs, mappings can be generated at each 
scale that predict the classification of new candidate designs that have not yet been 
evaluated. These mappings are generated by a Bayesian Network Classifier (BNC), which 
is a probabilistic algorithm that predicts the classification of designs [44-47]. In Figure 2.3, 
mappings are shown at each level of the design space that predict the classification of new 
designs for the simple example problem. The following section discusses how the 
mappings are generated from the known data points. 
 
 
Figure 2.3: Illustration of mappings predicting the classification of candidate designs for a 
multilevel design problem. 
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To begin this discussion, the flowchart of Figure 2.4 is provided that explains the 
complete BNC approach for classifying the design space into regions of satisfactory and 




Figure 2.4: Flowchart illustrating the steps of the BNC approach used to map regions of 
satisfactory designs. 
The left side of the flowchart shown in Figure 2.4 has been discussed in this section 
but the right hand side has yet to be discussed. Propagation of classifications is a trivial 
process but generating the mappings that partition design spaces is more difficult and can 
be accomplished with BNCs. BNCs are based on Bayesian statistics to generate 
probabilistic surfaces that predict the classification of designs, i.e., whether a design is 
satisfactory or unsatisfactory. Before the probabilistic classifier can be generated, the 
relationship between the design variables must be selected or determined. The relationships 
or conditional dependencies between design variables are naturally described by directed 
acyclic graphical models (DAGs) [48]. Nodes of the graph correspond to design variables 
and directed edges between nodes imply conditional dependence between variables. 
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Numerous graph structures exist to describe the dependencies of variables in design spaces, 
but there are two common graphs which are shown in Figure 2.5.  
 
 
Figure 2.5: Directed acyclic graphical models describing a fully independent network 
(left) and a fully dependent network (right). 
The first DAG describes a fully-independent or naïve network [44] in which the 
design variables are only conditionally dependent on the class. The second DAG describes 
a fully-dependent network in which there is a conditional dependency between each of the 
design variables as well as the class [49]. When one variable is conditionally dependent on 
another, the node at the beginning of the directed edge is named the parent node, and the 
terminal node is the child node. The conditional dependencies and DAGs provide a way of 
describing the class-conditional probability, 𝑝(𝒙|𝑐𝑙), of a candidate design, 𝒙, for a class, 
𝑐𝑙, in terms of the marginal distributions [47]. The class-conditional probability evaluates 
the probability of selecting a point given the class. In the context of multilevel design the 
class-conditional distribution is the probability of selecting a design given the specification 
of a satisfactory or unsatisfactory class.  
A common way to determine the class-conditional probabilities is through kernel 
density estimates (KDE) [50-52]. To generate a KDE, a tunable Gaussian distribution is 
centered over each satisfactory training point in the design space. The individual Gaussian 
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distributions are aggregated into the KDE in the design space.  Likewise, the same 
procedure is performed on the unsatisfactory design points to yield the KDE for the 
unsatisfactory class. Equation 2.1 provides the general form for how the distributions are 
aggregated for a class, 𝑐𝑙, based on the DAG that describes the dependencies.  
 



















































In Equation 2.1, 𝒙 is the candidate design of interest, ?̂?𝑗 is 𝑗𝑡ℎ training point, 𝜎𝑖,𝑙 is 
the bandwidth of the Gaussian distribution for the 𝑖𝑡ℎ dimension of a D-dimensional design 
space, 𝑝𝑎𝑖 is the set of parent variables for the 𝑖
𝑡ℎ dimension, and 𝑁𝑙 is the number of 
training points for class, 𝑙.  
The form of Equation 2.1 is dependent on the network structure of the design 
variables or the conditional dependencies. Choosing the correct network structure has been 
shown to increase the ultimate classification accuracy with fewer training points but a 
priori knowledge of the network structure is typically unknown. Previous work by Sharpe 
et al. focused on uncovering the underlying structure of the network dependencies by using 
a genetic algorithm that encodes the network dependency [53]. The cross-validation 
classification accuracy is used as the fitness function to determine which network structures 
“survive” and “mate” resulting in an approach that has shown significant promise for 
obtaining an accurate network structure. A simpler but possibly more inaccurate approach 
is to assume that the network is either naïve or fully-dependent. Equation 2.1 simplifies to 
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There are advantages and disadvantages to both network structures in regards to the 
time required to calculate the KDE and the accuracy of the classification. The fully-
dependent KDE, given enough training data, will approach the true classification 
distribution, but the computation time scales with the product of the number of training 
points and dimensions. The fully-independent KDE has variable accuracy but much less 
computational expense that scales only with the number of points [54].  
To clarify how a KDE is generated, an illustration of a KDE being formed in a one 
dimensional space is provided by Figure 2.6.  
 
 
Figure 2.6: Illustration of a kernel density estimate being formed in 1D space. 
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In Figure 2.6, the training points are indicated by the green circles and a tunable 
Gaussian distribution is centered on each point which are shown by the dotted lines. Then 
the distributions are summed and normalized resulting in the KDE shown by the turquoise 
line. 
Given a set of classified designs and an assumed network structure, Equation 2.1 
generates two non-parametric class-conditional probability functions that can be evaluated 
for any arbitrary design. This class-conditional probability predicts the probability of 
selecting a design given a satisfactory or unsatisfactory class, but the goal of classification 
is to assign a class for each candidate design. To obtain this classification, Bayes’ theorem 
is leveraged to generate the posterior class probabilities, (𝑐𝑙|𝒙). The posterior class 
probability estimates the probability that a candidate design belongs to a specific class. To 
determine its values, a prior probability of a class, 𝑝(𝑐𝑙), is required, but it is typically 
unknown. For this work it is assumed to be equal to the proportion of training points in the 
class. Equation 2.4 provides the relationship between the prior probability, class-













The goal of the BNC approach is to determine the likelihood a design is satisfactory 
or not. Therefore, the posterior class probabilities for different classes can be compared to 
classify a specific candidate design, as shown in Equation 2.5. 
 
𝒙 ∈ 𝑐1 𝑖𝑓 𝑝(𝑐1|𝒙)  > 𝑝(𝑐2|𝒙) (2.5) 
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Equation 2.4 can be substituted into Equation 2.5 to yield Equation 2.6 
 












Since the denominator of Equation 2.6 is only zero in degenerative cases, Equation 
2.6 can be manipulated to yield Equations 2.7 and 2.8:  
 
𝒙 ∈ 𝑐1 𝑖𝑓 𝑝(𝑐1)𝑝(𝒙|𝑐1) − 𝑝(𝑐2)𝑝(𝒙|𝑐2) > 0 (2.7) 
𝒙 ∈ 𝑐2 𝑖𝑓 𝑝(𝑐1)𝑝(𝒙|𝑐1) − 𝑝(𝑐2)𝑝(𝒙|𝑐2) < 0 (2.8) 
 
Equations 2.7 and 2.8 provide a method for classifying candidate designs with only 
the prior distributions and class-conditional probabilities, which can be generated with 
KDEs.  
Figure 2.7 illustrates how the posterior class probabilities are generated from two-
dimensional candidate designs that are classified as either satisfactory or unsatisfactory. 
The decision boundary is defined by designs with equivalent posterior probabilities for 
both classes.  The posterior class probabilities are then compared via Equation 2.7 and 
Equation 2.8 to produce Figure 2.8 where the design space has been partitioned into 
satisfactory and unsatisfactory regions. 
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Figure 2.7: Classified satisfactory (green) and unsatisfactory (red) training data generates 
posterior class probabilities. 
 
Figure 2.8: Comparing the posterior class probabilities identifies regions of satisfactory 
or unsatisfactory designs. 
2.2 APPLICATIONS AND LIMITATIONS OF THE BNC APPROACH 
Matthews et al. [35] adopted the BNC approach for the design of NS metamaterials, 
which was introduced in Section 1.2. The NS metamaterials design problem was 
decomposed into three distinct length scales: (1) micro-scale for inclusion design, (2) 
meso-scale to describe the embedding of the inclusions in a host matrix, and (3) macro-
scale to describe the effective properties of the metamaterial. Various inclusion designs 
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were generated and modeled to predict macro-scale performance. Following modeling, a 
performance threshold was established at the macro-scale, requiring a certain amount of 
damping in the metamaterial so performance could be classified and back-propagated to 
the micro-scale. With the resulting sets of satisfactory and unsatisfactory designs, the BNC 
approach could be applied. A mapping of the satisfactory design regions was developed 
through the BNC approach with the results shown in Figure 2.9. The macro-scale 
performance space is also provided with performance threshold indicated by the shaded 
region on the right side of the figure.  
 
 
Figure 2.9: Illustration of the BNC approach mapping regions of satisfactory (blue) and 
unsatisfactory designs (red) in a micro-scale design space (left) of a 
multilevel materials design problem. A performance threshold was set in the 
macro-scale performance space (right), as indicated by the shaded region, so 
the BNC approach could be applied to generate the design space mapping. 
The previous work on the design of NS metamaterials effectively identified 
promising regions of the micro-scale design space with complex, nonrectangular 
boundaries that could be explored for metamaterial development. Several unsolved 
challenges remain, however, to apply the BNC approach effectively to this design problem. 
Specifically, the manufacturing of the inclusions has some degree of variance such that the 
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nominal dimensions and material properties of the inclusion do not match the physical 
product precisely. To manufacture the NS inclusions, microstereolithography, a relatively 
new additive manufacturing technology, must be utilized, and the precision and material 
properties are not well understood. There may be a large amount of variation in the 
proposed dimensions or material properties. This variation could be further complicated if 
the material properties and dimensional accuracy are dependent. Therefore, one of the 
challenges for developing NS metamaterials is identifying designs that will perform 
reliably when manufactured.  
The simplest but most time consuming method for resolving this challenge would 
be to identify a satisfactory design, manufacture the design, and measure performance. 
While this brute-force approach may result in the eventual identification of a reliable 
inclusion design a more sophisticated approach could be explored for identifying reliably 
manufacturable designs. The manufacturing variation could be measured and modeled by 
some probabilistic distribution so it can be incorporated into the BNC approach allowing 
for reliably manufacturable and satisfactory designs to be identified. This identification 
would cause only the most reliable designs to be manufactured reducing the time of 
production for a viable product.  
The second challenge that must be addressed for the design of NS metamaterials is 
to expand the number of variables used to describe the inclusions. The NS inclusions were 
initially described by only two dimensionless ratios that partially determined their 
geometry. This dimension reduction restricted the design space, so that a wide variety of 
inclusions that could be produced were not being explored. To better explore the design 
space, more design variables must be included such as the material properties. Also, the 
dimensionless ratios should be omitted in favor of the absolute geometric parametrization 
of the inclusions for more intuitive interpretations of the design space. By including more 
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than three design variables, the ability to simply visualize the design space mappings 
shown in Figure 2.9 is lost. Visual mappings provide intangible insight into the physics of 
the problem and relationships between design variables. For nonlinear problems such as 
NS metamaterials viewing the structure of the design region that leads to satisfactory 
performance can provide insights into the problem that could not have been obtained by 
any other means. To continue to present these intuitive mappings when more than three 
variables are present, a visualization framework specific to the BNC approach must be 
developed. 




Figure 2.10: Flowchart of proposed visualization methodology for the BNC approach. 
The method uses the BNC approach to classify a high-dimensional design space 
into satisfactory and unsatisfactory regions. Furthermore, by incorporating manufacturing 
variation, design regions that are not only satisfactory but reliably manufacturable can be 
identified. There may be multiple, disjoint regions, so a spectral clustering-based method 
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is utilized to identify individual regions or clusters of promising designs. Following 
identification of the clusters, a dimension reduction/visualization technique is used to 
visualize each individual region. Observation of the topology, structure, and number of 
satisfactory regions may elucidate hidden, nonlinear relationships between variables that 
otherwise would have remained explored. Clustering and visualization, though, are not 
simple tasks, and a vast body of literature exists for various methods that have problem-
dependent strengths and weakness. Accordingly, this work proposes a framework to 
systematically inform the designer of the quality of a visualization approach for the 
problem of interest. It also introduces a visualization approach that has not been applied 
within the design automation community.  It works well for this problem, but it may not 
be superior for all applications.   
The research requirements for augmenting the BNC approach for materials design 
can be summarized by Table 2.1. 
Table 2.1: Research tasks of this work. 
1 
Incorporate manufacturing variation inherent to production into the BNC 
approach. 
2 
Provide the designer with an effective and appropriate clustering method for 
identification of design regions of interest in a high dimensional design space. 
3 
Provide the designer with an effective and appropriate visualization technique 
to visualize each cluster/region in a high dimensional design space. 
4 
Apply the new design tool to manufacture and evaluate a NS metamaterial. 
2.3 RESEARCH OBJECTIVES 
By augmenting the BNC approach, this work will develop a design tool that 
addresses two limitations of the approach and leads to the central thesis of this work:  
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The Bayesian Network Classifier approach can be expanded by incorporating 
manufacturing variation to generate satisfactory and reliably manufacturable designs. 
Furthermore, by introducing a visualization methodology to the approach, regions of 
interest in a high dimensional design space can identified and visually interpreted for 
increased insight into the problem. By applying this augmented approach to complex, 
hierarchical systems, manufacturable designs can be easily identified allowing for rapid 
fabrication of satisfactory products.   
 
To accomplish the thesis of this work, the methodology for incorporating 
manufacturing variation into the BNC approach will be introduced in Chapter 3. Following 
the flowchart from Figure 2.10, the identification of design regions through clustering will 
be discussed in Chapter 4. In Chapter 4, variations of spectral clustering will be compared 
and applied to demonstrate their efficacy for problem-dependent scenarios. An 
introduction and discussion of visualization techniques for cluster/region visualization 
follows in Chapter 5. A novel metric for visualization evaluation will be introduced, which 
allows designers to select the most appropriate visualization technique. Furthermore, a 
recently developed visualization technique will be utilized for design space exploration. 
Whereas in Chapters 3-5, the desired design tool will be developed, Chapter 6 will fully 
develop the NS metamaterial problem and apply the complete BNC design tool to visualize 
reliably manufacturable regions and identify a design of interest for manufacturing. 
Chapter 7 will provide details of how the selected design was manufactured and integrated 
into a NS metamaterial, so it could be mechanically tested to evaluate its performance. 
Finally, in Chapter 8, future avenues of work for the design of NS metamaterials through 
the BNC approach are discussed.  
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Chapter 3: Incorporating Manufacturing Variation into the BNC 
Approach 
To accomplish the first task of incorporating manufacturing variation into the BNC 
approach, the role of manufacturing variation in design must be discussed. Therefore 
Section 3.1 discusses approaches for describing and incorporating manufacturing variation 
into various design approaches. Section 3.2 describes the approach selected for this work, 
which is representing manufacturing variation with multivariate joint probability 
distributions [55-57].  After describing the benefits of using multivariate joint probability 
distributions for modeling manufacturing variation, the strategy for incorporating the 
distributions into the BNC approach is outlined in Section 3.3. The proposed approach 
invokes a dual classification strategy in which candidate designs are classified first 
according to the candidate design’s performance capabilities and then according to the 
likelihood that the candidate design provides satisfactory performance after manufacturing 
variability is considered. Finally, the implications of the proposed approach are discussed 
in Section 3.4. 
3.1 DESIGNING WITH VARIATION  
In engineering design there are two different categories of variation: (1) epistemic 
variation, which arises from insufficient information, and (2) aleatory variability, which is 
the irreducible variability that cannot be eliminated from a system [58]. Typically, 
epistemic uncertainty is described by Evidence Theory [59] or Possibility Theory [60], 
whereas aleatory variability is described with probability distributions or intervals. 
Epistemic variation is of significant interest to the design community because it is inherent 
to all computational models including forward models and metamodels. One source of 
epistemic variation is the precision of the machine, which limits the numerical accuracy of 
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computational models. Secondly, models are based on assumptions, which are commonly 
known as approximations.  If the assumptions are improved to better align with the true 
system, the accuracy of the model increases, but the model itself likely becomes more 
complex. Significant research has been conducted to identify robust designs when 
epistemic uncertainty is considered. These methods include but are not limited to 
Random/Fuzzy Continuous Discrete Variables Design Optimization (RFCDV-DO) [61], 
Possibility-Based Robust Design [62], Modified Bayesian Kriging Modeling (MBKG) 
[63], and Extended Expected Improvement Bayesian Global Optimization (EEI BGO) 
[64]. These approaches, though, are typically applicable to single-level optimization 
problems; whereas, the focus of this work is multilevel set-based approaches and 
incorporating aleatory variation.    
Aleatory variation cannot be eliminated and is simply inherent to any physical 
system. The variation in geometry of a part or the variation in material properties are both 
examples of aleatory variation. This variation inherently exists due to entropy, implying 
manufacturing variation is an example of aleatory variation. It should be noted that all 
variation is intrinsically epistemic because if sufficient information is known about a 
system it can be eliminated. Therefore aleatory variation is typically thought of as the 
uncertainty that would require too many resources to eliminate, implying a degree of 
subjectivity to the definition. For the purposes of this research, however, the manufacturing 
variation is assumed to be aleatory which is an approach adopted by other works.  
Manufacturing variation is not the only source of aleatory variation. For example, 
common design variables for systems, such as input force, voltage, or current may vary 
due to uncontrollable causes. This variation has driven the classification of design variables 
to be either deterministic or stochastic, such that deterministic design variables do not vary 
and stochastic variables exhibit aleatory variation.  There have been efforts to incorporate 
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stochastic variables into design frameworks. Specifically, this work is focused on 
approaches that incorporate stochastic variables that arise due to manufacturing variation. 
Some of these frameworks, like those described previously, are single-level optimization 
based approaches. Examples include the work of Yu and Ishii [65] who developed an 
optimization strategy to design a robust molded helical gear with the minimum peak-to-
peak transmission error (PPTE). The approach reformulated the objective function to 
include the variation in the design variables. This single-objective reformulation required 
determination of second order derivatives for the objective function which could become 
computationally prohibitive. It also assumed, for simplification, the stochastic variables 
were normally distributed which may not always be true. Ahmad et al. [66] performed a 
multi-objective optimization approach to design a 6 degree of freedom haptic device that 
was insensitive to manufacturing variation. The approach leveraged a genetic algorithm to 
optimize a weighted sum of performance indices. A robustness constraint was then 
imposed within the optimization formulation to ensure robust designs are identified.  
These approaches effectively identified designs for the desired problems but, as 
stated earlier, they were for single-level optimization frameworks. The single-level 
optimization framework as well as assumptions of normality for the stochastic variation 
severally limit their applicability to multilevel materials design. As a result of the 
limitations of the previous approaches, other strategies have been developed for multilevel 
design. Typical multidisciplinary design optimization approaches (MDO) approaches have 
been modified to incorporate aleatory variation. Examples include Collaborative 
Optimization, Concurrent Subspace Optimization, and Analytical Target Cascading [67-
70]. As discussed in Section 1.2, though, point-based optimization approaches can be 
infeasible for mixed variable design, computationally expensive, or slow to converge 
making them less desirable for materials design applications. Therefore, the remainder of 
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this section will provide a detailed discussion of the progression of incorporating 
manufacturing variation and aleatory variation into set-based design approaches. 
The set-based approach was first modified by Finch and Ward to account for 
stochastic design variables [68]. The approach built on the initial set-based design work of 
Ward but expanded the approach by introducing the concept of constraint satisfaction 
problems (CSP) for set-based variables. This expansion allowed stochastic variables to be 
introduced to the set-based approach although the stochastic variables were described by 
intervals rather than probabilistic distributions. By defining causal relationships between 
variables and providing constraint-based quantified relationships, Finch’s approach could 
eliminate infeasible designs through the Bounding Set Theorem and the Interval 
Propagation Theorem. This approach was developed to sort through catalogs of parts with 
known specifications and variations to identify the most reliable configuration of products 
given a performance interval. To apply the approach, analytical relationships between 
design variables and performance parameters were essential; furthermore, the approach 
suffered when the complexity of the problem increased due to the computational 
requirements needed to sort through designs for elimination.  
Building on the work of Finch and Ward, various researchers expanded the set-
based approach to assist in concept selection when both epistemic and aleatory variation 
are present [69-71]. Rekuc et al. developed an approach that modeled imprecision or 
variation through probability bounds analysis (PBA). PBA are natural ways of describing 
the uncertainty in concept generation when design requirements are nebulous. Rather than 
provide a single distribution with a single mean and standard deviation to describe the 
variability of a stochastic variable, it provides an interval on the mean and standard 
deviations to indicate a higher level of uncertainty. The PBA approach facilitated the use 
of distributions to describe the performance of set of designs to be propagated. The decision 
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maker (DM) could then eliminate sets of designs based on their single-valued performance 
by using interval dominance, maximality, and E-admissibility criterion [69]. This approach 
was expanded by Malak et al. to incorporate multiple objectives. This approach was shown 
useful for concept selection using the set-based approach but suffered from computational 
expense when sorting through designs for concept generation. Furthermore, if the forward 
modeling of candidate designs is computationally expensive, this approach would not be 
viable. Similar research has been conducted to utilize the set-based approach for concept 
generation, but these approaches have not been developed for multilevel frameworks [70]. 
The only method known to the author that incorporates aleatory variation into multi-level 
design using a set-based approach is the modified Inductive Design Exploration Method 
(IDEM), which also considers epistemic variation [72]. 
IDEM was introduced in Chapter 1 as a multilevel, set-based approach that was 
leveraged for materials design. The approach, originally developed by Choi et al. [73], was 
furthered by Sinha et al. [74] to incorporate numerous sources of variation including both 
aleatory and epistemic variation. The adapted approach closely follows the initial IDEM 
approach of discretizing the design space into an n-dimensional grid where the points of 
intersection are evaluated with a forward model. Following sampling, points are classified 
by whether they meet performance criteria, and if a point does meet the criteria, a Gaussian 
kernel is centered on the point. This step is followed by a summation over the entire space 
to generate a classification metamodel. From this point, the approach was augmented to 
incorporate variation, which allows for an upper bounding and lower bounding model to 
be fit to the data by assuming normal variation of the design variables. With the upper 
bound and lower bound known, a metric known as the hyperdimensional error margin 
index (HD_EMI) is utilized to indicate the reliability of a design relative to constraints and 
performance metrics. Using this approach, mappings of robust regions of the design space 
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can be generated, but it still relies on a large number of training points due to its required 
evaluation of all points on the grid. Therefore, for computationally expensive forward 
models the approach is not truly feasible for developing accurate mappings of the design 
space. 
From this literature review, it is apparent that challenges must be addressed for 
incorporating manufacturing variation into a multilevel design framework. First, no 
computationally efficient set-based approached exists that incorporates manufacturing 
variation into the design framework. This dissertation provides a strategy for doing so that 
is more computationally efficient than current methods. Second, many of the approaches 
have been limited to modeling manufacturing or aleatory variation as distributed normally 
or uniformly (by intervals). This dissertation demonstrates that arbitrary, non-parametric 
distributions can be compiled to model manufacturing variation more flexibly, so it can be 
incorporated into the BNC approach. The following section discusses the various models 
that can be used for modeling manufacturing variation in the BNC approach.  
3.2 MODELING MANUFACTURING VARIATION WITH MULTIVARIATE JOINT PROBABILITY 
DISTRIBUTIONS 
An intended design likely differs from its as-built counterpart in measurable ways. 
Furthermore, if the same design were manufactured numerous times, a range of 
characteristics could be measured and eventually modelled. The variation in characteristics 
may be dependent not only on the manufacturing process but also on the design being 
manufactured. For example, a certain design may be manufacturable by a CNC machine, 
but another design may require a metal additive manufacturing system to produce. These 
systems induce different variations in the as-built designs, implying that the model chosen 
to represent manufacturing variation should reflect this dependency. To model these 
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complex manufacturing variations, multivariate joint probability density functions are 
utilized because they represent the probability that each of several design variables assume 
specific values (i.e., they are capable of capturing design variable interdependencies), and 
they can model manufacturing-induced variation in a very general way, without necessarily 
assuming a functional form.  Furthermore, they can be built from KDEs and integrated 
straightforwardly into the BNC approach for multilevel design.   
A continuous multivariate joint probability density function, 𝑓(𝑥1, … , 𝑥𝑛), is used 
to calculate the joint probability of occurrence of multiple variables, 𝑥1, … , 𝑥𝑛. A 
continuous multivariate joint probability density function must satisfy the conditions 
specified by Equations (3.1-3.3) [75]:      
 
1. The probability of any particular occurrence (𝑥1, … , 𝑥𝑛) must be greater than or 
equal to zero. 
𝑓(𝑥1, … , 𝑥𝑛) ≥ 0 (3.1) 
2. The entire hyper-volume of the distribution must be equal to 1 





𝑑𝑥1 …𝑑𝑥𝑛 = 1 (3.2) 
3. The probability that continuous random variables, 𝑋1, … , 𝑋𝑛, lie in a region, 𝜙, is 
equal to the hyper-volume of the joint probability density function bounded by the 
region. 
𝑃[(𝑋1, … , 𝑋𝑛) ∈ 𝜙] = ∫ 𝑓(𝑥1, … , 𝑥𝑛)𝑑𝑥1 …𝑑𝑥𝑛
𝜙
(3.3) 
These properties provide the most general description of a multivariate joint density 
function, and they provide significant freedom for selecting an appropriate distribution to 
model the manufacturing variation. A pivotal detail regarding these 3 conditions is that no 
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restriction has been imposed on the independence of the individual variables. This feature 
is important when considering manufacturing variability because the probability 
distribution of a design variable may be conditional on the value of another design variable; 
i.e., the variables may require a joint distribution for dependent, rather than independent, 
variables. Whether the variables can be considered independent or dependent when 
formulating a joint probability distribution could differ from problem to problem and 
variable to variable, so strategies for implementing both cases are discussed below.  
The simplest multivariate joint probability distributions are those in which the 
design variables are independent. Independence can be defined by the multivariate joint 
probability distribution and the marginal distributions. A marginal distribution, 𝑔𝑖(𝑥𝑖), is 
the univariate probability distribution of a random variable, 𝑥𝑖, and is defined in terms of 
the multivariate joint probability distribution, 𝑓(𝑥1, … , 𝑥𝑛), by Equation (3.4) [75]. 
 








The random variables 𝑥1, … , 𝑥𝑛 are considered independent if Equation (3.5) is true 
[28] 
𝑓(𝑥1, … , 𝑥𝑛) =  𝑔1(𝑥1)…𝑔𝑛(𝑥𝑛) (3.5) 
 
For a given manufacturing process and design it is difficult to determine 
definitively whether this independence relation is true. To confirm independence, the 
designer must have exact knowledge of 𝑓(𝑥1, … , 𝑥𝑛), which he or she likely does not 
possess. Therefore, it is the task of the designer to decide whether the manufacturing 
variation can be characterized by independent variables. Empirical results can corroborate 
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the decision, but they could be resource intensive to gather. If independence cannot be 
assumed or proven, dependence must be assumed. 
After independence or dependence is determined, a multivariate joint probability 
distribution can be generated to model empirical manufacturing data. There are many 
parametric distributions that can be leveraged for this purpose. These multivariate joint 
probability distributions include normal, lognormal, gamma, and uniform distributions as 
well as many others. An advantage of using these parametric distributions is that many of 
them, such as normal and lognormal distributions, can be parameterized for both dependent 
and independent variables. Unfortunately, many of the standard parametric distributions 
rely on linear dependencies between variables, which do not capture nonlinear 
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The covariance matrix, 𝚺, is parameterized by a constant correlation coefficient 𝜌, 
which implies that 𝑥1 and 𝑥2 are linearly dependent. Due to this assumption of linear 
dependence, parametric distributions may not be suitable for modeling manufacturing 
variation. Furthermore, using parametric distributions also implies that the designer has 
some knowledge of the manufacturing variation and that it neatly follows the chosen 
parametric distribution, which may not be the case. For these reasons an alternative 
approach for modeling the manufacturing variation is utilized here. 
An alternative approach is to use KDEs to build a multivariate joint probability 
distribution from empirical manufacturing data. To form a KDE an assumed joint 
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probability distribution is centered on each manufacturing data point. The distributions are 
aggregated over all the data points to form a new joint probability distribution. Typically, 
a multivariate independent Gaussian probability distribution is centered at each data point, 
but any distribution can be used. In this paper, a Gaussian probability distribution is used. 
If there are N manufacturing data points, ?⃑? 𝑖=1…𝑁, each with D dimensions, Equation 3.7 
demonstrates how the KDE is calculated. The value of 𝜎 influences the coverage of the 





















This equation yields the dependent multivariate joint probability distribution based 
only on the manufacturing data supplied. It should be noted that even though the form of 
the KDE assumes dependence it can still be used for manufacturing variation data based 
on independent variables.  
 
 
Figure 3.1: Kernel density estimate from random distribution of bivariate data. 
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Figure 3.1 illustrates a KDE generated from bivariate data points. The points are 
intended to represent repeated manufactured instantiations of a single design, such that one 
can begin to see the extent of the manufacturing variation.  We can see that regions with a 
higher density of points have a larger joint probability than more sparse regions. One of 
the major advantages of utilizing a KDE is that it can encapsulate the linear and nonlinear 
dependencies between variables but requires no a priori knowledge of a parametric 
function that might accurately model the manufacturing variation. A drawback to this 
method is that it inherently relies on the availability of sufficient manufacturing data.  
For nonparametric distributions, it may be unclear whether sufficient data has been 
collected to converge to a single distribution. Therefore, this work proposes using a strategy 
provided by the flowchart of Figure 3.2 to determine whether sufficient manufacturing 
variation data has been collected. 
 
 
Figure 3.2: Flowchart describing a method for determining whether sufficient 
manufacturing variation data has been selected to generate a stable KDE. 
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First, the nonparametric manufacturing variation distribution, 𝑝0(?⃑? ), is generated 
by the KDE of Equation (3.7) using the entire manufacturing variation data set. Next, the 
𝑘𝑡ℎ measurement is omitted from the manufacturing variation data set and a secondary 





















The square of the difference between the original KDE distribution and the second 
distribution is computed and integrated over the domain, Ω, to yield a scalar value 
describing the error between the two distributions. The omitted 𝑘𝑡ℎ point is returned to the 
data set and the next measurement is then removed so the previously described procedure 
can be repeated to yield a new error. Once every point in the data set has been removed, 














If this value is sufficiently close to zero or appears to be converging with 
diminishing returns as additional data points are compiled, it can be assumed that enough 
manufacturing variation data has been obtained and the resulting distribution has 
converged to a stable distribution. Otherwise, more manufacturing variation data should be 
obtained and the convergence testing procedure repeated. To demonstrate how the error 
converges to zero as more points are collected, the example distribution shown in Figure 
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3.3a was used to draw samples. Then the procedure given in Figure 3.2 was followed to 
produce the plot in Figure 3.3b that shows the mean error as a function of sample size.    
 
 
Figure 3.3: Example 1D manufacturing variation (a) where an increasing number of 
samples were drawn. The mean error using the omission strategy was 
calculated as a function of the number of points sampled (b). 
With the process discussed previously, the manufacturing variation associated with 
a specific design can be modeled by a multivariate joint probability distribution and 
incorporated into the set-based BNC approach to determine the satisfactory and reliably 
manufacturable regions of the design space. 
3.3 STRATEGY TO INCORPORATE MANUFACTURING VARIATION INTO THE BNC 
APPROACH 
The BNC approach for design exploration is augmented to enable identification of 
designs that are reliably manufacturable. In this paper, a candidate design is considered 
reliably manufacturable if the likelihood that a manufactured part performs satisfactorily 
exceeds a specified threshold; this threshold is called the reliability threshold. Figure 3.4 
provides a broad overview of the work flow of the augmented method. First, the BNC 
approach classifies or partitions the design space into satisfactory and unsatisfactory 
regions, based on specified performance thresholds. In the next step, the satisfactory region 
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is further classified using quantitative models of manufacturing variability to identify 
candidate designs that are likely to perform well, even when manufacturing variability is 
taken into account. Following this secondary classification, the constricted design space is 
mapped to the performance space to identify performance capabilities that are achievable 
reliably, given the inherent variability in the manufacturing process. 
 
 
Figure 3.4: Flowchart illustrating the workflow of incorporating manufacturing 
variability in the BNC approach. 
The procedure for classifying designs according to manufacturing reliability is 
outlined in Figure 3.5. This secondary classification is accomplished by first selecting one 
of the training points or designs classified as satisfactory. Next, a Monte Carlo sampling 
method based on the multivariate manufacturing distribution is performed for each 
satisfactory design. The set of sampled designs are classified by the BNC approach as 
satisfactory or unsatisfactory, and the proportion of the samples classified as satisfactory 
is determined. If this proportion of satisfactory points meets a designer’s specification for 
the reliability threshold, Trel, the training point is classified as reliably manufacturable. 
Otherwise the training point is classified as unreliably manufacturable. This process is 
repeated until all of the satisfactory training points have been reclassified. Furthermore, the 
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manufacturability classifications of the training points in the design space can be 
propagated to the performance space to identify performance regions that are reliably 
attainable as discussed in Section 6.3.  
 
 
Figure 3.5: Flowchart describing classification scheme for incorporating manufacturing 
variation. 
The procedure for classifying design points based on their manufacturability also 
has a geometric interpretation. By performing a Monte Carlo sampling of the 
manufacturing distribution and determining the proportion of satisfactory designs, the 
volume/hypervolume of the manufacturing distribution bounded by the BNC decision 
boundary is approximated. Figure  provides an illustration of the volume of the 




Figure 3.6: Illustration of the geometric interpretation of the relationship between the 
manufacturing variation and BNC satisfactory region.  The manufacturing 
variation distribution is formed via Monte Carlo sampling from the 
multivariate manufacturing distribution centered on the candidate point.  If 
the hypervolume of the manufacturing distribution bounded by the BNC 
decision boundary is greater than a manufacturability threshold specified by 
the designer, the candidate point is considered reliably manufacturable. 
If this bounded volume is greater than or equal to the reliability threshold, then the 
design point is reliably manufacturable. Increasing the reliability threshold requires the 
decision boundary to encompass more of the manufacturing variation if a point is to be 
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considered reliably manufacturable; therefore, as the reliability threshold is increased, 
fewer designs are classified as reliably manufacturable—a result that matches intuition. As 
the reliability threshold approaches 100%, the number of points classified as reliably 
manufacturable approaches a minimum set size. Therefore, a certain amount of leniency 
from the designer may be required to ensure that some of the designs are identified as 
reliably manufacturable. A major advantage of the proposed classification method for 
incorporating manufacturing variation is that it requires very few computational resources 
to classify points as reliably manufacturable because the Monte Carlo samples are 
evaluated with the Bayesian network classifier rather than the forward models.  For 
computationally expensive simulations, the Bayesian network classification can be orders 
of magnitude faster than simulation.  
After classification of the designs by manufacturability, two new sets of designs 
can be created, those that are satisfactory and reliably attainable and those that are not. 
With these two sets of designs, the BNC approach can once again be applied to create 
design space mappings. Two KDEs can be generated for each set of designs which are 
transformed by Bayes’ rule to produce posterior class probabilities. By comparing the 
probabilities, regions of satisfactory and reliably manufacturable designs can be mapped. 
Figure 3.7 presents an image of a design space that has been partitioned into three different 
regions of unsatisfactory designs, satisfactory designs, and satisfactory and reliably 




Figure 3.7: Design space that has been classified by manufacturability so regions of 
unsatisfactory (red), satisfactory (green), and satisfactory and reliably 
manufacturable (purple) design can be mapped with the BNC approach. 
After mapping the design space, the final task of the flowchart of Figure 3.4 can be 
accomplished, namely, reclassifying the highest level performance space by 
manufacturability. This task is accomplished by forward propagating the design space 
classification to its associated performance space. This classification once again generates 
two sets of training points: (1) performance that is satisfactory and reliably attainable when 
the system is manufactured and (2) performance that is either not satisfactory or not reliably 
attainable after manufacturing. Once the performance training points have been classified, 
the BNC approach can be applied to the performance space to partition the space into the 
two classes of regions just discussed. The visual flowchart in Figure 3.8 is provided to 
illustrate the entire approach for integrating manufacturing variation into the BNC 
approach to generate intuitive mappings of the design and performance space. 
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Figure 3.8: Visual flowchart illustrating the incorporation of manufacturing variation in 
the BNC approach. First, the performance space is classified by a 
performance threshold (top right). The classification is backpropagated to 
the design space where the BNC approach is leveraged to generate regions 
of satisfactory and unsatisfactory designs (top left). Next, manufacturing 
variation further classifies the design space allowing for regions of 
satisfactory and reliably manufacturable designs to be generated (bottom 
left). Finally, the classification is forward propagated to the performance 
space so regions of reliably attainable performance can be determined 




In this chapter, a strategy for incorporating manufacturing variation into the BNC 
approach was introduced. First, a review of previous strategies for incorporating 
manufacturing variation into design approaches was provided. Most of the approaches 
focused on finding robust designs within an optimization framework, but due to the 
multilevel, nonlinear, and often discrete nature of materials design and the desire to identify 
sets of promising designs, these approaches were not appropriate. Therefore, previous 
attempts to incorporate aleatory variation into set-based design approaches were discussed. 
Many of the approaches utilized the set-based approach for single-level design problems, 
limiting their utility for materials design. The most relevant approach that accounted for 
stochastic variables, IDEM, proved to be too computationally expensive to implement for 
materials design problems with complex forward models. These limitations of previous 
approaches motivated the development of the set-based approach with manufacturing 
variation. 
To model manufacturing variation, general multivariate joint probability 
distributions are preferable for their flexibility. These distributions can capture variable 
dependencies and encompass a wide variety of distributions including nonparametric 
distributions. Many approaches do not consider or incorporate nonparametric distributions 
into their design frameworks because they add significant computational cost. With the 
strategy proposed here, nonparametric distributions have the same computational expense 
as parametric distributions. The largest difficulty for nonparametric distributions, though, 
is obtaining enough manufacturing variation data to generate the distributions. To ensure 
an appropriate dataset had been obtained to accurately model the variation, a root mean 
squared error approach was introduced that allows the designer to set a threshold for 
convergence of the distribution.  
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After selecting a model for manufacturing variation, the strategy for incorporating 
variation into the BNC approach was provided. First, the original BNC approach was 
implemented, in which the performance space is classified by a performance threshold 
allowing the classification to be backpropagated to the design space. Then, a classifier was 
trained in the design space so arbitrary candidate designs could be classified. A Monte 
Carlo based approach was used to sample from manufacturing distributions associated with 
each satisfactory candidate design, and the samples were classified using the newly 
generated classifier. If a reliability threshold was met, the design was further classified as 
reliably manufacturable allowing a secondary classifier to be trained to predict reliably 
manufacturable designs. Finally, the reliably manufacturable design space classification 
could be forward propagated to the performance space so regions of reliably attainable 
performance could be obtained. Because reliability was determined using the BNC 
approach, the method does not suffer from typical computational complexity issues. The 
classifier is relatively efficient to use, so a Monte Carlo based approach can be leveraged. 
This approach allowed a broader family of distributions to be used rather than the typical 
normal or uniform distributions.  
These new mappings of reliably manufacturable regions are not easily visualized, 
however, when the number of design variables exceeds three. Therefore, the following 
chapter discusses the first step of developing a visualization technique for the BNC 
approach, which is clustering. 
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Chapter 4: Identifying Satisfactory Design Regions with Clustering  
The BNC approach, introduced in Chapter 2, was furthered to incorporate 
manufacturing variation in Chapter 3. The approach now classifies design spaces into 
regions of satisfactory and reliably manufacturable designs and unsatisfactory or 
unreliably manufacturable designs. Previously, mappings of the design space were 
produced to convey information regarding the topology of the regions, but displaying these 
mappings relied on the design space being low-dimensional with no more than three design 
variables. As discussed in Chapter 2, the design space is naturally described by much more 
than three variables. To explore a high-dimensional design space (more than three design 
variables) with the BNC approach and visualize the regions, a mapping technique more 
sophisticated than Cartesian plotting must be implemented. 
In design automation, visualization methods, which will be further discussed in 
Chapter 5, can be divided into two general categories: 1) simultaneous mapping of design 
and performance space and 2) mapping only the design space. Some examples of the first 
category of methods are Cityplot[76], Visual Design Steering [77], and the ARL Trade 
Space Visualizer [78]. Examples in the second category are Interactive Multi-Scale Nested 
Clustering and Aggregation [79] and the method introduced by Chen, et al. [80].  This 
work proposes a visualization strategy within the latter category, and a two-part strategy to 
visualize the regions of interest classified by the BNC approach is employed. The first task 
is identification of the number of non-connected regions of interest in the design space, 
which is followed by the second task of visualizing each region individually. The term 
“regions of interest” is used to indicate that the proposed visualization approach can be 
applied to the satisfactory design regions determined by the original BNC approach or 
satisfactory and reliably manufacturable regions identified by the augmented BNC 
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approach discussed in Chapter 3. To accomplish the first task of visualizing—identification 
of design regions—clustering will be employed.  
Clustering is a general term in the machine learning community describing the 
unsupervised grouping of data by some type of similarity metric [81]. A vast number of 
clustering algorithms exist in the literature, but this work describes the most fundamental 
clustering techniques in Section 4.1. This review of techniques motivates the selection of 
the clustering technique used in this work, spectral clustering, which is presented in Section 
4.2. Once the mathematical theory of spectral clustering is introduced, three different 
implementations of spectral clustering for identification of design regions are introduced 
in Sections 4.3-4.5. The three different techniques vary in complexity of implementation, 
accuracy, computational expense, and degree of automation, which provides the designer 
with choices that perform better for certain problems. These tradeoffs are demonstrated on 
example datasets in Section 4.6 to clarify the strengths and weaknesses of the approaches. 
The goal of the demonstrations is to illustrate how the tradeoffs can be balanced during 
design exploration to ensure the best clustering and visualization for the present 
application. Following demonstration, a brief discussion of the approaches is provided to 
motivate the following chapter on visualization of each identified cluster. The visualization 
approach will use a modified implementation t-Distributed Stochastic Neighbor 
Embedding (t-SNE) that optimizes the quality of the visualization to retain both the global 
and local structure of the clusters 
4.1 REVIEW OF CLUSTERING TECHNIQUES 
The first step in developing the visualization methodology proposed in this work is 
to identify the number of high performance regions in the design space. In three or fewer 
dimensions, identification is a simple task because the designer can easily plot the data and 
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visually identify the regions. In higher dimensional spaces, though, this is not possible, so 
a computational method of identifying regions or clusters must be employed.  
A general definition of clustering is to partition a given set of data points into groups 
that are as similar as possible [81]. This definition can be recast depending on the domain 
and proposed method used to partition the data, but in general, all methods are essentially 
trying to accomplish this goal. Identifying higher dimensional clusters of data has been 
explored in numerous fields including biology, image processing, and text identification 
[81]. A vast amount of literature exists in these fields for identifying clusters for various 
types of data including categorical, discrete, and continuous. Due to this large amount of 
literature, it is difficult to complete an exhaustive review of all methods used to identify 
clusters, but a brief review of common methods to identify clusters in the mechanical 
design community is provided next.  
Methods like K-means [82], Fuzzy C-Means [83], and Gaussian Mixture modeling 
[84] cluster data via similar techniques. Through an iterative process that begins with a 
user-defined initial seeding of centroids or centers of normal distributions, each method 
uses a distance metric to determine to which centroid group or normal distribution each 
point belongs. With each iteration, the location of the centroids or centers is updated until 
the algorithm converges. The differences between the methods lie in whether hard or soft 
clustering is used and whether the covariance matrix of the normal distribution is varied. 
While these methods are known to produce viable clusters for many datasets, they typically 
require an initial guess of the number of clusters and are prone to local minimum 
convergence rather than global. They also do not perform well unless the data clusters 
follow a Gaussian distribution [81, 47].  
Hierarchical Clustering Algorithms [85] do not require an initial guess of the 
number of clusters to build hierarchical structures of clusters. Agglomerative hierarchical 
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algorithms begin at the bottom level of the hierarchy with each data point as a data cluster 
and merge two clusters at a time until all data points are grouped in one cluster. Divisive 
hierarchical algorithms begin with all data points in one cluster and iteratively split the data 
into clusters until each data point belongs to its own cluster. With hierarchical algorithms, 
the partitioning can be illustrated using a dendrogram which shows how the data is 
partitioned at each level. The simplicity and deterministic nature of hierarchical clusters 
makes them attractive in many fields but determining which of the branches of the 
dendrogram is the correct clustering is still ambiguous, which makes them less attractive 
for the needs of this work. 
Self-organizing maps (SOM) [86], are another commonly used method for 
identifying clusters. They are simultaneous clustering and visualization techniques in 
which the goal is to construct an artificial neural network in which the nodes attempt to 
capture the behavior of the data through an associated vector weight on the node. Through 
an iterative process, the number of clusters can be determined, and the original n-
dimensional space is mapped to a 2D space in which different clusters are identifiable. 
While this method is promising for determining clusters, the number of clusters identified 
can be erroneous, and the 2D mappings can struggle to capture the high dimensional 
topology of the original space.  Dependencies between variables are lost, and only the 
approximate “size” of the clusters is obtained. Research has been performed by Richardson 
et al. [87] to obtain more meaningful measures from the data, but the inability to map the 
original data in an intuitive way is a significant disadvantage of SOMs for the present 
application. 
Grid-based clustering algorithms can be used to determine the underlying structure 
of the data by partitioning the data space into a finite number of cells and then calculating 
the density of each cell. From this information, regions of high density can be explored and 
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probed further to understand the space. Grid-based clustering algorithms are used primarily 
for their simplicity but do not handle non-uniform data or data with large variations in their 
structure well. Also, they can fail if the dimensionality becomes too high because the 
number of cells can grow exponentially with dimensionality. Research has been performed 
to improve the efficacy of the grid-based method through adaptive grid refinement and 
axis-shifted grid clustering, but much of the utility in the method is in obtaining an initial 
understanding of the space rather than detailed information [88]. 
Spectral Clustering [89] is a promising method of clustering that requires no 
assumptions of the shapes of clusters and does not need an initial seeding of the number of 
clusters. Unlike many of the other methods discussed and used in the design automation 
community [76, 78-95], it does not need to perform iterations to determine the number of 
clusters. It is deterministic and typically only requires the user to input a similarity graph 
of the data points [96-98]. The drawback of spectral clustering is the computational 
expense of the method because it typically requires calculation of eigenvalues and vectors 
[97]. As long as the number of data points is not prohibitively large, the unmodified method 
is capable of identifying irregularly shaped clusters accurately and efficiently. This ability 
to determine an unknown number of clusters of unknown and relatively arbitrary structure 
makes spectral clustering an attractive candidate for this proposed clustering method. 
Therefore, it will serve as the main framework for identifying clusters in this visualization 
framework. 
Spectral clustering has been used previously to identify regions of interest in a 
design space. Chen, et al. proposed a visualization scheme in which sets or groupings of 
designs were automatically identified through spectral clustering, so they could be 
visualized by learning the low dimensional embedding of the clusters [80]. The results of 
this method were promising for uncovering semantic attributes of the design space, but the 
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clustering method became computationally intractable for large numbers of candidate 
designs. Therefore, the proposed implementations of spectral clustering for identification 
of design regions introduced in this work attempts to alleviate the computational expense 
introduced by the work of Chen et al. 
4.2 SPECTRAL CLUSTERING  
Graph theory forms the basis for spectral clustering [89].  At the core of graph 
theory is the graph, G, composed of nodes, V, which are connected by weighted edges, E. 
Figure 4.1 provides an example graph structure in which the weighted edge between nodes, 
Vi and Vj is given by, wij.  
 
 
Figure 4.1: Example graph structure with four nodes connected by 6 edges. 
Given such a graph, an adjacency and degree matrix, A and D, respectively, can be 
constructed to unambiguously describe the complete structure and connectivity of the 
graph[99]. Equations 4.1 and 4.2 describe how the adjacency and degree matrices are 
determined from a given graph structure.  
 
𝐴𝑖𝑗 = {
𝑤𝑖𝑗    𝑖𝑓 𝑖 ≠ 𝑗 






    𝑖𝑓 𝑖 = 𝑗 
0              𝑖𝑓 𝑖 ≠ 𝑗
(4.2) 
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For a graph with n nodes, the adjacency and degree matrix are n by n symmetric 
matrices that indicate the connectivity of nodes. Rows and columns are associated with 
each node and entries correspond to the weights between nodes. The degree matrix is 
a diagonal matrix that contains information about the degree of each vertex—that is, the 
sum of the edge weights at a node. To further clarify how to calculate the adjacency and 
degree matrices another example graph structure is provided by Figure 4.2 where the values 
of the weighted edges are specified. From the graph, both adjacency and degree matrices 
are determined to clarify their calculation 
 
Figure 4.2: An example graph structure with associate adjacency matrix (A) and degree 
matrix (D). 
Once the adjacency and degree matrices have been determined, the Laplacian 
matrix, L, can be determined by simply subtracting the adjacency matrix from the degree 
matrix. With all three of the matrices determined the normalized Laplacian matrix can be 












Using the example graph of Figure 4.2, the normalized Laplacian matrix is provided 
by Figure 4.3. 
 
 
Figure 4.3: Normalized Laplacian determined from the shown graph. 
The eigenvectors and eigenvalues of the normalized Laplacian correspond to 
solutions of an optimization problem seeking to partition the associated graph. The graph 
is partitioned by removing weights between adjacent nodes to form clusters. The goal is to 
maximize the sum of the weights within clusters while minimizing the sum of the weights 
removed.  The entries of the eigenvectors of the Laplacian associated with the first k 
eigenvalues can be used to partition the nodes into k clusters satisfying the stated 
optimization problem. This partitioning via the eigenvectors associated with the first k 




 Compute the first k eigenvectors 𝒗𝟏, … , 𝒗𝒌 of 𝐿𝑛𝑜𝑟𝑚. 
 Define 𝑉𝜖ℝ𝑛𝑥𝑘 to be the matrix containing the vectors first k eigenvectors 
𝒗𝟏, … , 𝒗𝒌 as columns. 
 Form 𝑈 by normalizing 𝑉 so the rows are normalized to 1. 
 For 𝑖 = 1, …𝑛, let 𝒚𝒊 𝜖 ℝ
𝑘 be the vector corresponding to the ith row of 𝑈. 
 Cluster the points 𝒚𝒊 with k-means algorithm into clusters 𝐶1
𝑦
, … , 𝐶𝑘
𝑦
. 
 Output clusters of nodes, 𝐶1
𝑉 , …, 𝐶𝑘
𝑉 with 𝐶𝑖




Once again referencing the example graph of Figure 4.2, the previous procedure 
was performed step by step to produce the results provided in the flowchart of Figure 4.4 
for an example with k = 2. The procedure culminates in the clustering of the graph structure 
into two nonconnected clusters that maximize the edge weights within clusters while 
minimizing the sum of the weights eliminated.  
 
 
Figure 4.4: Flowchart of the procedure for clustering the simple example graph. 
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With the general procedure of spectral clustering discussed, the next step is to 
clarify the connection between graph theory/spectral clustering and the identification of 
satisfactory design regions classified by the BNC approach.  
To perform spectral clustering to identify design regions, nodes and weighted edges 
must be defined within the framework of the BNC approach. It is natural to define the 
nodes of the graph as the set of all points on the decision boundaries of the satisfactory 
design regions or the satisfactory and reliably manufacturable regions. By selecting points 
on the decision boundary, the topology can be conveyed with fewer points. For example, 
if all of the satisfactory points lie within a sphere, it would be sufficient to visualize only 
points on the surface of the sphere to understand the topology.  
The decision boundary, theoretically, contains an infinite number of points making 
it infeasible to form the required matrices for spectral clustering. Furthermore, the decision 
boundaries are formed by nonparametric distributions subject to a machine’s numerical 
precision limits, so obtaining points that are precisely on the decision boundaries is 
difficult. Therefore, the requirements are relaxed, so nodes of interest are the set of n 
randomly sampled points sufficiently close to the decision boundaries. To generate this set 
of n points the design space is randomly sampled, so the BNC can classify the designs. If 
a randomly sampled design’s posterior probability is sufficiently close to zero, the point is 
considered a node for spectral clustering, where sufficiently close is designer-defined. This 
procedure results in the value of n being crucial for accurate clustering. If n is not 
sufficiently large, designs on each of the decision boundaries may not be obtained but if n 
is too large, the calculation of the eigenvectors may be impossible. This is because the 
computation time for calculating eigenvectors scales with O(n3) [101]. Therefore, the value 
of n can affect how spectral clustering should be implemented in regards to how the 
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weighted edges are determined as well as the method used to calculate the 
eigenvalues/eigenvectors.  
Various versions of spectral clustering have been developed that attempt to 
alleviate the computational expense of determining the eigenvectors by balancing 
accuracy, computational complexity, implementation complexity, and degree of 
automation. This work has identified three candidate spectral clustering-based techniques 
with various strengths and weaknesses with regards to the four criteria: accuracy, 
computational complexity, implementation complexity, and ability to be automated. The 
first method discussed in Section 4.3 is ε-neighborhood spectral clustering [102].  It is the 
simplest method to implement while still being highly accurate, offers reduced but still 
exponential computational complexity, and requires user feedback. The second proposed 
method, self-tuning spectral clustering (STSC) [96], discussed in Section 4.4, is moderately 
complex to implement, highly accurate, and fully automated but suffers from the worst 
possible computation time. Finally, the last method introduced in Section 4.5 is the 
Nyström modified self-tuning spectral clustering  approach [103] that is fully automated 
with linear computation time, but it can be inaccurate at times and complex to implement. 
Each of these three approaches is summarized in Table 4.1 with respect to the four listed 
criteria. 
Table 4.1: Table summarizing the strengths and weaknesses of the three proposed 










High O(n2.5) Low Low 
Self-Tuning 
Spectral Clustering 
High O(n3) Moderate High 




The remainder of this chapter discusses the three proposed strategies for identifying 
satisfactory design regions and compares the benefits and costs of each method on example 
problems. Following demonstration of each approach, the Nyström modified STSC 
approach will be identified as the most suitable technique to identify design regions of 
interest. Its selection is largely due to its generally accuracy while being exceptionally 
efficient when the number of data points is large.   
4.3 𝜺-NEIGHBORHOOD SPECTRAL CLUSTERING 
There are numerous methods for determining the weights between nodes which can 
impact the computational expense of determining the eigenvalues/eigenvectors. While 
numerous methods exist for determining the weights, the most common approaches relate 
the weights to the distance between nodes. Closer points in the Cartesian space are assigned 
larger weights between the associated nodes. Other approaches use a binary classification 
where the weight between two nodes is either one or zero if the distance between the 
associated points, dij, is within a distance threshold, ε. Such methods are known as ε-




1 𝑖𝑓 𝑑𝑖𝑗 ≤ ε 
0 𝑖𝑓 𝑑𝑖𝑗 > ε
(4.4) 
 
The degree, Laplacian, and normalized Laplacian are identical to the forms 
discussed previously, but the binary weighting of the edges results in desirable properties 
of the eigenvectors/values. If a graph has clusters such that no nodes of one cluster are 
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adjacent to another cluster there will be a multiplicity of the zero eigenvalue of the 
Laplacian matrix of the number of distinct clusters, due to how the Laplacian is formed. 
The sum of the values in each row must sum to zero, therefore a vector of ones is 
automatically an eigenvector for all Laplacian matrices. If there are k distinct clusters, 
through similar logic, there will be k eigenvalues equal to zero. The entries of the k 
eigenvectors associated with the zero eigenvalue will have entries that are either 0 or 1. 
Using the point indexing scheme to form the Laplacian, the original dataset can be 
partitioned by observing the index of the nonzero values of the eigenvectors.   In other 
words, the entries of the basis of the null space of the Laplacian partition the graph into 
clusters, and the number of clusters is the rank deficiency of the Laplacian matrix. 
When using the ε-neighborhood method, only the null space must be calculated 
which has a computation time lower bound of O(n2.5) [104]. When dealing with large 
datasets, this reduction in computational time is important. If an appropriate graph is 
created, the ε-neighborhood method will allow us to identify regions of the design space 
that lead to high performance. The graph must describe the data points of the high-
performance design region by connecting points of the same cluster but not those of 
different clusters. With the proper graph, the Laplacian matrix can be used to partition the 
dataset by determining the null space as described earlier. The difficulty of this method lies 
in obtaining a meaningful graph structure that accurately connects points of the same 
cluster. The methodology of determining the correct graph structure is discussed in the 
following section. 
Figure 4.5 illustrates the effect of identifying the correct ε value, so an erroneous 
number of clusters is not identified. Selecting the proper ε is important because if it is too 
large, points in different clusters will be connected which would lead to multiple distinct 
clusters being collapsed into a single cluster. If ε is too small, points in the same cluster 
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may not be connected, and too many clusters will be identified. Therefore, an appropriate 
ε must be selected in order to accurately identify the correct number of clusters. When 
working with high-dimensional data, it may not be clear how to choose the appropriate ε. 
 
 
Figure 4.5: The same set of data points in a 2D Cartesian space yield a different number 
of clusters if the value of ε is not carefully chosen.  
To determine a suitable ε, multiple methods can be used. One proposed method is 
derived from grid-based search methods and aims to be a quick and easy way to determine 
an acceptable ε value. To accomplish this, the normalized design space is discretized into 
a variable number of bins. Each bin is searched and the number of points in each bin is 
recorded. Using the bins containing points, a normalized kernel density estimate is 
generated. The process is repeated over a range of bin sizes from very coarse to very fine. 
The goal of this method is to find a characteristic distribution shape that indicates an 
appropriate bin size has been found. This bin size should be indicative of the correct value 
of ε. While this method was very computationally efficient, the results were not accurate 
for identifying the correct ε value. We did not find a probability distribution that was 
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indicative of the correct ε value being chosen. The problem became even more difficult as 
the dimensionality increased.  
A second method for identifying clusters can be explored that shares some 
similarities to the previous method but is more accurate at identifying an acceptable value 
of ε. Like the previous binning method, the space is normalized, and the maximum distance 
between adjacent points is varied. For each value of ε, the number of clusters is determined 
and plotted against the inverse of ε. We anticipate a standard behavior with this method as 
shown in Figure 8. At very small values of ε the number of clusters identified will approach 
the number of points in the space. Then as ε increases over some range the correct or nearly 
correct number of clusters should be identified. Finally as ε approaches unity, the number 
of clusters identified will be one. Note that in Figure 4.6 the vertical axis is 
ln (𝑛𝑖𝑑𝑒𝑛𝑡𝑖𝑓𝑦/𝑛𝑡𝑟𝑢𝑒 ), in which nidentify and ntrue are the number of clusters identified by the 
ε value and the true number of clusters, respectively; the log scale is used because the 
number of points can vastly exceed the number of clusters. If the y-axis has a value of zero, 
or ln (1), the correct number of clusters has been identified. We should note that the true 
number of clusters, in general, is not known so datasets with an unknown number of 




Figure 4.6: Normalized log plot illustrating the expected number of clusters to be 
identified when varying the value of ε. 
In Section 4.6 it will be demonstrated that the ε-neighborhood spectral clustering 
approach can be used to identify the number of clusters or decision boundaries for an 
example test set, but the method requires the designer to set the ε heuristic as part of the 
process. Furthermore, the computational expense of the method, while still better than 
standard spectral clustering, will scale exponentially with the number of designs classified 
on the decision boundary. Motivated largely by the lack of automation, a different spectral 
clustering based method, self-tuning spectral clustering, is explored in Sections 4.4 and 4.5 
because it can identify the correct number of clusters or decision boundaries without the 
need for a sensitive heuristic although it does result in a higher computational expense. 
4.4 SELF-TUNING SPECTRAL CLUSTERING 
Self-Tuning Spectral Clustering (STSC) was initially developed to automatically 
identify clusters of objects within images but the approach can be easily expanded to 
identify regions in a high dimensional design space [96]. The approach has two attractive 
features where the first is the approach can effectively cluster even if the density of points 
in a region is higher or lower than others. Secondly, the approach was developed to 
automatically determine the number of clusters that best partitions the graph structure. The 
insensitivity to point density is largely due to how the weights between nodes is determined 
with local tuning parameters. Specifically, the weights, wij, between two nodes, Vi and Vj, 
separated by a distance, dij is determined with the Gaussian kernel with local tuning 









The local tuning parameters 𝜎𝑖 and 𝜎𝑗 are determined by exploiting the local 
structure of the graph around the two nodes of interest. The initial work completed on 
STSC showed that 𝜎𝑖 and 𝜎𝑗 should be set to be equivalent to the distance to the 7
th closest 
point to Vi and Vj  although the results indicate that other values can be used [96]. These 
local tuning parameters encode information about the local structure where the tuning 
parameter will be smaller (larger) in regions with high (low) densities of points. This allows 
for a scalar weight to better represent the structure of the high dimensional data. With this 
approach, Equation 4.5 can generate the adjacency matrix, degree matrix, and normalized 
Laplacian describing a set of designs. Once again, the eigenvectors and eigenvalues of the 
normalized Laplacian formed with these weights correspond to solutions of the 
optimization problem seeking to partition the associated graph but how the approach 
automatically identifies the number of clusters needs to be defined.  
To accomplish this automatic selection, the original paper on STSC proposed a 
quality metric for determining the correct number of clusters [96]. It was based on finding 
a rotation matrix, R, of the eigenvectors associated with the first k eigenvalues that best 
aligns the vectors with the original coordinate system. The better the eigenvectors are 
aligned with the original coordinate system, the better the graph is clustered. By 
minimizing a scalar value, known as the quality, Q, that describes how well the 
eigenvectors and original coordinate bases are aligned, the number of partitions can be 
selected. To determine the quality of k clusters of n points, Equation 4.6 [96] is provided 
where the matrix, Z, is generated by rotating the matrix of k eigenvectors, 𝑋𝑘, by R to best 
align the eigenvectors with the original coordinate system—that is, 𝑍 =  𝑅𝑋𝑘, and the 
normalizing value, 𝑀𝑗 = maxj 𝑍𝑖𝑗. 
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For more information regarding the details of self-tuning spectral clustering the 
reader is directed towards the original paper [96]. By using STSC, the correct number of 
clusters can be identified accurately but for graphs with a large number of nodes the 
computational expense is large, O(n3). The method requires the computation of each 
eigenvalue of the matrix. When dealing with large datasets, this computational time can be 
significant. Therefore, the Nyström Method is introduced as a final clustering approach 
that can approximate the eigenvalues and eigenvectors of the Laplacian without the 
computational expense. 
4.5 NYSTRÖM MODIFIED SELF-TUNING SPECTRAL CLUSTERING 
The Nyström method is based on a classical method for the solution of the integral 
eigenvalue problem that was adapted to approximate the eigenvectors and eigenvalues of 
the Laplacian matrix [103]. The method takes a sample of m nodes from the graph to 
approximate the structure of the graph. Then the solution of the subset of nodes is 
extrapolated to determine the solution of the entire graph structure. The major advantage 
of this method is that the computational expense, for a given sample size, grows linearly 
with the number of nodes in the graph.  
The Nyström Method approximates the eigenvectors of the Laplacian using the 
following procedure with more details provided by Fowlkes et al. [103]. First, a random 
sample of m nodes is drawn from the initial graph with n nodes, in which 𝑚 ≪ 𝑛. To 
approximate the affinity matrix, A, of the entire graph a secondary square adjacency matrix, 
M, is formed between only the m randomly sampled points. Another rectangular adjacency 
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matrix, N, is formed between the m randomly sampled points and the n-m remaining points. 
Finally, the affinity matrix, C, between the n-m remaining points can be formed. Therefore, 







With this representation of the affinity matrix, the matrix, S can be defined as 𝑆 =
𝑀 + 𝑀−1/2𝑁𝑁𝑇𝑀−1/2 in which S can be diagonalized by 𝑆 = 𝑈𝑆Λ𝑆𝑈𝑆
𝑇. The columns of 
the m x m matrix, 𝑈𝑆, are the eigenvectors of the associated eigenvalues that form the 
diagonal of Λ𝑆. Finally, it can be shown that the first m eigenvectors of A and subsequently 












The form of Equation 4.8 shows that any inversions or diagonalization procedures 
are performed on m x m matrices rather than the original n x n affinity matrix. Inversion or 
diagonalization procedures have a cubic computational complexity for hard drive storage 
and a quadratic complexity for memory. Therefore, by only performing the complex 
computations on the m x m matrices the computational expense of self-tuning spectral 
clustering is greatly reduced. For a given sample size m, any additional computational 
expense scales linearly with the number of nodes, n, due to the multiplication of the matrix 
N in the computation of 𝑉𝑁𝑦𝑠𝑡. The calculation of the eigenvalues and vectors is only an 
approximation, though, so it is possible for the approach to be inaccurate when identifying 
clusters and design regions.  
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With each of the three different approaches introduced, the following section will 
highlight the strengths and weaknesses of each method on synthetic datasets.  
4.6 COMPARISON OF APPROACHES 
The three spectral clustering-based approaches were claimed to have varying levels 
of accuracy, computational complexity, implementation accuracy, and degrees of 
automation. This section seeks to clarify the claims previously made with regards to each 
criterion and summarized by Table 4.1. First, the ε-neighborhood spectral clustering 
approach is applied to demonstrate that it can effectively and accurately cluster high 
dimensional datasets. Determining the correct number of clusters requires the designer 
input, though, so it will be shown that the approach is not automated. Following 
demonstration of the ε-neighborhood spectral clustering approach, self-tuning spectral 
clustering will be compared to the Nyström modified STSC approach with a high 
dimensional dataset. The results confirm that STSC is highly accurate for clustering, but 
requires significant computational time, which can be alleviated by incorporating the 
Nyström method with an accuracy tradeoff. 
To demonstrate the ε-neighborhood spectral clustering approach, ten datasets of 
normalized, ten-dimensional data were pseudo-randomly generated. Each dataset consisted 
of at least one but no more than three clusters in the shape of each of the following 
structures: a hypersphere, a hyperellipsoid, and a hyperspherical shell. Figure 4.7 
demonstrates the 2 dimensional analogs of each structure. It should be noted that the 
clusters represent the interior and not just the boundary of each structure. The 
hyperspherical shell was chosen to test the spectral clustering based method because it is 
difficult to accurately identify with methods such as k-means and Gaussian Mixture models 
[81]. The design regions obtained by the BNC approach will likely have irregular and 
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nonlinear boundaries so the efficacy of spectral clustering with identification of complex 
shapes must be demonstrated.  
 
 
Figure 4.7: Illustration of the 2D analogs of the three cluster structures used to generate 
higher dimensional data. 
The size and location of the hypersphere, hyperellipsoid, and hyperspherical shell 





(?⃑? − ?⃑? )𝑇(?⃑? − ?⃑? ) ≤ 𝟏 (4.9) 
 
(?⃑? − ?⃑? )𝑇𝚺2(?⃑? − ?⃑? ) ≤ 𝟏 
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𝑟2
(?⃑? − ?⃑? )𝑇(?⃑? − ?⃑? ) ≤ 𝟏 (4.10) 
 
(𝑟 + 𝜖)2 ≥ (?⃑? − ?⃑? )𝑇(?⃑? − ?⃑? ) ≥ (𝑟 + 𝜖)2 where 𝑥𝑛 ≥ 𝑐𝑛 (4.11) 
 
In Equation 4.9, ?⃑? , is an n-dimensional spatial vector, r is the radius of the 
hypersphere and ?⃑?  is the location of the center of the hypersphere. Equation 4.10 is identical 
to Equation 4.9 except a diagonal matrix 𝚺 is used in which each entry of the diagonal 
corresponds to the inverse of the semi-major axis of the corresponding dimension (𝚺𝐢𝐢 =
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 1/𝜎𝑖). Equation 4.11 describes the region bounded by two distinct boundaries. The first 
boundary is the region between two hyperspheres centered at ?⃑?  whose radii are 𝑟 + 𝜖 and 
𝑟 − 𝜖 where 𝜖 ≪ 𝑟. The second boundary, which bounds the first region from below, is a 
hyperplane corresponding to 𝑥𝑛 = 𝑐𝑛 where 𝑥𝑛 is the last dimension of the spatial vector 
?⃑?  and 𝑐𝑛 is the last entry of ?⃑? . 
As Equations. 4.9-11 show, each shape can be randomly generated by arbitrarily 
choosing the various parameters described above. For hyperspheres, the center, ?⃑? , and 
radius, r, must be selected. For hyperellipsoids, the center, ?⃑? ,  and various semi-major axes 
lengths, 𝜎𝑖, must be chosen. Finally, for the hyperspherical shells, the center, ?⃑? , radius, r, 
and shell gap, 𝜖, must be chosen as well. When generating each of the 10 datasets the 
parameters were uniformly and randomly chosen from the ranges described in Table 4.2. 
Also by using Equations 4.12-14 the volumes of each region were calculated to ensure the 
regions had a similar point density [106]. For Equations 4.12-14, Γ, is the Gamma function 
which is an extension of the factorial function. 
Table 4.2: Range of parameters used to generate higher dimensional clusters. 
 Hypersphere Hyperellipsoid Hyperspherical Shell 
 𝑐  r 𝑐  𝜎𝑖 𝑐  r 𝜖 
Min 0.2 0.1 0.2 0.05 .15 .1 0.01 




























[(𝑟 + 𝜖)𝐷 − (𝑟 − 𝜖)𝐷 (4.14) 
Table 4.3 shows the number of each structure generated when constructing each 
random dataset.  
Table 4.3: Number of hyperspheres, hyperellipsoids, and hyperspherical shells in each 
cluster. 
 
Hypersphere Hyperellipsoid Hyperspherical Shell Total 
Dataset 1 1 1 3 5 
Dataset 2 3 3 1 7 
Dataset 3 3 3 2 8 
Dataset 4 2 1 3 6 
Dataset 5 3 3 1 7 
Dataset 6 1 3 1 5 
Dataset 7 3 2 1 6 
Dataset 8 2 3 1 6 
Dataset 9 1 2 3 6 
Dataset 10 2 2 2 6 
 
After generating the 10 datasets, the value of ε was varied from 0.06 to 1 in 50 equal 
increments. For each value of ε, spectral clustering was performed on each dataset and the 
multiplicity of the zero eigenvalue of the Laplacian was determined which indicated the 
number of clusters. It should be noted that Matlab 2016 was used to calculate the 
eigenvectors associated with the zero eigenvalue; it uses singular value decomposition 
(SVD) to calculate the null space. The computational complexity of such an operation 
scales cubically with the number of points rather than according to a theoretical lower 
bound of O(n2.5). The results of the ε-neighborhood sweep algorithm are presented in 
Figure 4.8 where each colored line indicates a different dataset. Figure 4.8 shows that the 
method accurately determines the number of clusters for a wide range of ε values. It can 
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also be seen that the behavior of this method mirrors what was hypothesized from Figure 
4.6. When the value of ε is too large, the method only identifies one cluster, but when the 
value of ε is too small, the number of clusters identified drastically increases. This sharp 
increase in the number of clusters is a strong indicator that the value of ε should be 
increased. There is also a large bandwidth of ε values for which the correct number of 
clusters is identified.  
 
 
Figure 4.8: Normalized log plot showing the number of clusters identified when varying 
the value of ε for 10 different sets of 10 dimensional data. 
The approach, though, still requires a user to make a somewhat arbitrary decision 
regarding the true number of clusters based on empirical evidence. For engineering 
applications the correct value of ε may not be as clear, motivating a rigorous, deterministic 
approach for selection of clusters. Furthermore the approach, when implemented in Matlab 
2016, requires cubic computational time, so other approaches should be studied. STSC 
solves the issue of determining the correct number of clusters but still suffers from large 
computation times. This issue can be solved by incorporating the Nyström method, as 
demonstrated in the remainder of this section. 
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To validate the STSC and the Nyström modified STSC approach a series of studies 
were performed on synthetic datasets generated in a 10-dimensional space. The datasets 
consisted of 3 clusters of data: (1) points on the hypersurface of a 10-dimensional 
hypercube, (2) points on the hypersurface of a 10-dimensional sphere, and (3) points on a 
10-dimensional line. Figure 4.9 provides a 3-dimensional analog of the design space 
generated in 10-dimensions. The points of each dataset were selected to be on the surfaces 




Figure 4.9: 3D representation of the 10D design space used to validate the augmented 
spectral clustering method. 
First, a study was performed to investigate the accuracy of the Nyström modified 
STSC method and its computational expense relative to the original STSC method. In this 
study, the 10-dimensional analog of each shape shown in Figure 4.9 was generated in a 
common 10-dimensional space, resulting in three clusters. The clusters were generated by 
randomly sampling n points within the domain of each high-dimensional shape. 
Specifically, n points on the surface of a 10D hypercube were randomly sample, n points 
on the surface of a 10D hypersphere were randomly sampled, and n points on a 10D line 
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were randomly sampled. The value of n was increased from 1,000 to 5,000 in 1,000 point 
increments resulting in five different datasets each containing three clusters and 3n points. 
For each dataset of 3n points, the original STSC was performed once, and the Nyström 
modified STSC was performed 10 times to investigate the consistency of the results. The 
execution time was recorded as well as the number of clusters identified. When using the 
Nyström modified STSC approach, 1,000 random samples were used to approximate the 
space and the local tuning parameters were equal to the distance to the 7th closest point for 
each point of interest.  
Results of the study using an Intel Core i7-7700 CPU at 3.60GHz with 16GB of 
RAM are shown in Figure 4.10, which documents the computational time for each 
clustering method as a function of the total number of training points. Due to the random 
sampling required of the Nyström modified STSC method, the mean and standard deviation 
of the computational time were calculated over the 10 evaluations of each dataset. The 
standard deviation never exceeded 2% of the mean, implying consistent computational 
times. The mean computation time for each dataset is plotted in Figure 4.10.  
 
 
Figure 4.10: Plot comparing the computation time as a function of the number of points 
clustered for both methods. 
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Figure 4.10 illustrates that the computational time scales approximately linearly 
with the total number of designs for the augmented approach while the original approach 
scales exponentially.  
While Figure 4.10 illustrates the computational efficiency of the Nyström modified 
STSC approach, its accuracy still needs to be investigated. The original STSC method 
always identifies the correct number of clusters but the Nyström modified STSC approach 
does not. The accuracy of the method for this study is documented in Table 4.4.  For each 
of the five datasets, the mode of the number of clusters identified by the 10 evaluations of 
the Nyström modified STSC approach corresponds to the correct number of clusters.  As 
shown in the final column of Table 4.4, among the 10 evaluations of the method, it correctly 
identified 3 clusters at least 60% of the time, regardless of the number of sampled points.  
However, to identify the number of clusters accurately, the mode must be extracted from 
repeated sampling and analysis. 
Table 4.4: Accuracy of Nyström modified STSC approach for various numbers of points. 
Number of Points, 3n 
Mode of number. of clusters identified 
(Nyström modified STSC) 
Accuracy 
3000 3 90% 
6000 3 80% 
9000 3 80% 
12000 3 60% 
15000 3 60% 
 
The reduced computational expense of the method, allows the algorithm to be 
implemented rapidly numerous times to determine the most likely number of clusters based 
on the mode. For example, the Nyström modified STSC approach required about 18 times 
less computational expense than the standard STSC approach for the dataset containing 
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15,000 points. Furthermore, the mode of the number of clusters identified for the 10 
evaluations for each set of points was always the correct value of 3.  
To illustrate this point, another dataset was generated in a similar manner as before. 
1,000 points were drawn from each of the three 10D shapes to generate a dataset with three 
clusters and 3,000 points. The Nyström modified STSC approach was applied to the dataset 
100 times where 500 random samples were drawn and the previously specified local tuning 
parameter settings were used. Figure 4.11 presents a histogram showing the number of 
clusters identified for each iteration.  
 
 
Figure 4.11: Histogram of the number of cluster identified by the Nyström modified 
STSC approach. 
Figure 4.11 also corroborates that the Nyström modified STSC approach can suffer 
from inaccuracy but can be used to identify the correct number of clusters. The general 
accuracy of the Nyström modified STSC approach improves as the number of points 
sampled approaches the number of points in the original set. Therefore, a secondary study 
was performed to determine whether a general rule could be proposed regarding the 
number of sample points required to reliably determine the correct number of clusters.  
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For the second study, five datasets were generated that each contained three clusters 
and 3n points where n varied for each dataset. The first cluster of each dataset consisted of 
n points drawn from the surface of the 10D hypercube. The second cluster of each dataset 
consisted of n points drawn from the surface of the 10D hypersphere, and the third cluster 
of each dataset consisted of n points drawn from the 10D line. The value of n was varied 
between 100 and 3200 at five equal increments on a logarithmic scale to generate the five 
datasets with 3n points. For each of the five datasets, the Nyström modified STSC approach 
was implemented 10 times for four different random sample sizes. The random sample 
sizes were chosen to be 10%, 20%, 30%, and 40% of the total set size of each dataset. In 
summary, for each of the 5 datasets, the Nyström modified STSC approach was applied 40 
times and for each implementation the number of clusters identified was recorded.  Table 
4.5 presents the results of this study showing the accuracy or the percentage of the 
implementations of the Nyström modified STSC approach that identified the correct 
number of clusters for each dataset and sample size. 
Table 4.5: Matrix showing the accuracy of the proposed clustering method. The orginal 
number of points is varied while the ratio of the sample size to the original 
number of points is varied as well. 
 
 Ratio of Sample Size to Number of Points 













300 10% 40% 30% 100% 
720 70% 90% 100% 90% 
1680 90% 60% 70% 90% 
3990 50% 80% 100 90% 
9600 30% 100% 100% 100% 
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Table 4.5 demonstrates that for the synthetic problem posed, if the sample size is 
40% of the original dataset, accurate results are achieved in general. Also, the method 
seems to perform better for larger data sets, even if as few as 20% of the points are sampled. 
With a larger data set, more information on the clusters is available, allowing for a high 
certainty in the results. Also, the dimensionality of the problem may be important; in a 
space with fewer dimensions, better accuracy may be achievable with fewer points. There 
was an anomalous result in accuracy for a sample size that is 10% of the total sample size 
of 1680 points. The accuracy was much higher than expected, although the reason for this 
increased accuracy is unclear, which indicates more than ten implementations of the 
approach may need to be done for the percentages to converge. 
A final study was performed on a more challenging synthetic dataset. The datasets 
consisted of 9 clusters: (1) points on the hypersurface of three different 15-dimensional 
hypercubes, (2) points on the hypersurface of three different 15-dimensional spheres, and 
(3) points on three different 15-dimensional lines. Each cluster contained 1,000 points 
resulting in a dataset with 9,000 total points. Following generation, the Nyström modified 
STSC approach was applied to the dataset 20 times where only 1,000 points were randomly 




Figure 4.12: Histogram of the number of clusters identified by the Nyström modified 
STSC for a 15D dataset consisting of 9 clusters. 
Figure 4.12 corroborates the previous results that the Nyström modified STSC 
approach in general identified the correct number of clusters while the original STSC 
approach was always accurate but required a large computation time.  
4.7 DISCUSSION 
The first task in the proposed visualization strategy was to identify the number of 
clusters or design regions of interest in a high dimensional design space. Spectral clustering 
was identified as a potential method for identification of the regions due to its ability to 
cluster irregularly shaped regions and its deterministic approach. A major limitation of the 
approach, though, is the computational expense of performing an eigenanalysis with 
computational complexity that nominally scales cubically with the number of point being 
clustered. In high-dimensional design spaces, it is pivotal to sample sufficient numbers of 
points to ensure all decision boundaries are represented, which may limit the applicability 
of spectral clustering. Therefore, three different approaches were introduced that balance 
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difference aspects of spectral clustering such as the accuracy, computational complexity, 
degree of automation, and ease of implementation.  
Ease of implementation is a somewhat subjective criteria but was still considered 
in this work because the intent of this chapter was to introduce spectral clustering to 
designers who may not be exposed to the algorithms presented. By commenting on the ease 
of implementation designers who seek to use the proposed visualization strategy can 
consider the amount of commitment needed to implement the algorithm. The ranking in 
ease of implementation was based mostly on the author’s experience in developing the 
algorithms for Matlab as well as for the identification of satisfactory design regions.  
To objectively evaluate the other three criteria for each clustering method a series 
of tests was performed on synthetic datasets that demonstrated the results summarized in 
Table 4.1. The ε-neighborhood spectral clustering approach was accurate for identifying 
clusters but relied on an empirically-based decision to determine the correct number of 
clusters. STSC avoided the subjectivity in determining the correct number of clusters by 
formulating an optimization problem that accurately identified the best number of clusters, 
but it suffered from computationally complexity. Finally, after augmenting STSC with the 
Nyström approach the calculation of the eigenvalues and eigenvectors could be 
approximated to greatly reduce computational expense. While the method was not always 
accurate, the mode of the number of clusters tended toward the correct value when the 
method was implemented multiple times, so for sufficiently large datasets, the modified 
approach could be run multiple times to determine the most likely clustering result. The 
approach is so much more efficient than STSC that it is a viable alternative to STSC. 
Therefore, it is used throughout the rest of this work, although any of the other methods 
could have been used for the identification of design regions 
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While the Nyström approach appears to be the most appropriate for identifying and 
eventually visualizing clusters in the high dimensional regions classified for NS 
metamaterials, the other approaches may be more suitable for other designers or problems. 
From this comparison of various spectral clustering techniques, information is now 
available to assist designers in determining the most appropriate clustering technique for 
identifying design regions in a high dimensional design space. Regardless of what method 
is selected, the design regions classified by the BNC approach can now be identified with 
the ultimate goal of visualizing each region. Therefore, the following section will discuss 
how these regions identified by the BNC approach can be visualized using various 
visualization techniques. In particular, t-Distributed Stochastic Neighbor Embedding will 
be introduced as a viable method for obtaining high quality visualization of the identified 
design regions   
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Chapter 5: Visualizing Satisfactory Design Regions 
After identifying the number of distinct design regions of interest with a spectral 
clustering-based approach, the final step of the visualization framework is to produce a 
visual mapping of each region. Much like clustering, numerous different approaches have 
been studied for visualizing high dimensional data structures. Many of these visualization 
approaches have been adapted to assist in design exploration, so they will be discussed in 
Section 5.1. Following the review of visualization strategies in design exploration, two of 
the more promising algorithms, Kernel Principal Component Analysis (KPCA) [107] and 
t-Distributed Stochastic Neighbor Embedding (t-SNE) [108], will be discussed in more 
detail in Section 5.2 as proposed strategies for visualizing the regions identified through 
the BNC approach. KPCA [80] has been used previously to visualize design spaces, but t-
SNE has yet to be used in that capacity.  
While two visualization algorithms will be examined in depth, there are still many 
other visualization approaches available to designers, so determining which approach to 
select can still be a challenge, especially to designers unfamiliar with visualization. KPCA 
and t-SNE, like all visualization approaches, have advantages and disadvantages for 
visualizing design spaces so knowing a priori which approach to select is typically 
impossible. To help identify the most suitable visualization, general metrics such as 
continuity and trustworthiness have been developed and utilized in tandem [109]. These 
metrics, along with geodesic distance inconsistency (GDI) [80], are discussed in Section 
5.3, but they can overestimate the quality of a visualization or do not allow for sufficient 
gradation in quality. Therefore, this work proposes a new, single metric called preservation 
that attempts to avoid some of the shortcomings of the other metrics as discussed in Section 
5.3. Following introduction of preservation, the metric will be compared to the previous 
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metrics for clusters of varying visualization difficulty in Section 5.4. Following exploration 
of the metric, a procedure for using preservation to automatically select the heuristics of 
the visualization techniques will be introduced in Section 5.5. The approach will be 
demonstrated on sample datasets. Not only will the approach be introduced but the quality 
of visualizing each cluster will be compared to the quality of visualizing the entire dataset. 
This will provide insight into the tradeoffs between visualizing the entire design space 
versus individual clusters. Following validation of the metric and approach, the results will 
be discussed in Section 5.6 which will be followed by application of the proposed 
visualization in Chapter 6.   
5.1 REVIEW OF VISUALIZATION TECHNIQUES 
This review of visualization techniques is divided into two topics. The first topic is 
general visualization and dimension reduction techniques while the second topic is the 
application of the visualization techniques for design exploration. A complete review of all 
visualization techniques available across all disciplines would be too lengthy for inclusion. 
Rather this review will provide a general overview of various visualization techniques that 
can be categorized based on their similarities. The reader is encouraged to see the reviews 
provided by van der Maaten et al. [110] or Liu et al. [111] if they are interested in obtaining 
further information. In general, the terms dimension reduction and visualization will be 
used interchangeably even though they are distinct areas of focus. This work assumes any 
use of dimension reduction is intended to visualize. 
Referencing the categorization by van der Maaten [110], visualization or dimension 
reduction techniques can be generalized into a taxonomy of two different families: (1) 
convex techniques or (2) nonconvex techniques. A convex technique minimizes a convex 
objective function to uncover the low dimensional structure of a high dimensional data set 
 90 
while a nonconvex technique optimizes a nonconvex objective function. Figure 5.1 
provides the taxonomy of dimension reduction techniques as proposed by van der Maaten 
[110]. 
 
Figure 5.1: Taxonomy of dimensionality reduction techniques [110]. 
As shown by Figure 5.1, these families can be subdivided further into various other 
classes of techniques. These include, for the convex class of reduction, techniques that 
typically rely on spectral analysis to solve the convex objective functions. These spectral 
techniques are either full spectral or sparse spectral depending on the formulation of the 
objective function. Full spectral techniques contain the common Principal Components 
Analysis (PCA) [112] that uses the eigendecomposition of a high dimensional data set to 
determine the orthogonal vectors, or principal components, along which most of the 
variation in the data occurs. By projecting the data into the space spanned by three or less 
of the principal components the data can be visualized. PCA is just one example of a full 
spectral technique but others include Isomap [113], Maximum Variance Unfolding [114], 
and Kernel PCA [107] which will be discussed further. One of the limitations of these full 
spectral approaches is that the computational expense of calculating eigenvalues and 
eigenvectors scales cubically with the number of points in the dataset [110]. 
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The other member of the convex family of dimension reduction techniques is sparse 
spectral techniques. The reason these techniques are considered sparse is because they do 
not consider the global structure of the dataset; rather, they solve a sparse or generalized 
eigenproblem that considers the local structure of the data. For example, one such sparse 
technique is local tangents spaces approximation (LTSA) [115] which projects local 
manifolds into low dimensional spaces based on the behavior of the tangent at a point. It 
then stitches these local tangent spaces together to produce a low dimensional 
approximation of the space. More simply, it looks at the local curvature and structure of a 
high dimensional dataset and attempts to find a low dimensional plane that approximates 
the surface at each point. Other similar approaches are Local Linear Embeddings (LLE) 
[116], Laplacian Eigenmaps [117], and Hessian LLE [118]. These approaches have found 
success in many fields, but they commonly collapse regions of high dimensional data into 
points or rescale the axes to distort the topography [110]. 
The other family of dimension reduction approaches, nonconvex techniques, is far 
more general than convex techniques. Various approaches of dimension reduction can be 
classified as nonconvex, and much of the current research on visualization is focused on 
nonconvex techniques. Nonconvex techniques have typically been avoided because of the 
existence of local minima which can be troublesome for gradient-based strategies. If 
gradient-based strategies cannot be used, more computationally intensive search 
approaches must be used to seek the global minima. With the increase in computational 
power and RAM, search approaches for global minima are becoming less prohibitive. 
Furthermore, research indicates that while the global optima of a nonconvex approach may 
not be discovered, the formulation of the objective function and constraints yield better 
visualization results for suboptimal solutions than convex approaches yield for optimal 
solutions. 
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Some examples of nonconvex approaches are Sammon Mappings [119], Locally 
Linear Coordination [120], Manifold Charting [121], t-Distributed Stochastic Neighbor 
Embedding (t-SNE) [108] and Multilayer Autoencoder [122]. Multilayer autoencoders are 
becoming especially popular for visualization because they are based on neural networks 
that are popular across dozens of fields including the design automation community. This 
work, though, does not employ such neural network based approaches for visualization 
because they can require extensive resources for training the networks and are highly 
blackbox which leads to a lack of intuition about the visualization for the designer. One of 
the goals is to implement a visualization approach that can run on a typical desktop system 
rather than a supercomputing cluster. Therefore, another nonconvex approach that should 
be considered is t-SNE, a recently developed visualization approach with less 
computational expense. Further information about the approach and its suitability for 
design space visualization is discussed in Section 5.2 
Various other visualization techniques exist such as topological splines [123] and 
other charting approaches [124], but for the sake of brevity the remainder of this section 
will focus on the implementation of the dimension reduction and visualization techniques 
that have been applied for design exploration.    
Many of the methods available for visualizing high-dimensional spaces focus on 
visualizing how the variables in the design space influence the performance. This is usually 
in the context of an optimization problem. It should be noted that our method of relating 
the design space to the performance space is a set-based method that does not seek to 
optimize performance subject to constraints. Nonetheless, a review of such methods is 
essential to determine if any of the approaches can be adapted to visualize design regions 
of interest and adapt visualization methods in the optimization domain for our purposes.  
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Cloud Visualization (CVis) [125] is an optimization visualization tool for making 
effective decisions throughout the design and optimization process by matching the data in 
both the performance (output) space and the design (input) space for comparisons. The 
performance space shows the variables with the greatest influence on a design. The 
performance space can also display the solution relative to multiple objectives instead of 
just a single objective. CVis is limited to viewing three design variables at a time, requiring 
the designer to use multiple plots to show all of the design variables, which can lead to 
confusion. 
Visual design steering [77] allows designers to interact with the optimization 
algorithm throughout the optimization process. Using a “rank and reduce” method, visual 
design steering determines the impact of design variables on the objective function.  Then, 
through graph morphing the n-dimensional design space can be visualized in a three-
dimensional space where each of the three axes is a variable responsible for the most 
change in performance. Slider bars, where the remaining variables can be modified, update 
the 3D graph. Again, this method is limited to plot only three variables per plot. 
Hyper-radial visualization (HRV) developed by Chiu et al. views the interactions 
of multiple objectives of an optimization problem [126]. By grouping the multiple 
objectives together, the interactions can be visualized in a two-dimensional (2-D) space. A 
notion deemed the utopia point, is defined as the point where both manufactured objectives 
are minimized and is represented at the origin. A radial projection is then constructed 
around the utopia point where each radius has an equal overall objective value, and 
therefore every point located on that radius has an identical objective value. The two-
dimensional visualization allows for simple interpretation of the data but has limited ability 
to interface with individual design variables as the focus is on the objective values.  
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Stump et al. developed the Applied Research Laboratory (ARL) Trade Space 
Visualizer (ATSV) to focus on displaying trade spaces or tradeoffs within the design space 
[78]. The visualization techniques applied in ATSV include but are not limited to scatter 
plots, glyph plots, and parallel coordinates, which are not unique techniques. A unique 
contribution of this work is visualizing uncertainty in the design variables but this 
visualization technique still suffers from the inability to visualize more than three design 
variables at a time.  
Many other methods are concerned with showing the interplay of design spaces 
with performance space for optimizing problems, including commercially available 
packages such as Isight, VizQL, and Sportfire. For the sake of brevity only methods that 
can be used to visualize the design space separately from the performance or objective 
space will be discussed. 
Self-organizing maps (SOM) [86] discussed previously have been used to identify 
and visualize clusters in the design space. Cityplot [76] is a method that attempts to do so. 
It can visualize a sample of an arbitrary (continuous or combinatorial) design space and the 
corresponding single or multidimensional objective space simultaneously. Essentially a 
superposition of a dimensionally reduced representation of the design decisions and bar 
plots representing the multiple criteria of the objective space, Cityplot can provide explicit 
information on the relationships between the design decisions and the design criteria. 
Cityplot can present decision settings in different parts of the space and reveal information 
on the decision criteria mapping, such as sensitivity, smoothness, and key decisions that 
result in particular criteria values. By focusing Cityplot on the Pareto frontier, Cityplot can 
reveal tradeoffs and Pareto optimal design families without prior assumptions on the 
structure of either. A drawback of this method is that it commonly splits similar clusters 
into multiple clusters and distributes them across the space being visualized. To avoid 
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undesirable cluster separation the approach requires careful initialization that is not 
possible generally. 
Another recent visualization strategy that has been discussed previously is the work 
of Chen et al. [80] that has focused on visualizing the low dimensional embedding of a 
high dimensional design space to uncover semantic attributes. The approach first used the 
original spectral clustering approach to identify clusters of designs that had already been 
termed feasible. Following identification of clusters Chen et al. visualized the clusters to 
determine if semantic relationships could be uncovered. The three approaches used were 
principle component analysis (PCA) [112], Kernal PCA [107], and stacked denoising 
autoencoders (SdA) [127] which is a neural network-based approach. They compared the 
quality of each visualization using two metrics which provided insights into two aspects of 
visualization although selection of the various tuning parameters of the visualization 
algorithms was not explained. 
 The first metric, reconstruction, determined the accuracy of the inverse mapping 
from low dimensional design space to the original space. This metric was of interest to the 
authors because the feasible design boundary was unknown, and the researchers wanted to 
be sure designs identified in the low dimensional space were reasonable in the high 
dimensional space. Reconstruction is of less interest in this dissertation because the design 
boundaries have been well-defined and the BNC approach can identify the feasible 
decision boundary easily.  
The second metric evaluated the quality of the visualization with respect to 
structural preservation of the low dimensional mapping. The metric, known as the geodesic 
distance inconsistency (GDI), which is discussed further in Section 5.2, provided useful 
information regarding the quality of the visualization but comes at a high computational 
expense that can be prohibitive when the data set is large. Furthermore, the geodesic 
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distance is the quantity being optimized for certain visualization techniques such as Isomap 
and LTSA so using this as the quality metric naturally favors such visualization 
approaches.  
The work by Chen et al. provided a framework for visualization and introduced 
algorithms that are the state of the art for visualization in the field of design. The work 
helped to form the structure of the visualization approach adopted in this work and led to 
the identification of areas of improvement. As such it will be referenced extensively in this 
work to provide a datum for current visualization algorithms for design exploration. This 
dissertation introduces a new metric for evaluating the preservation of design space 
structure.  Before introducing the metric, the visualization strategies used in this work are 
introduced, including a new approach, t-SNE, that has yet to be utilized for design 
exploration. 
5.2 INTRODUCTION TO DIMENSION REDUCTION AND VISUALIZATION TECHNIQUES 
As previously introduced, various forms of dimension reduction techniques are 
available to designers to aid in visualizing high dimensional datasets. This work will focus 
on two particular approaches: Kernel Principal Components Analysis (KPCA) and t-
Distributed Stochastic Neighborhood Embedding (t-SNE). KPCA has been explored by 
other researches for design space exploration while t-SNE, to the best knowledge of the 
author, has not been employed. The first approach, KPCA, is a convex based approach 
while t-SNE is a nonconvex based approach. The remainder of this section provides the 
mathematical theory describing both approaches and provides insight into how these 
approaches can be tuned to affect their performance.  
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5.2.1 KERNEL PRINCIPAL COMPONENT ANALYSIS 
Much of KPCA [107] is similar to the original PCA but there are some key 
similarities and differences between the two approaches. Both approaches rely on 
eigenanalysis to project a high-dimensional dataset into a low-dimensional space but 
KPCA performs a nonlinear projection whereas PCA performs a linear projection into a 
low-dimensional space. Because KPCA performs a nonlinear embedding, it commonly 
captures the structure of nonlinear high dimensional datasets better. KPCA accomplishes 
this by exploiting a kernel trick to produce the nonlinear projection.  
To begin the discussion of KPCA, consider a datapoint, 𝒙𝒋𝜖ℝ
𝐷, that is in a high 
dimensional dataset, for example, points on the boundary of a satisfactory design region. 
Next consider some unknown function 𝑓(𝒙𝒋) that maps 𝒙𝒋 to some feature space, 
𝐹𝜖ℝ𝑀where 𝑀 ≫ 𝐷. The covariance of the mapped points, Σ𝑓𝜖ℝ
𝑀𝑋𝑀 can be determined 












The scalar eigenvalues, 𝜆𝑝 and the eigenvectors, 𝝓𝒑𝜖ℝ
𝑚, must satisfy Equation 5.2.  
 
Σ𝑓𝝓𝒑 = 𝜆𝑝𝝓𝒑 (5.2) 
 
It is worth noting at this point that the eigenvectors of the covariance are the 
principal components of the mapped data in the feature space. Since the high dimensional 
mapping is unknown the vectors cannot be directly calculated using this form. Therefore, 
the following discussion describes how these principal components can be determined 
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without knowing the mapping. Equation 5.1 can be substituted into Equation 5.2 and 
















































= 𝜆𝑝𝝓𝒑 (5.3) 
 
With the form presented in Equation 5.3, 𝝓𝒑 can be determined implicitly by 














The coefficients of the linear combination, 𝑎𝑗
(𝑝)






 𝑓(𝒙𝒋) ∙ 𝝓𝒑 (5.5) 
 
Next, we will define the kernel function, 𝜅, by Equation 5.6 which results in 
Equation 5.7 after left multiplying Equation 5.4 by 𝑓(𝒙𝒊)
𝑇   
 
𝜅(𝒙𝒊, 𝒙𝒋) = 𝑓(𝒙𝒊) ∙ 𝑓(𝒙𝒋) (5.6) 
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Note that Equation 5.7 provides the projection of the mapped data into its principal 
components, so if the kernel function is known and the coefficient values are determined, 
the projection can be obtained without knowing the original mapping function, 𝑓(𝒙𝒊). To 
obtain these desired quantities some steps must first be taken. By multiplying Equation 5.5 
by 𝜆𝑝𝑁 and substituting the result into Equation 5.7, the result shown in Equation 5.8 can 









Next the kernel matrix, Κ𝜖ℝ𝑀𝑋𝑀, and coefficient vector, 𝒂(𝒑), can be defined by 
Equation 5.9 and 5.10, respectively, which allow Equation 5.8 to be recast as a matrix 
equation given by Equation 5.11.   
 
Κ𝑖𝑗 =  𝜅(𝒙𝒊, 𝒙𝒋) (5.9) 
𝒂(𝒑) = [𝑎1





(𝒑) = Κ𝒂(𝒑) (5.11) 
 
Equation 5.11 is actually an eigenvalue problem where 𝒂(𝒑) are the eigenvectors of 
Κ, which have implications for calculating the projection of the mapped data into its 
principal components. First, the coefficients, 𝒂𝒋
(𝒑)
, can be determined by calculating the 
eigenvectors of the kernel matrix. Second, the eigenvalues are proportional to the 
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eigenvalues of the original covariance matrix from Equation 5.1. With the 
eigendecomposition of the kernel matrix, the projection, 𝑓(𝒙𝒊) ∙ 𝝓𝒑, of the mapped data 
into its principal components can be determined by Equation 5.7. By selecting the 
eigenvectors associated with the largest eigenvalues, the components responsible for the 
most variance in the mapped data can be determined, which allows features of the original 
data to be extracted.  
One task still remains to perform KPCA. What should the kernel function be? 
Based on the formulation just discussed, the only restriction on the kernel is that its 
associated kernel matrix must be positive semidefinite (PSD). One of the most common 
kernel functions and the one selected in this work is the Gaussian kernel defined by 
Equation 5.12. 
 





The tuning parameter 𝜎 can be varied to control the influence of the kernel for large 
and small distances. As a result, the projections determined by the approach are sensitive 
to the values selected for this parameter. Current research has utilized cross validation to 
automatically select the value of the tuning parameter, but cross validation for approaches 
based on PCA are not straightforward. As a result, an approach must be proposed to 
determine the best tuning parameter. This approach is the focus of the new metric 
introduced in the next section, but first, a second dimension reduction technique and 
visualization approach, t-SNE, is discussed. 
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5.2.2 T-DISTRIBUTED STOCHASTIC NEIGHBOR EMBEDDING 
The nonconvex visualization approach, t-SNE, [108] has been gaining popularity 
for visualization due to its effective and efficient results. It is able to balance retaining both 
global and local structures of high dimensional data sets. To the best knowledge of the 
authors, this approach has yet to be implemented to visualize design spaces, so part of the 
focus of this work is to introduce a novel visualization method that can accompany a novel 
implementation approach. The formulation of t-SNE is largely based on the original 
stochastic neighbor embedding (SNE) approach but modifies the algorithm slightly to 
achieve significantly better visualizations. Therefore the discussion on t-SNE begins with 
a discussion of the original SNE. 
SNE begins by defining a high dimensional datapoint, 𝒙𝒊, that can be transformed 
to a low-dimensional point, 𝒚𝒊 through a mapping. The set of all high dimensional points, 
𝑿, contains 𝑁 points and is mapped to the low-dimensional set, 𝒀. To determine this 
mapping, a stochastic approach is used. The high-dimensional pairwise distance between 
two points in the set, 𝑿, is converted to a conditional probability, 𝑝𝑗|𝑖 that represents the 
similarity of two points, 𝒙𝒊 and 𝒙𝒋 in the high dimensional space. The conditional 
















Similarly, a conditional probability in the low-dimensional space, 𝑞𝑗|𝑖, can be 
defined by Equation 5.14 that relates the pairwise Euclidian distance between the low-
dimensional mapped points 𝒚𝒊 and 𝒚𝒋. 
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𝑞𝑗|𝑖 = exp (‖𝒚𝒊 − 𝒚𝒋‖2
2









Note that the tuning parameter has been eliminated in the low-dimensional 
conditional probability because, as will be seen later, it will not affect the results of the 
visualization. With this conditional probability formulation, SNE considers mappings to 
be of high quality if the mismatch between 𝑝𝑗|𝑖 and 𝑞𝑗|𝑖 is low with 𝑝𝑗|𝑖 = 𝑞𝑗|𝑖 representing 
a perfect mapping. To quantify the level of mismatch over all the points, the Kullback-
Leibler divergence measure is used which is provided by Equation 5.15. The cost function, 
𝐶, is the objective that SNE attempts to minimize through a momentum-based gradient 
descent algorithm to help avoid local minima that likely exist.  
 









The form of the cost functions leads to a nonsymmetric penalization of mappings. 
For example, points that are close in the high-dimensional space (large 𝑝𝑗|𝑖) that are 
mapped far apart in the low-dimensional space (small 𝑞𝑗|𝑖) are penalized more severely 
than points that are far away in a high dimensional space (small 𝑝𝑗|𝑖) but mapped closely 
in a low-dimensional space (large 𝑞𝑗|𝑖). With this structure SNE focuses on preserving local 
structure rather than global structure. Furthermore, the formulation causes points that are 
close to each other in the high dimensional space to be condensed at the center of the low 
dimensional space. Commonly, if multiple clusters are being visualized, they tend to 
condense to one region. 
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The t-SNE approach builds on the SNE approach but modifies the formulation to 
balance both global and local structure to produce better mappings of regions and multiple 
clusters. The first modification t-SNE makes is to use joint probability rather than 
conditional probabilities to describe the similarity of two points. This is done to decrease 
the computation time required to calculate the gradient of the cost function by reducing the 
number of terms in the gradient function [108]. The joint probabilities are not the standard 
probabilities one would expect given the initial formulation of SNE. Rather, they each have 
their own form. First, the joint probability describing the similarity of high dimensional 
points, 𝑝𝑗𝑖, is the weighted average of the conditional probabilities given by Equations 







The joint probability describing the similarity of low dimensional points, 𝑞𝑗𝑖, is 
now described by the student t-distribution with one degree of freedom due to its heavy-
tailed nature. Heavy-tailed means that the tails of the distribution are not bounded by 
negative exponential distributions. Equation 5.17 provides the form of the low-dimensional 
joint distribution.  
 
𝑞𝑗𝑖 =









The use of the heavy-tailed distribution has some attractive features compared to 
the light-tailed normal distribution used for the original SNE approach. First, it allows 
moderate separation in the high dimensional space to be modeled more faithfully by larger 
 104 
distances in the low dimensional spaces because there is more “probabilistic mass” 
distributed into the tails. Second, for large pairwise distances in the low dimensional space, 
the t-distribution approximates an inverse square law. This allows for better separation of 
clusters when visualizing multiple clusters while still balancing local structure within 
clusters well; much in the same way that the gravitational force on a planet varies with its 
structure but the interactions between planets assumes they are point masses. 
With the joint probabilities at each scale established for the t-SNE approach, the 
cost function given by Equation 5.18 must be defined so the optimization strategy can be 
discussed. As discussed previously, the Kullback-Leibler divergence measure is used, but 
the joint probabilities are compared instead of the conditional probabilities. 
 









By taking the partial derivative of the cost function with respect to a mapped point 
𝒚𝒊, the real benefits of the approach can begin to be uncovered. The derivative is provided 
by Equation 5.19 which is then used to generate Figure 5.2 [108] that plots the gradient 
values as a function of the high dimensional distance between two point, ‖𝒙𝒊 − 𝒙𝒋‖2
, and 













Figure 5.2: Value of the gradient for the t-SNE approach as a function of the mapped 
separation and original separation of two points. Marker A indicates mapped 
points that will be attracted in the mapped space, Marker B indicates 
mapped points that will be repelled in the mapped space, and Marker C 
indicates mapped points that have no attraction or repulsion [108]. 
A negative gradient value indicates a “force” that will attempt to repel the points 
driving them farther apart, a positive value will try to drive points closer together, and a 
zero value will keep the points stationary. Three Markers, A, B, and C are specified on 
Figure 5.2 to highlight the strengths of the approach. First, Marker A indicates mapped 
points that are far apart in the low dimensional space but are close in the high dimensional 
space. The gradient indicates that these points should be driven together which matches 
intuition. In opposition to Marker A is Marker B that indicated two points that are close in 
the low dimensional space but far apart in the high dimensional space. The gradient is 
negative which drives them apart in the low dimensional space. Finally Marker C indicates 
two points that have approximately equivalent distances in both spaces and the gradient is 
zero implying there will be no force to drive them apart. 
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The final aspect of the t-SNE approach is the tuning parameter. The tuning 
parameter, 𝜎𝑖, of the conditional probabilities used for the high dimensional data must be 
set. To set its value, another heuristic is introduced called the perplexity, 𝑃𝑒𝑟𝑝, which is 
related to the tuning parameter by Equations 5.20 and 5.21.  
 
𝑃𝑒𝑟𝑝 = 2𝐻(𝑝𝑗|𝑖) (5.20) 
where 





Effectively, the perplexity is the continuous analog of neighborhood selection.  If a 
value of perplexity is selected, the value of 𝜎𝑖 will be selected at each point to have the 
same neighborhood effect at each point, but the selection of the perplexity value is still 
required. The original paper recommended a perplexity value of approximately 50 as robust 
to change, but this work demonstrates that this is not necessarily true.  
KPCA and t-SNE both require a certain level of tuning to obtain quality 
visualizations. A quality visualization varies in definition depending on which approach is 
used because both approaches seek to minimize a different objective. In general, different 
visualization approaches optimize different objective functions. To be able to compare the 
quality of visualization, metrics must be developed that are impartial to the approach being 
used. This is not a simple task but this work proposes a new metric—preservation—that 
attempts to combine the best features of other metrics while eliminating some of their 
shortcomings. Secondly, the proposed metric, to the best of the author’s knowledge, has 
not been implemented in other dimension reduction techniques, so it is less likely to be 
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biased towards specific techniques. Section 5.3 reviews previous metrics and introduces 
the new metric and a framework for utilizing it. 
5.3 EVALUATING THE QUALITY OF VISUALIZATIONS 
The vast number of visualization and dimension reduction techniques make it 
difficult to select which approach is best to use. While this work proposes using t-SNE to 
visualize satisfactory design regions identified by the BNC approach, there may be another 
approach developed in the future that outperforms t-SNE. But what does it mean for a 
visualization to outperform another visualization technique? Saying one is better than the 
other is quite subjective, so there have been attempts to quantify the quality of a 
visualization. The two most common metrics used to objectively measure the quality of a 
visualization are trustworthiness and continuity, which are typically used together [109]. 
Informally, trustworthiness quantifies how many points mapped closely in the low-
dimensional space are not close in the high-dimensional space while continuity quantifies 
how many points that are close in the high-dimensional space are not mapped closely in 
the low-dimensional space. To formally provide a definition of each metric some terms 
need to be defined. First, 𝑁, is the total number of points being visualized and 𝑘 is the 
number of points defined to be in the neighborhood of a point, i.e., the 𝑘 closest points. 
Next, 𝑟(𝑖, 𝑗) is the rank order in terms of distance for the 𝑗𝑡ℎ point relative to the 𝑖𝑡ℎ point 
in the high-dimensional space and ?̂?(𝑖, 𝑗) is the rank order in terms of distance for the 𝑗𝑡ℎ 
point relative to the 𝑖𝑡ℎ point in the low-dimensional space. Finally the set, 𝑈𝑘(𝑖), is the set 
of points that are in the 𝑘-nearest neighborhood (kNN) of the 𝑖𝑡ℎ point in the low-
dimensional space but not in the high-dimensional space and 𝑉𝑘(𝑖), is the set of points that 
are in the 𝑘-nearest neighborhood of the 𝑖𝑡ℎ point in the high-dimensional space but not in 
the low-dimensional space. To clarify the definitions of the sets 𝑈𝑘(𝑖) and 𝑉𝑘(𝑖), Figure 
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5.3 is a Venn diagram where the red region represents points that are in the kNN of the 𝑖𝑡ℎ 
point in the original, high dimensional space and the blue region represents mapped points 
that are in the kNN of the mapped 𝑖𝑡ℎ point.  
 
 
Figure 5.3: Venn diagram clarifying the definition of the two sets, 𝑈𝑘(𝑖) and 𝑉𝑘(𝑖), in 
terms of the mappings and original space. 
The overlapping region represents points that are in the kNN of the original space 
and in the mapped space. The non-overlapping red region, or 𝑈𝑘(𝑖), affects trustworthiness. 
The nonoverlapping blue region, 𝑉𝑘(𝑖), affects continuity.  
With these terms established, trustworthiness, 𝑇(𝑘), and continuity, 𝐶(𝑘), can be 
provided by Equations 5.22 and 5.23. Notice that both metrics are dependent on the 
neighborhood size. 
 
𝑇(𝑘) = 1 −
2
𝑁𝑘(2𝑁 − 3𝑘 − 1)







𝐶(𝑘) = 1 −
2
𝑁𝑘(2𝑁 − 3𝑘 − 1)








Both metrics are bounded between 0 and 1 where a perfect mapping will have a 
trustworthiness and continuity of 1 and a low-quality mapping will be lower. It is important 
to note though, that a mapping need not be perfect to have a continuity and trustworthiness 
of 1. This is because these metrics are not concerned with the exact distances separating 
points, rather with the rank ordering of the distances. This distinction was made 
intentionally, so the metric could be used for categorical problems.  By using only a rank 
ordering, non-perfect mappings can cause the metric to be falsely high for continuous 
spaces. 
To elucidate how the metrics can overestimate the quality of a mapping a simple 
example is provided. Consider a set of points in ℝ2 that are initially in the L-shaped 
configuration shown in Figure 5.4.  
 
 
Figure 5.4: Example data set where the original dataset (left) can be mapped to the 
dataset (right) by varying the angle, 𝜃. 
Define the angle, 𝜃, to be the angle between the two lengths of the L-shaped 
structure. Initially 𝜃 = 𝜋/2 , and a mapping is defined that simply varies 𝜃 within the 
interval [0,2𝜋]. Figure 5.5 also provides a specific mapping of the original space where the 
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angle between arms, 𝜃 = 3𝜋/4. For each value of 𝜃 in the interval, the continuity and 
trustworthiness between the resultant mapping and original space were determined. Four 
different values of the neighborhood size were considered, 𝑘 = 5, 10, 25, and 50, for the 
dataset where 𝑁 = 100. The results of the various mappings are shown in Figure 5.5 where 




Figure 5.5: Trustworthiness (left) and continuity (right) as a function of 𝜃 for the L-
Shaped example structure. 
As stated previously, a value of 1 for continuity and trustworthiness should indicate 
a perfect mapping, but this is not the case. A few select mappings with continuity and 




Figure 5.6: Selected mappings in which the trustworthiness and continuity metrics are 
both 1. 
Within rotational symmetry, the only perfect mapping should be at odd integer 
intervals of 𝜋/2, that is 𝜋/2, 3𝜋/2, 5𝜋/2,…, but as indicated in the plots of Figure 5.6, 
continuity and trustworthiness are simultaneously 1 for nonperfect mappings. This 
outcome is due to the rank ordering of distances, rather than the consideration of their 
continuous values in the metrics. Even through various rotations, the ranks of the 𝑘𝑡ℎ 
closest points remain the same because, generally, points are closest to other points on the 
same line segment. If the whole line is rotated, then the rank ordering of distances will be 
largely unchanged.  
Another metric that has been used is the geodesic distance inconsistency (GDI) 
which was proposed by Chen et al [80]. in their work on visualizing design spaces. The 
metric was used to evaluate the quality of three different dimension reduction/visualization 
techniques, PCA, KPCA, and stacked denoising autoencoder (SdA). The metric is first 
determined by creating a graph in the high-dimensional space where the edge weights are 
the pairwise distances between the kNN points. The approach utilizes a technique, based 
on LTSA, that determines the number of kNN to use in the graph to preserve the local 
structure. With the graph created, the minimum geodesic distance between points can be 
calculated. The geodesic distance is a path dependent distance on a graph that is equivalent 
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to the sum of the edge weights traveled to get from one node to another. Therefore the 
minimum geodesic distance is the minimum sum of edge weights to travel from one node 
to the other. Figure 5.7 provides an image of 4 points in ℝ2 that were used to determine a 




Figure 5.7: Four points in the original Cartesian space (left) that are converted into a 
graph (right) where the edge weights are based on the distance to the kNN (k 
= 1). 
With the geodesic distance matrix determined, the low dimensional mapping is 
considered in a similar manner. Instead of creating a graph, the pairwise Euclidian distance 
between low dimensional points that are connected in the high dimensional space are 
calculated and placed in a similarity matrix, 𝐷𝐸 . Figure 5.8 provides the associated 
similarity matrix for the same structure as Figure 5.7.  
 
 
Figure 5.8: The associated similarity matrix for the shown graph structure in which the 
indices of the matrix, i and j, correspond to the geodesic distance between 
the ith and jth point. 
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With the similarity and geodesic distance matrix determined, they are reshaped into 
the vectors,  𝒅𝑬 sand 𝒅𝑮 respectively. The GDI can be determined by Equation 5.24 where 
𝜌(𝒅𝑮, 𝒅𝑬) is the Pearson Correlation Coefficient.  
 
𝐺𝐷𝐼 = 1 − 𝜌(𝒅𝑮, 𝒅𝑬)
2 (5.24) 
 
The GDI is measuring the correlation between the similarity and geodesic matrices, 
such that high correlation implies the geodesic distances and Euclidian distances increase 
and decrease linearly with each other. In contrast to trustworthiness and continuity, a low 
GDI indicates a quality visualization, therefore to be consistent, this work will consider 
only the correlation term of Equation 5.23 to compare the metrics on the same scale. 
 While the GDI metric does not fall into the same pitfalls as trustworthiness 
and continuity, it can lead to erroneous results. To demonstrate, consider the points and 
graph structure shown in Figure 5.8. Consider the case when the angle, 𝜃𝐺𝐷𝐼 = 𝜋/3, to 
form a regular rhombus and the edge weights are all 1. Note that node 1 and 3 are not 
connected because a kNN value of 1 is used. Similar to the previous example with the L-
Shaped structure, a mapping varies the angle, 𝜃𝐺𝐷𝐼 , in the range [0, 𝜋/2]. The GDI was 
determined for each angle and a plot showing the value of GDI as a function of 𝜃𝐺𝐷𝐼 is 




Figure 5.9: Plot of GDI as a function of 𝜃𝐺𝐷𝐼 for the example sheared square (left) with 
identified mapping that maximizes the correlation (right). 
Interestingly, the results show that the mapping favors the square shaped structure 
and not the original structure. This can be explained by comparing the plots shown in 
Figure 5.10 where 𝒅𝑮 is plotted against 𝒅𝑬 for both mappings.  
 
 
Figure 5.10: 𝒅𝑮 plotted against 𝒅𝑬 for the angle of the original mapping (red) and the 
angle identified as the best mapping (blue) 
The red dots indicate the mapping where 𝜃𝐺𝐷𝐼 = 𝜋/3, and the blue dots indicate 
the mapping where 𝜃𝐺𝐷𝐼 = 𝜋/2. The correlation is higher for the square mapping because 
the distance between diagonal points in the Cartesian space is equal. This leads to the 
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erroneous conclusion that the square structure is a better mapping when the original 
mapping is clearly better. If the original graph structure connected both diagonals (Nodes 
2 to 4), different results would be achieved, but they would still indicate the best mapping 
is not the original mapping.  
The GDI metric also is biased towards selecting methods such as LTSA and LLE 
as the best visualization because these dimension reduction/visualization techniques 
minimize an objective function that is related to the GDI metric. The GDI metric was based 
on these methods, so it will naturally be biased to select these methods. Therefore, a metric 
that preserves distances well, conserves the rank ordering of the neighborhood, and is less 
biased for selection of specific visualization methods should be used. This work proposes 
such a metric. While slightly more complex to explain than the other metrics, it is 
hypothesized that the metric, which is called preservation in this work, provides more 
insight into the quality of the visualization. 
The proposed metric combines aspects of the previous metrics that lead to 
preferable evaluation of visualizations. Much of the formulation of preservation, 𝑃, is also 
borrowed from spectral clustering due to its ability to balance both local and global 
structure. At a high level, the metric generates a kernel matrix on the original cluster in the 
high-dimensional space, 𝐾𝑂, and a kernel matrix on the mapped cluster in the low-
dimensional space, 𝐾𝑀, that can be compared to measure the quality of the 
dimension/reduction and associated visualization. To generate the high-dimensional kernel 
matrix for a cluster, Equation 5.25 is provided, which has a similar form to the kernel used 










The value of the 𝑖𝑡ℎ and 𝑗𝑡ℎ component of the kernel matrix is related to the 
Euclidian distance, 𝑑, between the points 𝒙𝒊 and 𝒙𝒋 via a self-tuning Gaussian. The 
smoothing parameters, 𝜎𝑖
𝑜(𝑘) and 𝜎𝑗
𝑜(𝑘), are provided by Equation 5.26 in which the 
dummy variable, 𝑙, is used to represent the 𝑙𝑡ℎ point of interest, 𝒙𝒍
𝒌 is the 𝑘𝑡ℎ closest point 
to point 𝒙𝒍. 
 
𝜎𝑙
𝑂(𝑘) = 𝑑(𝒙𝒍, 𝒙𝒍
𝒌) (5.26) 
 
Secondly, to generate the low-dimensional kernel matrix for the mapped cluster, 










The value of the 𝑖𝑡ℎ and 𝑗𝑡ℎ component of the kernel matrix is related to the 
Euclidian distance, 𝑑, between the mapped points 𝒚𝒊 and 𝒚𝒋, which correspond to the 
original points 𝒙𝒊 and 𝒙𝒋. The smoothing parameters, 𝜎𝑖
𝑀(𝑘) and 𝜎𝑗
𝑀(𝑘), have a slightly 
different form than their high-dimensional counterpart, as provided by Equation 5.28. 
 
𝜎𝑙
𝑀(𝑘) = 𝑑(𝒚𝒍, ?̃?𝒍
𝒌) (5.28) 
 
Once again, the dummy variable, 𝑙, is used to represent the 𝑙𝑡ℎ mapped point of 
interest, 𝒙𝒍, and the subtle, but important difference, lies in the definition of  ?̃?𝒍
𝒌. Unlike in 
previous formulations, it is not the 𝑘𝑡ℎ closest point to point 𝒚𝒍, rather it is the 𝑘
𝑡ℎ closest 
point 𝑘𝑡ℎin the original space, 𝒙𝒍
𝒌.  
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 Finally, with the two kernel matrices defined, the preservation, 𝑃(𝑘), can 
be determined via Equation 5.29 where ‖𝑋‖𝐹 is the Frobenius norm of a matrix. 
 













Preservation, which is bounded between [0, 1] by the Cauchy-Schwartz inequality, 
provides information regarding the mismatch between each weighted pairwise distance 
across spaces. If the two kernels are equivalent, implying all distances are conserved, then 
the difference is the zero matrix with Frobenius norm 0 leading to a preservation of 1. The 
structure of preservation has features that should allow it to be a more reliable measure of 
visualization quality. By setting the tuning parameters in the low dimensional space based 
on the mapping of the 𝑘𝑡ℎ closest points in the high dimensional space, mappings that 
preserve distance and ordering of points are favored. Rather than prefer one or the other as 
is the case for the other metrics, they were combined into one single metric. Also all 
elements in the kernels contribute to preservation ensuring that points that are initially far 
away need to be far away and are penalized for being close. With preservation introduced, 
it should be compared to the other metrics to ensure it is at least competitive for providing 
the quality of dimension reduction/visualization techniques. Therefore Section 5.5 will 
compare the metrics on various datasets to explore the behavior of the metric. 
5.4 VALIDATION OF PRESERVATION FOR CLUSTER VISUALIZATION 
To first demonstrate the accuracy of the metric it is applied to the example problems 
where trust and continuity were inaccurate. The same procedure for mapping the L-Shaped 
structure is followed as before but the metric used is preservation. As shown in Figure 5.11 
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the preservation metric only has a value of 1 at the increments of theta initially identified 
as the best values, odd integer multiples of 𝜋/2.  
 
 
Figure 5.11: New metric, preservation, as a function of 𝜃 for the L-Shaped example 
structure. 
Next, the metric is demonstrated on the example where GDI was not successful as 
well. Figure 5.12 provides the values of preservation for the various values of 𝜃𝐺𝐷𝐼 used 
where once again the metric identified the best mapping.  
 
 
Figure 5.12: Preservation as a function of 𝜃𝐺𝐷𝐼 for the sheared square example problem. 
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These example problems, however, may be biased to favor the preservation 
approach so more complex examples are needed to validate the approach. 
Five different clusters, each consisting of 243 points, were generated in a 24-
Dimensional space: (1) a spiral or swiss roll, (2) a cross, (3) a multimodal surface (4) a 
hyperspherical shell, and (5) a complex parametric geometry. Each of the first 3 clusters 
lies on a 2-dimensional manifold so images are provided of the structure in ℝ3 in Figure 
5.13 (note that more than 243 points are shown to help clarify the structures). 
 
 
Figure 5.13: 3-Dimensional projection of the first three clusters, swiss roll (left), cross 
(center), and twin peaks (right), that were embedded in a 24-Dimensional 
Space 
The hypersphereical shell and complex parametric geometry are described after 
discussion of the first three clusters.  
The clusters shown in Figure 5.13 were selected because of their varying degree of 
difficulty to visualize even though they lie on a low dimensional manifold. First, the swiss 
roll, 𝒙𝒔𝒘𝒊𝒔𝒔, is described by Equation 5.30 in which 𝒆𝒊 is the 𝑖
𝑡ℎ dimension in the 24-
dimensional space; 𝑡 and ℎ are parametric variables; and 𝝐𝒏𝒐𝒊𝒔𝒆 ∈ ℝ
24 is normally 
distributed noise centered at 0 with standard deviation 0.05.  
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]  𝑎𝑛𝑑 ℎ ∈ [0,30]  
 
This shape was selected because both global and local structure must be balanced 
to visualize it accurately. Since it spirals, points can be close based on absolute Euclidian 
distance, but if you must travel between them on the manifold, the points are far away due 
to the necessary path. This requires the visualization technique to be sophisticated enough 
to balance the global and local preservation.  
The second shape or cross, 𝒙𝒄𝒓𝒐𝒔𝒔, which is given by Equation 5.31, was selected 
because of its sharp corners and abrupt transitions in directions along the outer surface. 
Furthermore, the BNC approach has identified similarly shaped regions for the NS 
metamaterials application previously, so it appeared to be a shape of interest. 
 




𝑹𝟏 = 𝑙1𝒆𝟒 + 𝑙2𝒆𝟓 + 𝑙2𝒆𝟔 + 𝝐𝒏𝒐𝒊𝒔𝒆, 𝑹𝟐 = 𝑙2𝒆𝟒 + 𝑙1𝒆𝟓 + 𝑙2𝒆𝟔 + 𝝐𝒏𝒐𝒊𝒔𝒆,
 
𝑙1 ∈ [−1,2], 𝑎𝑛𝑑 𝑙2 ∈ [0,1]
 
 
The multimodal surface, or twin peaks, 𝒙𝒕𝒘𝒊𝒏,  is given by the parametric Equation 
5.32. This is a standard visualization structure that was selected due to its complex surface 
geometry. The BNC approach likely produces multimodal surfaces such as the twin peaks 
surface so it is desirable to see how these visualizations fare with such geometries. 
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𝑡1 ∈ [−1,1], 𝑎𝑛𝑑 𝑡2 ∈ [−1,1]
 
 
Since the first three structures lie on low dimensional manifolds, whatever 
technique is used to visualize them in ℝ3 should indicate a metric score that is nearly 1, if 
not 1. 
The next cluster is a 5-Dimensional hyperspherical shell, 𝒙𝒔𝒑𝒉𝒆𝒓𝒆, which can be 
described by Equation 5.33 and the five parameters, 𝑡1, 𝑡2, 𝑡3, 𝑡4, and 𝑡5. 
 












By visualizing the relatively simple high-dimensional hypersherical shell, the 
quality of the visualization approaches can be compared. It is anticipated that the quality 
metrics will be lower than 1 but not substantially lower than 1 for the hyperspherical shell 
because it cannot be truly visualized in 3-dimensions. 
The final cluster to be used for comparisons of metrics is the difficult shape 
described by Equation 5.34 with parameters, 𝑡1, 𝑡2, 𝑡3, 𝑡4, and 𝑡5. This shape was selected 
due to its complex geometry and its difficulty for visualization in lower dimensions. 
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𝒙𝒅𝒊𝒇𝒇𝒊𝒄𝒖𝒍𝒕 = cos (𝑡1)𝒆𝟏𝟓 + tanh (3𝑡2)𝒆𝟏𝟔 + (𝑡1 + 𝑡3)𝒆𝟏𝟕 + ⋯
𝑡4𝑠𝑖𝑛(𝑡2)𝒆𝟏𝟖 + 𝑡5cos (𝑡2)𝒆𝟐𝟎 + (t4 + 𝑡5)𝒆𝟐𝟏 + ⋯







It is anticipated that for such visualizations the metrics should not be able to attain 
a value close to 1 because it is too complex for significant feature visualization. 
For each of the first three clusters described by Equations 5.30-5.32, KPCA and 
TSNE were performed for a variety of heuristics. KPCA was performed where the tuning 
parameter of the Gaussian kernel, 𝜎, was varied at 250 equal increments between the 
interval [0.001, 15] and the perplexity of t-SNE was varied at 243 equal increments 
between the interval [1, 243]. For each resultant dimension reduction/visualization, the 
trustworthiness, continuity, GDI, and preservation metrics were evaluated. Also, for 
trustworthiness, continuity, and preservation the kNN value was set to four different values, 
[12, 24, 36, and 48] which correspond to flooring 5%, 10%, 15%, and 20% of the number 
of points in each cluster respectively. The results of the KPCA study for the first 3 clusters 
(swiss roll, cross, and twin peaks) are presented in Figure 5.14(a,b, and c)  in which the 
value of the kernel tuning parameter is plotted against the various metrics. The different 
kNN values are also indicated where applicable. Figure 5.15(a,b, and c) provides a similar 
plot but for the t-SNE visualization.  
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Figure 5.14: Results of metric comparison study for the KPCA dimension reduction for 
the (a) swiss roll, (b) cross, and (c) twin peaks. 
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Figure 5.15: Results of metric comparison study for the t-SNE dimension reduction for 
the (a) swiss roll, (b) cross, and (c) twin peaks. 
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Figure 5.14 and Figure 5.15 indicates that preservation provides similar results to 
GDI for both visualizations. Also, as expected, the metrics indicate that the dimension 
reduction/visualization techniques do an excellent job at extracting the low dimensional 
structure of the 3 clusters. It appears, as observed previously, that trustworthiness and 
continuity overestimate the quality of dimension reduction because they are concerned 
more with the rank ordering of the distances rather than their actual values. The maximum 
values of the trustworthiness and continuity metrics are indicative of high quality 
visualizations but even the inferior visualizations have high trustworthiness and continuity. 
Tables 5.1 and 5.2 provide information about the heuristic values for KPCA and t-SNE that 
lead to the best metric results. 
Table 5.1: Tuning parameter values resulting in the highest value of each metric for each 
cluster for various kNN where applicable. 
 Trustworthiness Continuity 
 k=12 k=24 k=36 k=48 k=12 k=24 k=36 k=48 
Swiss Roll 15 15 15 15 15 15 15 15 
Cross 15 15 15 15 15 15 15 15 
Twin Peak 15 15 15 15 15 15 15 15 
 
 
GDI Preservation  
NA k=12 k=24 k=36 k=48 
Swiss Roll 15 15 15 15 15 
Cross 15 15 15 15 15 




Table 5.2: Perplexity values resulting in the highest value of each metric for each cluster 
for various kNN where applicable. 
 Trustworthiness Continuity 
 k=12 k=24 k=36 k=48 k=12 k=24 k=36 k=48 
Swiss Roll 201 191 190 191 201 195 193 190 
Cross 188 191 190 198 198 201 191 196 
Twin Peak 203 200 208 193 196 192 197 193 
 
 
GDI Preservation  
NA k=12 k=24 k=36 k=48 
Swiss Roll 205 201 198 198 197 
Cross 214 200 200 197 203 
Twin Peak 205 194 190 193 199 
 
The best visualization results were inspected, as well, to confirm that the 
visualization that achieved the maximum value for each metric matched the original 
structure.  Another result of the study is that the value of kNN does affect the value of 
preservation but does not affect the shape of the plots or the maximum metric values 
significantly, indicating a robustness to the kNN, which is promising. It is proposed that a 
kNN of 5% of the number of points in a cluster be used to ensure a conservative value of 
preservation is obtained since the value increases with kNN. This trend is likely due to the 
reduced importance of conserving local distances with a larger neighborhood value.  
When comparing the two visualization approaches for these three structures, it 
appears that t-SNE has a single perplexity value that leads to the highest quality 
visualization for preservation and GDI. For the same metrics, KPCA is relatively 
insensitive to the heuristic value once a certain minimum tuning value is achieved. This 
appears to indicate that KPCA may be the superior choice of technique for visualizing these 
clusters that lie on low dimensional manifolds. The results shown in Figure 5.15 also 
indicate a spike for the swiss roll cluster at a single perplexity value for all metrics, which 
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is much more exaggerated for GDI and preservation. Therefore, the visualization achieved 
at this perplexity value of 189 is presented in Figure 5.16 to gain some insight.  
Note that the axes of the mappings resulting from t-SNE are nonlinear 
transformations of the original axes so they will be indicated in general by 𝑏𝑖. Even though 
the same axes labels, 𝑏𝑖, are used for each mapping shown in this work, they not truly the 
same axes across different visualization. This implies the results of one t-SNE visualization 
cannot be simply plotted in the same axes as another t-SNE visualization. Structure can be 
compared between visualizations but simply plotting one visualization in the space 
generated by another mapping is misleading. Furthermore, the nonlinear aces make 
physical interpretation of each axis unclear and this will be addressed in Chapter 6. 
 
Figure 5.16: Visualization of the swiss roll produced by t-SNE for the anomalous 
preservation value of 0.785 at a perplexity value of 189 
The visualization shows that the nonconvex formulation of t-SNE resulted in a 
visualization that did not converge to an accurate visualization given the max number of 
iterations. This is a promising result of the preservation metric. It highlighted the 
anomalous point very clearly and led to investigation of the results. The other metrics were 
less sensitive to the nonconvergent result, but it was highly apparent for preservation. 
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The clusters that lie on a high dimensional manifold (hyperspherical shell and 
difficult geometry) were subjected to a similar study where the heuristics and the kNN 
were varied for each technique. The results for the KPCA and t-SNE studies are provided 
in Figures 5.17 and 5.18, respectively, for the hypersherical shell (a) and the difficult 
geometry described by Equation 5.33 (b). 
 
 
Figure 5.17: Results of metric comparison study for the KPCA dimension reduction for 




Figure 5.18: Results of metric comparison study for the t-SNE dimension reduction for 
the (a) hyperspherical shell and (b) difficult geometry described by Equation 
5.33. 
The visualization of the hyperspherical shell led to surprisingly low preservation 
and GDI values while the continuity and trustworthiness values were high once again. 
These two metrics are high due to their consideration of only the rank ordering of distances. 
Typical visualization approaches preserve local distances reasonable well so the set of the 
𝑘-closest points in the in the high dimensional space is likely similar to the set of the 𝑘-
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closest points in the low dimensional space. The exact order may not be conserved, such 
as the second closest point in the original space may not be the second closest in the mapped 
space but it will likely still be in the 𝑘-closest neighborhood. This will drive the sets 𝑈𝑘 
and 𝑉𝑘 to be small and thus the trustworthiness and continuity to be large. This is why even 
relatively poor representations that do not preserve structure, but do preserve distance, also 
perform well for these two metrics.  
Due to the above reasons, the remainder of this section will focus on GDI and 
preservation because they appear to be the superior metrics. For KPCA, both the GDI and 
preservation plots for both clusters followed similar trends. The main difference was in the 
TSNE visualizations where the metrics diverged in behavior for both clusters. The best 
results are summarized for each cluster visualized by t-SNE in Table 5.3 and Table 5.4 
where the former table provides the best value of the metric and the latter provides the 
perplexity that achieves the best metric value. 
Table 5.3: Maximum preservation and GDI values c for each cluster for various kNN 
where applicable. 
 GDI Preservation 
  k=12 k=24 k=36 k=48 
Hypersphere 0.66 0.69 0.72 0.74 0.76 
Difficult 0.89 0.75 0.78 0.79 0.81 
Table 5.4: Perplexity values resulting in the highest value of each metric for each cluster 
for various kNN where applicable. 
 GDI Preservation 
  k=12 k=24 k=36 k=48 
Hypersphere 223 112 113 112 103 
Difficult 219 58 117 146 160 
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For various kNN values, the preservation metric indicates a relatively consistent 
choice of the best perplexity values for the hypersphere, but those values do not match the 
value identified based on the GDI. Furthermore, the value of the best perplexity varies with 
the value of kNN when preservation is used as the metric for the difficult geometry. The 
value of the preservation is consistent, but the perplexity that attains the best preservation 
varies. To see if the visualizations are significantly different, Figure 5.19 is provided.  
 
 
Figure 5.19: Visualizations of the difficult structure determined by t-SNE for the 
perplexity values that lead to the best preservation results for a variety of 
kNN values. 
The visualization of the difficult geometry is created for each of the perplexity 
values shown in Table 5.4. For comparison, the best visualization identified by GDI is 
provided. As shown by Figure 5.19, the visualizations are not significantly different in 
structure even though they have varying perplexity values. There are two possible options 
depending on which metric is trusted. Based on GDI, the visualizations identified by 
preservation are inferior to visualization determined by the GDI. Based on preservation, 
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the visualizations are all effectively equivalent. This result seems more reasonable based 
on the 5 mappings shown in Figure 5.19 that are all similar. While additional studies should 
be performed, the results indicate that the preservation metric provides a truer measurement 
of the quality of the visualization. 
To further compare preservation and GDI a real dataset was obtained from the UC 
Irvine Machine Learning archive. The name of the dataset is the Block Classification [128], 
in which pages of various documents have been segmented into blocks that are either text, 
horizontal lines, graphics, vertical lines, or a picture. The dataset contains 10 integer or 
continuous variables that describe the 5473 different blocks in which the total number of 
each class is given by Table 5.5. The data was selected due to its high dimensionality and 
assigned classifiers, which provided a simplistic approach for separating the data into 
clusters. The t-SNE visualization requires the data be numeric to determine the distances 
between points, which is another reason this dataset was selected. 
Table 5.5: Number of points in each class of different types of block 
Text Horiz. Line Graphic Vert. Line Picture 
4915 329 28 88 115 
 
Since the classification of each block was known, the data was trivially divided into 
5 different clusters. The moderately sized clusters associated with horizontal lines, vertical 
lines, and pictures were then visualized by both KPCA and t-SNE for various heuristic 
values and for each heuristic, the preservation and GDI values were determined. The tuning 
parameter for KPCA was varied in the same manner as before with 250 equal increments 
on the interval [0.0001, 15] while the perplexity of t-SNE was varied at increments of 1 on 
the interval of 1 to the number of points in the cluster. For this study, only the kNN of 5% 
of the total number of points in the clusters was used.  The results of the KPCA study are 
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shown in Figure 5.20, and the results of the t-SNE study are shown in Figure 5.21 in which 
the respective heuristics of KPCA and t-SNE are plotted against the preservation and GDI. 
 
 
Figure 5.20: Preservation and GDI as function of 𝝈 for visualizations produced by KPCA 
for three clusters associated with blocks that are (a) horizontal line, (b) 
vertical lines, and (c) pictures. 
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Figure 5.21: Preservation and GDI as function of perplexity for visualizations produced 
by t-SNE for three clusters associated with blocks that are (a) horizontal 
line, (b) vertical lines, and (c) pictures. 
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Interestingly, the metrics seem to agree when KPCA is used as the visualization 
strategy since similar behavior is seen in Figure 5.20 across metrics. The quality for both 
metrics is exceptionally high so the results are investigated further by performing a PCA 
analysis on each cluster. It was found that at least 95% of the variance in each cluster could 
be explained by three components. This implies that the clusters were likely linearly 
embedded in a low-dimensional space and extremely well suited for KPCA. The results 
become strange when t-SNE is used for dimension reduction because the results disagree 
between the two metrics. The author hypothesizes that the source of these discrepancies is 
the formulation of the metrics. The mappings of t-SNE are attempting to balance global 
and local structure nonlinearly which may be producing a strange mapping if the original 
structures are linear. Since GDI uses the Pearson Correlation Coefficient between the 
mapped distance and geodesic distances this could mean a single outlier point could greatly 
skew the correlation coefficient.  
Furthermore, most of the points are separated by moderate distances so any 
mismatch between extreme distances for the mapped and original space causes the 
correlation to decrease. While the preservation would detect the outliers, it may not be as 
greatly affected by it. The mappings generated by the best perplexity identified by each 
metric were visually inspected and compared to the KPCA mapping. Once again, there did 
not appear to be any major discrepancies in the structure of the visualizations. This 
strengthens the argument that there may be outlier points skewing the results for GDI. 
While these points are mapped incorrectly, the goal of this approach was to visualize the 
structure of clusters and it appear the preservation metric allows for an accurate measure 
of structure preservation.  
From these studies, it appears that the new metric introduced in this work, 
preservation, performs at least as well as GDI and better than trustworthiness and 
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continuity. There may be special cases in which there is a discrepancy. It can provide the 
designer with a reasonable absolute value that indicates the quality of a dimension 
reduction/visualization. Furthermore, it is not based on any other visualization strategy, so 
it should not be ased towards any visualization technique although further work should be 
performed with more datasets to fully compare the metrics. This work serves as an 
introduction to the metric, and it is assumed that sufficient results have been provided to 
motivate the use of preservation in this work to develop a strategy to select an appropriate 
visualization technique when visualizing high dimensional design regions. 
5.5 A STRATEGY FOR AUTOMATICALLY VISUALIZING CLUSTER WITH PRESERVATION 
The previous section discussed a heuristic sweep to compare metrics that 
determined the quality of visualizations. It was shown that preservation performed at least 
as well as the GDI metric while providing a high level of gradation in values when 
compared to metrics like trustworthiness and continuity. With this validation, preservation 
will be used to select the proper heuristic for a visualization without performing a heuristic 
sweep. In order to accomplish this task, Bayesian optimization will be leveraged to 
maximize preservation as a function of the heuristic associated with the visualization 
technique. 
Whether a desired visualization technique has been selected or not, the following 
strategy allows designers to efficiently select the proper heuristic for the desired 
visualization technique. Since t-SNE has not been used previously in a design framework, 
it will be used as the example visualization technique in this strategy. The visualization 
strategy, t-SNE, has shown promise for visualizing design regions, but one of the 
drawbacks to the approach is that it can be computationally expensive for large numbers 
of points in a cluster. Therefore, a perplexity sweep to determine the best preservation value 
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may not be feasible. This motivates the use of Bayesian optimization to identify the 
perplexity value that leads to the minimum preservation. 
As seen before on the Block Classification dataset, the preservation metric value as 
a function of perplexity is rather multimodal with various local minima. Typical gradient 
descent algorithms would not fair well with such functions, so a more robust optimization 
approach is required. Bayesian optimization, while typically unable to identify the exact 
global maxima, can identify nearly optimal values and is less sensitive to local minima. It 
accomplishes this by stochastically balancing exploration and exploitation of the input 
variables to find the global optimum. It simultaneously looks for the global optimum while 
ensuring regions of uncertain behavior have been explored by maximizing the expected 
improvement of a Gaussian process model. For further information regarding Bayesian 
optimization the reader is referred to [129].  
The objective function for the Bayesian optimization strategy is simply the 
preservation metric value, and the input variable is the perplexity. Using the built-in 
Bayesian optimization tool, an algorithm was implemented in Matlab to maximize the 
preservation of a t-SNE visualization. The algorithm is described by the flowchart in Figure 
5.22. 
 
Figure 5.22: Flowchart summarizing the Bayesian optimization approach for 
visualization of clusters. 
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Note that the visualization technique need not be t-SNE, it could be KPCA, 
Sammon Mapping, or LTSA, which all require specification of heuristics that affect the 
quality of the visualization. First, a set of random heuristic values (perplexity) are selected 
and the desired dimension reduction/visualization technique (t-SNE) is performed using 
each heuristic. The preservation is determined for each of the mappings determined by the 
initial seeding of heuristics. This allows a Gaussian process model to be fit to the data. 
Next, the heuristic that maximizes the expected improvement of the Gaussian process 
model is identified from the acquisition function and is used to map the high dimensional 
dataset. The preservation is calculated once again for the most recent mapping, allowing 
the Gaussian process model to be updated and a new heuristic to be identified that 
maximizes the expected improvement. This approach is repeated until either a maximum 
number of iterations is reached or the algorithm converges to a global solution. In this 
work, an iteration limit of 100 is used. 
To demonstrate the Bayesian optimization approach on a real dataset that contains 
a cluster with a large number of points and high dimensions, the Block Classification 
dataset was used once again. The first class of blocks, text, contains 4913 different 
instances that causes the t-SNE technique to be rather slow so performing a heuristic sweep 
would be typically be infeasible on a desktop computer. Therefore the Bayesian 
optimization based strategy was used to automatically select the best perplexity for 
visualizing the data based on preservation. Figure 5.23 shows the maximum preservation 




Figure 5.23: Plot of the maximum preservation for each iteration of the Bayesian 
optimization strategy. 
 Note that the maximum value does not increase every iteration because it is 
exploring unknown values of perplexity to ensure that no global maxima are missed. The 
average evaluation time per t-SNE mapping was 25.6 and the best perplexity value 
identified was 1869. The results strongly indicate that the Bayesian optimization approach 
identifies satisfactory perplexity values rapidly and requires fewer iterations than the 
heuristic sweep approach, which would typically be infeasible given the required 
computation time.  
To confirm that the optimal, or near optimal, perplexity value had been determined 
through the Bayesian approach, the heuristic sweep was actually performed on the dataset. 
If the sweep were naively performed, the computation time would exceed a month, 
therefore parallel computing was implemented which allowed the sweep to be performed 
in a week. After performing the sweep, the optimal perplexity of 1832 and preservation of 
0.87 were obtained which are similar to the results obtained by the Bayesian optimization 
approach. It should be noted, that t-SNE is a stochastic approach which is sensitive to the 
initial implementation; the same input parameters can lead to slightly different results. 
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Therefore, slight variations in the optimal perplexity and preservation are expected 
between different runs. 
At this point, a complete visualization strategy, as proposed in Figure 2.10, has been 
developed and demonstrated on both synthetic and real datasets. The approach identifies 
each cluster with a spectral clustering based method then uses a Bayesian optimization-
based approach to identify the heuristic of a visualization technique that maximizes a newly 
introduced metric, preservation. One of the key assumptions of the approach is that 
visualizing individual clusters provides better visualizations than globally visualizing the 
design space. To test this assumption another study is performed using a modified version 
of the toy dataset.  
A new dataset consisted only of the swiss roll, sphere, and difficult geometry 
cluster. The dataset was still in a 24-dimensional space and consisted of 243 points per 
cluster. Next, each cluster was visualized with the Bayesian optimization augmented t-SNE 
where preservation was the objective. Table 5.6 provides the best preservation value and 
associated perplexity for each cluster that was visualized.  
Table 5.6: Summary of visualization of individual clusters in a 24-Dimensional Space. 
 Max Preservation Perplexity 
Swiss Roll 0.94 194 
Sphere 0.72 116 
Difficult 0.78 118 
 
Then the entire dataset (all 3 clusters) were visualized simultaneously using a 
similar Bayesian optimization approach with t-SNE as the visualization and a modified 
version of preservation, 𝑃𝑚𝑜𝑑 as the metric. This modified version of preservation is given 
by Equation 5.33 in which the 𝑗𝑡ℎ point belonging to the 𝑖𝑡ℎ cluster, 𝐶𝑖, is denoted by 𝒙𝒋
𝒊 
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and the associated mapping is 𝒚𝒋
𝒊. The total number of clusters is given by 𝑁𝐶 and the total 
number of points is 𝑁𝑡𝑜𝑡. The kNN of each cluster, 𝑘𝑖, is 5% of the number of points in the 
cluster to ensure consistent results. 
 
𝑃𝑚𝑜𝑑 = 1/𝑁𝑡𝑜𝑡 ∑𝑁𝑖𝑃𝑖(𝑘𝑖)
𝑁𝐶
𝑖=1
  (5.33) 
𝑤ℎ𝑒𝑟𝑒 





































The form of Equation 5.33 ensures the pairwise distance is calculated only between 
points within the same cluster, so if the dimension reduction technique poorly separates the 
cluster, it will result in a low preservation. Another view of the metric is that it is the 
weighted average of the preservation of each cluster, 𝐶𝑖, by the number of points in a 
cluster, 𝑁𝑖. Note that the metric given by Equation 5.33 requires a priori knowledge of the 
number of clusters and the cluster membership of each point which is known from the 
spectral clustering based approach. 
This modified preservation was maximized using the Bayesian optimization 
approach and t-SNE. Next, the individual preservation values for the each cluster 
visualization was averaged using a weighted average just as before. The results are 
summarized in Table 5.7. 
 
 142 








As can be seen from Table 5.7, visualizing each cluster individually leads to better 
results in terms of preservation. This is likely due to multiple perplexity values being tuned 
to each cluster rather than one perplexity value attempting to visualize all clusters. The 
main advantage of using the full space, though, is that the relationship between clusters can 
be understood. Therefore, rather than visualizing each cluster individually, it is proposed 
that a complimentary visualization be performed of the entire space so the relationship 
between clusters can be understood. The individual mapping provides higher fidelity 
mappings that can be used to better understand the structure of each region. 
5.6 DISCUSSION 
This chapter introduced a strategy for visualizing each cluster of a design space. 
The preferred visualization strategy in this work is a new technique, t-SNE, that provides 
quality mappings of individual clusters as well as superior mappings of multiple clusters 
when compared to other techniques. To measure the quality of the visualizations, a new 
metric, preservation, was introduced and validated on both synthetic and real data. It was 
shown that the metric performed at least as well as GDI and was superior to trustworthiness 
and continuity. Preservation and t-SNE were then integrated into a Bayesian optimization 
strategy to automatically select the heuristics of a visualization. The approach can be used 
for any visualization technique but importantly allows the designer to efficiently compare 
the quality of various visualization if it is unclear which technique should be used. Finally 
the new metric was used to support the hypothesis that visualization of each cluster 
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individually results in better visualization quality than if the whole space were visualized. 
It was also stated that using the global and local visualizations in tandem could lead to 
significant insight. With the complete visualization strategy and incorporation of 
manufacturing variation strategy introduced, the augmented BNC approach can be applied 
to the design of NS metamaterials 
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Chapter 6: Application to NS Metamaterials 
With the methodology established for incorporating manufacturing variation into 
the BNC approach and visualizing the classified regions, the approach will be applied to 
identify and visualize regions of reliably manufacturable designs for a NS metamaterial. In 
Section 6.1 the forward modeling for the design of NS metamaterials is discussed, so the 
augmented BNC approach can be applied to identify reliably manufacturable inclusion 
designs. To identify these designs, the manufacturing variation of a microstereolithography 
system, which is used to produce the NS inclusion, is quantified and discussed in Section 
6.2. Following collection of the manufacturing data, the modified BNC approach is applied 
to the NS metamaterials design problem in Section 6.3 to visualize multiple regions of the 
design space that are reliably manufacturable and to study the effects of changing the 
reliability threshold. Finally, the results are discussed in Section 6.4 where a final design 
is selected for manufacturing. 
6.1 NS METAMATERIALS 
NS metamaterials derive their exceptional capabilities by exploiting 
microstructural mechanisms to realize macroscale performance advantages [29]. One 
particular structure of interest is the NS inclusion illustrated in Figure 6.1 that derives it 
NS behavior from curved beams. When the curved beams are subjected to a transverse 
loading, they exhibit nonlinear or snap-through stress-strain behavior indicative of NS. By 
embedding low volume fractions of NS inclusions within a viscoelastic material, 
composites or NS metamaterials with exceptional effective damping and little to no loss in 




Figure 6.1: Proposed geometry for a NS inclusion (top right) with associated force-
displacement curve for a loaded beam. 
To manufacture a NS metamaterial with the desired effective properties, an 
appropriate inclusion geometry must be designed, and a viscoelastic matrix must be 
properly selected. Identification of the appropriate geometry and complementary 
viscoelastic matrix is a nontrivial multilevel design problem. Figure 6.2 provides an 
illustration and Figure 6.3 provides flowchart describing the multilevel design of the NS 
metamaterials.  
 





Figure 6.3: Flowchart illustrating the connectivity of the design and performance spaces/ 
In the first design space, or micro-scale, the geometry and material properties of 
the inclusion are determined to provide the effective stiffness tensor of the inclusion. The 
second scale, or the meso-scale, is simultaneously a design and performance space, or a 
coupled space, in which the stiffness tensor of the inclusion, volume fraction of inclusions, 
and viscoelastic matrix properties are supplied to determine the effective composite 
properties at the macro-scale. To model the relationship between each design and 
performance space, two models—the micro-to-meso and meso-to-macro—were previously 
developed.  
The micro-to-meso model is a finite element, direct energy based homogenization 
method that relates the NS inclusion properties to its nonlinear, strain-dependent stiffness 
tensor, C̰NL [130]. In general, the direct energy method treats a structure of interest, in this 
case a NS inclusion, as a representative volume elements (RVE) in which various 
displacement, 𝑢𝑖, can be prescribed to the boundaries of the RVE to determine different 
elements of the nonlinear stiffness tensor, C̰NL.  As the prescribed displacements are 
incrementally applied using FEA, the strain energy, 𝑈𝑒𝑙𝑎𝑠𝑡𝑖𝑐 , of the RVE is recorded. Then, 
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the incremental displacements can be converted to strains, 𝐸𝑖𝑗, so Equation 6.1 can be used 








Various prescribed loading configurations simplify Equation 6.1 that allows each 
element of the nonlinear stiffness tensor to be calculated straightforwardly. Figure 6.4 
provides an example displacement configuration for a NS inclusion which allows for the 
𝐶1111
𝑁𝐿  element or 𝐶11




Figure 6.4: Prescribed displacements for inclusion (left) to determine the 𝑪𝟏𝟏
𝑵𝑳 element of 
the stiffness tensor that can be derived from the strain energy plot shown 
(right). 
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The strain dependent volume of the RVE, 𝑉(?̰?), must be recorded, as well, and the 











In Figure 6.4 it is assumed that there is symmetry about the 𝑥𝑦, 𝑥𝑧, and 𝑦𝑧 faces of 
the inclusion for both the geometry and the prescribed loading, which results in the 
nonlinear elastic strain energy also included in Figure 6.4. Note that for linearly elastic 
materials, the strain energy as a function of the strain will be quadratic, but due to the 
nonlinearity of the NS beams, the strain energy shown in Figure 6.4is non-quadratic. For 
further discussion of the theory of the direct energy method and the various prescribed 
displacement conditions used to generate the full nonlinear stiffness tensor, see Klatt and 
Haberman [32]. 
With the stiffness tensor obtained with the micro-to-meso model, the meso-to-
macro model based on effective medium theory (EMT) can be used to relate the inclusion 
stiffness tensor, volume fraction, and matrix properties to the dynamic material properties 
of the composite/metamaterial [131]. The approach determines the strain field around the 
embedded inclusions due to a macroscopically applied load to the metamaterial. Then the 
approach performs a homogenization of the material to determine the material properties 
of the bulk composite based on the weighted volumetric average of the localized stress and 
strain fields. To obtain the desired metamaterial properties, it must be assumed that the 
inclusions are prestrained initially while embedded in the polymer matrix so that they are 
in the negative stiffness regime. Not only does the EMT model assume that the inclusions 
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have been prestrained, it also assumes that all disturbance to the metamaterial are small 
such that the negative stiffness of the inclusion is locally linear. Typically, the value of the 
storage modulus of the polymer should be approximately equal in magnitude to the 
negative stiffness of the inclusion to obtain the desired metamaterial properties. Once 
again, for more information regarding the forward models, the reader is directed to the 
work of Klatt and Haberman [32].  
To better define the multilevel design problem, design variables and performance 
parameters must be defined. Table 6.1 summarizes the list of variables and parameters in 
each level of the multilevel design space, and some of the variables are illustrated in Figure 
6.5. This work expands on previous work that required the dimensionality of the design 
space to be less than three for ease of visualization [132].  Previously, at the micro-scale, 
the beam thickness, 𝑡, apex height, ℎ,  and Young’s modulus of the NS inclusion, 𝐸𝑖𝑛𝑐 , 
were varied while the beam length, 𝐿, and beam separation, 𝑊, were fixed. In this work, a 
fourth variable is introduced, which is the ratio of beam prestrain, d, to the apex height h, 
so 𝑟𝑑 = 𝑑/ℎ. The beams are prestrained in compression, and the geometry of the beams 
bounds  𝑟𝑑 on the interval between zero and two. By introducing a fourth variable, the 
design space is no longer simple to visualize. At the meso-scale the inclusion stiffness 
tensor, 𝐶𝐼𝑛𝑐, is supplied by the micro-to-meso model, the inclusion volume fraction, 𝑣𝑓,  is 
held constant, and the matrix storage modulus, 𝐸𝑚, and loss factor, 𝜂𝑚, are fixed to 
approximately match the material properties of a polyurethane elastomer [133]. Finally, 
the variables describing the macro-scale performance space are the effective storage 
modulus, 𝐸𝑐
𝑒𝑓𝑓
, normalized by the storage modulus of the matrix, 𝐸𝑚
′ , and the loss factor, 
𝜂𝑐
𝑒𝑓𝑓
, of the composite, normalized by the loss factor of the matrix, 𝜂𝑚.  
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Figure 6.5: Variables describing the NS inclusion geometry. 
Table 6.1: List of variables for each level of the design space and ranges or fixed values 











h Yes No [25,110]𝜇𝑚 
t Yes No [25,75]𝜇𝑚 
𝐸𝑖𝑛𝑐 Yes No [0.52,0.79]GPa 
L Yes No 1.3mm 
W Yes No 1.6mm 
𝑟𝑑 Yes No [0,2] 





𝐶𝑖𝑛𝑐  Yes No NA 
𝐸𝑚
′  Yes No 1.25MPa 
𝜂𝑚 Yes No 0.1 
𝑣𝑓 Yes No 2% 
𝐸𝐶
𝑒𝑓𝑓
/𝐸′𝑚 No Yes NA 
𝜂𝑐
𝑒𝑓𝑓
/ 𝜂𝑚 No Yes NA 
 
The assigned values and ranges at the micro-scale are selected to be consistent with 
two microstereolithography systems. Microstereolithography systems were chosen to 
manufacture the NS inclusion because they can produce the micron-sized features required 
for the NS inclusions. The first microstereolithography system uses a photopolymer with 
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a Young’s modulus between 0.60 and 0.66 GPa while the second system’s photopolymer 
has a Young’s modulus between 0.72 and 0.77 GPa. 
With the variables and parameters defined, the BNC approach is applied to the NS 
metamaterials design problem to identify regions of the design space likely to lead to 
satisfactory performance. First, a Halton sequence was generated in the micro-scale design 
space to obtain 5000 micro-scale designs that satisfied an initial set of constraints that 
ensure that 1) the geometries are physically realizable and 2) the beams do not exceed the 
yield criteria established in Qui et al.[28]. The micro-scale designs are evaluated in the 
micro-to-meso model to obtain the effective stiffness tensor of the inclusion at the meso-
scale.  Then, for each NS inclusion design, 20 different initial beam displacements are 
randomly selected resulting in 5,000 different NS inclusion designs with 100,000 different 
stiffness tensors.  
 After determining the stiffness tensor of each inclusion, the meso-to-macro model 
is employed to determine the dynamic properties of the metamaterial. A performance 
threshold is set at the macro-scale, requiring the effective loss factor of the NS metamaterial 
to be at least 4 times the loss factor of the polymer matrix. This classification is propagated 
to the micro-scale design space. Following classification by the macro-scale performance, 
the micro-scale is further classified to reflect available inclusion material properties. To be 
considered satisfactory, micro-scale designs must have a Young’s modulus within the 
bounds documented in Table 6.1. This classification based on modulus is forward 
propagated to the meso and macro-scales. The fully classified macro-scale space is shown 
in Figure 6.6 where the performance has been classified by the performance threshold and 
modulus restriction.   
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Figure 6.6: Classification of the macro-scale performance space. Satisfactory designs are 
provided in green and unsatisfactory points are red. 
Following classification, the BNC classifier can be trained to identify the decision 
boundaries of the satisfactory design space(s). To determine the required number of 
training points for accurate classification, the number of training points was varied.  The 
same number of satisfactory and unsatisfactory training points were selected to train the 
classifier to avoid an imbalanced classifier. A fixed heuristic for each class was used for 
each set of training points following the heuristic rule proposed by Sharpe et al., [53]. The 
receiver operating curve (ROC) and area under curve (AUC) were determined for 1000 test 
points in each class. This procedure was repeated 20 times to evaluate not only the mean 
but also the variation in classification accuracy as a function of the number of training 
points.  Figure 6.7 presents the results of the training. 
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Figure 6.7: AUC as a function of the number of training points used for the classifier. 
Figure 6.7 illustrates that the classification accuracy is excellent even for a 
relatively small number of training points.  To ensure high levels of accuracy, 1000 designs 
were selected to train each classifier. At this point, the typical BNC approach has been 
applied to classify the design space into satisfactory and unsatisfactory regions, but in order 
to design for manufacturing variation, more information is required. Specifically, the 
manufacturing variation of a microstereolithography system that can produce the 
inclusions must be obtained. Obtaining this data is the focus of the next section. 
6.2 QUANTIFYING MANUFACTURING VARIATION FROM A MICROSTEREOLITHOGRAPHY 
SYSTEM 
Microstereolithography systems are capable of producing structures with micron-
sized features, so they are suitable for manufacturing the NS inclusions. They produce parts 
layer by layer by activating/deactivating each pixel of a Digital Micromirror Device 
(DMD) so that the correct image is formed when a UV light source reflects off the device. 
Then, through a series of optics, the light image is greatly reduced in size and focused on 
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the top of a build stage at the surface of a volume of liquid photopolymer. A thin layer of 
the photopolymer solidifies on the build plate that matches the light image. Once the layer 
has solidified the build stage moves downward, the liquid polymer flows over the part to 
form another layer, and the build process is repeated to form the final parts. 
Like all additive manufacturing (AM) systems, the material properties and 
geometry of parts produced by a microstereolithography system are not identical to the 
intended, as-designed values [134, 135]. Therefore, the microstereolithography systems 
used in this work must be characterized. One of the difficulties of characterizing 
microstereolithography systems is that there are no standardized parts or procedures for 
quantifying material properties or resolutions. Therefore, this work required the 
development of two different metrology parts which were then fabricated by 
microstereolithography systems for part characterization. The first metrology part enabled 
measurement of the storage modulus of the photopolymerized polymer, and the other 
metrology part helped determine the geometric variation of an NS beam. While this work 
requires measurement of the manufacturing variation via sample metrology parts, future 
work may no longer require it. As mentioned earlier, characterization of AM systems is a 
topic of significant research interest [136-141]. As information from these characterization 
and metrology studies becomes available, designers can begin to reference the available 
data to quickly design for variation.  However, this type of data on manufacturing accuracy 
and variation is not currently available for microstereolithography. 
The development of metrology parts for material property determination is 
hindered by the build envelope of a microstereolithography system, which is prohibitively 
small for fabricating parts for standard tensile testing procedures. Other testing methods 
such as micro indentation or dynamic mechanical analysis (DMA) were also unavailable 
for testing. Therefore, to measure the storage modulus of the polymer, the vibrational 
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response of the polymer was measured. Four cylindrical rods with the nominal dimensions 
provided in Table 6.2 were produced, and each rod was subjected to an experimental 
procedure, which is depicted in Figure 6.8, to determine the storage modulus. 
Table 6.2: Nominal design values for metrology parts used to characterize a 
microstereolithography system. 
Cylindrical Metrology Rod 
Diameter 2.00 𝑚𝑚 
Length 12.55 𝑚𝑚 
Inclusion Metrology 
Apex Height, h 70.25 𝜇𝑚 
Beam Thickness, t 50 𝜇𝑚 
Beam Length, L 1.3 𝑚𝑚 
Beam Separation, W 1.6 𝑚𝑚 
 
 
Figure 6.8: Schematic of configuration used to determine the material properties of 
microstereolithography rod. 
Each rod produced by the first microstereolithography system was cantilevered 
from a shaker table that was excited with a logarithmic frequency sweep from 1 Hz to 4500 
Hz over 120 s. A laser Doppler vibrometer (LDV) measured the tip velocity of the rod as 
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well as the base velocity of the rod during the sweep. By computing the magnitude of the 
transfer function between the tip velocity and base velocity in the frequency domain, |𝐻|, 
the natural frequency, 𝑓𝑛, was determined. The natural frequency is the frequency that 
maximizes the magnitude of the transfer function. After determining the natural frequency 
of each rod, the distance from the tip of the rod to the base, 𝑙𝑟,  density of the rod, 𝜌𝑟, cross-
sectional area, A, and area moment of inertia, I, were measured to obtain the storage 











The above procedure was performed four times for each of the rods for a total of 
16 measurements of the storage modulus. Figure 6.9 illustrates the transfer function 
obtained for one of the rods as a function of frequency for one of the measurements. 
 
 
Figure 6.9: Results of frequency sweep for rod produced by microstereolithography. 
After determining the storage modulus for each of the 16 measurements, the 
distribution of storage moduli results was assumed to be normal, and the mean and standard 
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deviation of the data was computed. The mean storage modulus is 0.67 GPa and the 
standard deviation is 32.1 MPa. The assumption of normality was confirmed by the 
Kolmogorov-Smirnov test at a 5% significance level [143]. 
To determine the geometric variation in the thickness of NS beams produced by the 
microstereolithography systems, a batch of 140 inclusions was manufactured with the 
geometry provided in Table 6.2. A scanning electron microscope (SEM) was used to image 
the parts, but the size of the build plate required further post-processing because it was too 
large for the SEM. It was desired that the inclusions remain on the build plate to avoid 
disturbing the parts, so wire electron discharge machining (EDM) was used to cut the build 
plate into smaller pieces that would fit inside the SEM while minimizing the impact on the 
inclusions. After subdividing the build plate, each inclusion was inspected using an optical 
microscope to determine whether the parts were damaged. Microstereolithography is a 
rather new manufacturing method, so the quality of the parts varied drastically such that 
some inclusions resolved well while others were damaged or included severe defects in 
their topology. The damaged or topologically inaccurate inclusions were eliminated from 
the inclusion population resulting in only 18 inclusions that resolved properly.  
The 18 inclusions that passed the initial screening process were sputtered with 250 
Å of gold and imaged with an SEM to determine the beam thickness and apex height. 
Figure 6.10 illustrates two images of the NS inclusion magnified with the SEM: one shows 
the entire inclusion and the other shows a magnified view of one of the beams. After 
obtaining the various SEM images of the inclusion, a script was developed that allowed 
the authors to select points on the outer perimeter of each beam. With these selected points, 
an interpolating, cubic spline was generated for both the top and bottom boundaries that 
approximated the curvature of the beam. To determine the beam thickness, the normal 
distance between the two curves was calculated at various points on the curves and then 
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scaled by the legend to convert the units to microns. Figure 6.11 provides an illustration of 
the fitted cubic splines overlaid on the original image with associated curve normals. After 
calculating the thickness of the beam at various locations, the average beam thickness was 
calculated and recorded.  
 
 
Figure 6.10: SEM images of a NS inclusion (top) and magnified view of one of the 
measured beams (bottom). 
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Figure 6.11: Illustration of a cubic spline fit to the boundary of a NS beam. Arrows 
indicate the normal direction used to measure beam thickness. 
With the same pair of cubic splines, the apex height was measured relative to two 
datums for the top and bottom spline resulting in four measurements of the apex height per 
beam. These datums are shown in Figure 6.12. 
 
 
Figure 6.12: Illustration of a cubic spline fit to the boundary of a NS beam along with 
datums for determining the apex height of the beam. 
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The first datum for each spline measured the difference between the height of the 
left-most point on the spline and the point with the maximum height on the spline while 
the second measurement compared the maximum height to the right-most point. Using both 
splines and each of the two measurement per spline, four measurements were obtained and 
averaged to determine the mean apex height, h3, of each beam. This method was employed 
to try to eliminate any bias introduced by variations in the beam thickness along the length 
of the beam.  
Using this procedure, the beam thickness and apex heights were measured, 
allowing the kernel density estimator of Equation 6.3 to be generated to approximate the 
distribution of measurements, as shown by the contour map of Figure 6.13.  Rather than 
modeling the variation in beam thickness and apex height with a standard Gaussian model, 
it was modeled using a KDE to demonstrate how the methodology for incorporating 
manufacturing variation can easily handle non-parametric distributions. 
 
 
Figure 6.13: KDE generated from beam thickness measurements. 
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There are a few things to note about this distribution. First, the mean of the 
distribution is biased from the nominal values provided in Table 6.2. This bias is corrected 
by shifting the distribution so that the mean values are equivalent to the nominal values. 
Second, there appears to be some dependence between the beam thickness and apex height. 
The larger the beam thickness the larger the apex height. The authors hypothesize that this 
relationship may be caused by the post processing method that removes any residual resin. 
A mixture of isopropyl alcohol, a surfactant, and water is used to remove any trapped, 
uncured resin from the inclusions, but this process seams to warp the beams and cause them 
to bend inward reducing the apex height. It is hypothesized that with larger beam thickness, 
the warping effects are reduced implying a higher residual stress within the beams.  
To ensure that enough measurements were obtained, the convergence test discussed 
in Chapter 3 was applied to the collected thickness data. Figure 6.14 presents the mean 
error as a function of the number of samples measured. 
 
 
Figure 6.14: Plot illustrating that sufficient samples have been obtained for thickness and 
apex height measurements to converge to a stable thickness variation 
distribution. 
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The plot of Figure 6.14 indicates that the manufacturing variation distribution 
generated by the KDE converged to a stable distribution after 10 samples if an average 
error of 1E-4 between samples sizes is desired.  Therefore, there is a high level of 
confidence in the distribution determined using 20 samples, implying that it can be used to 
model the manufacturing variation. While a number of beam thickness measurements were 
taken, a major limitation was that only one inclusion geometry was used for the 
measurements. As a result, only one nominal beam thickness was produced. To better 
characterize the system, different beam geometries should be produced and measured. A 
preliminary study of the effects of different geometries will be discussed in Chapter 8. 
Since all of the measurements were based on a beam with as-designed thickness of 
50 microns, the multivariate distribution was shifted for beams with different as-designed 
thickness. The distribution was shifted linearly by the difference between the intended 
beam thickness of the design and 50 microns.  
6.3 INCORPORATING MANUFACTURING VARIATION  
After forming the multivariate joint distribution for each design point using the data 
previously collected, the methodology described in Figure 3.5 was applied to identify 
designs that meet performance thresholds for the NS metamaterials design problem even 
when subjected to manufacturing variability; these designs are defined as reliably 
manufacturable. Throughout this section, it is assumed that the manufacturing variation 
associated with the Young’s modulus is independent of the manufacturing variation 
describing the dependent beam thickness and apex height. [51]. 
After developing the classifier in the micro-scale design space, manufacturing 
variation was incorporated into the BNC approach using the procedure described in 
Chapter 3. First, for each design or training point classified as satisfactory, a Monte Carlo 
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sampling method was performed on its associated manufacturing distribution. The 
percentage of randomly sampled designs classified as satisfactory was determined and 
compared to the reliability threshold for classification. If the percentage of sampled, 
satisfactory designs exceeded the reliability threshold the point was classified as reliably 
manufacturable. Following classification of the designs by manufacturing reliability, 
another classifier was trained and tuned with the same leave-one-out procedure utilized 
previously. This classifier predicts whether a design is likely to perform satisfactorily and 
be reliably manufacturable. This procedure was repeated for a variety of reliability 
thresholds ranging from 10% to 30% at 10 even intervals.  
Previously, it was hypothesized that as the reliability threshold increased, the 
number of available designs should decrease until the null set is reached. To quantify the 
effect of the reliability threshold on the size of the reliably manufacturable regions, a 
secondary study was performed. This study determined the volume of the regions bounded 
by the reliably manufacturable decision boundary, 𝑉𝑚𝑎𝑛, for the same variety of reliability 
thresholds. First, the space was normalized so that each design variable was bounded from 
0 to 1. Following normalization, a Monte Carlo based sampling method was employed to 
approximate the volume of the reliably manufacturable region. 1,000,000 random samples 
of the design space were drawn and classified by the manufacturability classifier. The 
percentage of reliably manufacturable designs was then evaluated to approximate the 
volume of the reliably manufacturable region. This calculation was also performed on the 
initial satisfactory design region to determine its volume, 𝑉0. This allowed the ratios 
between the volumes of the reliably manufacturable regions to be compared to the volume 
of the original design space. The results of this study are shown in Table 6.3 for a variety 
of reliability thresholds. 
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Table 6.3: Effect of increasing the reliability threshold on the normalized volume of the 
reliably manufacturable region of the micro-scale design space. 












Table 6.3 illustrates that the relationship between the reliability threshold and the 
change in volume of the reliably manufacturable regions is nonlinear. Small changes in the 
reliability threshold can yield large changes in the volume while large changes in the 
threshold can yield small changes in the volume. These volume reductions in the reliably 
manufacturable design regions imply that fewer designs are available for selection. A 
limited design space may lead to a limited range of possible performance capabilities, as 
well, so the impact of the reliability threshold on the performance space must be studied. 
Initially, the macro-scale performance space was classified according to whether it 
met pre-specified performance requirements or not. Specifically, the original macro-scale 
performance space was classified so that satisfactory performance required the ratio 
between the loss factor of the composite and the loss factor of the base matrix to exceed 
four and that the Young’s modulus be in some range. It is also possible to use the BNC 
approach to map the attainable portion of the macro-scale performance space, defined as 
the combinations of macro-scale performance parameters that are attainable with the 
micro- and meso-scale designs evaluated so far.  Following classification a Bayesian 
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network classifier was trained and tuned by a leave-one-out strategy in which 50% of the 
unsatisfactory performance points were randomly omitted. This allowed for the 
classification of the entire attainable performance space shown in Figure 6.15 in which the 
classifier maps the attainable regions of the macro-scale performance space. 
 
 
Figure 6.15: Mappings of the performance space predicting satisfactory and attainable 
performance for the highlighted performance requirement. 
The mapping in Figure 6.16, however, does not contain any information regarding 
manufacturing reliability. With the implementation of manufacturing reliability, the 
macro-scale performance space must be revisited to determine if a portion of that space is 
both satisfactory and reliably attainable. Reliably attainable means that the combination of 
macro-scale performance parameters can be attained by a reliably manufacturable micro-
scale design. First, the micro-scale design space is classified by the reliably manufacturable 
criteria. Then, the reliably manufacturable classification is forward propagated to the 
macro-scale performance space. This classification identifies performance that is not only 
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satisfactory but also likely to be reliably attainable. Following classification of the macro-
scale performance space, a classifier can be generated to map likely regions of satisfactory 
and reliably attainable performance. 
To better understand how the reliability threshold affects the size of the satisfactory 
and reliably attainable performance regions, a variety of reliability thresholds were selected 
and the general procedure described above was performed to obtain satisfactory and 
reliably attainable performance regions for each reliability threshold. Using a Monte Carlo 
sampling method, the area of each satisfactory and reliably attainable performance 
region, 𝐴𝑠𝑎𝑡, was determined for each reliability threshold. The areas of the satisfactory 
and reliably attainable regions were compared to the area of the original satisfactory 
performance region, 𝐴0. Table 6.4 presents the results of this study in which the reliability 
threshold is shown with the associated ratio of the area of the satisfactory and reliably 
attainable region to the area of the satisfactory region. 
Table 6.4: Effect of increasing the manufacturing reliability threshold on the normalized 
area of the reliably attainable region of the macro-scale performance space . 












Table 6.4 corroborates the notion that increasing the value of the reliability 
threshold simultaneously decreases the size of the reliably manufacturable design space 
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and the satisfactory and reliably attainable performance space. The results also demonstrate 
that as manufacturing variation is taken into account, certain performance levels are no 
longer attainable. This information about the performance space is especially important for 
coupled variables. In a multilevel design space, incorporating manufacturing variation 
causes the satisfactory and reliably attainable performance region for a coupled variable to 
shrink. This constrains the available candidate designs for the coupled variable, which may 
limit performance at the highest level of interest.  
To further understand the impact of incorporating manufacturing variation on both 
the micro-scale design space and macro-scale performance, five NS inclusion designs were 
identified of which three should meet the performance requirements with 25.6% reliability 
and the other two should not. The geometries and material properties of the identified 
inclusions are provided in Table 6.5 as well as the performance predicted from the forward 
models. The interval bounds of the reliably manufacturing regions identified by the 
augmented BNC approach are also included to provide some preliminary information on 
the topology of the design space. The design regions will eventually be visualized in 
Section 6.4.  
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Table 6.5: Properties of three NS inclusions identified to be reliably manufacturable and 
two inclusions that were originally satisfactory but not reliably 
manufacturable for a reliability threshold of 25.6%. The nominal 
performance of the design is included as well.  
 Reliably Manufacturable  
(𝑇𝑟𝑒𝑙 = 0.256) 
Unreliably Manufacturable 
(𝑇𝑟𝑒𝑙 = 0.256) 
 Design 1 Design 2 Design 3 Range Design 1 Design 2 
h (𝜇𝑚) 90 91 88 [86, 92] 104 85 
t (𝜇𝑚) 52 54 52 [38, 57] 36 46 
𝐸𝑖𝑛𝑐 (GPa) 0.61 0.61 0.63 [0.53, 0.75] 0.76 0.72 
𝑟𝑑 1.23 1.43 1.15 [0.94,1.67] 1.29 0.93 
𝐸𝐶
𝑒𝑓𝑓





/ 𝜂𝑚  4.04 4.00 4.3129 4.23 4.12 
 
Following the identification of the designs, the expected performance of the 
identified inclusions after manufacturing was desired as well. The BNC approach cannot 
provide this information because it is a classification technique and not a regression 
technique. It can predict if a manufactured design can perform satisfactorily but it does not 
predict the precise performance. Therefore, to predict the range in performance of the 
manufactured inclusions a basic regression approach was performed 
.A Monte Carlo based approach was used in which 5000 designs were sampled 
from the manufacturing variation distributions of the five identified inclusions. For each of 
the randomly sampled designs, the closest training point, whether satisfactory or 
unsatisfactory, was identified and its associated macro-scale performance recorded. Due to 
the high density of training points, it is assumed that the training point closest to a sampled 
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point should predict its performance reasonably well. For each inclusion, the range 
corresponding to the top 25.6% of performance values was recorded. This range should 
correspond closely to the best performance of 25.6% of the manufactured inclusions. The 
results of the expected performance are documented in Table 6.6.  
Table 6.6: Range in effective loss factor relative to the matrix material for the top 25.6% 
of manufactured designs based on five nominal designs. 
 Reliably Manufacturable  
(𝑇𝑟𝑒𝑙 = 0.256) 
Unreliably Manufacturable 
(𝑇𝑟𝑒𝑙 = 0.256) 
 Design 1 Design 2 Design 3 Design 1 Design 2 




[4.02, 4.33] [4.00, 4.40] [4.00, 4.37] [1.67, 4.33] [3.37, 4.19] 
 
The three designs identified to be reliably manufacturable by the augmented BNC 
approach are expected to perform above the required threshold of 𝜂𝑐
𝑒𝑓𝑓
/ 𝜂𝑚 = 4 at least 
25.6% of the time following manufacturing based on the basic regression employed. 
Furthermore, the designs identified as unreliably manufacturable did not  perform 
satisfactorily frequently enough. Unreliable Design 2, fell only slightly below the required 
performance threshold of 𝜂𝑐
𝑒𝑓𝑓
/ 𝜂𝑚 = 4, but the performance of unreliable Design 1 fell 
by more than a factor of two. This insight is pivotal to why incorporating manufacturing 
variation is necessary for designing such metamaterials produced by AM. It assists the 
designer identify not only satisfactory designs but those that will not degrade in 
performance when manufactured. 
6.4 VISUALIZATION OF DESIGN REGIONS 
Following the procedure described in the previous leads to the generation of various 
mappings but the dimensionality of the design space prevents the results from being shown 
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without further work. Therefore, the proposed visualization approach was applied to each 
of the classified design spaces for each reliability threshold. First, 2000 points were 
identified that were on or near the decision boundary of the satisfactory and reliably 
manufacturable design regions. A point was considered near the decision boundary if the 
magnitude of its associated posterior class determinant was less than 0.05. This threshold 
was arbitrarily selected and smaller values could be used to obtain points even closer to the 
decision boundary but there will be an increase in computation time to discover appropriate 
points. Future work could investigate ways of uncovering points on the decision boundary 
possibly based on Bayesian optimization. After obtaining points on the decision boundary, 
the Nyström STSC method was performed (m = 300) to identify the number of clusters in 
each micro-scale design space. The most common number of clusters identified for each 
mapping is shown in Table 6.7. Normal STSC was also performed on the datasets to 
corroborate the results which are also shown in Table 6.7.  
Table 6.7: Results of the clustering approaches for a variety of reliability thresholds to 
compare the accuracy of the Nyström method. 
Reliability Threshold Nyström STSC STSC 
0.1 2 2 
0.122 2 2 
0.144 2 2 
0.167 2 2 
0.189 2 2 
0.211 2 2 
0.233 2 2 
0.256 2 2 
0.278 2 2 
0.3 2 2 
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It appears that, in general, the clustering methods identify the same number of 
clusters, i.e., two clusters. The identification of two clusters makes intuitive sense because 
two different materials were being considered. 
Following identification of the design regions using the Nyström modified STSC, 
the Bayesian optimization modified t-SNE approach was applied to each of the mappings 
in which preservation was the objective function, k was 5% of the number of elements in 
a cluster, and 100 iterations were performed. Each cluster was visualized, but the entire 
design space was also visualized for each reliability threshold. Table 6.8 provides the 
various optimal preservation and perplexity values for each visualization.  
Table 6.8: Optimal visualization parameters for t-SNE visualization of design space 
identified by Bayesian optimization scheme. 
 Cluster 1 Cluster 2 Full Data 
Reliability Threshold Perp. P(k) Perp. P(k) Perp. P(k) 
0.1 1119 0.899 792 0.902 1200 0.882 
0.122 803 0.902 1126 0.899 1177 0.891 
0.144 802 0.902 1116 0.900 1205 0.900 
0.167 814 0.902 1107 0.900 1175 0.886 
0.189 1093 0.899 793 0.902 1159 0.901 
0.211 1203 0.917 531 0.916 1193 0.915 
0.233 1247 0.922 516 0.918 1002 0.896 
0.256 1209 0.908 723 0.902 1231 0.903 
0.278 1243 0.920 405 0.911 1183 0.899 
0.3 433 0.895 88 0.897 384 0.876 
Based on the preservation values it appears that the visualizations are high quality 
and that, in general, local visualizations are superior to global variations.  
To view one of the mappings, Figure 6.16 shows the associated visualized 
mappings of the design space and each cluster when the reliability threshold was 0.256. 




Figure 6.16: Visualization of each cluster (left and middle) and entire design space (right) 
for a reliability threshold of 25.6%. 
From the global mapping it is clear that there are two clusters in this space, and the 
local mappings provide high resolution visualizations of each cluster. The structure of the 
design regions are also quite strange in which the green cluster has a narrowing and the 
blue cluster has a hole within it. Due to the nonlinear nature of the mappings, it is unclear 
how the different topologies correspond to physical geometries. Furthermore, for the global 
mapping it is unclear if the different clusters correspond to different material properties. 
To help explain what the structures physically represent, the visualization approach was 
augmented to allow the designer to select points in each mapping which will then cause an 
image of the associated inclusion to populate another figure. Furthermore, the color of the 
inclusion indicates the material properties of its base material. A gradient of color from 
green to blue is used in which blue indicates a lower Young’s modulus and green indicates 
a higher Young’s modulus. The value of each of the design variables is also provided for 
each cluster which allows the designer to see how designs vary across the structures or 
design spaces. Figure 6.16 provides snapshots of the tool illustrating that points on Cluster 
1 have higher Young’s moduli than Cluster 2.  
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Figure 6.17: Snapshot of the visualization tool used to clarify how designs vary across 
nonlinear mappings. 
Figure 6.17 corroborates the notion that the clusters are primarily separated by their 
Young’s modulus due to the color of the inclusion in each cluster. Even more interestingly, 
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the points that are closest to the other cluster have a more similar blue green color. The 
points farthest from each other are the most different in color.  
To further explore the quality of the visualizations and attempt to interpret the axes 
determined by the t-SNE approach, a PCA of both clusters and the entire design space was 
performed. Figure 6.18 presents the results of the clusters and design space projected into 
the space spanned by the first three principal components. The results of the t-SNE 
visualization are also shown for the same regions of interest below the associated PCA 
analysis for comparison. 
 
Figure 6.18: Visualizations of each cluster (left and middle) and entire design space 
(right) for a reliability threshold of 25.6% using PCA (top) compared to t-
SNE visualizations (bottom). 
In general, it appears the t-SNE visualization and the PCA visualization are similar 
in structure although the first cluster of Figure 6.18 shows some slight differences. The 
tightening of the region towards the center is more dramatic for the t-SNE visualization 
although the exact reason for the emphasis in that region is unclear. The approach may be 
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balancing the local and global structure of the cluster and emphasizing the separation of 
the furthest points in the cluster.  
Interestingly, for the regions shown in Figure 6.18 that were identified by PCA, at 
least 95% of the variation of each structure can be explained by only three components. 
For the individual clusters, the first three principal components are nearly the original axes 
associated with beam thickness, initial displacement, and Young’s modulus, respectively. 
This implies the variance in beam height is low for the reliably manufacturable designs, 
which is corroborated by Table 6.7. For the full design space, the first three principal 
components align with the original axes associated with the Young’s modulus, beam 
thickness, and initial displacement, respectively. Once again, beam height has low variance 
but now the Young’s modulus exhibits the most variance which confirms the expectation 
that clusters are separated by material properties.  
It is tempting to conclude that the each axis of the t-SNE visualization is associated 
with the principal components but this is not necessarily true. The axes of the t-SNE 
visualization are not aligned with the PCA axes, that is, the clusters are rotated relative to 
each other. They have similar structures but they are not in the same space so further work 
could investigate alignment of the visualization to gain insight into the nature of the t-SNE 
axes. This may not be always possible because other design problems may have more 
variables responsible for the variance so they cannot be projected into a low-dimensional 
space with PCA while retaining structure. The formulation of the NS metamaterials 
problem proposed in this work only utilized four design variables but even more could be 
added that would likely impact the variance of the design space making the analysis just 
performed more difficult. The t-SNE visualization approach though has been shown to 




After proposing a strategy for incorporating manufacturing variation into the BNC 
approach and visualizing the resulting design regions, the approach was successfully 
demonstrated on a NS metamaterials design problem. The visualizations of the design 
space provided some insight into the topology of the design space and reliably 
manufacturable regions. Specifically there are two disconnected regions of the design 
space that appear to have very unique topologies when considering manufacturing 
variation. The main limitation of the visualization approach is that it is a nonlinear 
mapping, so the meaning of the axes is unclear. Future work could investigate clarifying 
the meaning of the axes, although this may not always be feasible. To help explain the 
structure of the visualized regions, a complimentary tool was developed that provided an 
image of an inclusion design. This helped clarify low resolution information regarding the 
separation of clusters, but did not assist strongly in finding relationships between design 
variables. Therefore, future work should investigate methods increasing the 
interoperability of the axes. 
With a validated method for incorporating manufacturing variation and visualizing 
the results introduced, a final application of the augmented BNC approach was performed 
where the reliability was increased to 50% to determine a design for manufacturing. At this 
reliability threshold, only 16 training points were classified as reliably manufacturable. 
One such design was identified whose properties are given in Table 6.9  
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Table 6.9: Properties of three NS inclusions identified to be reliably manufacturable. 
 Initial Inclusion Geometry Final Inclusion Geometry 
Apex Height, h 71.4 𝜇𝑚 143 𝜇𝑚 
Beam Thickness, t 51 𝜇𝑚 102 𝜇𝑚 
Young’s Modulus, 𝐸𝐼𝑛𝑐 0.65 GPa 0.65 GPa 
Initial displacement, 𝑟𝑑 1.48 1.48 
Beam Length, L 1.3 𝑚𝑚 2.6 𝑚𝑚 
Beam Separation, W 1.6 𝑚𝑚 3.2 𝑚𝑚 
 
The small amount of designs available when only a 50% reliability threshold is 
used is telling of the high variation of AM processes. Since the reliability threshold of 50% 
is quite low, the entire geometry of the inclusion was doubled and slightly modified to 
improve the likelihood of producing a viable design. This geometry is also provided in 
Table 6.9.  It is thought that by doubling the size of the inclusion the reliability will also 
increase dramatically. The doubling in size should not affect the inclusion’s stiffness 
tensor, but when embedding the inclusion, a larger volume will require more matrix 
material.  When classifiying designs as reliably manufacturable, the same manufacturing 
variation distribution was used for each design. If this assumption of constant variation is 
true, doubling the size of the inclusion should approximately double the chances of success 
because the variation is relatively half as small compared to the design dimensions. This 
assumption should certainly be investigated, but assuming it is true, there is a higher chance 
of success by doubling the size.  
 At this point of the paper, the first three tasks have been accomplished and 
a design approach has been developed. Therefore the final task of this work is to 
manufacture the metamaterial to test its properties. The following Chapter discusses the 
procedure for manufacturing and testing a NS metamaterial. 
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Chapter 7: Manufacturing and Testing of NS Metamaterials 
With a final inclusion design identified, the next task is to manufacture and test a 
NS metamaterial. The main difficulty of this task is to identify a manufacturing and testing 
approach that is feasible in terms of time and resources. To begin manufacturing the 
metamaterial, a suitable matrix for embedding the inclusions must be identified. As noted 
by Klatt and Haberman [32], the positive stiffness of the matrix must be approximately 
equal to the negative stiffness of the inclusion to obtain desired metamaterial properties. 
Therefore, the meso-to-macro model utilized a material with a storage modulus of 1.25 
MPa and a loss factor of 0.1, which approximately describes some commonly available 
elastomers.  
Elastomers, like all plastics, are viscoelastic due to their molecular structure in 
which long chains of molecules are entangled in amorphous, noncrystalline structures. The 
molecular structure is sensitive to loading conditions and temperatures resulting in material 
properties that are dependent on application and environment. In particular, the frequency 
of the input loading results in different material properties such as the storage modulus and 
loss factor. As a result, specific polymers may be applicable only in a small window of 
applied frequencies, initial loading conditions, and temperatures. Considering these 
factors, a possible matrix material was identified. The material is a polyurethane known as 
Clear Flex 30 manufactured by Smooth-On Inc. A similar polyurethane, Clear Flex 75, 
which is no longer available, was characterized by Van Ekeren et al. [144] for armor 
applications and shown to have material properties at room temperature close to the storage 
and loss factor modeled with EMT in Chapter 6. Therefore, Clear Flex 30 was selected as 
the matrix within which to embed the inclusions, although the precise properties of Clear 
Flex 30 were unknown at the time. 
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Various approaches exist for characterizing the storage and loss modulus of 
viscoelastic materials but the most common approach is the use of a dynamic mechanical 
analyzer (DMA). The DMA is a commercially available device that can be used to 
determine the dynamic modulus of viscoelastic materials by providing a time-dependent 
load to a specimen (usually sinusoidally varying) in a temperature-controlled environment 
and measuring the response of the part to the load [145]. After sweeping through various 
temperatures and frequencies, the results can then be used to determine the dynamic 
modulus of the material for an even wider range of frequencies and temperatures using the 
principle of time-temperature superposition [146].  
While Clear Flex 30 would be well suited for a DMA, the equipment was not 
available so an experimental apparatus described in Section 7.1 was developed to not only 
quantify the material properties of both the polyurethane elastomer and the NS 
metamaterial but also to prestrain the materials. Prestraining the materials is essential 
because the embedded inclusion must be displaced to a critical regime to activate the 
exceptional properties of the metamaterials. Determination of the material properties, 
requires a forward model which is developed in Section 7.2 that predicts the performance 
of the experimental apparatus and materials. This discussion is followed by a description 
of the manufacturing method adopted to embed the inclusions in Section 7.3 The 
manufactured materials are tested and evaluated with the experimental measurements to 
determine the material properties of the specimens in Section 7.4 and these results are 
discussed in Section 7.5. 
7.1 CHARACTERIZATION OF MATRIX AND NS METAMATERIAL  
The performance of a NS metamaterial is highly dependent on the prestrain 
imparted to the embedded inclusion. Since the inclusions will be embedded initially in a 
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stress-free state (discussed in Section 7.3), an external force or prescribed displacement 
must be supplied to the metamaterial to strain the inclusion. Therefore, the testing apparatus 
must allow the prescribed stress or displacement of the metamaterial to be varied in a 
controllable manner. Furthermore, the material properties (storage modulus and loss factor) 
of the NS metamaterial must be compared to those of the original matrix to determine if 
any advantages have been gained by embedding inclusions. Those material properties must 
also be compared to the properties of a matrix with voids in place of the inclusions, to 
determine whether the lack of polyurethane was the cause of any change in material 
properties. This motivates the characterization of three different materials: (1) the original 
matrix, (2) the original matrix with voids equal in size to the inclusions, and (3) the matrix 
with the embedded inclusions. The experimental setups are illustrated in Figure 7.1. 
 
 
Figure 7.1: Experimental configuration used to measure the material properties of the 
polyurethane (left), voided polyurethane (middle), and NS metamaterial 
(right). All configurations are axially symmetric and the cross sectional view 
of the bottom polymer is provided for clarity. 
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As shown in Figure 7.1, three similar experimental configurations are utilized to 
compare the properties of the various material systems of interests. All of the 
configurations are axially symmetric and mounted to a shaker that excites the system. 
Rigidly mounted to the shaker table is a metallic plate with a rotationally constrained steel 
bolt mounted to it. The bolt travels through the axis of the entire system. Above the base 
plate is the material of interest with the cross section shown in Figure 7.1. There is a 
clearance hole in the center of the material of interest that allows the central rod to travel 
through the material without interfering. Above the material of interest is a central mass of 
aluminum and a pure polyurethane material that each have the same sized clearance hole 
as the material of interest. Finally, on top of each configuration is an aluminum plate that 
is centrally threaded, which allows it to be tightened to precisely prescribe the prestrain for 
the material system. 
The goal of such a setup is to excite the system via a frequency sweep of the shaker 
table to measure the response of the central mass. An accelerometer measures the 
acceleration of the central mass while a second accelerometer measures the acceleration of 
the base plate. The frequency response of the central mass can be compared to the input, 




Figure 7.2: Schematic of signal generation and collection configuration used for the 
material characterization experiments 
The data collection system is outlined in Figure 7.2. A laptop with SignalCalc 240 
software generates the desired frequency sweep or chirp profile and supplies it to the Data 
Physics Quattro Dynamic Signal Analyzer (DSA). The output from the DSA which is 
simultaneously a data acquisition device (DAQ) is amplified by the Crown XT 4000 amp, 
which drives the Labworks Inc. ET-139 shaker table. While the shaker table is driven, the 
two accelerometers (33B30 manufactured by PCB Piezotronics) record the acceleration of 
the base and central mass.  This signal is supplied to a preamp within the DAQ which 
allows the DAQ to send the data to the laptop, where software evaluates the transfer 
function between the shaker table and the two accelerometers. Figure 7.3 provides a labeled 




Figure 7.3: Experimental setup used to characterize materials (top) and image of the 
mounted shaker table with specimen to be analyzed (bottom). 
It should be noted that the material characterization mount in Figure 7.3 has been 
slightly modified relative to the schematic shown in Figure 7.1. An additional base plate 
and turntable have been added to the system to prevent the prestrain plate from applying a 
torque to the material. The entire material system can rotate with the prestrain plate to 
prevent unnecessary stresses from forming. The reference accelerometer, denoted 
Accelerometer 1, is placed on the Base Plate 1 to ensure any vibrations related to the 
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turntable have a minimal impact on the results. If the accelerometer were placed on Base 
Plate 2, the transfer function between the center mass and the plate may be noisy due to the 
tolerances of the bearings in the turntable. 
This system configuration allows for the magnitude and phase of the transfer 
function between the two accelerometer signals to be recorded. This is known as a 
transmissibility measurement, and it can be used to characterize the overall response of the 
heterogeneous materials between Base Plate 1 and the center mass. At low frequencies, 
this system is a single degree of freedom (DOF) damped mass-spring oscillator. Figure 7.4 
provides representative results of a frequency sweep from 1-600 Hz for this type of test. 
The magnitude and phase of the transfer function, 𝑇, is a function of the input frequency, 
𝑓, and one clearly observes a transmissibility approaching unity with in-phase motion of 
the baseplate and center mass in the low frequency limit as well as a lumped parameter 
resonance peak, indicative of a damped single DOF system. 
 
 
Figure 7.4: Representative results of a transmissibility test with the magnitude (left) and 
phase (right) of the acceleration transfer function between the baseplate and 
center mas as a function of frequency. 
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 For an idealized single DOF system, the magnitude of the transfer function should 
attain a single maxima but the transmissibility test, shown in Figure 7.4, indicates multiple 
maxima. These peaks are likely due to other components of the system vibrating. For an 
ideal system, Base Plate 1 and the prestrain plate should be rigidly attached so the 
magnitude of the transfer function between each component should be unity. To determine 
if Base Plate1 and the prestrain plate are moving in unison, the magnitude of the transfer 
function, 𝐻0, was measured between the two components which is shown in Figure 7.5. 
This measurement was taken to determine if there are any vibrations being induced in the 
system that could affect the movement of the central mass. Therefore, the magnitude of the 
transfer function between the central mass and base plate is also shown in Figure 7.5. 
 
 
Figure 7.5: Magnitude of the transfer function between the prestrain plate and Base Plate 
1 (red) compared to |𝑇|. 
As can be seen in Figure 7.5, |𝐻0| indicates that there is a resonance between Base 
Plate 1 and the prestrain plate at approximately 180 Hz. This resonance affects the motion 
of the central mass and is contributing to the multi-modality of |𝑇| as indicated by the 
secondary peak at the natural frequency of 𝐻0. This undesired resonance, though, 
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attenuates before the resonance of the central mass allowing the resonance of the central 
mass to be clearly defined. While the system will be treated as a single DOF system for the 
modeling discussed in Section 7.2, special considerations will be made to account for the 
undesired resonances when extracting material properties.     
7.2 MODELING OF EXPERIMENTAL APPARATUS  
Analytical models relate the material properties to the measured signal. In this 
work, the testing apparatus is modeled as a single DOF system, as shown in Figure 7.6. 
More complex models could be used to describe the dynamics of the system, but the single 
DOF model is assumed to be accurate enough for sufficiently low frequencies, where 
higher order modes and wave motion effects can be ignored. In particular, it is assumed 
that Base Plate 1 and the prestrain plate are rigidly attached, which as shown in Section 
7.1, is not necessarily true. 
 
 
Figure 7.6: Simplified single (DOF) model of the experimental setup. 
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In Figure 7.6, the input displacement of the shaker table, 𝑦𝑡, and output 
displacement, 𝑦𝑚, of the mass are the desired values to be measured for material property 
characterization. Technically, the acceleration is measured but it will be shown that this 
does not matter for determination of the material properties. Throughout the discussion, 
the subscript, 1, corresponds to the material of interest and the subscript, 2, corresponds to 
the top block of polyurethane. Therefore, the storage modulus and loss factor of the 
material of interest are given by 𝐸′1 and 𝜂1, while the storage modulus and loss factor of 
the polyurethane block are 𝐸2
′  and 𝜂2.  The two complex springs of the single DOF system, 
𝑘1
′  and 𝑘2
′ , can be related to the material properties and geometry of the materials by 
Equation 7.1 in which 𝑙 is the initial height of the materials and  𝐴 is the cross-sectional 









Note the use of the complex number, 𝑗, that is associated with the loss of the 
material. For the remainder of the discussion, the displacements to the system are assumed 
to be small, such that the material properties are constant and the cross-sectional area does 
not change when excited. As posed, Equation 7.1 need not assume that the modulus is 
frequency-independent, just that the perturbations are small. Following establishment of 
the spring stiffnesses, the equation of motion can be determined, as documented in 
Equation 7.2 in which 𝑚 is the total mass of the specimen combined with the aluminum 




′ )(𝑦𝑡 − 𝑦𝑚) (7.2) 
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Gravity is ignored because it is simply a bias for the eventual transfer function. The 
Laplace transform of Equation 7.2 is represented by Equation 7.3, assuming that the system 




′ )(𝑌𝑡(𝑠) − 𝑌𝑚(𝑠)) (7.3) 
 
Substituting Equation 7.1 into Equation 7.3, assuming the geometry is the same for 























Equation 7.4 can rearranged to yield the transfer function in Equation 7.5 where 𝑐1 




















By converting Equation 7.5 from the s-domain to the frequency-domain, 
multiplying the numerator and denominator by the complex conjugate of the denominator, 
and collecting like terms, Equation 7.8 is derived. The result is the desired equation, which 
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(−𝜔2 + 𝑐1)2 + 𝑐2
2 −
𝜔2𝑐2
(−𝜔2 + 𝑐1)2 + 𝑐2
2 𝑗 (7.8) 
 
As previously discussed, the experimental setup precisely records the transfer 
function between the input accelerometer and the output accelerometer, which due to the 
linearity of derivatives, has the same transfer function as the associated displacements. 
Specifically the phase delay, 𝜙, and magnitude of the transfer function, ‖𝑇(𝜔)‖ are 
determined via Equation 7.9 and 7.10. 
 




‖𝑇(𝜔)‖ = √ℜ(𝑇)2 + ℐ(𝑇)2 (7.10) 
 
Figure 7.7 provides model-based predictions of the magnitude and phase delay of 
the transfer function for materials with the properties shown in Table 7.1. The value of 𝜂1is 
varied at four equal increments from 0.1 to 0.4 to showcase the different results obtained 
for different values of the loss factor. The plots are generated assuming the storage modulus 




Figure 7.7: Modeled results of a characterization test with the magnitude of the transfer 
as a function of frequency (left) and phase delay as a function of frequency 
(right)  
 
Table 7.1: Table of geometric values and material properties used to generate the 
example transfer function. 
𝐸′1 1.25 𝑀𝑃𝑎 
𝐸2
′  1.25 𝑀𝑃𝑎 
𝜂2 0.1 
𝐴  0.0014 𝑚2 
𝑙 11.2 𝑚𝑚 
𝑚 0.34 𝑘𝑔 
𝜂1 0.1, 0.2, 0.3, and 0.4 
 
The goal of establishing Equation 7.9 and Equation 7.10 is to invert them to obtain 
the material properties based on the measured values. As posed, the system of equations is 
underdetermined because there are two equations but four unknowns, 𝐸′1, 𝜂1, 𝐸2
′ , and 𝜂2. 
This challenge can be overcome by utilizing the measurements obtained from the first 
experimental configuration in which both blocks are the same polyurethane blocks. For 
this configuration, the two storage moduli and loss factors are equal. Once this 
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characterization has been performed, the values of 𝐸2
′ , and 𝜂2 are known for each 
subsequent test, allowing 𝐸1
′ , and 𝜂1 to be determined. 
As discussed previously, though, there are other resonances being induced in the 
system so the material properties are most reliably determined close to the resonance of the 
central mass. While the material properties will be determined using the previously 
discussed approach, a secondary inversion approach is discussed that is less sensitive to 
the undesired resonances which is the standard half-power bandwidth method. The relevant 
measurements for the half-power method are given by Figure 7.8 in which  |𝑇| is in 
normalized decibel units. The magnitude of the transfer function at the desired 
resonance, 𝑓
𝑟
, was normalized to 1 and then converted to decibels. 
 
 
Figure 7.8: Illustration of the relevant quantities needed to utilize the half-power 
bandwidth method to calculate material properties. 
From the normalized plot of Figure 7.8, the two frequencies corresponding to a 3 
dB drop in the magnitude of the transfer function relative to the resonance magnitude can 
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be computed. This 3 dB drop corresponds a halving in the power present in the central 
mass compared to the power available at the natural frequency. The range between these 
two frequencies, Δ𝑓3𝑑𝐵, can be computed which allows for the quality factor, 𝑄, to be 
determined which is a measure of the energy dissipated in a loading cycle. Equation 7.11 







The quality factor is related to the damping ratio, 𝜉, of a single DOF system by 





For single DOF systems in which the stiffness and damping are independent of 
frequency, the damping ratio can be related to the physical damping of the system easily 
but due to the frequency dependence of the material properties providing such a simple 
relationship is difficult. Rather, the quality factor, provides a more qualitative measure of 
the damping in the system which allows for relative comparisons of material properties but 
not absolute quantification. Future work could investigate a quantitative relationship 
between the damping ratio and material properties but that is beyond the scope of this work. 
The following section will discuss a strategy for embedding the inclusions in a polymer so 
it can be tested with the described approach and apparatus. 
7.3 EMBEDDING NS INCLUSIONS IN A POLYMER MATRIX 
To embed the inclusions the identified matrix, Clear Flex 30, two liquid mixtures, 
Part A and Part B, were  combined and poured into a mold where it cures forming the solid 
polyurethane elastomer. The simplest approach for embedding the inclusions with such a 
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resin would be to combine the inclusions into the resin during the mixture process and let 
the resin cure resulting in a fully formed metamaterial. Unfortunately this procedure would 
likely result in resin penetrating key areas of the inclusion that must be unobscured to 
perform correctly. These regions are identified by Figure 7.9. 
 
 
Figure 7.9: Illustration of the regions of an embedded inclusion that must be free of solids 
to perform correctly. 
  To evacuate these critical regions of the inclusion, another approach must 
be adopted for embedding the inclusions in the polyurethane. An initial option was to pour 
polyurethane around the inclusions to form sheets of a metamaterial that could then be 
adhered together to form the metamaterial. This method, shown in Figure 7.10, would 
likely lead to a metamaterial that is largely heterogeneous, and adhesion of the layers could 
be challenging.  
 
 
Figure 7.10: Initially proposed strategy for forming a metamaterial with sheets of 
inclusions embedded in polyurethane. 
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Therefore a new strategy for embedding was developed and Figure 7.11 provides an 
illustration of the proposed steps of embedding the inclusion within polyurethane.  
 
 
Figure 7.11: Proposed strategy for embedding inclusions (grey) in polyurethane (blue). 
First a mold is made with cavities just large enough for the inclusions to be 
embedded. Then a thin, sealing layer of polyurethane is adhered to the top 
which allows more resin to be poured and cured on top of the assembly 
without penetrating the cavity. 
First, the polyurethane is molded into a circular column with cavities just large enough for 
the inclusions to be inserted after the polyurethane cures. After the inclusions are 
embedded, a second sealing layer of polyurethane is bonded with polyurethane-based glue 
to the top of the larger portion of polyurethane and the inclusions. This layer seals the 
inclusions and provides high traction and continuity between the thin layer and the 
inclusion. Finally, with the inclusions sealed, a third layer of polyurethane is poured over 
the assembly in a mold to achieve the desired volume fraction of 2%. 
With a proposed strategy for embedding the inclusions, a procedure for molding 
the polyurethane had to be developed. When forming the mold, it is essential that no 
bubbles form in the resin because they can drastically change the material properties of the 
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cured polymer. Therefore, a KovyVacu 500 vacuum pump was used to pull a vacuum 
pressure differential of 29 mmHg along with a desiccator to degas the resin.  Once the 
liquid polyurethane was degassed it was placed into the molds that were all coated with a 
nonstick aerosol provided by Smooth-On Inc.. The most critical features like the 
dimensions of the cavity for the inclusions were machined from aluminum and encased in 
FDM printed molds. Figure 7.12 provides images of a NS metamaterial being assembled.  
 
 
Figure 7.12: Images of a NS Metamaterial being assembled. 
A limitation of this manufacturing method, however, is that the inclusions are not 
prestrained so that they act in the negative stiffness regime. It is technically possible to 
precisely control the geometry of the cavities to prestrain the inclusions when they are 
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embedded. This strategy was avoided because forcing the inclusions into small cavities 
may damage them. Therefore, the experimental apparatus descried in Section 7.1 was 
developed to prestrain the inclusions for testing. The following section will describe the 
results of prestraining the materials for material characterization. 
7.4 EXPERIMENTAL CHARACTERIZATION OF NS METAMATERIAL 
Three different specimens were manufactured to determine whether embedding NS 
inclusions into a polyurethane polymer leads to improvement in the loss factor. The 
geometry and mass of relevant components of the material characterization apparatus are 
documented in Table 7.2. 
Table 7.2: Geometry and masses of the components of the material characterization 







Top Polyurethane Specimen 44.2 mm  14 mm 21.5 mm 29.5 g 
Bottom Polyurethane Specimen 44.2 mm 14 mm 21.5 mm 29.5 g 
NS Metamaterial Specimen 44.2 mm 14 mm 20.6 mm 29 g 
Voided Material Specimen 44.2 mm 14 mm 22 mm 30 g 
Central Mass 60 mm 14 mm 14 mm 126 g 
 
Each specimen was mounted in the material characterization apparatus and excited 
by a frequency sweep from 30 Hz to 700 Hz logarithmically over 5 seconds. Various 
prestrains were prescribed to each of the specimens before the frequency sweeps, and the 
initial strain of the specimens and control polyurethane were recorded by measuring the 
distances shown in Figure 7.13.  
 197 
 
Figure 7.13: Measurements required to determine the initial strain of each specimen. 
The distance between the prestrain plate and the top face of the center mass, 𝑑1, 
and the distance between the bottom of the center mass and base plate number 2, 𝑑2,  was 
used to calculate the engineering prestrain of the respective components, 𝜖1 and 𝜖2, of a 
specimen by comparing it to the original thickness of the respective specimen, 𝑡1 and 𝑡2. 
Equation 7.13 provides the calculation of the engineering strain of the 𝑖𝑡ℎ specimen and 
Table 7.3 documents the prestrains applied to each specimen during the testing. Knowledge 
of the initial thicknesses of the specimens was also required for approximating 𝑘1
′  and 𝑘2
′  








Table 7.3: Engineering prestrains applied to each specimen during each of the frequency 
sweeps from 30 Hz to 700 Hz. 
Polyurethane Voided Material NS Metamaterial 
0 0 0 
0.007 0.0196 0.0042 
0.0114 0.0392 0.0075 
0.0216 0.0647 0.034 
0.0428 0.0958 0.047 
0.046 0.1062 0.0625 
0.0626 0.1369 0.0695 
0.0851 0.1439 0.0749 
0.1002 0.1728 0.0817 
0.1209 0.1858 0.1013 
0.1344 0.2092 0.1259 
0.1572 0.2296 0.1381 
0.1795 0.1833 0.148 
0.204  0.1562 




At each of the prestrains specified in Table 7.3, the frequency sweep was performed 
and the magnitude and phase shift of the transfer function were recorded. To obtain the 
nominal material properties of the polyurethane polymer, the magnitude and phase shift of 
the transfer function were obtained for the unstrained polyurethane. Then Equation 7.9 and 
7.10 were simultaneously used to determine the frequency-dependent storage modulus and 
loss factor of the polyurethane at frequencies near the natural frequency. The bandwidth 
associated with the 3 dB drop in magnitude of the transfer function was used as the range 
for inversion. To compute the inversion, each block of polyurethane material was assumed 
to exhibit the same material properties, and a grid search method was employed that 
minimized the Euclidian norm between measurement and model predictions. The results 
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of the inversion are shown in Figure 7.14 in which the storage modulus and loss factor are 




Figure 7.14: Frequency-dependent storage modulus (left) and loss factor (right) 
determined by inverting the forward model via the measurements obtained 
from the unstrained polyurethane specimens.  
The material properties were determined only from 285 Hz to 380 Hz due to the 
range of the half-power bandwidth which helps to ensure the most accurate results. The 
results are quite promising for validating the material characterization apparatus. The 
storage modulus of the polyurethane was speculated to be approximately 1.25 MPa based 
on previous work [144], so the approximately constant storage modulus of 3 MPa in Figure 
7.12 is reasonable. The loss factor is higher than the cited values of approximately 0.1-0.2 
for Clear Flex 75, but other work has shown the loss factor of polyurethanes can be quite 
high and approach a value of 1 [147], so the average value of 0.42 determined from the 
loss factors in Figure 7.14 also seem reasonable.  
After determining the dynamic material properties of the polyurethane, the material 
properties of the other materials could be determined. The same inversion procedure was 
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applied to each of the specimens to obtain the prestrain- and frequency- dependent material 
properties in which the properties were only obtained in the frequency range associated 
with the half-power bandwidth. It was assumed that by comparing the material properties 
of the specimens at similar prestrains, any differences would be apparent in the loss factor 
and material properties. For the majority of the prestrains the results were similar to those 
shown in Figure 7.15 in which the magnitude and phase shift of the transfer functions are 
similar for a prestrain approximately equal to 0.1 for each specimen. The resulting material 
properties at the same prestrain for each material are shown in Figure 7.16, as well, to 
demonstrate the similarities in material properties. 
 
 
Figure 7.15: Magnitude and phase shift of the transfer obtained after exciting a 
polyurethane (red), NS metamaterial (blue), and voided material (black) at a 
prestrain of approximately 0.1. 
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Figure 7.16: Storage modulus and loss factor determined after exciting a polyurethane 
(red), NS metamaterial (blue), and voided material (black) at a prestrain of 
approximately 0.1. 
When the materials were prestrained to approximately 0.15, however, the results 
diverged for the metamaterial in a manner indicative of a NS metamaterial. Figure 7.17 
presents the magnitude and phase shift of the transfer functions for each specimen at a 
prestrain of 0.15. The resulting material properties at the same prestrain for each material 
are shown in Figure 7.18 to highlight the difference in loss factors. 
 
 
Figure 7.17: Magnitude and phase shift of the transfer obtained after exciting a 
polyurethane (red), NS metamaterial (blue), and voided material (black) at a 
prestrain of approximately 0.15. 
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Figure 7.18: Storage modulus and loss factor determined after exciting a polyurethane 
(red), NS metamaterial (blue), and voided material (black) at a prestrain of 
approximately 0.15. 
The magnitude of the transfer function shown in Figure 7.17 indicates that the 
amplitude of the movement of the center mass is being greatly diminished in the presence 
of the prestrained metamaterial. By inverting for the material properties, it becomes 
apparent that the loss factor of the metamaterial in the 285H Hz to 420 Hz frequency range 
is about twice as high as the original polymer. It also appears that the increased loss factor 
is due to the inclusions because the voided material behaves similarly to the original 
polyurethane. The storage modulus of the metamaterial appears to be slightly higher at the 
lower range of the frequencies, which may be due to the nonlinear effects of the inclusions 
that are not captured by the single DOF model but it still maintains the same order of 
magnitude of the other materials.  
It appears that prestraining the metamatetial enabled the inclusions to enter the NS 
regime, which allowed the local strains to be amplified and energy attenuated by the 
inclusions. To visualize the effect of prestrain on the performance of the metamaterial 
Figure 7.19 is provided which shows the measured magnitude of the transfer function as a 
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function of frequency and prestrain. The blue lines indicate the exact measurements while 




Figure 7.19: Magnitude of the transfer function for the metamaterial as a function of 
prestrain and frequency in which the exact measurements (solid blue) have 
been cubically interpolated (mesh) to clarify the topology. 
Figure 7.19 strongly indicates that the prestrain is responsible for the variation in the 
transfer function and as the strain approaches approximately 0.15-0.16 the magnitude 
greatly decreases. Eventually, the strain is too large and the magnitude increases once again 
which is likely due to the beams of the inclusion bottoming out. 
To confirm that the results were not anomalous, the NS metamaterial was freed 
from prestrain and once again prestrained to 0.15. The same behavior was observed, even 
after moving the accelerometers to multiple positions and performing the tests again. These 
results indicate that the augmented BNC approach was able to identify a reliably 
manufacturable NS metamaterial. One such retesting is shown in Figure 7.20 where the 
same procedure was as before to determine the material properties in the frequency 




Figure 7.20: Results after relieving then prestraining the inclusions (blue) to the same 
prestrain of 0.15 compared to the original results (green) that demonstrated 
the improved storage modulus (left) and loss factor (right). 
As stated before,  at lower frequencies, around 200 Hz, there appears to be a second 
resonance in all of the experiments that is likely due to a component of the experimental 
apparatus resonating such as an off center mass or different mode being excited. To 
diagnose these vibrations a scanning laser Doppler vibrometer could be used to obtain high 
resolution information regarding the vibration of the system. It also could potentially allow 
for more material properties, such as the Poisson ratio, to be calculated. The presence of 
these undesired resonances, though,  motivated the previous discussion of the quality factor 
of the materials. Therefore the quality factor for each of the materials was calculated and 
presented in Table 7.4. 
Table 7.4: Quality factor obtained for each of the materials using the half-power 
bandwidth method. 
Polyurethane Voided Material NS Metamaterial 
3.5 4.4 2.5 
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Table 7.4 indicates that, qualitatively, the results of the complete inversion and quality 
factor inversion provide similar relative loss relationships. The lower the quality factor, the 
higher the damping in the system. The NS metamaterial has a substantially smaller quality 
factor than the other materials, although, relating this value to an exact material property 
is much more difficult and should be investigated in the future. 
7.5 DISCUSSION 
In this section the final inclusion design identified by the BNC approach was 
manufactured and embedded within a polyurethane elastomer. A specific prototype 
fabrication and testing procedure was developed to evaluate the material properties of the 
polymer, metamaterial, and voided material. While much of the higher frequency and lower 
frequency results were obscured by noise, the frequency range ofapproximately 280 Hz to 
420 Hz provided clear and relatively conclusive results. For most prestrains, all three 
materials performed similarly with no appreciable distances, but once a critical 
displacement was achieved, the metamaterial demonstrated a dramatically increased loss 
factor. 
 While it is tempting to confirm that a successful metamaterial has been developed, 
there are still some unanswered questions that should be explored in future work to confirm 
the quality of the metamaterial. For example, the material properties of the polyurethane 
do not match the nominal values used in the design process, so it is surprising to observe 
an increase in damping. The effective medium theory model was rerun using the identified 
inclusion and a matrix with a loss factor of 0.4 and storage modulus of 4.0 MPa to reflect 
the obtained results. The improvement in loss factor modeled with the EMT model was 
negligible, so further work could investigate the accuracy of these models. Also during 
manufacturing, it was observed that the adhesive used to seal the inclusion left unwanted 
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residue within the metamaterial which could be leading to misleading results. Furthermore, 
the modeling of the experiment should be improved to ensure the proper physical 
phenomena are being modeled. However, it appears that the results of this initial dynamic 
experimentation indicate that a NS metamaterial can be developed and tested with the 
proposed approach. The following chapter expands on the future work associated with this 
research and provides some closing remarks. 
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Chapter 8: Conclusions and Future Work 
The previous chapters described, validated, and applied an augmented BNC 
approach to identify and visualize reliably manufacturable sets of designs for a NS 
metamaterials design problem. The intent of introducing such an approach was to facilitate 
the design of complex multilevel systems in the presence of manufacturing variation. 
Metamaterial development is particularly well-suited for the approach because of its 
hierarchical nature, complex models with large numbers of design variables, and reliance 
on emerging and highly variable manufacturing processes. While the BNC approach was 
applied specifically to a metamaterials design problem, various contributions were made 
to the fields of simulation-based design and materials design through the completion of the 
central tasks of this work. 
8.1 SUMMARY OF RESEARCH CONTRIBUTIONS 
As shown in Table 2.1, which is reprinted as Table 8.1, four tasks were proposed 
for the development of the augmented BNC approach.  
Table 8.1: Research tasks of this work. 
1 
Incorporate manufacturing variation inherent to production into the BNC 
approach. 
2 
Provide the designer with an effective and appropriate clustering method for 
identification of design regions of interest in a high dimensional design space. 
3 
Provide the designer with an effective and appropriate visualization technique 
to visualize each cluster/region in a high dimensional design space. 
4 
Apply the new design tool to manufacture and evaluate a NS metamaterial. 
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The first task was to incorporate manufacturing variation into the BNC approach, 
which was accomplished by introducing a dual classification strategy that efficiently 
identified designs that not only performed satisfactorily but were reliably manufacturable. 
The strategy supplies a statistical confidence in the reliability of a candidate design when 
manufactured. The ability to narrow the design space to the most reliable designs reduces 
the expected time to produce a functional and reliable product. In particular, the approach 
is well-suited for materials design problems that rely on integrating emerging technology 
to manufacture structures and systems that are difficult to efficiently model, such as the NS 
metamaterials example. The manufacturing processes used to develop these complex 
systems can be highly variable in regards to material properties or geometric resolution so 
this work introduced a strategy for modeling such uncharacterized systems through the use 
of KDEs. 
Manufacturing variation data was leveraged to generate nonparametric 
distributions that described the manufacturing variation even if a parametric form could 
not be assumed. With the manufacturing variation modeled, a Monte Carlo-based approach 
that samples designs from manufacturing variation distributions was performed. For each 
sampled design, its performance was then classified as either satisfactory or unsatisfactory 
with the original BNC approach. The percentage of randomly sampled designs that still 
perform satisfactorily was compared to a reliability threshold, which allows designs with 
satisfactory performance to be further classified as reliably manufacturable or not. By 
predicting the performance of manufactured designs with the BNC approach, the 
computational expense is greatly reduced compared to approaches that require modeling 
the performance of each randomly sampled point. 
This work also introduced a strategy for integrating the design process with the 
characterization of manufacturing variation. Rather than perform these processes serially, 
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in which a selected design is manufactured to determine the reliability of its performance, 
manufacturing characterization and design can be performed in parallel to identify a 
reliable design. Such an approach was demonstrated for a NS metamaterial design problem 
which required development of two metrology parts for characterization of a 
microstereolithography system. Manufacturing variation was collected for the metrology 
parts prior to selection of a final design which was then successfully implemented to 
identify a reliably manufacturable design. Therefore, not only did this work contribute a 
strategy for incorporating manufacturing variation, it also provided a practical procedure 
for collecting manufacturing variation data for incorporation into the approach. While this 
work required the fabrication of metrology parts for manufacturing variation, future work 
could collect and disseminate manufacturing data for various systems.  
The second task of identifying the regions of interest to visualize introduced a 
computationally efficient strategy for accurately determining the number of clusters in a 
high-dimensional design space that will eventually be visualized. The approach utilized 
spectral clustering, which has been implemented previously for engineering design 
applications, but by exploiting the Nyström method, the clustering approach was reduced 
from cubic computationally complexity to linear complexity. While the approach did 
sometimes misrepresent the clustering of design regions, in general, it partitioned the 
design regions into the correct groupings. The linearly scaling computation time needed to 
implement the clustering approach allowed it to be executed multiple times to determine 
the most likely number of clusters. For high-dimensional spaces, computational expense 
becomes even more critical because exponential increases in the number of data points are 
required to maintain equivalent sample density as dimensionality increases. The Nyström 
modified STSC approach was shown to be well suited for such a task. 
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Furthermore, the work established a guide for designers to select the most 
appropriate of three different spectral clustering- based technique for specific applications. 
The three techniques were: 1) 𝜖-neighborhood spectral clustering, 2) Self-tuning spectral 
clustering, and 3) Nyström modified STSC. To compare the techniques, the guide provided 
four criteria for the designer to consider during the selection process. The first three 
criteria—computational complexity, accuracy, and degree of automation—were 
objectively compared for the three proposed variations of spectral clustering. The final 
criterion, ease of implementation, was a more subjective metric evaluated based on the 
experience of the author. Through these comparisons, the relative strengths and weaknesses 
of each clustering method were illuminated, so designers can be informed when selecting 
a clustering technique for a design exploration application.  
The second task of identifying the number of design regions in a high dimensional 
space was largely motivated by the third task of visualizing the design regions. By 
developing a procedure for visualizing design spaces, two contributions were made: 1) 
development and validation of a new metric, preservation, for measuring the quality of a 
visualization and 2) introduction of t-SNE visualization to design exploration  
The new metric, preservation, was developed as a tool for designers to determine 
which visualization is most appropriate for the design space of interest. Knowing which 
visualization approach to use a priori is quite difficult for designers who may be unfamiliar 
with visualization techniques in general or the specific design space of interest. Therefore, 
preservation was proposed as a metric that balances the positive aspects of previous 
visualization metrics without the negatives, so a single value can inform the designer if the 
visualization scheme of interest was successful. The metric was also implemented into a 
Bayesian optimization framework which allowed automatic identification of the 
appropriate heuristic values to optimize the quality of the visualization.  
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The second contribution with respect to visualization was the introduction of t-
SNE. The approach has shown significant promise in the machine learning community for 
not only visualizing high dimensional regions but naturally separating clusters. The major 
limitation of the approach for design, however, is the nonlinear nature of the visualizations. 
While structure is retained from the mappings, it is unclear how to interpret the axes of the 
mappings. Therefore, a preliminary tool was developed that allowed the physical 
embodiment of a selected design to be shown to compliment the visualization approach. 
While the tool assisted in clarifying the interpretation of the topology of the visualized 
design regions, it did not provide sufficient detail regarding design variable relationships, 
which is an opportunity for future work.  
Finally, by accomplishing Task 4, a negative stiffness metamaterial was 
manufactured and tested. The manufacturing and testing of the inclusion is one of the most 
significant contributions of this work because it required the culmination of all other 
contributions to achieve. This is the first demonstration of a systematic design process 
being utilized to design, fabricate, and test such a metamaterial. Rather than iterate through 
different designs and experiments to arrive at a final part, a set-based approach was 
implemented, manufacturing variation considered, and the feasible designs were 
visualized.  
The results of the metamaterial testing provides an advancement in the applicability 
of embedding NS inclusions within a matrix to attain higher loss factors. In particular, this 
work furthered the results of Cortes et al. [148] in which a cm scale NS structure was 
embedded within a polyurethane matrix to determine the quasistatic material properties. 
The method demonstrated an improvement in energy dissipation in quasistatic loading 
conditions but did not prestrain the inclusions independently from any dynamic excitation 
to measure dynamic material properties. This work was able to develop such an 
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experimental apparatus for material characterization. Other work on embedding inclusions 
that exhibit NS, such as the work of Lakes et al. [29], achieved exceptional damping 
through thermal loading rather than prestraining. For the intended applications of the NS 
metamaterials, such as aerospace applications, it is appears more feasible to mechanically 
prestrain a material to attain high loss factors rather than to thermally load it. Therefore, by 
demonstrating the ability to prestrain the materials to tune the loss factor, progress has been 
made to implement NS metamaterials in a mechanical system. 
8.2 FUTURE WORK 
Several opportunities for future work are motivated by the four tasks accomplished 
in this work. The first opportunity is to incorporate more sophisticated models of 
manufacturing-induced variation into the BNC approach. For example, the joint probability 
distributions were assumed to be either constant or scalable in this research, but this 
assumption is not always valid. To investigate the hypothesis that manufacturing variations 
are consistent across changes in inclusion dimensions, a preliminary study was performed. 
A second set of metrology parts with the geometry shown in Table 8.1 was fabricated and 
measured. 
Table 8.2: Geometry of second metrology part manufactured to determine if 
manufacturing variation changes with the scale of a design. 
Apex Height, h 140 𝜇𝑚 
Beam Thickness, t 100 𝜇𝑚 
Beam Length, L 2.15 mm 
Beam Separation, W 2.51 𝑚𝑚 
The design provided in Table 8.2 is nearly an order of magnitude larger in terms of 
volume than the inclusion geometry described in Section 6.5. Ten inclusions with the new 
geometry were produced and measured using the same approach described previously, 
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which resulted in the KDE plot of Figure 8.1. The previous distribution is also shown for 
comparison. 
 
Figure 8.1: KDE generated from beam thickness measurements of new design (left) 
compared to original distribution (right) 
These distributions are relatively dissimilar, which indicates that specific 
distributions should be considered for each size scale. The larger geometry demonstrated a 
larger spread in the apex height, which is unexpected. It was thought that the variation in 
geometry should be constant with scale, but the KDEs indicate otherwise. Also, there 
appears to be less dependency between variation in apex height and beam thickness for the 
larger geometry. This difference is likely due to the different post processing procedures 
the inclusions received. The smaller inclusions were cleaned with IPA while the larger 
inclusions were not. The post processing has been shown to distort the beams, so 
eliminating the process removed any dependencies related to warping. 
The results further indicate that manufacturing variation is scale-dependent, which 
motivates the need for building statistical databases of measurements from metrology parts 
that span length scales and geometric features of interest to designers.  Furthermore, 
designers may be interested in comparing capabilities across AM processes, if more than 
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one AM process is potentially suitable for their application, motivating the need for 
metrology-backed statistical databases for a wide variety of AM processes.  
The second and third tasks of clustering and visualizing motivate the further 
expansion of the metamaterials design problem to include even more design variables at 
both the micro and meso levels. Additional geometric parameters could be varied, such as 
beam length and separation, which would likely lead to more interesting and nonlinear 
design regions in a high-dimensional space. More material types and volume fractions 
could be included in the meso-scale as well, which could motivate work in using the BNC 
approach for mixed variable problems if specific materials are selected.  
One of the challenges associated with adding more variables is generating sufficient 
training points, which requires extensive computational resources. Rather than relying on 
random or space-filling sampling strategies, a sequential sampling technique could be 
leveraged, such as Bayesian optimization, to focus additional samples on regions of 
interest, such as creating higher fidelity representations of the decision boundaries between 
design spaces. The approach could utilize the underlying classifiers to specifically sample 
training points that are likely to be on the decision boundary to refine the decision boundary 
itself or to sample training points within the satisfactory region to identify candidate 
designs with even better performance. Even with a sequential sampling-based technique, 
the classification accuracy of the BNC approach has been shown to decrease for high 
dimensional spaces. This classification inaccuracy could also drive research in developing 
a more dynamic prior distribution that could incorporate expert knowledge or update itself 
as performance information becomes more available. 
To further increase the dimensionality of the design space, a topology optimization 
strategy could be used to generate structures that exhibit negative stiffness, rather than 
starting with a fixed topology. If these designs are pixelated based on mass density, the t-
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SNE algorithm could theoretically be used to cluster the discovered designs into regions of 
similar geometries. For an example of such an approach of clustering images see the 
application of t-SNE on the MNIST dataset [108]. By increasing the dimensionality of the 
design space, the intuition regarding axes representation becomes more obscured. Even 
with a relatively small number of design variables, it can be difficult to comprehend what 
each axis represents for nonlinear mappings. Future work could attempt to clarify what 
each axis represents or embed more information in the mappings that help orient the 
designer’s visual interpretation of the design space. 
The departure from a specific topology is also motivated by what is likely the 
largest obstacle for developing a metamaterial with applicability as a structural component. 
Currently, the NS metamaterials discussed in the work have been made of polymers and 
soft elastomers, which are typically not used as structural components. The selection of 
these materials is due to the required balancing of positive and negative stiffness of the 
matrix and inclusion as well as manufacturing limitations for the micron-scale structure. In 
the future these metamaterials need to be formed from even stiffer materials that will allow 
them to be implemented as structural components rather than from highly damped 
elastomers. Investigation of other mechanisms that exhibit negative stiffness as well as 
manufacturing methods for producing NS inclusions from metals with the same resolution 
as microstereolithography should be investigated.  
Finally, improving the manufacturing of the metamaterials is an interesting area of 
focus. To be able to scale the metamaterials to large scale production, the most viable 
approach would be to embed the inclusions while mixing the resins. This motivates the 
investigation of methods to prevent penetration of the polymer into interior regions of the 
inclusions. It is possible that the capillary effect will prevent thicker resins from infiltrating 
the inclusions, but future work should investigate possible avenues for embedding. Also, 
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other matrix materials with different material properties should be investigated. For 
example, PDMS, a clear polymer may also be feasible for embedding inclusions because 
of its advantageous material properties. 
Another opportunity for future work is identifying specifically when the proposed 
design strategy should be implemented. The NS metamaterials design problem is well-
suited for the approach because it satisfies some implicit assumptions. Specifically, it has 
been assumed that, while the forward models are computationally expensive, sufficient 
training data can be collected to train the classifiers. If the data is not available, confidence 
in the BNC approach is reduced due to the higher likelihood of misclassifying design 
spaces, which by extension reduces the confidence in the visualizations and topology of 
the reliably manufacturable regions. Furthermore, if the design space is exceptionally high 
dimensional, it may be infeasible to sufficiently sample the design space to train the 
classifier, or the required number of sampled points needed to describe the high 
dimensional space may lead to computational efficiency issues with the BNC approach. It 
has been shown that a KDE-based classifier struggles to classify accurately in the presence 
of 10D and higher datasets, so there may be a limit on the applicability of the proposed 
strategy for high dimensional mapping regardless of the sampling density [149].  
Conversely, the augmented BNC approach should not be applied to design 
problems where the relationships between design and performance are simple and 
analytically provided. A materials design problem may have a complex hierarchical 
structure but if the forward models are simple, analytical functions of a relatively small 
number of design variable that can be instantaneously evaluated, the BNC approach should 
not be utilized. Rather, a grid of designs should be formed and evaluated through the 
forward models to generate mappings of the satisfactory design space. The lack of 
computational expense allows for a Monte Carlo-based strategy to be implemented that 
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allows for reliably manufacturable designs to be identified as well. The BNC approach and 
visualization approach could serve as a means to visualize the decision boundary of such a 
highly sampled space but there is limited applicability of the approach for such problems.  
The BNC approach is most applicable to design problems for which resources such 
as computational and experimental expense are limited by the complexity of the design 
problem but are not so prohibitive that training data cannot be obtained to accurately train 
the classifier. Cross validation, such as the strategies applied in this work, can be used to 
determine if sufficient data has been collected to converge to an accurate classifier.  This 
cross validation, though, must be performed after data has been collected, which could lead 
to wasted resources if the classifier is not accurate. It would be convenient to know a priori 
whether the BNC approach is applicable for a proposed design problem, but additional 
work is needed to generate more specific guidelines.  
The BNC approach is also particularly useful for coupled design spaces for either 
multidisciplinary or multilevel design problems. For multidisciplinary design, each team 
can identify satisfactory regions that meet their respective performance requirements. By 
intersecting the regions, teams can identify mutually feasible regions of design that meet 
their sub-problem’s performance requirements. For multilevel design, the BNC approach 
identifies sets of feasible designs in the coupled space that are likely to yield satisfactory 
performance. For both the multidisciplinary and multilevel design formulations, the 
smaller sets of feasible designs can then be optimized to identify the most successful 
design. Compared to multi-objective optimization of the entire design space, the set-based 
approach will result in fewer iterations between design teams and arrive at a final viable 
design more quickly.  
If the BNC approach can be trained to accurately classify the design space, the other 
augmentations of the strategy such as incorporation of manufacturing variation and 
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visualization of the design regions can be confidently implemented, in general. 
Specifically, the incorporation of manufacturing variation can be implemented whenever 
an accurate classifier has been trained because the BNCs are used to evaluate the reliability 
of a design. The visualization strategy can be implemented whenever an accurate classifier 
is trained with the exception of sparse design regions. If the design region of interest is too 
small relative to the rest of the high-dimensional design space, it may be difficult to sample 
sufficient candidate designs within the region of interest. This under-sampling would lead 
to poor visualization and clustering, so future work could investigate sampling in these 
regions to increase the accuracy of the visualization approach.    
8.3 CLOSURE 
In closing, this work presented a strategy for identifying and visualizing sets of 
reliably manufacturable designs in a multilevel design space. As a result of this work, 
engineering designers now have a suite of tools for multi-level design exploration, 
including generation of reliably manufacturable regions, identification of design regions in 
high-dimensional design spaces, and visualization of the design regions. The approach was 
utilized to identify a NS metamaterial design, which was fabricated and tested to validate 
its performance. The metamaterial demonstrated an improved loss factor relative to the 
original host matrix that housed the inclusion. Beyond the scope of metamaterials, this 
work is intended to serve as a general design strategy for design exploration of additively 
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