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Introduction
Several papers were devoted to the boundary value problems with Neumann-type boundary conditions for second-order hyperbolic partial differential equations whose leading parts correspond to the second canonical form Uu -(cf. [7] , [9] - [12] and references). As far as we know, analogous problem for the equations with the leading parts corresponding to the first canonical form Lu := have not been taken up *) except paper [4] of the first author, where the local existence of a nonlinear Neumann problem for a system of high order integro-differential equations with the leading parts L p u,p > 1, was proved.
In this paper we deal with two Goursat problems for the equation Lu = F whose boundary conditions contain the normal derivatives of u (for the Goursat problem with the boundary conditions not containing the normal derivatives see [l] - [3] , [6] , [8] and references). In Sections 1, 2 we examine a linear problem, reduce it to a functional equation and hence find its solution in series form. In Section 3 we consider a nonlinear problem and prove the local existence and uniqueness of its solution (under the assumptions different from those in [4] ) by using the results obtained in the preceding sections and applying the Banach fixed point theorem.
To the best of our knowledge the said problems have not been considered so far. We make the following assumptions.
I. The functions / and h are of class C 1 , strictly increase and satisfy the conditions holds good, when n tends to infinity, with -• denoting the uniform convergence.
2. Let us assume that the direction cosines of the vectors n and n are given by
cos(z,n) = «*(</, n) = -^-e(z) = (l + /' 2 (z)) 5 , e(j/) = (l + /l' 2 (i/)) 5 . Imposing on function u (cf. (1.7) ) the boundary conditions (1.2), one gets the following system of functional equations
for (x,y) 6 J?, where v 3 ',"''' are the unknowns, sought in the class C°, and v, W are given by
As a result, problem (GL) is reduced to system (2.3). It is evident that (2.3) is equivalent to
Of course, it is sufficient to solve equation (2.6) and then substitute its solution <f' to (2.5) and find Equation (2.6) is a functional equation of the type studied for Y = R in [8] , Chapt.II. PROPOSITION 2.1. Equation (2.6) has a solution given by the formula
where (2.10) Proof. We begin with the proof of the uniform convergence of series (2.10). Let £q be a number such that (2.14) 0 < £0 < 1 -
It follows from Lemma 1.4 that there is a number no € N (where N denotes the set of all positive integers) such that for all no < v 6 N and
In the sequel we shall assume that n > no-By (2.7) and (2.12) we have
whence and from Lemma 1.2 (with £0 satisfying (2.14)) we obtain the estimate
Let us observe that (cf. (2.4) and (2.8)) Furthermore, Lemma 1.3 yields
On joining (2.18)-(2.21), we obtain the inequality 
f(x)],-^[x,f(x)],-^[xJ(x)]), d du du J [%),»] = N(y,u[h(y),y],-£[h(y),y],-^[h(y),y]),
where ( with A = max(A, B).
\\F(x,y,t,r ] ,0-F(x,y,Ç,T},0\\

4.
We shall attempt to solve the problem (Gn)• It follows from an argument analogous to that in Section 2 that the said problem is equivalent to the following system of integro-difFerential equations (4.1) (4.2) where (x, y) 6 Î2, ( 
4.3) R u (x,y)=\\F u(x, y) = R u (x, y) + <p(x) + *'•(?/),
[ V >'(x)-(f'(x)y 1^o f(x)^V u (x), I •'''(!/)-(¿'(y)rV' 0 f(x) = W n (y), x y 0 0 . s du. . du. . t
,T, u(t,T),-(t,T),-(t,r) dr dt
and V u (x) and W^y) are given by formulas (2.4), with the replacement of R
and N(y) by
N u (y) := N(y,u[h,(y),y},^[h(y)M,^[h(y),y}).
Let A be the Banach space of all functions u : S2 -Y of class C 1 , and let the distance in A be defined in the ordinary way IKz,2/)|| < g(x + y) 2+iJ
Evidently, Z is a closed subset of A and hence it can be treated as a complete metric space with the distance function (4.4).
We shall express <p'(x) and "'''(j/) in terms of the function u by applying Proposition 2.1 to the equation *)
and then substituting its solution to
To this end it is enough to show that the function Gu o g n (x) satisfies an inequality analogous to (2.22). By using (3.9), (4.3), (4.6) and (4.7), we have (4.10)
As a result, we obtain
i.e., we have got for ||GU o <7™(a:)|| an inequality analogous to (2.22) (by assumption (2.14), (1 -£o)~2q < 1)-On using Proposition 2.1, we can assert that, for every u G Z, equation Thus, in order to prove the existence and uniqueness of a solution to the problem (Gat), it is sufficient to show that the integro-differential equation (4.18) has a unique solution. We shall apply the Banach fixed point theorem to the complete metric space Z and, in view of (4.18), we map Z by the As a result, we can formulate the following theorem. 
