Approximate Nearest neighbor search (ANNS) is fundamental and essential operation in applications from many domains, such as databases, machine learning, multimedia, and computer vision. Although many algorithms have been continuously proposed in the literature in the above domains each year, there is no comprehensive evaluation and analysis of their performances.
INTRODUCTION
Nearest neighbor search finds an object in a reference database which has the smallest distance to a query object. It is a fundamental and essential operation in applications from many domains, including databases, computer vision, multimedia, machine learning and recommendation systems.
Despite much research on this problem, it is commonly believed that it is very costly to find the exact nearest neighbor in high dimensional Euclidean space, due to the curse of dimensionality [26] . Experiments showed that exact methods can rarely outperform the brute-force linear scan method when dimensionality is high [43] (e.g., more than 20). Nevertheless, returning sufficiently nearby objects, referred to as approximate nearest neighbor search (ANNS), can be performed efficiently and are sufficiently useful for many practical problems, thus attracting an enormous number of research efforts. Both exact and approximate NNS problems can also be extended to their top-k versions.
Motivation
There are hundreds of papers published on algorithms for (approximate) nearest neighbor search, but there has been few systematic and comprehensive comparisons among these algorithms. In this paper, we conduct a comprehensive experimental evaluation on the state-of-the-art approximate nearest neighbor search algorithms in the literature, due to the following needs: 1. Coverage of Competitor Algorithms and Datasets from Different Areas. As the need for performing ANN search arises naturally in so many diverse domains, researchers have come up with many methods while unaware of alternative methods proposed in another area. In addition, there are practical methods proposed by practitioners and deployed in large-scale projects such as the music recommendation system at spotify.com [7] . As a result, it is not uncommon that important algorithms from different areas are overlooked and not compared with. For example, there is no evaluation among Rank Cover Tree [23] (from Machine Learning), Product Quantization [27, 20] (from Multimedia), SRS [39] (from Databases), and KGraph [15] (from practitioners). Moreover, each domain typically has a small set of commonly used datasets to evaluate ANNS algorithms; there are very few datasets used by all these domains. In contrast, we conduct comprehensive experiments using carefully selected representative or latest algorithms from different domains, and test all of them on 20 datasets including those frequently used in prior studies in different domains. Our study confirms that there are substantial variability of the performances of all the algorithms across these datasets. 2. Overlooked Evaluation Measures/Settings. An NNS algorithm can be measured from various aspects, including (i) search time complexity, (ii) search quality, (iii) index size, (iv) scalability with respect to the number of objects and the number of dimensions, (v) robustness against datasets, query workloads, and parameter settings, (vi) updatability, and (vii) efforts required in tuning its parameters. Unfortunately, none of the prior studies evaluates these measures completely and thoroughly.
For example, most existing studies use a query workload that is essentially the same as the distribution of the data. Measuring algorithms under different query workloads is an important issue, but little result is known. In this paper, we evaluate the performances of the algorithms under a wide variety of settings and measures, to gain a complete understanding of each algorithm (c.f., Table 6 ).
Discrepancies in Existing
Results. There are discrepancies in the experimental results reported in some of the notable papers on this topic. For example, in the annbenchmark [8] by practitioners, FLANN was shown to perform better than KGraph, while the study in [15] indicates otherwise. While much of the discrepancies can be explained by the different settings, datasets and tuning methods used, as well as implementation differences, it is always desirable to have a maximally consistent result to reach an up-to-date rule-of-the-thumb recommendation in different scenarios for researchers and practitioners.
In this paper, we try our best to make a fair comparison among all methods evaluated, and test them on all 20 datasets. For example, all search programs are implemented in C++, and all hardware-specific optimizations are disabled (e.g., SIMD-based distance computation). Finally, we will also publish the source codes, datasets, and other documents so that the results can be easily reproduced.
We classify popular kNN algorithms into three categories: LSH-based, Space partitioning-based and Neighborhoodbased. The key idea of each category of the method will be introduced in Section 3-6.
Contributions
Our principle contributions are summarized as follows.
• Comprehensive experimental study of state-of-the-art ANNS methods across several different research areas. Our comprehensive experimental study extends beyond past studies by: (i) comparing all the methods without adding any implementation tricks, which makes the comparison more fair; (ii) evaluating all the methods using multiple measures; and (iii) we provide rule-of-the-thumb recommendations about how to select the method under different settings. We believe such a comprehensive experimental evaluation will be beneficial to both the scientific community and practitioners, and similar studies have been performed in other areas (e.g., classification algorithms [12] ).
• We group algorithms into several categories (Section 3, 4, 5 and 6), and then perform detailed analysis on both intra-and inter-category evaluations (Sections 8).
Our data-based analyses provide confirmation of useful principles to solve the problem, the strength and weakness of some of the best methods, and some initial explanation and understanding of why some datasets are harder than others. The experience and insights we gained throughout the study enable us to engineer a new empirical algorithm, DPG (Section 7), that achieves both high query efficiency and high recall empirically on majority of the datasets under a wide range of settings.
Our paper is organised as follows. Section 2 introduces the problem definition as well as some constraints in this paper. Section 3, 4, 5 and 6 give the descriptions about some stateof-the-art ANNS algorithms that we evaluated. Section 7 presents our improved ANNS approach. The comprehensive experiments and the analyses are reports in Section 8.
Section 10 concludes out paper with future work. An evaluation of the parameters of the tested algorithms is reported in Appendix A. Appendix B gives some supplement results of the second round.
BACKGROUND

Problem Definition
In this paper, we focus on the case where data points are d-dimensional vectors in R d and the distance metric is the Euclidean distance. Henceforth, we will use points and vectors interchangeably. Let p, q 2 be the Euclidean distance between two data points p and q and X = { x1, x2, . . . , xn } be a set of reference data points. A kNN search for a given query point q is defined as returning k nearest neighbors kN N (q) ∈ X with respect to q such that |kN N (q)| = k and ∀x ∈ kN N (q), ∀x ′ ∈ X \ kN N (q), x, q 2≤ x ′ , q 2. Due to the curse of dimensionality [26] , much research efforts focus on the approximate solution for the problem of k nearest neighbor search on high dimensional data. Let the results returned by an algorithm be X = { xi | 1 ≤ i ≤ k }. A common way to measure the quality of X is its recall, defined as
, which is also called precision in some papers.
Scope
The problem of ANNS on high dimensional data has been extensively studied in various literatures such as databases, theory, computer vision, and machine learning. Over hundreds of algorithms have been proposed to solve the problem from different perspectives, and this line of research remains very active in the above domains due to its importance and the huge challenges. To make a comprehensive yet focused comparison of ANNS algorithms, in this paper, we restrict the scope of the study by imposing the following constraints. Representative and competitive ANNS algorithms. We consider the state-of-the-art algorithms in several domains, and omit other algorithms that have been dominated by them unless there are strong evidences against the previous findings. No hardware specific optimizations. Not all the implementations we obtained or implemented have the same level of sophistication in utilizing the hardware specific features to speed up the query processing. Therefore, we modified several implementations so that no algorithm uses multiple threads, multiple CPUs, SIMD instructions, hardware pre-fetching, or GPUs. Dense vectors. We mainly focus on the case where the input data vectors are dense, i.e., non-zero in most of the dimensions. Support the Euclidian distance. The Euclidean distance is one of the most widely used measures on highdimensional datasets. It is also supported by most of the ANNS algorithms. Exact kNN as the ground truth. In several existing works, each data point has a label (typically in classification or clustering applications) and the labels are regarded as the ground truth when evaluating the recall of approximate NN algorithms. In this paper, we use the exact kNN points as the ground truth as this works for all datasets and majority of the applications.
Prior Benchmark Studies. There are two recent NNS . This means, the chance of mapping two points x, y to the same value grows as their distance f (x, y) decreases. The 2-stable distribution, i.e., the Gaussian/normal distribution, can be used to construct the LSH function family for the Euclidean distance. A data point is mapped to a hash value (e.g., bucket) based on a random projection and discritize method. A certain number of hash functions are used together to ensure the performance guarantee, using different schemes such as the AND-then-OR scheme [14] , the ORthen-AND scheme [45] , inverted list-based scheme [18, 25] , or tree-based scheme [39] . In this category, we evaluate two most recent LSH-based methods with theoretical guarantees: SRS [39] and QALSH [25] . Both of them can work with any c > 1. Note that we exclude several recent work because either there is no known practical implementation (e.g., [3] ) or they do not support the Euclidean distance (e.g., FALCONN [2] ). There are also a few empirical LSH-based methods that loses the theoretical guarantees and some of them will be included in other categories.
SRS
SRS projects the dataset with high dimensionality into a low-dimensional space (no more than 10) to do exact k-NN search. We refer the distance between the query q and any point o in original space as dist(o), and the distance in projected space as ∆(o). The key observation of SRS is for any point o,
Hence, The basic method solve a c-ANN problem in two steps: (1) obtain an ordered set of candidates by issuing a k-NN query with k = T ′ on the m-dimensional projections of data points; (2) Examine the distance of these candidates in order and return the points with the smallest distance so far if it satisfies the early-termination test(if there exists a point that is a c-ANN point with probability at least a given threshold) or the algorithm has exhausted the T ′ points. By setting m = O(1), the algorithm guarantees that the returned point is no further away than c times the nearest neighbor distance with constant probability; both the space and time complexities are linear in n and independent of d.
QALSH
Traditionally, LSH functions are constructed in a queryoblivious manner in the sense that buckets are partitioned before any query arrives. However, objects closer to a query may be partitioned into different buckets, which is undesirable. QALSH introduces the concept of query-aware bucket partition and develop novel query-aware LSH functions accordingly. Given a pre-specified bucket width w, a hash function h a,b (o) = a · o + b is used in previous work, while QALSH uses the function h a (o) = a · o that first projects object o along the random line a as before.When a query q arrives, the projection of q (i.e., h a (q)) is computed and the query projection (or simply the query) is applied as the "anchor" for bucket partition.. This approach of bucket partition is said to be query-aware. In the pre-processing step, the projections of all the data objects along the random line a are calculated, and all the data projections are indexed by a B + -tree. When a query object q arrives, QALSH computes the query projection and uses the B + -tree to locate objects
]. Moverover, QALSH can gradually locate data objects even farther away from the query, just like performing a B + -tree range search.
ENCODING-BASED METHODS
A large body of works have been dedicated to learning hash functions from the data distribution so that the nearest neighbor search result in the hash coding space is as close to the search result in the original space as possible. Please refer to [42, 41] for a comprehensive survey.
Some example methods we evaluated in this category include Neighbor Sensitive Hashing [35] , Selective Hashing [19] , Anchor Graph Hashing [30] , Scalable Graph Hashing [28] , Neighborhood APProximation index [34] , and Optimal Product Quantization [20] .
We exclude a recent work [4] optimizing the performance of product quantization-based method as it is mainly based on utilizing the hardware-specific features.
Anchor Graph Hashing
The most critical shortcoming of the existing unsupervised hashing methods is the need to specify a global distance measure. On the contrary, in many real-world applications data lives on a low-dimensional manifold, which should be taken into account to capture meaningful nearest neighbors. For these, one can only specify local distance measures, while the global distances are automatically determined by the underlying manifold. AGH is a graph-based hashing method which automatically discovers the neighborhood structure inherent in the data to learn appropriate compact codes in an unsupervised manner.
The first step of the graph-hashing methods is building a neighborhood graph with all the data points. In order to compute the neighborhood graph effectively, AGH builds an approximate neighborhood graph using Anchor Graphs, in which the similarity between a pair of data points is measured with respect to a small number of anchors.The resulting graph is constructed in O(n) time complexity and is sufficiently sparse with performance approaching the true kNN graph as the number of anchors increase.
AGH uses the anchor graph to approximate the neighborhood graph, and accordingly uses the graph Laplacian over the anchor graph to approximate the graph Laplacian of the original graph. Then the eigenvectors can be fastly computed. It also uses a hierarchical hashing to address the boundary issue.
Scalable Graph hashing
AGH and some representative unsupervised hashing methods directly exploit the similarity (neighborhood structure) to guide the hashing learning procedure, which are considered as a class of graph hashing. Generally, graph hashing methods are expected to achieve better performance than non-graph based hashing methods if the learning algorithms are effective enough. However, graph hashing methods need to compute the pairwise similarities between any two data points. Hence, for large-scale datasets, it is memory-consuming and time-consuming or even intractable to learn from the whole similarity graph. Existing methods have to adopt approximation or sub-sampling methods for graph hashing on large-scale datasets. However, the accuracy of approximation cannot be guaranteed.
SGH adopts a feature transformation method to effectively approximate the whole graph without explicitly computing the similarity graph matrix. Hence, the O(n 2 ) computation cost and storage cost are avoided in SGH. The aim of SGH is approximate the similarity matrix S by the learned hashing codes, which resulting in the following objective function:
Integrating the idea of kernelized locality-sensitive hashing, the hash function for the k-th bit of bi is defined as follow:
where W ∈ R c×m is the weight matrix, φ(xi, xj) is a kernel function.
SGH applies a feature transformation method to use all the similarities without explicitly computingSij . The discrete sgn(.) function makes the problem very difficult to solve. SGH uses a sequential learning strategy in a bit-wise manner, where the residual caused by former bits can be complementarily captured in the following bits.
Neighbor Sensitive Hashing
For hashing-based methods, the accuracy is judged by their effectiveness in preserving the kNN relationships (among the original items) in the Hamming space. That is, the goal of the optimal hash functions is that the relative distance of the original items are ideally linear to relative Hamming distance. To preserve the original distances, existing hashing techniques tend to place the separators uniformly, while those are more effective for rNN searching.
The goal of existing methods is to assign hashcodes such that the Hamming distance between each pair of items is as close to a linear function of their original distance as possible. However, NSH changes the shape of the projection function which impose a larger slope when the original distance between a pair of items is small, and allow the Hamming distance to remain stable beyond a certain distance.
Given a reference point p, NSH changes the shape of the projection function which impose a larger slope when the original distance to p is small, and allow the projection distance to remain stable beyond a certain distance. Hence, when using the traditional function under the projection space, it is more likely to be assigned with different hash codes for the points close to p. If the distances between the query q and p is smaller than a threshold, the above property also apply to q. For handling all possible queries, NSH selects multiple pivots and limits the maximal average distances between a pivot and its closest neighbor pivot to ensure that there will be at least one nearby pivot for any novel query.
NAPP
permutation methods are dimensionality-reduction approaches, which assess similarity of objects based on their relative distances to some selected reference points, rather than the real distance values directly. An advantage of permutation methods is that they are not relying on metric properties of the original distance and can be successfully applied to non-metric spaces. The underpinning assumption of permutation methods is that most nearest neighbors can be found by retrieving a small fraction of data points whose pivot rankings are similar to the pivot ranking of the query.
A basic version of permutation methods selects m pivots Πi randomly from the data points. For each data point x, the pivots are arranged in the order of increasing distance from x. Such a permutation of pivots is essentially a lowdimensional integer-valued vector whose i-th element is the ranking order of the i-th pivot in the set of pivots sorted by their distances from x. For the pivot closest to the data point, the value of the vector element is one, while for the most distance pivot the value is m.
In the searching step, a certain number of candidate points are retrieved whose permutations are sufficiently close to the permutation of the query vector. Afterwards, the search method sorts these candidate data points based on the original distance function.
This basic method can be improved in several ways. For example, one can index permutations rather than searching them sequentially: It is possible to employ a permutation prefix tree, an inverted index, or an index designed for metric spaces, e.g., a VPtree.
Neighborhood APProximation index(NAPP) was implemented by Bilegsaikhan. First, the algorithm selects m pivots and computes the permutations induced by the data points. For each data point, mi ≤ m most closest pivots are indexed in a inverted file. At query time, the data points that share at least t nearest neighbor pivots with the query are selected. Then, these candidates points are compared directly against the query based on the real distance.
Selective Hashing
LSH is designed for finding points within a fixed radius of the query point, i.e., radius search. For a k-NN problem (e.g., the first page results of search engine), the corre-sponding radii for different query points may vary by orders of magnitude, depending on how densely the region around the query point is populated.
Recently, there has been increasing interest in designing learning-based hashing functions to alleviate the limitations of LSH. If the data distributions only have global density patterns, good choices of hashing functions may be possible. However, it is not possible to construct global hashing functions capturing diverse local patterns. Actually, k-NN distance (i.e., the desired search range) depends on the local density around the query.
Selective Hashing(SH) is especially suitable for k-NN search which works on the top of radius search algorithms such as LSH. The main innovation of SH is to create multiple LSH indices with different granularities (i.e., radii). Then, every data object is only stored in one selected index, with certain granularity that is especially effective for k-NN searches near it.
Traditional LSH-related approaches with multiple indexes include all the data points in every index, while selective hashing builds multiple indices with each object being placed in only one index. Hence, there is almost no extra storage overhead compared with one fixed radius. Data points in dense regions are stored in the index with small granularity, while data points in sparse regions are stored in the index with large granularity. In the querying phase, the algorithm will push down the query and check the cell with suitable granularity.
Optimal Product Quantization (OPQ)
Vector quantization (VQ) [21] is a popular and successful method for ANN search, which could be used to build inverted index for non-exhaustive search. A vector x ∈ R d is mapped to a codeword c in a codebook C = { cj } with i in a finite index set. The mapping, termed as a quantizer, is denoted by: x → c(i(x)), where the function i(·) and c(·) is called encoder and decoder, respectively. The k-means approach has been widely used to construct the codebook C where i(x) is the index of the nearest mean of x and c(i(x)) is corresponding mean. An inverted index can be subsequently built to return all data vectors that are mapped to the same codeword.
A product quantizer [27] is a solution to VQ when a large number of codewords are desired. The key idea is to decompose the original vector space into the Cartesian product of M lower dimensional subspaces and quantize each subspace separately. Suppose M = 2 and the dimensions are evenly partitioned. Each vector x can be represented as the concatenation of 2 sub-vectors: [x (1) , x (2) ], Then we have
where C (1) (resp. C (2) ) is constructed by applying the k-means algorithm on the subspace consisting of the first (resp. second) half dimensions. As such, there are k × k codewords, and x's nearest codeword c in C is the concatenation of the two nearest sub-codewords c (1) and c (2) based on its sub-vectors x (1) and x (2) , respectively. Given a query vector q = [q (1) , q (2) ], the search algorithm in [6] first retrieves L closest sub-codedwords { C i j } i∈{ 1,2 },j∈{ 1,2,...L } in each subspaces based on q (1) and q (2) , respectively, and then a multi-sequence algorithm based on a priority queue is applied to traverse the set of pairs { C 1 j , C 2 j } in increasing distance to achieve candidate codeword set C, finally, the distances of points belonging to one of the code word in C are examined via the inverted index.
Recently, the Optimal Product Quantization (OPQ) method is proposed [20] , which optimizes the index by minimizing the quantization distortion with respect to the space decompositions and the quantization codewords.
TREE-BASED SPACE PARTITION METHODS
Tree-based space partition has been widely used for the problem of exact and approximate NNS. Generally, the space is partitioned in a hierarchically manner and there are two main partitioning schemes: pivoting and compact partitioning schemes. Pivoting methods partition the vector space relying on the distance from the data point to pivots while compact partitioning methods either divide the data points into clusters, approximate Voronoi partitions or random divided space. In this subsection, we introduce two representative compact partitioning methods, Annoy [7] and FLANN [33] . as they are used in a commercial recommendation system and widely used in the Machine Learning and Computer Vision communities. In addition, we also evaluate a classical pivoting partitioning method, Vantage-Point tree [44] (VP-tree), in the experiments.
FLANN
FLANN is an automatic nearest neighbor algorithm configuration method which select the most suitable algorithm from randomized kd-tree [38] , hierarchical k-means tree [17] 1 , and linear scan methods for a particular data set. Below, we briefly introduce the two modified tree-based methods and the algorithm selection criteria of FLANN based on [33] and Version 1.8.4 source code.
Randomized kd-trees
The main differences from FLANN's randomize kd-trees with the traditional kd-tree are: (i) The data points are recursively split into two halves by first choosing a splitting dimension and then use the perpendicular hyperplane centered at the mean of the dimension values of all input data points. (ii) The splitting dimension is chosen at random from top-5 dimensions that have the largest sample variance based on the input data points. (iii) Multiple randomized kd-trees are built as the index.
To answer a query q, a depth-first search prioritized by some heuristic scoring function are used to search multiple randomized kd-trees with a shared priority queue and candidate result set. The scoring function always favors the child node that is closer to the query point, and lower bounding distance is maintained across all the randomized trees. Hierarchical k-means tree is constructed by partitioning the data points at each level into K regions using K-means clustering. Then the same method is applied recursively to the data points in each region. The recursion is stopped when the number of points in each leaf node is smaller than K. The tree is searched by initially traversing the tree from the root to the closest leaf, during which the algorithm always picks up the the inner node closest to the query point, and adding all unexplored branches along the path to a priority queue.
FLANN carefully chooses one of the three candidate algorithms by minimizing a cost function which is a combination 1 Also known as GNAT [11] and vocabulary tree [37] .
of the search time, index building time and memory overhead to determine the search algorithm. The cost function is defined as follows:
where s(θ), b(θ) and m(θ) represent the search time, tree build time and memory overhead for the trees constructed and queried with parameters θ. Flann use random sub-sampling cross-validation to generate the data and the query points when we run the optimization. The optimization can be run on the full data set for the most accurate results or using just a fraction of the data set to have a faster auto-tuning process.
Annoy
Annoy is an empirically engineered algorithm that has been used in the recommendation engine in spotify.com, and has been recognized as one of the best ANN libraries. Index Construction .
In earlier versions, Annoy constructs multiple random projection trees [13] . In the latest version (as of March 2016), it instead constructs multiple hierarchical 2-means trees. Each tree is independently constructed by recursively partitioning the data points as follows. At each iteration, two centers are formed by running a simplified clustering algorithm on a subset of samples from the input data points. The two centers defines a partition hyperplane which has equidistant from the centers. Then the data points are partitioned into two sub-trees by the hyperplane, and the algorithm builds the index on each sub-trees recursively. Search .
The search process is carried out by traveling tree nodes of the multiple RP trees. Initially, the roots of the RP trees are pushed into a maximum priority queue with key values infinity. For a given tree node ni with parent node np, if the query q falls into the subtree of ni, the key of ni is the minimum of its parent node and the distance to the hyperplane; otherwise, the key is the minimum of its parent node and the negative value of the distance to the hyperplane. At each iteration, the node with the maximum key is chosen for exploration.
VP-tree
VP-tree is a classic space decomposition tree that recursively divides the space with respect to a randomly chosen pivot π. For each partition, a median value R of the distance from π to every other point in the current partition was computed. The pivot-centered ball with the radius R is used to partition the space: the inner points are placed into the left subtree, while the outer points are placed into the right subtree (points that are exactly at distance R from π can be placed arbitrarily). Partitioning stops when the number of points falls below the threshold b.
In classic VP-tree, the triangle inequality can be used to prune unpromising partitions as follows: imagine that r is a radius of the query and the query point is inside the pivotcentered ball (i.e., in the left subtree). If R − d(π, q) > r, the right partition cannot have an answer and the right subtree can be safely pruned. The nearest-neighbor search is simulated as a range search with a decreasing radius: Each time we evaluate the distance between q and a data point, we compare this distance with r. If the distance is smaller, it becomes a new value of r. In [34] , a simple polynomial pruner is employed. More specifically, the right partition can be pruned if the query is in the left partition and (R − d(π, q)) β α lef t > r. The left partition can be pruned if the query is in the right partition and (d(π, q) − R) β α lef t > r.
NEIGHBORHOOD-BASED METHODS
In general, the neighborhood-based methods build the index by retaining the neighborhood information for each individual data point towards other data points or a set of pivot points. Then various greedy heuristics are proposed to navigate the proximity graph for the given query. In this subsection, we introduce the representative neighborhood-based methods, namely Hierarchical Navigable Small World(HNSW [32] ) and KGraph [16] . In addition, we also evaluate other two representative methods including Small World (SW [31] ), and Rank Cover Tree (RCT [23] ) 2 .
KGraph
KGraph [15] is the representative technique for K-NN graph construction and nearest neighbor searches. Index Construction .K-NN graph is a simple directed graph where there are K out-going edges for each node, pointing to its K nearest data points. Since the exact computation of K-NN graph is costly, many heuristics have been proposed in the literature [16, 5] . In [16] , the construction of K-NN graph relies on a simple principle: A neighbor's neighbor is probable also a neighbor. Starting from randomly picked k nodes for each data point, it iteratively improves the approximation by comparing each data point against its current neighbors' neighbors, including both K-NN and reverse K-NN points, and stop when no improvement can be made. Afterwards, four optimizations are applied (local join, incremental search, sampling and early termination) to reduce the redundant computation and speed up the indexing phrase to stop at an acceptable accuracy. Search .A greedy search algorithm is employed in [16] to discover the k nearest neighbor from a query point q. Starting from p randomly chosen nodes (i.e.,data points), the search maintains a node list to store the current best k nodes sorted by their distances to the query, and recursively computes the distances from the query q to each neighbor point (by following the graph edges) of first unexplored data point of the node list. The node list is updated by the neighbor points that are closer to the query. This greedy algorithm stops when each data point x at the node list is closer to the query than any of its neighbor.
Small World
A small world(SW) method is a variant of a navigable small world graph data structure. The small world graph contains an approximation of the Delaunay graph and has long-range links together with the small-world navigation property.SW uses the same searching method with K-NNG. The greatest difference between K-NNG and SW is the connection structure of nodes. K-NNG strives to obtain the local approximate optimal solution for each node, but SW explore the current optimal links for the inserted points by a incremental construction strategy. Besides, SW keeps twoway connection for each edge, but K-NNG only preserve the kNN neighbors of each node.
Index Construction The construction of SW is a bottom-top procedure that insert all the data points consecutively. For every new incoming point,they find the set of its closest neighbors from the graph and the undirected edges are created to connect the set and the point. As more and more elements are inserted into the graph, links that previously served as short-range links now become long-range links making a navigable small world.
Search The nearest neighbor search algorithm is, thus, a greedy search procedure that carries out several subsearches. A sub-search starts at a random node and proceeds to expanding the set of traversed nodes which are not visited by following neighboring links. The sub-search stops when it cannot find points that are closer than already found M nearest points (M is a search parameter).
Hierarchical Navigable Small World
The key idea of the Hierarchical Navigable Small World(HNSW) algorithm is to separate the links according to their length scale. In this case, the average connections per element in all of the layers can be limited.
Index Construction HNSW can be seen as a multi-layer and multi-resolution variant of a proximity graph. A ground (zero-level) layer includes all data points and higher layer has fewer points. Similar to SW, HNSW is constructed by incrementially inserting data points, one by one. For each data point, a maximum level m is selected randomly and the new point is added to all the layers starting from layer m down to the layer zero. The insertion process can be divided into two phrases. The first phrase starts from the top layer to m + 1 by greedily traversing the graph in order to find the closest neighbor in the layer, which is used as the enter point to continue the search in the next layer. The second phrase starts from layer m down to zero. M nearest neighbors are found and connected with the new point. The searching quality is controlled by the parameter ef , which is the number of the enter points and plays the similar role with p of KGraph. In first phrase, the number of ef is set as 1.
Search The searching algorithm is roughly equivalent to the insertion algorithm from an item with maximum level m = 0. The closest neighbors found at the ground layer are returned as the search result.
Rank Cover Tree
Rank cover tree (RCT) [23] is a probabilistic data structure for similarity search, which entirely avoids the use of numerical constraints such as triangle inequality. The searching algorithm is based on the ranks of the points with respect to the query, and returns a correct result in time that depends competitively on a measure of the intrinsic dimensionality of the data set.
The structure of RCT blends some of the design features of SASH [24] and Cover Tree [9] . It is a hierarchical tree in which each node in the bottom level (level 0) is associated with a data point, and the nodes in level j are randomly selected from the set of level j − 1 with certain probability. The index construction of RCT is performed by inserting the nodes from high levels to low levels. If one node x in level j appears in the RCT tree, the indexing algorithm will search its nearest neighbor v in level j + 1, and then link x to v. Otherwise, the node links to its copy in level j + 1.
Searching of RCT starts from the root of the tree, and on each level j, only a subset of nodes Vj is kept, as the nodes in Vj are the most similar to the query. The search algorithm iteratively perform the above procedure until reaching the bottom level.
DIVERSIFIED PROXIMITY GRAPH
The experience and insights we gained from this study enable us to engineer a new method, Diversified Proximity Graph (DPG), which constructs a different neighborhood graph to achieve better and more robust search performance.
Motivation
In K-NN graph construction, we only consider the distances of neighbors for each data point. But intuitively we should also consider the coverage of the neighbors. As shown in Figure 1 , the two closest neighbors of the point p are a3 and a4, and hence in the 2-NN graph p cannot lead the search to the NN of q (i.e., the node b) although it is close to b. Since a1, . . . , a4 are clustered, it is not cost-effective to retain both a3 and a4 in the K-NN list of p. This motivates us to consider the direction diversity (i.e., angular dissimilarity) of the K-NN list of p in addition to the distance, leading to the diversified K-NN graph. Regarding the example, including a3 and b is a better choice for the K-NN list of p. Now assume we have replaced edge (p, a4) with the edge (p, b) (i.e., the dashed line in Figure 1 ), but there is still another problem. As we can see that there is no incoming edge for p because it is relatively far from two clusters of points (i.e., p is not 2-NN of these data points). This implies that p is isolated, and two clusters are disconnected in the example. This is not uncommon in high dimensional data due to the phenomena of "hubness" [36] where a large portion of data points rarely serve as K-NN of other data points, and thus have no or only a few incoming edges in the K-NN graph. This motivates us to also use the reverse edges in the diversified K-NN graph; that is, we keep an bidirected diversified K-NN graph as the index, and we name it Diversified Proximity Graph (DPG).
Diversified Proximity Graph
The construction of DPG is a diversification of an existing K-NN graph, followed by adding reverse edges.
Given a reference data point p, the similarity of two points x and y in p's K-NN list L is defined as the angle of ∡xpy, denoted by θ(x, y). We aim to choose a subset of κ data points, denoted by S, from L so that the average angle between two points in S is maximized; or equivalently,
The above problem is NP-hard [29] . Hence, we design a simple greedy heuristic. Initially, S is set to the closest point of p in L. In each of the following κ − 1 iterations, a point is moved from L \ S to S so that the average pairwise angular similarity of the points in S is minimized. Then for each data point u in S, we include both edges (p, u) and (u, p) in the diversified proximity graph. The time complexity of the diversification process is O(κ 2 Kn) where n is the number of data points, and there are totally at most 2κn edges in the diversified proximity graph.
It is critical to find a proper K value for a desired κ in the diversified proximity graph as we need to find a good trade-off between diversity and proximity. In our empirical study, the DPG algorithm usually achieves the best performance when K = 2κ. Thus, we set K = 2κ for the diversified proximity graph construction. Although the angular similarity based DPG algorithm can achieve very good search performance, the diversification time of O(κ 2 Kn) is still costly. In our implementation, we use another heuristic to construct the diversified K-NN graph as follows. We keep a counter for each data point in the K-NN list L of the data point p. For each pair of points u, v ∈ L, we increase the counter of v by one if v is closer to u than to p; that is, v, u 2 < v, p 2. Then, we simply keep the κ data points with lowest count frequencies for p because, intuitively, the count of a data point is high if there are many other points with similar direction. This leads to the time complexity of O(K 2 n) for diversification. Our empirical study shows that we can achieve similar search performance, while significantly reduce the diversification time. We also demonstrate that both diversification and reverse edges contribute to the improvement of the search performance.
Note that the search process of the DPG is the same as that of KGraph introduced in Section 6.1.
EXPERIMENTS
In this section, we present our experimental evaluation.
Experimental Setting
Algorithms Evaluated
We use 15 representative existing NNS algorithms from the three categories and our proposed diversified proximity graph (DPG) method. All the source codes are publicly available. Algorithms are implemented in C++ unless otherwise specified. We carefully go through all the implementations and make necessary modifications for fair comparisons. For instance, we re-implement the search process of some algorithms in C++. We also disable the multithreads, SIMD instructions, fast-math, and hardware prefetching technique. All of the modified source codes used in this paper are public available on GitHub [40] .
(1) LSH-based Methods. We evaluate Query-Aware LSH [25] '15) . We use the hierarchical clustering trees in FLANN to index the resulting binary vectors to support more efficient search for the above algorithms. Due to increased sparsity for the Hamming space with more bits, precision within Hamming radius 2 drops significantly when longer codes are used. Therefore, we check the real distances of at most N data points to achieve the tradeoff between the search quality and search speed.
We also evaluate the Selective Hashing [19] 
Datasets and Query Workload
We deploy 18 real datasets used by existing works which cover a wide range of applications including image, audio, video and textual data. We also use two synthetic datasets. Table 1 summarizes the characteristics of the datasets including the number of data points, dimensionality, Relative Contrast (RC [22] ), local intrinsic dimensionality (LID [1] ), and data type where RC and LID are used to describe the hardness of the datasets.
Relative Contrast evaluates the influence of several crucial data characteristics such as dimensionality, sparsity, and database size simultaneously in arbitrary normed metric spaces.
Suppose X = {xi, i = 1, ..., n} and a query q where xi, q
is the distance to the nearest database sample, and D q mean = Ex[D(x, q)] is the expected distance of a random database sample from the query q. The relative contrast of the dataset X for a query q is defined as 
Intuitively, Cr captures the notion of difficulty of NN search in X. Smaller the Cr, more difficult the search. If Cr is close to 1, then on average a query q will have almost the same distance to its nearest neighbor as that to a random point in X.
We
Local Intrinsic Dimensionality evaluates the rate at which the number of encountered objects grows as the considered range of distances expands from a reference location. We employ RVE(estimation using regularly varying funtions) to compute the value of LID. It applies an ad hoc estimator for the intrinsic dimensionality based on the characterization of distribution tails as regularly varying functions. The dataset with higher LID value implies harder than others.
We mark the first four datasets in Table 1 
Evaluation Metrics
Since exact kNN can be found by a brute-force linear scan algorithm (denoted as BF ), we use its query time as the baseline and define the speedup of Algorithm A as
where tx is the average search time of Algorithm x.
The search quality of the k returned points is measured by the standard recall against the kNN points (See Section 2.1).
All reported measures are averaged over all queries in the query workload. We also evaluate other aspects such as index construction time, index size, and scalability.
Note that the same algorithm can achieve different combination of speedup and recall (typically via using different threshold on the number of points verified, i.e., N ).
Parameter Tunning
Below are the default settings of the key parameters of the algorithms in the second round evaluation in Section 8.5.
• SRS. The number of projections (m) is set to 8.
• OPQ. The number of subspaces is 2, and each subspace can have 2 10 codewords (i.e., cluster centers) by default.
• Annoy. The number of the Annoy trees, m, is set to 50.
• FLANN. We let the algorithm tune its own parameters.
• HNSW. The number of the connections for each point, M , is set to 10.
• KGraph. By default, we use K = 40 for the K-NN graph index.
• DPG. We use κ = K 2 = 20 so that the index size of DPG is the same as that of KGraph in the worst case.
More details about how to tune each algorithm and the comparisons about our counting based DPG and angular based DPG were reported in Appendix A.
Comparison with Each Category
In this subsection, we evaluate the trade-offs between speedup and recall of all the algorithms in each category. Given the large number of algorithms in the space partitionbased category, we evaluate them in the encoding-based and tree-based subcategories separately. The goal of this round of evaluation is to select several algorithms from each category as the representatives in the second round evaluation (Section 8.5). Figure 2 plots the trade-offs between the speedup and recall of two most recent data-independent algorithms SRS and QALSH on Sift and Audio. As both algorithms are originally external memory based approaches, we evaluate the speedup by means of the total number of pages of the dataset divided by the number of pages accessed during the search. It shows that SRS consistently outperforms QALSH. Table  2 shows the construction time and index size of SRS and QALSH, we can see that SRS has smaller index size than QALSH (at least 5 times larger than SRS). Thus, SRS is chosen as the representative in the second round evaluation where a cover-tree based in-memory implementation will be used. 
LSH-based Methods
Encoding-based Methods
We evaluate six encoding based algorithms including OPQ, NAPP, SGH, AGH, NSH and SH. Figure 3 demonstrates that, of all methods, the search performance of OPQ beats other algorithms by a big margin on most of the datasets. Table 3 reports the construction time (second) and index size (MB) of encoding-based methods. For most of datasets, NSH has the smallest index size, followed by AGH, SGH and OPQ. Selective Hashing has the largest index size because it requires long hash table to reduce the points number in a bucket and multiple hash tables to achieve high recall.
NSH and AGH spend relatively small time to build the index. The index time value of OPQ has a strong association with the length of the sub-codeword and dimension of the data point. Nevertheless, the index construction time of OPQ still turns out to be very competitive compared with other algorithms in the second round evaluation. Therefore, we choose OPQ as the representative of the encoding based methods.
Tree-based Space Partition Methods
We evaluate three algorithms in this category: FLANN, Annoy and VP-tree. To better illustrate the performance of FLANN, we report the performance of both randomized kdtrees and hierarchical k-means tree, namely FLANN-KD and FLANN-HKM, respectively. Note that among 20 datasets deployed in the experiments, the randomized kd-trees method (FLANN-KD) is chosen by FLANN in five datasets: Enron, Trevi, UQ-V, BANN and Gauss. The linear scan is used in the hardest dataset: Rand, and the hierarchical k-means tree (FLANN-HKM) is employed in the remaining 14 datasets. Figure 4 shows that Annoy, FLANN-HKM and FLANN-KD can obtain the highest performance in different datasets.
Note that the index size of VP-tree is the memory size used during the indexing. From table 4, we can see VP-Tree almost has the largest index time, which is because VPtree spend long time to tune the parameters automatically. While the search performance of VP-tree is not competitive compared to FLANN and Annoy under all settings, it is excluded from the next round evaluation. 
Neighborhood-based Methods
In the category of neighborhood-based methods, we evaluate four existing techniques: KGraph, SW, HNSW and RCT. Figure 5 shows that the search performance of KGraph and HNSW substantially outperforms that of other two algorithms on most of the datasets.
RCT has the smallest index size and the construction time of KGraph and HNSW are relatively large. Due to the outstanding search performance of KGraph and HNSW, we choose them as the representatives of the neighborhoodbased methods. Note that we delay the comparison of DPG to the second round evaluation.
Second Round Evaluation
In the second round evaluation, we conduct comprehensive experiments on seven representative algorithms: SRS, OPQ, FLANN, Annoy, HNSW, KGraph, and DPG.
Search Quality and Time
In the first set of experiments, Figure 6 reports the speedup of seven algorithms when they reach the recall around 0.8 on 20 datasets. Note that the speedup is set to 1.0 if an algorithm cannot outperform the linear scan algorithm. Among seven algorithms, DPG and HNSW have the best overall search performance and KGraph follows. It is shown that DPG enhances the performance of KGraph, especially on hard datasets: Nusw, Gist, Glove and Rand. As reported thereafter, the improvement is also more significant on higher recall. For instance, DPG is ranked after KGraph on three datasets under this setting (recall 0.8), but it eventually surpasses KGraph on higher recall. Overall, DPG and HNSW have the best performance for different datasets.
OPQ can also achieve a decent speedup under all settings. Not surprisingly, SRS is slower than other competitors with a huge margin as it does not exploit the data distribution. Similar observations are reported in Figure 7 , which depicts the recalls achieved by the algorithms with speedup around 50.
We evaluate the trade-off between search quality (Recall) and search time (Speedup and the percentage of data points accessed). The number of data points to be accessed (N ) together with other parameters such as the number of trees (Annoy) and the search queue size (HNSW, KGraph and DPG), are tuned to achieve various recalls with different search time (i.e., speedup). Figure 8 illustrates speedup of the algorithms on eight datasets with recall varying from 0 to 1. It further demonstrates the superior search performance of DPG on high recall and hard datasets (Figure 8(a)-(d) ). The overall performances of HNSW, KGraph and Annoy are also very competitive, followed by FLANN. It is shown that the performance of both DPG and KGraph are ranked lower than that of HNSW, Annoy, FLANN and OPQ in Figure 8 (h) where the data points are clustered.
In Figure 9 , we evaluate the recalls of the algorithms against the percentage of data points accessed, i.e., whose distances to the query in the data space are calculated. As the search of proximity-based methods starts from random entrance points and then gradually approaches the results while other algorithms initiate their search from the most promising candidates, the search quality of these methods is outperformed by Annoy, FLANN and even OPQ at the beginning stage. Nevertheless, their recall values rise up faster than other algorithms when more data points are accessed. Because of the usage of the hierarchical structure in HNSW, HNSW could approach the results more quickly.
Searching with Different K
We evaluate the speedup at the recall of 0.8 with different K. As shown in figure 12 , DPG and HNSW almost has the best search performance for K between 1 and 100, followed by KGraph and Annoy. The similar ranking could be observed in different K.
Index Size and Construction Time
In addition to search performance, we also evaluate the index size and construction time of seven algorithms on 20 datasets. Figure 10 reports ratio of the index size (exclude the data points) and the data size. Except Annoy, the index sizes of all algorithms are smaller than the corresponding data sizes.
The index sizes of DPG, KGraph, HNSW and SRS are irrelevant to the dimensionality because a fixed number of neighbor IDs and projections are kept for each data point by neighborhood-based methods (DPG, KGraph and HNSW) and SRS, respectively. Consequently, they have a relatively small ratio on data with high dimensionality (e.g., Trevi). Overall, OPQ and SRS have the smallest index sizes, less than 5% among most of the datasets, followed by HNSW, DPG, KGraph and FLANN. It is shown that the rank of the index size of FLANN varies dramatically over 20 datasets because it may choose three possible index structures. Annoy needs to maintain a considerable number of trees for a good search quality, and hence has the largest index size. Figure 11 reports the index construction time of the algorithms on 20 datasets. SRS has the best overall performance due to its simplicity. Then Annoy ranks the second. The construction time of OPQ is related to the dimensionality because of the calculation of the sub-codewords (e.g., Trevi). HNSW, KGraph and DPG have similar construction time. Compared with KGraph, DPG doesn't spend large extra time for the graph diversification. Nevertheless, they can still build the indexes within one hour for 16 out of 20 datasets.
Scalability Evaluation
In Figure 13 , we investigate the scalability of the algorithms in terms of the search time, index size and index construction time against the growth of the number of data points (n) and the dimensionality (d). The target recall is set to 0.8 for evaluation of n and d, respectively. Particularly, BANN is deployed with the number of data points growing from 1M to 10M. Following the convention, we use random data, Rand, to evaluate the impact of the dimensionality which varies from 50 to 800. To better illustrate the scalability of the algorithms, we report the growth ratio of the algorithms against the increase of n and d. For instance, the index size growth ratio of DPG with n = 4M is obtained by its index size divided by the index size of DPG with n = 1M . With the increase of the number of data points (n), DPG, KGraph, HNSW and Annoy have the best search scalability while SRS ranks the last. On the other hand, OPQ has the best scalability over index size and construction time, followed by FLANN. It is noticed that the performance of FLANN is rather unstable mainly because it chooses FLANN-KD when n is 6M and 10M, and FLANN-HKM otherwise.
Regarding the growth of dimensionality, FLANN has the worst overall performance which simply goes for brute-force linear scan when d ≥ 100. As expected, DPG, KGraph, HNSW and SRS have the best index size scalability since their index sizes are independent of d. It is interesting that SRS has the best search scalability, and its speedup even outperforms DPG when d ≥ 2000. This is probably credited to its theoretical worse performance guarantee. Note that we do not report the performance of KGraph in Figure 13 (d) because it is always outperformed by linear scan algorithm. This implies that KGraph is rather vulnerable to the high dimensionality, and hence justifies the importance of DPG, which achieves much better search scalability towards the growth of dimensionality.
Harder Query Workload
We evaluate the algorithm performances when the distribution of the query workload becomes different from that of the datasets. We control the generation of increasingly different query workloads by perturbing the default queries by a fixed length δ in a random direction. By increasingly large δ for the default queries on Sift, we obtain query workloads whose RC values vary from 4.5 (without perturbation) to 1.2. Intuitively, queries with smaller RC values are harder as the distance of a random point in the dataset and that of the NN point becomes less distinguishable. Figure 14 shows the speedups of the algorithms with recall at around 0.8 on the harder query workloads characterized by the RC values. The speedups of all the algorithms decrease with the increase of RC values. HNSW has the best performance on easy queries, followed by DPG, KGraph, Annoy and FLANN. Nevertheless, DPG is the least affected and still achieves more than 100x speedup (with a recall at least 0.8) on the hardest settings. This demonstrates the robustness of DPG against different query workloads. Table 6 ranks the performances of the seven algorithms from various perspectives including search performance, index size, index construction time, and scalability. We also indicate that SRS is the only one with theoretical guarantee of searching quality, and it is very easy to tune the parameters for search quality and search time. The tuning of Annoy is also simple, simply varying the number of the trees. It is much complicated to tune the parameters of FLANN. Authors therefore developed the auto-configure algorithm to handle this.
Summary
Below are some recommendations for users according to our comprehensive evaluations. • When there are sufficient computing resources (both main memory and CPUs) for the off-line index construction, and sufficient main memory to hold the resulting index, DPG and HNSW are the best choices for ANNS on high dimensional data due to their outstanding search performance in terms of robustness to the datasets, result quality, search time and search scalability.
We also recommend Annoy, due to its excellent search performance, and robustness to the datasets. Additionally, a nice property of Annoy is that, compared with proximity graph based approaches, it can provide better trade-off between search performance and index size/construction time. This is because, one can reduce the number of trees without hurting the search performance substantially.
Note that KGraph also provides overall excellent performance except on few datasets (e.g., the four hard datasets and Yout). We recommend Annoy instead of KGraph as DPG is an improved version of KGraph with better performance, and Annoy performs best in the few cases where both DPG and KGraph do not perform as well (e.g., Yout, and Gauss).
• To deal with large scale datasets (e.g., 1 billion of data points) with moderate computing resources, OPQ and SRS are good candidates due to their small index sizes and construction time. It is worthwhile to mention that, SRS can easily handle the data points updates and have theoretical guarantee, which distinguish itself from other five algorithms.
FURTHER ANALYSES
In this section, we analyze the most competitive algorithms in our evaluations, grouped by category, in order to understand their strength and weakness.
Space Partition-based Approach
Our comprehensive experiments show that Annoy, FLANN and OPQ have the best performance among the space partitioning-based methods. Note that FLANN chooses FLANN-HKM in most of the datasets. Therefore, all three algorithms are based on k-means space partitioning.
We identify that a key factor for the effectiveness of kmeans-style space partitioning is that the large number of clusters, typically Θ(n). Note that we cannot directly apply k-means with k = Θ(n) because (i) the index construction time complexity of k-means is linear to k, and (ii) the time complexity to identify the partition where the query is located takes Θ(n) time. Both OPQ and FLANN-HKM/Annoy achieve this goal indirectly by using the ideas of subspace partitioning and recursion, respectively.
We perform experiments to understand which idea is more effective. We consider the goal of achieving k-means-style space partitioning with approximately the same number of partitions. Specifically, we consider the following choices: (i) Use k-means directly with k = 18, 611. (ii) Use OPQ with 2 subspaces and each has 256 clusters. The number of effective partitions (i.e., non-empty partitions) is also 18, 611. (iii) Use FLANN-HKM with branching factor L = 2 and L = 42, respectively. We also modify the stopping condition so that the resulting trees have 18, 000 and 17, 898 partitions, respectively. Figure 15 partition has the worst performance, followed by (modified) FLANN-HKM with L = 42, and then L = 2. k-means has the best performance, although the performance differences between the latter three are not significant. Therefore, our analysis suggests that hierarchical k-means-based partitioning is the most promising direction so far. Our second analysis is to investigate whether we can further boost the search performance by using multiple hierarchical k-means trees. Note that Annoy already uses multiple trees and it significantly outperforms a single hierarchical k-means tree in FLANN-HKM on most of the datasets. It is natural to try to enhance the performance of FLANN-HKM in a similar way. We set up an experiment to construct multiple FLANN-HKM trees. In order to build different trees, we perform k-means clustering on a set of random samples of the input data points. Figure 15(b) shows the resulting speedup vs recall where we use up to 50 trees. We can see that it is not cost-effective to apply multiple trees for FLANN-HKM on Audio, mainly because the trees obtained are still similar to each other, and hence the advantage of multiple trees cannot offset the extra indexing and searching overheads. Note that Annoy does not suffer from this problem because 2-means partition with limited number of samples and iterations naturally provides diverse partitions.
Neighborhood-based Approach
Our first analysis is to understand why KGraph, DPG and HNSW work very well (esp. attaining a very high recall) in most of the datasets. Our preliminary analysis indicates that this is because (i) the kNN points of a query are typically closely connected in the neighborhood graph, and (ii) most points are well connected to at least one of the kNN points of a query. (ii) means there is a high empirical probability that one of the p entry points selected randomly by the search algorithm can reach one of the kNN points, and (i) ensures that most of the kNN points can be returned. By well connected, we mean there are many paths from an entry point to one of the kNN point, hence there is a large probability that the "hills" on one of the path is low enough so that the search algorithm won't stuck in the local minima. We also investigate why KGraph does not work well on some datasets and why DPG and HNSW works much better. KGraph does not work on Yout and Gauss mainly because both datasets have many well-separated clusters. Hence, the index of KGraph has many disconnected components. Thus, unless one of the entrance points used by its search algorithm is located in the same cluster as the query results, there is no or little chance for KGraph to find any near point. On the other hand, mainly due to the diversification step and the use of the reverse edges in DPG, there are edges linking points from different clusters, hence resulting in much improved recalls. Similarly, in HNSW, the edges are also well linked.
For example, we perform the experiment where we use the NN of the query as the entrance point of the search on Yout. KGraph then achieves 100% recall. In addition, we plot the distribution of the minimum number of hops (minHops) for a data point to reach any of the kNN points of a query 30 for the indexes of KGraph and DPG on Yout and Gist in Figure 16 . We can observe that
• For KGraph, there are a large percentage of data points that cannot reach any kNN points (i.e., those corresponding to ∞ hops) on Yout (60.38%), while the percentage is low on Gist (0.04%).
• The percentages of the ∞ hops are much lower for DPG (1.28% on Yout and 0.005% on Gist).
• There is no ∞ hops for HNSW on both datasets.
• DPG and HNSW have much more points with small minHops than KGraph, which contributes to making it easier to reach one of the kNN points. Moreover, on Yout, HNSW has the most points with small minHops over three algorithms, which results in a better performance as shown in Figure 8 (g).
Comparisions with Prior Benchmarks
We have verified that the performance results obtained in our evaluation generally match prior evaluation results, and we can satisfactorily explain most of the few discrepancies.
Comparison with ann-benchmark's Results. While the curves in both evaluations have similar shapes, the relative orders of the best performing methods are different. This is mainly due to the fact that we turned off all hardwarespecific optimizations in the implementations of the methods. Specifically, we disabled distance computation using SIMD and multi-threading in KGraph, -ffast-math compiler option in Annoy, multi-threading in FLANN, and distance computation using SIMD, multi-threading, prefetching technique and -Ofast compiler option in methods implemented in the NonMetricSpaceLib, i.e., SW, NAPP, VPtree and HNSW). In addition, we disabled the optimized search implementation used in HNSW. We confirm that the results resemble ann-benchmark's more when these optimizations are turned on. Disabling these hardware-specific optimizations allows us to gain more insights into the actual power of the algorithms. In fact, the optimizations can be easily added to the implementations of all the algorithms.
KGraph and SW. KGraph was ranked very low in the annbenchmark study [8] possibly due to an error in the test 31 .
Annoy. We note that the performance of latest version of Annoy (based on randomized hierarchical 2-means trees) is noticeably better than its earlier versions (based on multiple heuristic RP-trees), and this may affect prior evaluation results. 31 Our evaluation agrees with http://www.kgraph.org/index.php?n=Main.Benchmark NNS is an fundamental problem with both significant theoretical values and empowering a diverse range of applications. It is widely believed that there is no practically competitive algorithm to answer exact NN queries in sublinear time with linear sized index. A natural question is whether we can have an algorithm that empirically returns most of the kNN points in a robust fashion by building an index of size O(n) and by accessing at most αn data points, where α is a small constant (such as 1%).
CONCLUSION AND FUTURE WORK
In this paper, we evaluate many state-of-the-art algorithms proposed in different research areas and by practitioners in a comprehensive manner. We analyze their performances and give practical recommendations.
Due to various constraints, the study in this paper is inevitably limited. In our future work, we will (i) use larger datasets (e.g., 100M+ points); (ii) consider high dimensional sparse data; (iii) use more complete, including exhaustive method, to tune the algorithms; (iv) consider other distance metrics, as in [34] .
Finally, our understanding of high dimensional real data is still vastly inadequate. This is manifested in many heuristics with no reasonable justification, yet working very well in real datasets. We hope that this study opens up more questions that call for innovative solutions by the entire community. 
REFERENCES
A. PARAMETER SETTING
In this section, we carefully tune all algorithms to achieve a good search performance with reasonable index space and construction time overheads. By default, we use the number of data points verified (i.e., computing the exact distance to the query), denoted by N , to achieve the trade-off between the search quality and search speed unless specially mentioned.
A.1 SRS
We test SRS in two versions: External-Memory version and In-Memory version. In this paper, we do not use the early termination test and stop the searching when it has accessed enough points. Meanwhile, the approximation ratio c is set to 4 and the page size for external memory version is 4096. For the sake of fairness, the success probability of all data-independent methods is set to 1/2 − 1/e. Therefore, there are two parameters T ′ (the maximum number of data points accessed in the query processing), m (the number of dimension of projected space) for SRS algorithm. We change the number of the accessed data points to tune the trade-off between the search quality and search speed under a certain m. Figure 17 plots the changes of the search performance with different projection dimensions. As the increase of the projection dimensionality m, SRS could achieve a better performance. 
External-Memory Version
In-Memory version
For In-Memory version, we compare the speedup using the ratio of the brute-force time and the search time. From figure 18 , we can see as the increase of the value of m, higher speedup could be achieved for high recall while the search speed would be more faster when one requires a relatively moderate value of recall. Considering various aspects, values of m from 8 to 10 provide a good trade-off.
A.2 QALSH
Because QALSH didn't release the source code of InMemory version, we only test the performance of ExternalMemory version. We use the default setting for QALSH and tune the value of c(approximation ratio) to obtain different search performance.
A.3 Scalable Graph Hashing
In SGH, we use the default setting recommended by the author. For kernel feature construction, we use Gaussian kernel and take 300 randomly sampled points as kernel 
A.4 Anchor Graph Hashing
To run 1-AGH and 2-AGH, we have to fix three parameters: m (the number of anchor), s (number of nearest anchors need to be considered for each point) and hash code length b. We focus m to 300 and s=5.
Following are the comparisons for 1-AGH and 2-AGH. We first show the search performance for a single-layer AGH and two-layer AGH with different length of hashcode. For most datasets, it seems using longer hashcode could obtain the much higher performance. Hence, we only compare the performance for b = 64 and b = 128 on both layer AGH. We can observe that 2-AGH provides superior performance compared to 1-AGH for majority of datasets.
A.5 Neighbor-Sensitive Hashing
we set the number of pivots m to 4b where b is the length of hash code and used k-means++ to generate the pivots as described by the authors. The value of η was set to 1.9 times of the average distance from a pivot to its closest pivot. We tune the value of b to get the best performance.
A.6 NAPP
Tunning NAPP involves selection of three parameters: P P (the total number of pivots), Pi (the number of indexed pivots) and Ps(the number of the shared pivots with the query). According to the experiments in [34] , the values of P P between 500 and 2000 provide a good trade-off. The large value of P P will take long construction time. We will tune the value of P P from 500 to 2000. The author also recommend the value of Pi to be 32. We will change Ps to get different search performance.
A.7 Selective Hashing
The experimentation was performed with the default parameter settings provided by the authors. The total number of buckets of per table is 9973. The number of radii G is set to 20. We change the number of the retrieved points T and the approximation ratio c to get different recalls. 
A.8 OPQ
An optimized product quantizer with M subspaces and k sub-codeword in each is used to build inverted multiindex. The product quantizer is optimized using the nonparametric solution initialized by the natural order. The OPQ is generated using M = 2 and evaluates at most T data points to obtain different search trade-off. For most of the datasets, k = 10 would achieve a good performance while k = 8 would be better for the datasets with small data points. In NonMetricSpaceLibrary, VP-tree uses a simple polynomial pruner to generate the optimal parameters α lef t and α right . We use auto-tuning procedure to produce different search performance by given the input parameter target (which is the expected recall) and b (the maximum number of points in leaf nodes). 
A.9 VP-tree
A.10 Annoy
Annoy only involves one parameter: trees number f . Table 7 and 8 shows the index sizes and the construction time complexities are linear to f . The search performance could be significantly improved by using multiple Annoy trees while the growth rate changes slowly when f is larger than 50 for most of the datasets.Considering the search performance and index performance comprehensively, we build 50 trees for all the datasets. We randomly select the init centers in the k-means clustering. According to the recommendations from the source code of Flann, we apply different combinations of iteration times iter and branching size b to generate the recallspeedup trade-off. 
A.12 KDTree
Except the parameter t which is the number of Randomized kdtrees, we use the default setting provided by the source code. The search performance would be improved as the growth of the number of trees. While the speedup doesn't show considerable increase when t is larger than 8.
A.13 Flann
Flann defines the cost as a combination of the search time, tree build time and the tree memory overhead.
We used the default search precisions (90 percent) and several combinations of the tradeoff factors wb and wm. For the build time weight, wb, we used three different possible values: 0 representing the case where we don't care about the tree build time, 1 for the case where the tree build time and search time have the same importance and 0.01 representing the case where we care mainly about the search time but we also want to avoid a large build time. Similarly, the memory weight was chosen to be 0 for the case where the memory usage is not a concern, 100 representing the case where the memory use is the dominant concern and 1 as a middle ground between the two cases.
When we pay more attention to the size of the memory use, the search speedup is very low and almost declines to that of linear scan. For the datasets who have the medium data size or the system with enough memory, the wm of 0 would provide a good search performance. Due to the large margin between large wb and small wb for the search performance, we select 0.01 for wb in this paper. 
A.14 Small World
Small World involves the parameter NN( NN closest points are found during index constructing period). S (number of entries using in searching procedure) is a searching parameter and we tune the value of S to obtain the tradeoff between the search speed and quality. The construction algorithm is computationally expensive and the time is roughly linear to the value of N N . Figure 34 shows the speedup with different N N . The small value of N N could provide a good search performance for low recall but decrease for high recall. For most of datasets, the algorithm could provide a good search tradeoff when N N is 10 or 20. Two main parameters are adopted to get the tradeoff between the index complexity and search performance: M indicates the size of the potential neighbors in some layers for indexing phase, and ef Construction is used to controlled the quality of the neighbors during indexing. We use the default value of ef Construction, which is set to 200. ef Search is a parameter similar to ef Construction to control the search quality. We change the value of ef Search to get the tradeoff between the search speed and quality. Figure 35 show the search performance of different M . Similar to SW, the small value of M could provide a good search performance for low recall but decrease for high recall. We set M = 10 as a default value. (a) Sift (c) MNIST 
A.15 Hierarchical Navigable Small World
A.16 Rank Cover Tree
In RCT, there are parameters: ∆(1/∆ is the sample rate sampled from the lower level, which could determine the height h of the tree), p(the maximum number of parents for each node) and coverage parameter ω.Acording to the the recommendations from the authors, we select h = 4 to build the rank cover tree. A.17 KGraph K-NN Graph involves three parameters: IK (the number of most similar objects connected with each vertex), sample rate ρ, termination threshold ζ and P (initial entries count to start the search). The meaning of ζ is the loss in recall tolerable with early termination. We use a default termination threshold of 0.002. As reported by the author, the recall grows slowly beyond ρ = 0.5. Here we study the impact of IK and ρ on performance. From figure 37, we see that K > 40 is need for most of the datasets. 
A.18 DPG
The parameter tuning of DPG is similar to that of KGraph.
In the experiments, DPG has the same setting with KGraph except that we use κ = K 2 = 20 so that the index size of DPG is the same as that of KGraph in the worst case. Figure 38 shows that using count based diversification (i.e., DPG C ) achieves similar search performance as using angular similarity based diversification (i.e., DPG O). Figure 39 shows the comparisons of the diversification time between counting-based DPG and angular-based DPG. DPG C spends more less time than DPG O. The improvements are especially significant for the dataset with large data points.
A.19 Default setting
• DPG. We use κ = K 2 = 20 so that the index size of DPG is the same as that of KGraph in the worst case. Figure 40 and 41 show the trade-off between search quality(Recall) and search time(Speedup and the percentage of data points to be accessed) for the remaining datasets(some have been shown in 8.5). 
B. SUPPLEMENT FOR THE SECOND ROUND EVALUATION
