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Аннотация: В статье рассматривается задача оптимизации квадратичной 
функции на неограниченном многогранном множестве. Изучен вопрос 
существования глобального минимума и максимума. Даны необходимые и 
достаточные условия существования глобального минимума и максимума.  
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Abstract: In this article we consider the problem of optimization the quadratic 
function in unlimited many-sided set. The question existence of global maximum and 
minimum is study. The necessary and sufficient conditions of existence the global 
minimum and maximum is given.  
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Введение. Экстремальные задачи, т.е. задачи на максимум или минимум, 
возникают как математические модели прикладных задач из естествознания, из 
экономики и техники, так и потребностями самой математики к таким задачам. 
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Подчеркивая прикладной значение математики, все экстремальные задачи 
называют также «задачами оптимизации». К методам оптимизации обращаются 
инженеры-конструкторы, разработчики систем автоматического управления, 
специалисты в области исследования операций, экономисты и многие другие 
[2, 3, 7, 11, 13,14]. 
Современная теория экстремальных задач развивается в различных 
направлениях, имеет разделы с эффективными методами решения, 
сформированы отдельные ее части как результат прикладных исследований, 
направленных на разрешение актуальных проблем экономики, техники и 
производства. В прикладных исследованиях наиболее широкие приложения 
имеют такие разделы теории оптимизации, как математическое 
программирование, вариационное исчисление, теория оптимального 
управления и математическая теория принятия оптимальных решений [1, 
5,12,14].  
Практика всегда ставит актуальные задачи перед математикой, в том 
числе, задачи, приводящие новым математическим моделям оптимизации. 
Поэтому, возникает потребность не только на разработку математических 
методов решения поставленных задач практики, но и развития новых подходов 
к решению известных экстремальных задач при более общих условиях. В 
последние десятилетия прошлого века задачи оптимизации, связанные с 
проблемами управления сложных систем и принятия решения, привлекли 
особое внимание специалистов по оптимизации, что и привело развитию 
методов негладкой оптимизации, сформированию негладкого и многозначного 
анализа [6, 9,11].  
Математическое программирование является важным разделом теории 
экстремальных задач. В данном разделе теории оптимизации наиболее развиты 
методы линейного, выпуклого, динамического и квадратичного 
программирования [2,5,10]. Можно сказать, что методы математического 
программирования имеют приложения во всех областях исследований, 
связанных с вопросами оптимизации [6,13,14 ]. Методы конечномерной 
оптимизации особенно важны в исследованиях задач многокритериальной 
оптимизации, экстремальных задач интервальными неопределенностями. Они 
находят эффективные применения в самых разнообразных задачах 
экономического содержания.  
В математическом программировании изучаются задачи нахождения 
экстремума функции нескольких переменных, когда на переменные ставится 
ограничения в виде равенств и неравенств. В общем виде их записывают так: 
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)( и нормой ),( xxx = . В дальнейшем при 
использовании векторно-матричной записи будем считать, что элементы nR – 
суть векторы-столбцы. 
В случае, когда целевая функция )(xf  и все функции ограничения 
mixg i ,1),( = , выпуклые, данная задача называется задачей выпуклого 
программирования. Особый интерес представляют задачи, когда целевая 
функция выпуклая или вогнутая(т.е. )(xf− -выпуклая), а все ограничения 
линейные. К таким классам задач относятся задачи квадратичного 
программирования: 











где D  – симметрическая квадратная матрица размера n , с , miai ,1, = , – 
заданные векторы nR .  
Пусть: −A – )( nk  -матрица, строки которой состоит из компонент векторов 
kiai ,1, = ; 
0A – )(( nkm − -матрица, строки которой состоит из компонент 
mkiai ,1, += ; 
−b – вектор с компонентами kibi ,1, = ; 
0b – вектор с компонентами 
mkibi ,1, += . Тогда используя векторно-матричную запись, задачу 
квадратичного программирования можно записать так: 











В качестве задач, приводящихся к этой задаче, можно привести задачу 
определения расстояния от заданной точки nRd   до многогранного 
подмножества nR  и задачу проектирования точки nRd   на такое множество(в 
этом случае, ED = – единичная матрица).  
Множество допустимых точек рассматриваемой задачи (1)  
}xA ,x: x { 00 bbARV n == −−   
представляет собой замкнутое многогранное множество, которое в общем 
случае не обязательно ограничено. Поэтому существование решения данной 
задачи не будет следовать из теоремы Вейерштрасса о достижении 
непрерывной функции своих нижних и верхних границ [4,5]. 
В теории квадратичного программирования существования решения 
задачи и условия оптимальности изучаются, как обычно, в предположении, что 
квадратичная форма DxxxQ =)(  сохраняет знак, т.е. требуется выполнение 
условия: 0Dxx  или 0Dxx  при nRx . В данной работе покажем, что 
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требование знакоопределенности квадратичной формы DxxxQ =)(  можно 
ослабить, предполагая сохранение ее знака лишь для точек 0xA ,0x,x 0 = −ARn . 
Вспомогательные материалы и методы исследования. 
 Из теории конечномерных экстремальных задач хорошо известно, что 
если квадратичная форма DxxxQ =)(  положительно(отрицательно) определена, 
т.е. 0Dxx ( 0Dxx ) 0,  xRx n , то единственный глобальный экстремум в 
задаче (1) существует. Если квадратичная форма принимает как отрицательные, 
так и положительные значения, то решение задачи (1) может не существовать.  
Займемся этим случаем. Рассмотрим множество }0xA ,0x:{x G 0 == −ARn . 










Знак этих величин характеризует знак значений квадратичной формы 
DxxxQ =)(  на конусе }0xA ,0x:{x G 0 == −ARn , т.е. 
00)(  mGxxQ , 
00)(  MGxxQ  . 
Возьмем произвольную точку nR x , такую, что 00xA ,x bbA == −− . Ясно 
что, точка nR x  является граничной точкой множества допустимых точек 
задачи (1) }xA ,x: x { 00 bbARV n == −− . Положим: = x-xy , где nRx  – 
произвольная точка, удовлетворяющая ограничениям задачи (1). Для вектора 



























Поскольку = x-xy , то эти 
соотношения показывают, что имеет место следующее утверждение: 
Лемма. Целевая функция задачи (1) xcDxxxf +=
2
1
)(  для любого вектора 





m  −++− xxDxcxx
M 2
2
 (2)  
при всех 00xA ,x,x bbARn = −− . 
Следствие. Если квадратичная форма DxxxQ =)(  положительно 
(отрицательно) на замкнутом конусе }0xA ,0x:{x G 0 == −ARn  и множество  
 }xA ,x: x { 00 bbARV n == −−  неограниченно, то квадратичная функция  
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)(   
неограниченно возрастает (убывает) при Vxx → , . 
В самом деле, если квадратичная форма DxxxQ =)(  положительно 
















































Из этих неравенств следует, что если 0m , то +→)(xf  при Vxx → , ; 
если 0M , то −→)(xf  при Vxx → , .  
Основные результаты. 
Условия существования решения задачи (1) приведем в следующей 
теореме. 
Теорема. Если глобальный минимум (максимум) в задаче (1) существует, 
то квадратичная форма DxxxQ =)(  неотрицательная (неположительная) на 
конусе }0xA ,0x:{x G 0 == −ARn . А если квадратичная форма DxxxQ =)(  
положительно (отрицательно) на конусе }0xA ,0x:{x G 0 == −ARn , то 
глобальный минимум (максимум) в задаче (1) существует. 
Доказательство. Теорему докажем для задачи на минимум. Для 
максимума доказывается аналогично. 
1. Предположим, что глобальный минимум в задаче (1) существует, но 
квадратичная форма DxxxQ =)(  принимает отрицательное значение на конусе 






 +++=+ xfhxDcDhhhxf 

 , V+ h x   0 . Следовательно, 
−→+ )( hxf   при +→ . А это противоречить тому, что глобальный 
минимум в задаче (1) существует. Итак, GxDxx  0 . 
2. Пусть квадратичная форма DxxxQ =)(  положительно на конусе 






, и следовательно, в силу 
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следствия приведенной выше леммы, функция xcDxxxf +=
2
1
)(  неограниченно 
возрастает при Vxx → , .  




)(  вида:  
)}()(:{)( zfxfRxL n = . (3) 
Ясно, что задача  
Vxxf →min,)(   
эквивалентна задаче: 
)(,min,)( zLxVxxf → .  
Используя следствие леммы, нетрудно получить, что множество Лебега (3) 
непусто и ограничено. В силу непрерывности квадратичной функции оно и 
замкнуто. Поэтому, применяя теорему Вейерштрасса к последней задаче, 
получим, что нижняя грань функции Vxxf ),(  существует. 
Теорема доказана. 
Заключение. В работе изучили вопрос существования решения задачи 
квадратичного программирования (1) Относительно знака квадратичной формы 
DxxxQ =)(  были использованы предположения, более слабые, чем в известных 
результатах квадратичного программирования.  
Предположение 1. 0Dxx ( 0Dxx ) 0xA ,0x,x 0 = −ARn . 
Предположение 2. 0Dxx  ( 0Dxx ) 0,0xA ,0x,x 0 = − xARn . 
Доказанная теорема показывает, что предположения 1 является 
необходимым условием, а предположение 2 достаточным условием 
существования решения задачи (1). 
Далее, если квадратичная форма DxxxQ =)(  – строго выпуклая 
(соответственно, строго вогнутая ) функция на многогранном множестве 
}xA ,x: x { 00 bbARV n == −− , т.е. 0Dxx  (соответственно, 0Dxx ) 
0,0xA ,x 0 = xRn , то предположение 2 выполняется, и следовательно, 
глобальный экстремум в задаче (1) существует. 
Из приведенной теоремы о необходимых и достаточных условиях 
оптимальности следует, что, в случае, когда квадратичная форма DxxxQ =)(  не 














то квадратичная функция xcDxxxf +=
2
1
)(  не имеет ни глобального 
минимума и ни глобального максимума на неограниченном многогранном 
множестве вида }xA ,x: x { 00 bbARV n == −− .  
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Для определения точек экстремума можно применить теорему Куна-
Таккера и соотношения двойственности [4,5]. И на этом вопросе есть 
возможность ослабления условий и применения предположений 1 и 2.  
Приведенные результаты можно использовать в процессе разработки 
алгоритма решения задачи квадратичного программирования. 
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