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Kurzdarstellung
Die 14N(p,γ)15O Reaktion ist die langsamste Phase im Bethe-Weizsäcker-Zyklus des
Wasserstoffbrennens und bestimmt deshalb die Reaktionsrate des gesamten Zyklus.
Präzise Werte für die Reaktionsrate sind notwendig um das Wasserstoffbrennen in un-
serer Sonne besser zu verstehen. Besonders das Problem widersprüchlicher Ergebnisse
aus Vorhersagen des aktuellen Sonnenmodells und helioseismologischen Experimenten
könnte durch genauer bekannte 14N(p,γ)15O Reaktionsraten aufgelöst werden.
Dafür soll der solare 13N und 15O Neutrinofluss von den β+-Zerfällen als direkter Infor-
mationsträger über die Häufigkeit von Stickstoff und Kohlenstoff im Sonneninneren
genutzt werden. Der für die Berechnung der Häufigkeiten benötigte Wirkungsquer-
schnitt der 14N(p,γ)15O Reaktion wurde in einer Evaluation verschiedener Messungen
reduziert, da der Anteil des direkten Protoneneinfang mit Übergang in den Grundzustand
deutlich weniger zum gesamten Wirkungsquerschnitt beiträgt als zuvor angenommen.
Die evaluierte relative Gesamtunsicherheit ist mit 7.5% dennoch hoch, was zu einem
großen Teil an ungenügendem Wissen über die Anregungsfunktion in einem weiten En-
ergiebereich liegt.
In der vorliegenden Arbeit werden experimentell ermittelte Wirkungsquerschnitte in
Form von astrophysikalischen S-Faktoren für zwei Übergänge vorgestellt. Für den stärk-
sten Übergang, den Protoneneinfang zum angeregten Zustand bei 6.79MeV in 15O,
wurden zwölf S-Faktoren bei Energien zwischen 0.357 – 1.292MeV mit geringeren Un-
sicherheiten als zuvor ermittelt und für den direkten Übergang in den Grundzustand
zehn Werte zwischen 0.479 – 1.202MeV.
Außerdem wurde ein R-Matrix Fit durchgeführt um den Einfluss der neuen Daten auf
Extrapolationen zum astrophysikalisch relevanten Energiebereich zu prüfen. Die kürzlich
vorgeschlagene Erhöhung des S-Faktors im Gamow-Fenster konnte nicht bestätigt wer-
den und es wurden auch Unterschiede zu bisherigen Messungen im Energiebereich um
1MeV deutlich. Die neuen extrapolierten S-Faktoren sind S679(0) = (1.19±0.10) keV b
und SGS(0) = (0.25 ± 0.05) keV b und sie stimmen mit den von der Evaluation emp-
fohlenen Werten im Rahmen ihrer Unsicherheiten überein.
iii
Abstract
The 14N(p,γ)15O reaction is the slowest stage of the carbon-nitrogen-oxygen cycle of
hydrogen burning and thus determines its reaction rate. Precise knowledge of its rate
is required to improve the model of hydrogen burning in our sun. The reaction rate is a
necessary ingredient for a possible solution of the solar abundance problem that led to
discrepancies between predictions of the solar standard model and helioseismology.
The solar 13N and 15O neutrino fluxes are used as independent observables that probe
the carbon and nitrogen abundances in the solar core. This could settle the disagreement,
if the 14N(p,γ)15O reaction rate is known with high precision. After a review of several
measurements its cross section was revised downward due to a much lower contribution
by one particular transition, capture to the ground state in 15O. The evaluated total
relative uncertainty is still 7.5%, in part due to an unsatisfactory knowledge of the
excitation function over a wide energy range.
The present work reports experimentally determined cross sections as astrophysical S-
factor data at twelve energies between 0.357 – 1.292MeV for the strongest transition,
capture to the 6.79MeV excited state in 15O with lower uncertainties than before and
at ten energies between 0.479 – 1.202MeV for the second strongest transition, capture
to the ground state in 15O.
In addition, an R-matrix fit is performed to estimate the impact of the new data on the
astrophysical relevant energy range. The recently suggested slight S-factor enhancement
at the Gamow window could not be confirmed and differences to previous measurements
at energies around 1MeV were observed. The present extrapolated zero-energy S-factors
are S679(0) = (1.19±0.10) keV b and SGS(0) = (0.25±0.05) keV b and they are within
the uncertainties consistent with values recommended by the latest review.
Parts of the present data have been published in a peer-reviewed journal:
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1. Introduction
Our Sun always was a fascinating and important subject of astronomy and astrophysics.
The close distance compared to all other stars provides the unique opportunity to mea-
sure stellar properties and processes with a precision virtually impossible for other stars.
Understanding our Sun on a level that allows precise predictions of its development
is not only important for the future life on earth but for the understanding of stellar
evolution in general.
This chapter gives a more detailed motivation for the experiments presented in this work.
First a short introduction to the nuclear fusion process under investigation is given in
Sec. 1.1. It follows the implication of this process for evolution models of our Sun in
Sec. 1.2. The last section provides an overview of important research about the topic
conducted in the last three decades and how this work can improve the knowledge base
(Sec. 1.3).
1.1. The carbon–nitrogen–oxygen cycle
The rate of the carbon–nitrogen–oxygen (CNO) cycle of hydrogen burning plays a crucial
role in stellar models, both for energy generation (0.8% of the total luminosity of the
Sun) and for nucleosynthetic predictions of stellar evolution. The catalytic cycle burns
hydrogen to helium with carbon, oxygen and nitrogen as catalyst. Its strong dependence
on the plasma temperature in the stellar core makes the cycle more efficient for more
massive stars then the Sun, where the temperatures are higher then in the Sun with
Tc = 15.6 · 106 K. At even higher temperatures more heavy nuclei including fluorine
participate in the burning process and additional cycles become important. In Fig. 1.1
the first two cycles with their participating reactions and isotopes are drawn.
Once cycle I in Fig. 1.1 has reached equilibrium, its rate is determined by the rate of
the slowest reaction, 14N(p,γ)15O.
The 14N(p,γ)15O reaction proceeds by capture to the ground state and several excited
states in the 15O nucleus. Fig. 1.2 shows the Q value of proton capture on 14N, the
proton energies for resonant capture to 15O and the relevant levels of 15O with the
respective Jpi as the level spin and parity. The data are taken from Ref. [Ajz91], except
1
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Figure 1.1.: Schema of the CNO cycle I (in red) and II (in green). The third and fourth cycle
are not shown. Proton capture reactions are the vertical solid arrows, β decays are the diagonal
dashed arrows and (p,α) reactions are the diagonal solid arrows. Nuclides shaded in gray are
unstable.
where updated values from Ref. [ICF+05] were available. The red arrows mark the
transitions that were investigated in this work.
The 14N(p,γ)15O reaction cross section σ(E) can be parameterized as the astrophysical
S-factor S(E) defined in Ref. [Ili07] by the relation:











where E is the proton energy in the center-of-mass frame of reference (c.m.), Z0 = 1
and Z1 = 7 are the charge numbers of H1+ and N7+ and m01 is the reduced mass from
both particles.
The total S-factor of 14N(p,γ)15O is the sum of all S-factors from the different levels
at a given energy and is denoted S114(E). The Gamow peak is the important narrow
energy range where the 14N(p,γ)15O reaction occurs in stellar plasma with the highest
rate. For the Sun this temperature dependent window is around the maximum of the
Gamow peak of EGamow = 28 keV in the c.m. system. Because this is close to zero on
an MeV scale, the S-factor of this energy is usually approximated as S114(0) although
this would be exact only for a constant S-factor and corrections are determined by its
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Figure 1.2.: Level scheme of 15O with data from Ref. [Ajz91] and updated data from
Ref. [ICF+05]. The strongest transitions in the 14N(p,γ)15O reaction at 0.4 – 1.4MeV proton
beam energies are marked with red arrows, using a c.m. energy of 380 keV as an example.
first and second derivative S′(0) and S′′(0). A constant S-factor around the Gamow








from Ref. [Ili07, p. 178, Eq. (3.80)] with T the plasma temperature in the Sun core
and ∆ = 14 keV the width of the Gamow peak for this temperature.
1.2. The Solar Standard Model and solar neutrinos
Both the central value and the uncertainty of the 14N(p,γ)15O reaction rate are of
significance for a number of astrophysical scenarios, such as hydrogen shell burning in
asymptotic giant branch stars discussed in Refs. [HA04, HAL06], the dating of globular




The latter problem has arisen due to the re-determination of the elemental abundances
in the Sun based on three-dimensional models for the solar atmosphere, which entailed
a significant reduction of the adopted abundance values as described in Refs. [AGSS09,
CLS+11]. The abundances of the elements heavier then Helium, referred to as met-
als in the astrophysics community, are important input parameters of stellar evolution
models. The most famous and best tested stellar model is the Solar Standard Model
or short SSM. A first version by Bahcall, Fowler, Iben, and Sears was used 1963 in
Ref. [BFIS62] to predict solar neutrino fluxes. Developed over more then two decades,
Bahcall presented the Solar Standard Model 1989 in his Book "Neutrino Astrophysics"
[Bah89].
The major input parameters besides the mentioned chemical abundances are the solar
mass, radius, age and luminosity, the radiative opacity, the equation of state and nuclear
parameters like the reaction rates of the proton-proton chain and the CNO cycle. The
four important assumptions for the SSM construction explained in Ref. [Bah89] are that
hydro-static equilibrium exists, that energy is only transported by photons and convective
motion, that energy is only generated by nuclear reactions and that abundances only
change because of nuclear reaction products. The last assumption was later updated
to include diffusion effects discussed in Ref. [SPnGH13]. With an educated guess of
starting parameters the iterative solar evolution code is repeated with varying starting
values until the boundary conditions of the Sun which are mass, radius and luminosity
at a given age are met.
Because the SSM depends on the correctness of its input parameters, updated input
data can lead to deviations in the model predictions. The biggest change in the last
decade was the new evaluation of elemental abundance of metals mentioned above.
For further reference the updated SSM is called AGSS09 and the model with the old
abundances GS98 as they are usually denoted in literature.
When fed into the SSM, the new, lower abundances lead to a predicted sound speed
profile that is at odds with helioseismological observations. Fig. 1.3 shows the large
discrepancy between the new AGSS09 model predictions and the observed sound speed
data if compared to the small deviations of the old GS98 model predictions to the data.
This conflict between two observables, i.e. elemental abundances and helioseismology,
may in principle be addressed by studying an independent third observable.
It has been suggested by Ref. [HS08] to use solar neutrinos from the β+ decay of the
CNO cycle nuclides 13N, 15O, and 17F for this purpose. These neutrinos may in principle
be detected at modern neutrino detectors like Borexino, described in Ref. [BBB+14],
SNO+ (Ref. [A+16]), and possibly at the Chinese Jinping Underground Facility pre-
sented in Ref. [BCC+17a]. Using the well-measured 8B neutrino flux as a solar ther-
4
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Figure 1.3.: Relative sound speed profile inside the Sun (c(r)solar−c(r)SSM)/c(r)solar with c(r)SSM
from the two SSM model predictions and c(r)solar from the helioseismology data of Ref. [BCE+09].
The red curve belongs to the low metal abundance of AGSS09 and the black to the higher metal
abundance of GS98. Fig. taken from Ref. [HRS13].
mometer as in Ref. [TBSZ15], the CNO neutrino flux would be directly proportional to
the abundances of carbon, nitrogen, and oxygen in the solar core as Refs. [HS08, SHP11]
show.
As an example of the importance of neutrino flux measurements one can calculate the
change in the 15O neutrino flux prediction assuming the lower metal abundance from
Ref. [AGSS09]. It would change by 30.7%, states Ref. [SPnGH13]. But these solar
neutrino flux predictions depend directly on the nuclear physics parameter S114(0) =
1.66±0.12 keV b (from the latest review in Ref. [AGR+11]) with power-law dependencies
for the neutrino flux of Φ(13N) – 0.747 and Φ(15O) – 1.000 according to Ref. [SPnGH13,
Tab. I]. A comparison of predicted and measured neutrino fluxes would show if the
lower metal abundances of Ref. [AGSS09] are correct but only if the uncertainties of
the values are small enough to allow a 3σ distinction between predictions from old and
new abundances. However, because the S114 uncertainty has the largest influence on the
flux prediction uncertainty (see Ref. [SPnGH13, Tab. III]) such an approach presupposes
that the rate of the Bethe-Weizsäcker cycle is known with an uncertainty better then
5
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5%. The present value with 7% uncertainty from the review in Ref. [AGR+11] is not
precise enough.
Precise nuclear physics input for the SSM is not only important for parameters of the
Sun. Because the stellar evolution codes that form the basis of the SSM are used in many
fields of stellar astrophysics a change of input parameters can have an impact on derived
properties of other stars as well. A very recent study in Ref. [VRA+17] calculated the
base of the convective zone and the helium ionization zone of stars observed with the
Kepler space mission described in Ref. [KBB+10]. This was done by fitting the observed
stellar oscillation frequencies with stellar models using 14N(p,γ)15O reaction rates from
Refs. [FIC+04, ICF+05]. In the latest review mentioned above (Ref. [AGR+11]) those
data were re-normalized by 3%. Already this small change could have an impact on the
results of the study.
Another recent study used stellar evolution models for a theoretical prediction of the
brightness of the Red Giant Branch tip. In Ref. [SWC+17] the authors conclude that
with careful stellar modeling that also includes consistent use of nuclear reactions, an
accurate prediction for the luminosity of the Red Giant Branch tip is possible. Since this
brightness is used in astrophysics as a reference value, changes of an input parameter
of the used model can have far reaching consequences.
1.3. Overview on recent publications of 14N(p,γ)15O and
aim of this work
The latest comprehensive 14N(p,γ)15O experiment covering a wide energy range has
been reported in 1987 by the Bochum group of Ref. [SBB+87]. However, it is by now
accepted that the Bochum-based value used in Refs. [SBB+87, AAB+98, AAR+99] of
the stellar 14N(p,γ)15O rate must be revised downward by a factor of two.
This consensus in the review Solar Fusion cross sections II (SFII, Ref. [AGR+11]) is
based on indirect data from Refs. [BCP+01, MBB+03, YMA+04], direct cross section
measurements from Refs. [FIC+04, ICF+05, RCA+05, MFG+08, MFB+11, LGd+16]
and R-matrix fits in Refs. [AD01, MBB+03]. The most important conclusion from
these works is that the astrophysical S-factor, extrapolated to zero energy, for capture
to the ground state in 15O is SGS(0) = 0.20 – 0.49 keV b, not 1.55 keV b as previously
reported by Ref. [SBB+87]. After this strong reduction, the remaining ambiguity in
ground state capture has been the object of dedicated efforts, both by direct experiments
in Refs. [MFG+08, MFB+11] and indirect experiments in Ref. [Mic13]. Tab. 1.1 lists
the astrophysical S-factors extrapolated to zero energy for the important transitions in
6
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the 14N(p,γ)15O reaction from several of the mentioned references.
Table 1.1.: Astrophysical S-factor, extrapolated to zero energy, for the most important transi-
tions in the 14N(p,γ)15O reaction from Bochum [SBB+87], LUNA [FIC+04, ICF+05, MFG+08,
MFB+11], TUNL [RCA+05] and SFII [AGR+11]. Most recently the Notre Dame group [LGd+16]
reported extrapolated S-factors for R/DC→6.79 MeV of (1.29±0.04(stat)±0.09(syst)) keV b and
for R/DC→0 of (0.42±0.04(stat)+0.09−0.19(syst)) keV b.
Transition Bochum S(0) LUNA S(0) TUNL S(0) SFII S(0)
[MeV] [keV b] [keV b] [keV b] [keV b]
R/DC→6.79 1.41±0.02 1.20±0.05 1.15±0.05 1.18±0.05
R/DC→6.18 0.14±0.05 0.08±0.03 0.04±0.01 0.13±0.06
R/DC→5.24 0.018±0.003 0.070±0.003 0.070±0.003
R/DC→5.18 0.014±0.004 0.010±0.003 0.010±0.003
R/DC→0 1.55±0.34 0.20±0.05 0.49±0.08 0.27±0.05
Sum 3.20±0.54 1.56±0.08 1.68±0.09 1.66±0.12
The present work, instead, concentrates on the 14N(p,γ)15O transition that dominates,
the capture to the 6.79MeV excited state. In addition, it also provides some new re-
sults for ground state capture. The 6.79MeV transition accounts for ∼70% of the
total cross section. Its S-factor curve, plotted in Fig. 1.4 is essentially flat over a
wide energy range as shown by Ref. [SBB+87], indicating a dominance of direct cap-
ture and capture through very wide resonances. Indeed, the 6.79MeV transition plays
only a secondary role for the low-energy resonance at E = 259 keV investigated by
Refs. [MFG+08, MFB+11]. The resonance has recently emerged as a precise normal-
ization point for S-factor data and was repeatedly updated by Refs. [ICF+05, RCA+05,
BCL+06, AGR+11, DKC+16]. The transition has not been detected in the subsequent
resonance at E = 987 keV studied in Ref. [MTB+10].
Several recent R-matrix extrapolations for capture to the 6.79MeV state converge in
a narrow band at S6.79(0) = 1.15-1.20 keV b, with error bars as low as 4%. They
were done by the LUNA (Laboratory for Underground Nuclear Astrophysics) collabora-
tion in Refs. [FIC+04, ICF+05], by TUNL (Triangle Universities Nuclear Laboratory) in
Ref. [RCA+05] and in SFII from Ref. [AGR+11]. Two works, however, report somewhat
higher central values and also higher uncertainties. The first, based on a measurement
of the asymptotic normalization coefficient governing direct capture and a subsequent
R-matrix fit including the data available at the time (i.e. without the LUNA and TUNL
data), reported a value of S6.79(0) = (1.40±0.20) keV b in Ref. [MBB+03]. The second,
based on a comprehensive R-matrix fit including not only new capture data but also
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Figure 1.4.: Astrophysical S-factor for capture to the 6.79MeV excited state in the 14N(p,γ)15O
reaction at low energy from the Bochum [SBB+87], LUNA [FIC+04, ICF+05, MFG+08, MFB+11],
and TUNL [RCA+05] experiments, respectively. R-matrix fits by the Texas A&M [MBB+03], SFII
[AGR+11], and Notre Dame [LGd+16] groups, respectively, are shown as lines.
in Ref. [LGd+16].
These various R-matrix fits may be benchmarked against recent and precise experimental
capture data at relatively low energy, E = 100-500 keV (Fig. 1.4). However, it should
be noted that there is still a significant energy gap from the data points at 100-500 keV
to the solar Gamow energy, EGamow = 28 keV.
Summing detector data from LUNA reach down to the lowest energies hitherto mea-
sured, E = 70 keV, and provide a value for the total S-factor, summed from all tran-
sitions, of 1.7 keV b from Refs. [LBC+06, BCL+06]. However, by design the summing
data cannot constrain the partial S-factor for capture to the 6.79MeV level very well.
Even though the experimental situation at E = 100-500 keV is satisfactory as Fig. 1.4
shows, for several important energy intervals at higher energy, E > 500 keV, the only
existent radiative capture data set is still the one from Bochum in Ref. [SBB+87]. For
another transition in 14N(p,γ)15O , the ground state capture, the Bochum data had to
be corrected by up to 50% by Refs. [FIC+04, AGR+11] for the so-called true coincidence
summing-in effect described in Ref. [Gil08]. This effect led to an artificial increase of
the signal for ground state capture by the coincident detection of the DC→6.79MeV
8
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and 6.79MeV→0 γ-rays. It was neglected in the original publication of Ref. [SBB+87]
but was corrected for in subsequent work as mentioned above. The same process leads
to the loss of counts in the 6.79MeV→0 γ-ray, by the true coincidence summing-out
effect. This latter effect scales with the total γ-ray detection efficiency and may thus
reach values up to 10% in close geometry. The Bochum excitation function was taken
at close distance, with just 2 cm separating the target from the detector end cap.
A very recent study from Notre Dame in Ref. [LGd+16] contributed radiative capture
data for capture to the 6.79MeV level in the 1.5-3.4MeV energy range and for the
ground state transition from 0.6-3.4MeV . In the important range around 1MeV, for
the 6.79MeV transition, angular distributions are reported but integrated S-factor data
are missing in Ref. [LGd+16].
Because of the possible systematic uncertainty given by the neglected summing effects
in the Bochum data set from Ref. [SBB+87] and the limitations of the very recent
Notre Dame data set, it is necessary to perform an independent experimental study
of the 14N(p,γ)15O cross section over a wide energy range. The present work aims to
provide this cross-check, by supplying new and impartial capture cross section data for
two 14N(p,γ)15O transitions in the E = 366-1289 keV energy range. The energy range
is chosen in a way that there is some overlap to the recent and precise low-energy data
at 100-500 keV from LUNA and TUNL.
9

2. Experimental setup to measure
14N(p,γ)15O
The realization of the experiment required several devices to count the γ-rays from the
capture reaction of hydrogen on nitrogen in the laboratory.
This chapter describes the components of the experiment on 14N(p,γ)15O including the
source, the accelerator, the target and its chamber as well as the γ-ray detection and
the signal chain. In total three measurement phases were carried out from 2013 to 2015
each with different proton energies as summarized in Tab. 2.1.
2.1. Accelerator
The proton beam for the experiment was provided by the 3MV Tandetron, described in
Ref. [FBHT96]. This tandem accelerator is located at the Helmholtz-Zentrum Dresden-
Rossendorf (HZDR), Germany. It has a Cs sputter ion source HVEE 860-C Ref. [FT03]
that provides negative hydrogen ions H− with injection energies of Uinject · e = 25 keV.
The source is connected to an injection magnet with a rectangular deflection to select
the ions by charge per mass ratio. In the first half of the accelerator tank the ions
receive an increase in kinetic energy proportional to the terminal voltage potential. The
Cockcroft-Walton generator next to the terminal, made of capacitors and diodes in a
voltage multiplier ladder network, is used to generate the high voltage and a so-called
generating voltmeter is needed to measure the high acceleration potential. To avoid
sparks the terminal is insulated in a tank with SF6 under a pressure of 8 bar.
Table 2.1.: Beamtimes for the 14N(p,γ)15O experiment.
Beamtime start end proton energies [keV]
Phase 1a 07/01/2013 11/01/2013 747.5; 857.0; 956.4
Phase 1b 28/01/2013 01/02/2013 532.5; 640.0; 1114.6; 1191.7; 1301.2
Phase 2 17/03/2014 22/03/2014 406.7; 852.9
Phase 3 09/03/2015 13/03/2015 640.0; 680.5; 852.9; 1299.2; 1400.6
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By interacting with the circulating nitrogen stripper gas in the center of the tank, the
hydrogen ions experience a charge reversal because they lose two electrons in the charge
exchange ionization with the nitrogen molecules. Therefore the now positive ions can be
accelerated a second time towards the exit of the tank, again with an energy proportional
to the high voltage on the terminal Uterm. The total kinetic energy in the laboratory
frame of a proton Ep after exiting the accelerator tank is then calculated by
Ep = (Uinject + 2
Uterm
r
) · e · c (2.1)
with e the elemental charge and c = 1,0142 ± 0,0003 as a calibration constant for
the true proton energy derived in earlier experiments of Ref. [Sch11, p. 63] at this
accelerator. After those calibration measurements a second voltmeter was installed to
get a better resolution for the terminal voltage (∆Uterm(new) = 0.01 kV) because the
old voltmeter readout has an uncertainty of 0.5 kV. To correlate the new voltmeter with
the old both values were taken each time and then the difference Uterm(new)−Uterm(old)
was set against Uterm(old) to make a linear fit without offset. The result was a ratio r =
Uterm(new)/Uterm(old) = 1.0059 with a coefficient of determination of R2 = 0.999994.
Using Uterm(new) divided by r in Eq. (2.1) reduced the systematic uncertainty on Ep
to be below 0.06%.
After the acceleration the ion beam passes the electrostatic quadrupole lens, the analyz-
ing magnet as well as horizontal and vertical deflectors. One last limiting of the beam
is done by a collimator, consisting of a water cooled copper plate with a round hole of
5mm in diameter in the middle. At this collimator at least 10% of the beam intensity
was deposited in order to ensure a homogeneous beam on the target.
The last element the beam has to pass through before hitting the target is a 12 cm
long copper tube with 2 cm diameter, that is electrically insulated from the chamber.
Whenever the target, consisting of titanium nitride (TiN), is hit by an ion, electrons
can be emitted from the target if the energy exceeds the work function (WTiN =4.5 eV
from Ref. [LDDF12]). The approximated energy W transferred to an electron at rest
is
W = 4T cos(Θ)2 = 4 · me
mp
· T0 · cos(Θ)2 (2.2)
as derived from equations in the Appendix of Ref. [RKMG92] with me and mp the
electron and proton mass at rest, T0 the incident proton kinetic energy and Θ the angle
of the ejected electron with respect to the beam axis. For 1MeV protons Eq. (2.2)
indicates a transferred energy of 2176 eV for the forward scattered electrons and a
lower energy for angles away from the beam axis.
12
2.1. Accelerator
An earlier experiment Ref. [Tro09] with the same setup showed that the backward scat-
tered electrons that leave the target only have a very low energy below 25 eV because
-25V on the mentioned copper tube were sufficient to deflect those secondary electrons
(SE) back on the target. To ensure the accuracy of the current measurement -100V
were applied onto a feedthrough to this tube. Since the number of protons that have hit
the target is determined by the total charge deposition on the target, the lost electrons
would otherwise lead to an overestimation of the number of protons without this sup-
pression. The current was not only measured at the target, but on the collimator too,
in order to know how much beam current was lost there. Although the collimator also
produces secondary electrons and therefore produces no accurate current measurement,
this information is still important in the process of adjusting the magnets and steerer
to get the maximum beam current onto the target.
Several Faraday cups along the beam line, which can be moved into the beam temporarily
to measure the current, can give additional hints on how the beam can be optimized.
Because of inhomogeneity and degradation of the ion source the beam current decreases
over time and optimizations were done regularly to keep the target current approximately
constant. As an example the current trend of target Ca-TiN-2 is plotted in Fig. 2.1 for a














Target current on Ca-TiN-2 for Ep = 680 keV
average current = (5.9 ± 0.2) µA
Figure 2.1.: The current measured on target Ca-TiN-2 over the irradiation time was 5.9±0.2µA
on average. The graph shows some larger deviations towards higher currents that were no problem
for the setup or the target. Deviations towards currents lower then 4µA could be prevented by
periodical beam alignment corrections.
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The beam adjustment at the lowest proton energy of Ep = 400 keV was the most
difficult for the operators. The reason is that with a low kinetic energy below 10% of the
maximum provided by the terminal the ions are stronger influenced by any weak electric
or magnetic field with diverging effects on the beam. One outcome was that the beam
was much less focused and up to 70% of it hit the collimator. In the end, the average
current on the target with this proton energy was only a fourth of the highest currents
measured at higher proton energies as Fig. 2.2 shows. This circumstance is especially
disadvantageous, if combined with another aspect. The reaction cross section drops by
two orders of magnitude from the highest to the lowest energy. As a consequence both
aspects lead to much longer irradiation times for good statistics at low proton energies



















Figure 2.2.: The average currents from target and collimator in dependence on the beam energy
show that for energies above 800 keV more ions hit the target than were stopped at the collimator.
For lower energies the opposite case is true because the beam could not be focused as well as for
high energies. This trend holds true despite the problem, that the collimator had no SE suppression
and the absolute collimator current is thus systematically measured too high.
The complete beam line is kept under high vacuum of at least 5 ·10−7 mbar to minimize
interactions of the beam with any residual gas. During the first runs, the vacuum in the
target chamber had to be better than 1 · 10−6 mbar before the irradiation runs were
started. Because the analysis showed that on some targets a buildup of an impurity
layer of carbon was found after the irradiation, in the succeeding runs the scroll pump
was replaced by an oil free type and the pressure had to be one order of magnitude
lower then in the first runs.
It turned out that a qualitative difference of the beam spots could be seen already by
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visual inspection. If one compares the targets of measurement phase one in Fig. 2.3
with those from the second and third phase in Fig. 2.4, only a brown spot appeared
where the beam hit the later targets but no blue or gray area is visible like on the
first targets. A quantitative analysis of these differences is given in Sec. 3.2.2, showing
that the improved setup reduced the carbon buildup by 50− 60%. One way to reduce
contaminants even more could be the use of a cold trap in front of the target which is
a planned upgrade for the target chamber.
Figure 2.3.: The targets of phase 1 (order from left to right) Vom-TiN-5, Vom-TiN-6 and St-TiN-
1 all had a clear beam spot on the golden TiN layer after irradiation. The gray metallic ellipsoidal
spots are surrounded by a blue ring followed by a ring with black and brown shades.
Figure 2.4.: The targets of phase 2 & 3 St-TiN-5 (left) and Ca-TiN-2 (right) both had only a
brown ellipsoidal spot on the golden TiN layer from the irradiation.
The brighter concentric band on the edge of each target marks the area that was
covered by the target holder ring. It is important, that the ellipsoidal beam spot is not
cut by this band. An overlap would indicate, that part of the beam hit the metal holder
and not the target. The result would be a decrease in the γ-rays from the 14N(p,γ)15O
reaction and an increase from unwanted γ-lines from 27Al(p,γ)28Si . Moreover the
current measurement would be the same, because the target and the ring are electrically
connected. On the first run of the first measurement phase this problem came up
because the mentioned γ-lines of 27Al(p,γ)28Si found in the on-line spectra had higher
count rates than expected. The run was stopped and the yield from the aluminum
15
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reaction was halved by varying the beam sweep horizontal offset of the beam line.
However, the increase in the monitor γ-line peak from 15N(p,αγ)12C explained in detail
in Sec. 3.3.1 was insignificant within the statistical uncertainty. For the other targets
the visual inspection showed less to no overlap.
Since the chamber had to be opened several times during the experiment to change
the targets, it was flushed with dry nitrogen gas while it was open to avoid humidity
entering the chamber. A closed shutter always separated the open chamber from the
evacuated beam line at those times.
2.2. Targets
The advantages and disadvantages of solid targets compared to gas targets that are
summarized in Tab. 2.2 will be discussed in this section.
Admittedly, the targets listed in Tab. 2.3 for the 14N(p,γ)15O experiment were solids
mainly from practical reasoning, because a target chamber for solid targets was already
available for the beam line at the HZDR. It was used for several experiments in the last
years (see Ref. [MTB+10, SAA+13, DCF+15, RAB+16]) and is well known, while a
windowless gas target chamber would have to be built first. On the other hand, this
decision meant that the nitrogen had to be bound in to a solid compound that could
withstand high vacuum conditions and the bombardment with high energy protons.
Table 2.2.: Advantages and disadvantages of the solid TiN targets for the 14N(p,γ)15O experiment
compared to a nitrogen gas target.
Advantages Disadvantages
• well known target chamber
• easy cooling procedure
• small energy loss
• defined thickness
• can be analyzed afterwards
• simple pumping setup
• small interaction point
• composite material for solid N
• backing needed
• very thin film necessary
• elaborate coating process
• endurance depends on stoichiom-
etry
• contaminant buildup
• stopping power dominated by Ti
16
2.2. Targets
Table 2.3.: Overview of mounted TiN targets with thickness, picked up total charge, average
current and proton irradiation energies.
Target tag made at nominal thickness charge current Ep
[C] [µA] [keV]
Vom-TiN-5 INFN-LNL 170 nm, 90 µg/cm2 2.40 8.93 747.5;
857.0;
956.4




St-TiN-1 HZDR 140 nm, 70 µg/cm2 0.86 10.92 640.0
St-TiN-5 HZDR 170 nm, 90 µg/cm2 1.46 3.98 406.7;
852.9





Target tag mount dismount Remarks
Vom-TiN-5 07/01/2013 11/01/2013 very stable over irradiation;
visible C layer
Vom-TiN-6 29/01/2013 01/02/2013 stable till end of 1.
beamtime; visible C layer
St-TiN-1 28/01/2013 29/01/2013 possible degradation of TiN
layer; thick C layer
St-TiN-5 17/03/2014 22/03/2014 very stable over 5 days;
weak beam spot
Ca-TiN-2 09/03/2015 13/03/2015 stable over 5 days; weak
beam spot
Titanium nitride was used to fulfill this task, because this ceramic material has a high
mechanical hardness and is chemically only reactive above 800◦C (from Ref. [Mün57]).
Since the proton beam heats the target with a power P that is the product of the
acceleration voltage of Eq. (2.1) and the target current Itarget an upper limit of the
heating power would be P = 1.5MV · 20µA = 30W. A very small part of this power
(<0.6W) is deposited in the target because of the energy loss of the protons (see
Sec. 3.2.1) but the protons are stopped in the much thicker tantalum backing which is
17
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connected to a cycle of deionized cooling water. The thermal conductivity of Tantalum
is λ = 57.5W/m·K at room temperature (from Ref. [ACA+11]). With Fourier’s law of
thermal conduction
Q˙ = λ ·A∆T
d
(2.3)
and assuming equilibrium between the thermal conduction through the tantalum backing
and the heating power from the protons stopped in the tantalum the temperature
increase on the target can be calculated.
Solving Eq. (2.3) for ∆T with the backing thickness d = 0.22mm, the beam spot area
A = 66mm2 and Q˙ = P = 30W gives an increase of ∆T = 1.8K. Because Eq. (2.3)
assumes heat conduction only perpendicular to the surface from the beam spot to the
backside and not over the whole tantalum backing it only provides an upper limit for the
temperature increase. This effectively prevents unwanted heating-up of the target and
keeps the conditions constant during the irradiation. In addition to the heat dissipation,
the backing serves as the support structure for the very thin TiN layer. The reason for
the thin layer is, that the protons may only lose a small amount of energy in the target so
that no resonance energy below the original proton energy is accidentally hit. These thin
films of only several hundred nanometer thickness need, however, an elaborate creation
process. It is called reactive magnetron sputtering according to Ref. [RMP+01a] and is
described briefly in the next paragraph.
For the target production via a reactive sputtering process a vacuum chamber with sub-
strate anode, target cathode and magnetron inside is needed. Like common sputtering
the potential between substrate anode (tantalum backing) and target cathode (tita-
nium disk) ionizes the inert working gas argon, which has a very low gas pressure below
10−4mbar. But in addition the magnetron behind the cathode improves the plasma
density on the target surface and thus increases the yield of sputtered Ti atoms by a
higher bombardment rate with Ar+ ions. The nitrogen induced in the chamber as the
reactive gas reacts, as the name suggests, with the Ti that condenses on the substrate.
The ratio of Ti and N on the substrate is mainly influenced by the partial pressure of N
and the proportion should be near the stoichiometrical 1:1 ratio of Ti:N. This ensures
that the above mentioned properties of TiN are met. Once a satisfying set of param-
eters is found, the target thickness is only determined by the time the process is kept
going. For example with the setup used at the HZDR this took several hours per target.
Other targets of Tab. 2.3 were produced in Italy at two National Institutes for Nuclear
Physics (INFN) LNL and CIVEN. Further details on the Italian setup can be found in
Ref. [RMP+01b].
With the described process the layer of TiN is very homogeneous as the examination
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by Elastic Recoil Detection Analysis (ERDA) (see Sec. 3.2.2) confirmed and has a well
defined thickness as target scans in Sec. 3.2.1 show. This makes the description of the
energetic profile of the targets much less complicated than working with the effective
lengths of a gas target. In addition the solid targets were examined by ERDA after the
irradiation to see any effects the ion bombardment had on the composition of the target.
Already during the experiment it became clear that the durability varied a lot from target
to target because of different stoichiometry and thickness. Thus the target endurance
needed to be monitored for the whole irradiation time. The above mentioned buildup
of contaminants is another disadvantage of the solid targets that shifted the effective
proton energy about 2 keV in average because of the energy loss in the contaminant layer.
But the improved pumping system that reduced those residual gases in the chamber is
still rather simple compared to systems for windowless gas targets that often have a
multi staged pumping scheme (see Ref. [CCL+02] for example).
2.3. γ-ray detectors and electronics
2.3.1. High-purity germanium detectors
To detect the high energy photons from the 14N(p,γ)15O reaction with a very good
energy resolution two high-purity germanium (HPGe) detectors were used. The Ge crys-
tals of such detectors typically have net impurity concentrations of about 1010 atoms/cm3
according to Ref. [ES08]. The HPGe detectors, manufactured by Canberra both need
positive bias voltage to be applied but the crystal of detector one is an n-type and the
crystal of detector two is a p-type. At an angle of 55◦ with respect to the beam axis
detector one, model EGC 100-250-SEG4 was installed. It has four crystal segments
of 86.5mm length and together they form a single ended coaxial shape of 76.5mm in
diameter.
For this experiment only the summing signal of the four segments was read out by the
electronics and with 394 cm3 of active volume the detector has 100% relative efficiency
according to the data sheet. As defined in Ref. [ES08] this relative efficiency is given in
relation to a standard 3 by 3 inches NaI(Tl) detector measuring the 1332.5 keV gamma
line of a 60Co source in 25 cm distance on the symmetry axis. Detector two, model
GC6020 has a single ended coaxial shaped crystal too, but is not segmented. With
a smaller crystal length of 60mm and a diameter of 71mm it has only 60% relative
efficiency and is placed perpendicular to the beam axis. The measured distances from
the detector end caps to the target are shown in Fig. 2.5 for the setup used in the
second phase 2014 and they are the same for the other two phases within ≈ 2mm.
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Figure 2.5.: Schematic sketch of the setup in top view with the proton beam (green) coming
from the left side towards the target (red) in the center. The detectors (orange) at 55◦ and 90◦
with respect to the beam axis are surrounded by the BGO (blue) and the lead shielding (black).
Adapted from Ref. [SAA+13] with updated distances and not true to scale. (Only the front parts
of the detectors are drawn.)
2.3.2. Detector shielding
The detectors are surrounded by two types of shielding against unwanted background
radiation as Fig. 2.6 from the visualization of the simulation shows. The outer layer
consists of a 20mm thick hollow cylinder of lead and a lead collimator at the front with
a thickness of 70mm. The radiation coming from the target can pass unattenuated
through a 30mm hole. The passive shielding at the side reduces the γ-radiation back-
ground from natural sources roughly by a factor of three. The collimator in the front
attenuates γ-rays by a factor of 50 to efficiently absorb γ-radiation coming from the
target that would not hit the HPGe detector but only the surrounding layer of active
shielding described in the next paragraph.
For muons a much thicker passive shielding of several hundreds of meters of material
would be needed to see a significant reduction. Instead an additional different layer of
shielding is in place around the detector, again in the approximate shape of a hollow
cylinder. The 30mm thick layer consists of bismuth germanate (Bi4Ge3O12) or short
20
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Figure 2.6.: 3D schematic of detector 2 with a quarter cut along the symmetry axis to see
the inner parts. Starting from the center one can see the HPGe crystal (green), enclosed by the
end cap and support structures (gray). The BGO scintillator (yellow) and the lead shield (blue)
surround the Detector in a cylindric form. The drawing is true to scale. Detector 1 has the same
housing but longer and segmented crystals. The cooling rod and photomultiplier tubes are not
shown.
BGO that acts as a solid scintillator with very high detection efficiency for ionizing
radiation like muons and γ-rays. The eight photomultiplier tubes attached at the end
transform and exponentially amplify the light signal into an electric signal that can be
processed by the electronics described in Sec. 2.3.3. Because the logic unit triggered a
veto every time the BGO had a signal above the threshold, background radiation that
entered through the BGO shielding was significantly reduced in the spectra. The effect
of an active veto on the detector with 60% relative efficiency was studied in detail in
Ref. [SBR+15].
Radiation that isn’t fully absorbed in the HPGe crystal and leaves the detector volume
because of scattering by the Compton effect or pair production would not account for
the full energy peak of the gamma spectrum but for the Compton continuum or the
escape peaks. But since the escaping radiation has a high chance to leave a signal in
the BGO, the event can be vetoed out and this leads to a better peak to background
ratio in the spectrum, as seen in Fig. 2.7 at the 6790 keV full energy peak for example.
Without the active veto the peak is almost completely covered by the background. The
feature to suppress Compton scattered events in the spectra is the reason that the
BGO detector is also called anti Compton shield.
2.3.3. Electronics
A data acquisition (DAQ) system has to handle several input signals and store them in an
adequate way for further analysis. To effectively reduce the amount of data generated
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Figure 2.7.: γ-ray spectrum in the 55◦ detector. The top, black spectrum is the in-beam spectrum
at Ep = 406 keV without the active veto. The bottom, red spectrum is the same measurement
but with activated anti-Compton veto. The spectra are rescaled with the irradiation time of 97
hours.
in the 14N(p,γ)15O experiment, histograms were used to save energy spectra of the
detector signals.
As mentioned in the previous Sec. 2.3.2 the active part of shielding produced signals
as well. Those were not saved separately but had direct influence on the acceptance of
detector signals. The signals of the two BGO’s first passed an Octal Constant-Fraction
Discriminator (CFD), ORTEC model CF8000 to control the signal shape and timing
and second an Octal Gate Generator, ORTEC model GG8000, to get coincident signals
for the Quad 4-input Logic, ORTEC model CO4020. To each BGO signal the other
input was the according HPGe detector signal. But first these signals from the detector
preamplifier passed the Spectroscopy Amplifier, ORTEC model 671 using the count
rate meter (CRM) output to have a standard logic signal and were transformed by a
NIM-TTL-NIM Adapter, C.A.E.N. model N89 for compatibility reasons. For the BGO
signal acting as a veto in the logic the AND connection of BGO and detector was
adapted by the N89 level translator again and passed to the pile-up rejection (PUR)
22
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input of the EtherNIM multichannel buffer, ORTEC model 919E. With this the shaped
pulses from the amplifier unipolar (UNI) output were rejected in the EtherNIM DAQ if
the BGO had fired too. This on the other hand meant only escape suppressed HPGe
signals were counted in the system. Connected to a Windows PC via LAN the software
ORTEC MEASTRO-32 multichannel analyzer (MCA) emulator took the data from the
EtherNIM and stored them in separate histograms for each of the two detectors. To
assure a simultaneous start and end of gamma counting and charge counting, which is
described in the next paragraph, the “change sample” output of the 919E was connected
to the gate input of the scaler used and controlled via software commands.
The charge collection from the target, mounted on the electrical insulated chamber
end cap, was managed by a Digital Current Integrator, ORTEC model 439. It gener-
ated pulses of 10−8 C that were counted in a Quad Scaler and Preset Counter/Timer,
C.A.E.N. model N1145 with the above mentioned gate for the measurement time. The
precision of the beam current calibration was estimated as 1%. Afterwards the charge










Figure 2.8.: The logic circuit of processing BGO and HPGe detector signals.
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3. Analysis of measurements
In order to get the energy dependent S-factors S(E) of the 14N(p,γ)15O reaction from
the raw gamma spectroscopy histogram data several steps have to be taken. The first
section in this chapter describes the energy and efficiency calibration of the detector
(Sec. 3.1). The next step is the characterization of the used targets in Sec. 3.2 with
two independent methods. The analysis of the gamma spectra is explained in detail in
the last section Sec. 3.3.
3.1. Detector calibration
For the energy calibration of detector one and two no additional measurements were
necessary. In every gamma spectrum of the irradiation experiment prominent peaks were
clearly identified over the full range of interest to calculate a calibration function. A linear
relation with offset was assumed because of the well known detector characteristics from
previous experiments (see Ref. [Sch11, p.54] for details). The identified peaks were the
electron positron annihilation peak at 511 keV, the natural background peaks of 40K
and 208Tl at 1461 keV and 2615 keV respectively and two beam induced background
peaks of 19F(p,αγ)16O at 6130 keV and 15N(p,γ)16O at 12127 keV + Ec.m.. The last
two γ-ray energies were corrected for the recoil effect when the γ-ray is radiated from
the nuclei. This reduces the γ-ray energy depending on the initial energy Eγ and the
nuclei mass m and is calculated with Eq. (3.1), adapted from the time reversed inelastic
collision. The last reaction was corrected with Eq. (3.2) in addition for the Doppler shift
at detector one (α = 55◦) because the decay is not at rest. This is in contrast to the
γ-ray from 19F(p,αγ)16O where the 16O nucleus has time to be stopped considering
the disexcitation half life of 18.4 ps.
Erecoil = −
E2γ










(mp +m15N) · c
(3.3)
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Eq. (3.3) calculates the reaction product nuclei velocity from inelastic collision with
m15N and mp as the
15N and proton mass at rest and the proton energy Ep in the lab
frame.
To know the full-energy peak detection efficiency as a function of energy, 60Co, 88Y,
and 137Cs γ-ray intensity standards calibrated to activity uncertainties better than 1%
(68% confidence level) by Physikalisch-Technische Bundesanstalt (PTB), Braunschweig,
Germany were used. In addition, the 27Al(p,γ)28Si reaction studied in Ref. [AKHF77]
was measured.
Determining the efficiency curve consists of two parts. The first part is a fit to the
results of the intensity standards measurements with Eq. (3.4) with parameters a and b
to get the low energy detection efficiency and the true rate of the 27Al(p,γ)28Si reaction
from the 1.779MeV peak.
ε(Eγ) = exp
(
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Second, for Eγ from 1.7MeV to 20MeV the efficiency curve was fitted with Eq. (3.5),
varying parameters x,y and z to extend the energy range. Therefore the count rates
of the 27Al(p,γ)28Si reaction measurement and the known relative γ-ray intensities and
angular corrections from Ref. [AKHF77] of the γ-rays with higher energy up to 11MeV
were used in the "two-line method" (see Ref. [ZJAvdL90] for details of this method).
The result is an empirical parametrization using Eq. (3.4) below 1.7MeV and Eq. (3.5)
above this threshold with always less then 3% uncertainty for the detection efficiency
of the analysed peaks. An example is shown for phase 3 in Fig. 3.1. The uncertainty
increases significantly after the last data point at 10.763MeV as the residuum shows, but
this is not in the region of interest any more. The curve of detector 1 had a up to 35%
higher efficiency for low energy γ-rays (<2MeV) compared to phase 1 and 2, because a
different detector from Ortec had to be used. Although the nominal relative efficiencies
on the data sheets were the same with 100%, apparently γ-rays were counted more
efficiently at low energies in the new detector. The reason could be the thinner end cap
out of carbon of the Ortec detector and the closer distance between crystal and end
cap (4 instead of 6mm). The curves of detector 2 were the same within 2% in all three
phases, because the setup was the same. The curves of phase 1 and 2 are Fig. A.1 and
Fig. A.2 in the appendix.
In addition, the target chamber and γ-ray detectors were modelled in the Geant4 v10.2
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Figure 3.1.: The calculated γ-ray detection efficiency ε(Eγ) for detector 1 at 55◦ in red and
detector 2 at 90◦ in blue, tagged with the source (decay or 27Al(p,γ)28Si reaction) are in the top
panel together with the fitted efficiency curves and their uncertainties. The bottom panel shows
the relative differences to the respective fit. Plotted are the results of phase 3.
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geometry provided by the manufacturer. The Monte Carlo simulation was only used to
check if geometric corrections for the finite solid angle subtended by the detectors were
necessary and for the prediction of the shape of the Compton edge and continuum. The
peak detection efficiency for the data analysis was always taken from the experimental
data and their parameterization (Fig. 3.1) instead.
3.2. Target analysis
A very important task during the experiment was the monitoring of the target. The
target was positioned inside a closed vacuum chamber as described in Sec. 2.1 and a
visual inspection would have cost several hours of beam time, because of the pumping
process afterwards. To have a clue if the target still had the right properties and was
not destroyed by the intense proton bombardment a reaction with high photon count
rates in the spectra was monitored.
The reaction 15N(p,αγ)12C with a broad peak at Eγ = 4.439MeV from the 2+ level
in 12C is well suited for this task because it is intrinsic in the target. That is despite
the fact that only 0.3663% of nitrogen with natural abundance is the isotope 15N (see
Ref. [CBd+02]) because it is compensated by a high cross section. A constant rate of
γ-radiation from this reaction suggests that the 14N content stays the same during the
irradiation as well. A count rate drop on the other hand would indicate a problem with
the target, like degradation of the TiN layer. This of course is only true if the beam
current is constant over the irradiation. Otherwise one has to correct the rates for the
varying beam current or compare the differential yields.
3.2.1. Nuclear Resonant Reaction Analysis (NRRA) technique
Not only the online monitoring was done with the 15N(p,αγ)12C reaction. To have
more detailed information about the target a resonance scan was performed before and
after every long term irradiation. Using the narrow resonance at a proton energy of
Ep = 897 keV in the lab system and small increments of the proton energy in the range
Ep = [850; 950] keV the target profile could be investigated. Because of the similar
proton energy range no big changes in beam focusing were necessary for this in situ
measurement. About 1mC accumulated charge per energy step were sufficient to have
enough counts from the 4.439MeV γ-rays for statistical uncertainties below 3% in the
resonance region. Outside of the resonance region the counts were far fewer, of course,
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Ca-TiN-2 target scan 1
Breit-Wigner fit
Figure 3.2.: The first resonance scan of target Ca-TiN-2 is plotted in black and the fit to
Eq. (3.6) with results of the free parameters are shown in blue. The rising edge on the left, the
yield plateau in the middle and the falling edge on the right define basic target properties. All
values except the yield Y have the unit keV.
There the yield of 15N(p,αγ)12C is drawn against the used proton energy in the labora-
tory frame for target Ca-TiN-2. As soon as the proton energy exceeds the resonance
energy the yield increases with a steep rise. With higher energy the protons have to
lose some keV in the target by collision and scattering losses before the resonance
energy is reached. If the energy is even higher the ions can’t lose enough energy on
their way through the target for a resonant reaction to occur and the yield decreases
significantly back to the non-resonant value. This trend can be described analytical by
Eq. (3.6), the adapted Breit-Wigner formula from Ref. [Ili07, p. 339, Eq. (4.100)] if
the stopping power  is energy independent over the resonance width Γlab = 1.47 keV
of Ref. [TWC93, Tab. 16.22]. Since  changes less than 0.2% in this energy range the
assumption is justified. Therefore, the energy dependent yield curve Y (Ep) from the



















3. Analysis of measurements
The free parameters for the fit are Er the resonance energy, ∆E the target thickness,
Γ1,2 the adapted partial widths and the effective stopping power r. The fixed parameters
on the other hand are the de Broglie wavelength λr which can be calculated for this
system and the resonance strength ωγ = 362 ± 20 eV that was previously measured by
Ref. [MTB+10].
The γ-ray angular distribution of this resonance and a weaker one at lower energy,
Ep = 430 keV has last been studied in details in the 1950s in Ref. [BJN52, KFFL53]
and was found to be strongly anisotropic. A very recent re-study of the Ep = 430 keV
resonance’s γ-ray angular distribution led to the different results of Ref. [RAB+16].
This induced some doubts concerning the 897 keV resonance angular distribution and
resonance strength. In addition, consecutive scans before and after long-term irradiation
showed a little (< +15%) increase in the yield plateau in eight of twelve cases. This
highly unexpected behavior could not be explained by the build-up of a carbon layer or
other contaminants on the target surface.
Therefore, pending further re-investigation of the 897 keV resonance as well, in the
present work the NRRA yields obtained with this latter resonance are used only for
relative monitoring of one given target between the start and the end of the irradiation.
On the other hand, the results of the maximum proton energy loss in the targets
∆E, that is independent from angular distributions and the resonance strength, was
found reliable if compared to the independent method described in the next paragraph
Sec. 3.2.2. An overview of the results can be found in Tab. 3.2 at the end of this
section.
3.2.2. Elastic Recoil Detection Analysis (ERDA) technique
After the in situ analysis and the long-term irradiations concluded, each target was
again analyzed. But this time the heavy-ion elastic recoil detection (HI-ERD) technique
at the HZDR 6MV Tandetron accelerator was used.
For the analysis, the accelerator provided 43MeV chlorine ions. The HZDR HI-ERD
setup and analysis use well known techniques that are standard in material science and
have been described previously in Ref. [KMH+14]. The raw ERD data visualized in
Fig. 3.3 were converted to a depth profile using the NDF software of Ref. [BJW97] and
elemental stopping powers from the SRIM software (The Stopping and Range of Ions
in Matter) described in Ref. [ZZB10, Zie13].
One advantage of the HI-ERD technique was the precise positioning of the very small
beam spot. On each target studied, two separate loci were analyzed. One was well inside




































Figure 3.3.: Stoichiometry counting spectrum of target Ca-TiN-2. The x- and y-axis are in
arbitrary units of energy. The spanned plane of energy loss over total particle energy allows an
element separation. The target elements N and Ti, the contaminants C and O and the Cl from
the beam are marked. The H signal is too weak to be seen in this plot.
of the degradation of the target under bombardment, in addition to the resonance scans
(Sec. 3.2.1). For two of the targets no HI-ERD outside the spot was done, because it
was not necessary for the main analysis. The data are discussed using the results from
target Ca-TiN-2 in the beam spot area (Fig. 3.4) as an example. The initial layer found
already in the NRRA scan is reproduced by ERDA. The analysis showed that it is carbon.
This is consistent with the fact that the beam spot appears slightly black.
Behind this initial layer, a 2590 ·1015 atoms/cm2 thick layer of TiN is found, with a
stoichiometric ratio of TiN0.97. This layer also contains 3-10 atom% hydrogen. This
element can be found in tantalum and may have migrated from the backing to the
TiN layer. This assumption is supported by the fact that the ERDA shows a peak in
the hydrogen concentration up to 40 atom% in the Ta backing. On the other hand the
backing underwent a cleaning process with hydrochloric acid.
After the TiN layer, a thin Ti layer is present. Looking at the ∆E over E plot of Fig. 3.3
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Figure 3.4.: Depth profile of target Ca-TiN-2. With the data from Fig. 3.3 the elemental ratio
at depths up to 4000 · 1015 atoms/cm2 was calculated to have a profile of the target stoichiometry.
The small (<1%) Oxygen fraction was not plotted for clarity reasons.
shows that the separation between Ti from the target and the back scattered Cl beam
becomes difficult at greater depths because of the higher atomic mass of Ti (47.87 u)
compared to Cl (35.45 u). This made a cut off for the Ti signal necessary right before
overlapping with the Cl signal. This problem might be solved by using a beam with
ions heavier then Ti and an increased beam energy. But for our purpose this was not
necessary, because in the region of interest (the target layer) the Ti signal was separable
from the Cl signal. The apparent pure Ti layer behind the TiN layer might not be as
thick as shown in Fig. 3.4 because of the mentioned separation problem. This problem
is the reason for the sharp cut off in the Ti curve, too. Therefore this intermediate layer
is excluded from further analysis.
Finally, towards the end of the target layer a steep increase of the concentration of
the backing material, tantalum, is found as expected. In addition an average 30 atom%
contamination of hydrogen is present, that is not uncommon, as mentioned earlier. It
should be noted, that the hydrogen does not stem from the proton irradiation, because
not irradiated target areas show about the same H content and the beam energy during
the experiment was too high to implant H at the shallow depth of 400 nm.
A different profile is plotted in Fig. 3.5 showing target St-TiN-1 after the irradiation.
The initial carbon layer is much bigger then on target Ca-TiN-2 and the TiN layer is
about half as thick. This target, produced in a different facility (see Tab. 2.3), did not

































Figure 3.5.: Elemental stoichiometry depth profile of target St-TiN-1. The small (<1%) Oxygen
fraction was not plotted for clarity reasons.
tantalum sheet. But this time no hydrochloric acid was used. This indicates that the
H content in Fig. 3.4 stems from the different treatment in the production process. In
the end the irradiation measurement with target St-TiN-1 had to be excluded from the
results because of the large carbon layer and the strong degradation of the very thin
TiN layer as the NRRA showed.
For all the targets, the stoichiometric ratio x, for a compound TiNx, was determined by
calculating the average titanium and nitrogen concentrations on their common plateau
in the ERD depth profiles. Using the value x the effective stopping power defined in














where N(897) and Ti(897) are the stopping powers for 897 keV protons in solid nitrogen
and titanium, respectively. The stopping power values N,Ti are taken from the SRIM
software, adopting the SRIM relative uncertainty of 2.9% for N = 5.181 eV cm
2/1015 atoms
and 4.4% for Ti = 11.091 eV cm
2/1015 atoms in the c.m. system. The factor 1/0.996337
corrects the effective stopping power for the 99.6337% isotopic abundance of 14N in
natural nitrogen. This abundance has been found to be very stable in air as stated in
Ref. [CBd+02] and is conservatively assumed to remain constant with 1% uncertainty.
As already mentioned the results can be found in Tab. 3.2 at the end of this section.
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3.2.3. Calculations and corrections for the targets
The stopping power (Ep) calculated by ERDA and the energy loss ∆E(Ep) in the target
are both dependent on the initial proton energy Ep and both are needed to calculate
the reaction cross sections for the investigated proton energies from 400 to 1400 keV.
The target scans show the energy loss only at the resonance energy of 897 keV. But
because only the ratio of both quantities is needed for the cross section calculation, the
relation
∆E(E)
(E) = n, (3.8)
from Ref. [Ili07, p. 336, Eq. (4.92)] can be used. n, the concentration of target nuclei,
is a characteristic independent of ion energy Ep and therefore preferred in the cross
sections calculations.
However, to calculate the median effective proton energy Eeff in the target for a given
incident proton beam with energy E0 the same Ref. states that the energy loss in the
target has to be known for this beam energy to calculate
Eeff = E0 − ∆E(E0)2 , (3.9)
assuming approximately constant cross section and stopping power over the energetic
target thickness. To solve this problem the program SRIM was used again to calculate
the stopping power of the compound TiN at the different H+ ion energies. Together
with the constant concentration n and Eq. (3.8) the energy dependent target thickness
could be calculated and used to correct the proton energy with Eq. (3.9).
The resulting fit parameters of Eq. (3.6) from the NRRA in Sec. 3.2.1 can be used for
further calculations of target and beam parameters. The first partial width parameter




Γ2 + ∆2beam. (3.10)
Because the total width is known, as mentioned above, the typical beam spread could
be calculated for every scan. With a range of [1.3 . . . 2.7] keV and an average of
(1.9±0.2) keV the beam spread was quite different in the three measurement phases, but
this fluctuation of the beam, that depend on the source material, the beam adjustment
and the beam energy had to be expected over time. The reason that the right flank in
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SRIM 440 nm Ti1N1
Figure 3.6.: The SRIM simulation for 440 nm TiN of ratio 1 to 1 reproduces the properties of
the target scan from target “Ca-TiN-2” (∆E = 38.5 ± 0.6 keV; ΓStragg = 9.6 ± 1.3 keV) within
the uncertainties. The bottom plot underlines that a radial straggling of protons of r > 7nm is
fairly unlikely.
to the second partial width parameter Γ2 and can be calculated by
∆stragg =
√
Γ22 −∆2beam − Γ2 =
√
Γ22 − Γ21 (3.11)
from the difference of the widths. ∆stragg is different for every target because it depends
on the target thickness and the stopping power as stated in Ref. [Ili07, p. 346, Eq.
(4.120)]. But despite its effect on the shape of the yield curve the FWHM accounting
for the target thickness is not affected by the straggling.
To check if the straggling calculation is correct it was compared to a simulation of the
energy loss of the proton. For this the software tool SRIM needed the incident proton
energy, the target thickness and composition to calculate a large number of ions on
their way through the target with the Monte Carlo method.
One problem with the target composition was, that only stopping tables for elements
and certain materials are available. But for TiN the program had to calculate them from
the elemental ones and assume the standard density of TiN even if the ratio was not one
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to one. This adds a systematic uncertainty to the straggling, but as Fig. 3.6 shows, the
straggling is in the range of the target scan results for the target under investigation
(Ca-TiN-2), if the same energetic target thickness is applied in the simulation. The
simulated thickness was not the nominal value of Tab. 3.2 because the nominal thickness
differs from the measured thickness and the proton beam had an incident angle of 55◦
increasing the proton path length by a factor of 1/ cos(55◦) = 1.74. This lead to a
thickness of 440 nm that corresponds to 38.5 keV proton energy loss.
The second plot of Fig. 3.6 demonstrates that radial straggling is no significant reason

















 Y0 = 2607.4 ± 47.7
 Y0 = 2714.9 ± 61.1
 Ymax = 2402.7 ± 44.0
 Ymax = 2496.2 ± 56.2
 ∆E = 25.64 ± 0.34
 ∆E = 27.28 ± 0.59
 Er = 895.90 ± 0.15
 Er = 902.90 ± 0.21
 Γ1 = 2.27 ± 0.20
 Γ1 = 2.35 ± 0.26
 Γ2 = 4.25 ± 0.61
 Γ2 = 4.82 ± 1.19
Vom−TiN−5 Scan 1
Vom−TiN−5 Scan 2
Figure 3.7.: The first and second resonance scan of target Vom-TiN-5 are plotted in blue and
orange with their fits to Eq. (3.6) with results of the free parameters. All values except the yield
Y have the unit keV.
By comparing consecutive scans of the same target like in Fig. 3.7 sometimes a shift of
the rising edge was observed. This edge marks the resonance energy of Er = 897 keV
on a new target but if Er is higher in later scans, the protons lose energy before they can
hit the target layer. This can be explained by a layer on top of the target that is building
up during the irradiation process. As mentioned in Sec. 2.1 this effect was stronger
before the new pumping procedure was in place because more residual gas was in the
target chamber. Because beam current and chamber pressure were not constant during
the irradiation, the build up process is nonlinear. Half the resulting energy shift ∆Eshift
that was applied to correct the effective proton energy is therefore not necessarily the




The results of the target scans with all the corrections are summarized in the second
part of Tab. 3.2 at the end of this section.
To have a better comparison of the target parameters determined by ERDA and NRRA,
the results of Tab. 3.2 are plotted in Fig. 3.8. In addition, the results of fitting a
Breit-Wigner function of similar shape like Eq. (3.6) to the peak of direct capture
to the ground state and the primary peak of the 6.79MeV excited state transition in
14N(p,γ)15O are shown, corrected for the γ-ray energy resolution of the detector. The
spectra of the analyzed peaks and their fits are plotted in Figs. A.3 and A.4 in the ap-
pendix. To determine the proton energy loss in each layer found in the ERDA, additional
calculations were necessary. With the following parametric formula from Ref. [AZ77, p.
10 Eq. (17)], the stopping power  in a specific element can be calculated depending
on the c.m. energy E of the proton and the target.
(E) =
a · Eb · cE · log(1 + dE + e · E)
a · Eb + cE · log(1 + dE + e · E)
(3.12)
Eq. (3.12) combines the stopping power approximation from Lindhard, Scharff and
Schiott (LSS theory from 1963 in Ref. [LSS63]) for low energies of E < 30 keV/u with
the description of the high energy range by the Bethe-Bloch formula using a to e as
fitting parameters to experimental data. For the elements found in the targets by ERDA
the parameters are given in Tab. 3.1.
Table 3.1.: Parameters for Eq. (3.12) fitted from the SRIM software stopping power tables for
protons in the different elements found in the targets.
Element a b c d e
H 1.28 0.46 302.24 2755.40 0.0397
C 1.96 0.66 1144.51 4.10 0.0571
N 2.78 0.48 2005.95 808.55 0.0124
Ti 5.81 0.44 4513.56 917.33 0.0137
With (Ep) and the nuclei per target area n from ERDA, Eq. (3.8) gave the energy loss
but with adjustment for the 55◦ incident angle of the protons.
∆E((Ep),n) = (Ep) · ncos(55◦) (3.13)
The NRRA value of ∆E had to be rescaled, in order to be directly comparable to the
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results of the peak analysis, because the energy loss depends on the initial proton energy.
∆E(Ep) = ∆E(897 keV) · (Ep)
(897 keV) (3.14)
The ratio of the stopping powers in Eq. (3.14) was again calculated with Eq. (3.12).
The top panel of Fig. 3.8 shows, that the energy loss in the carbon layer measured
by NRRA in general follows the trend of the ERDA results. Eight of 13 data point
pairs are comparable within the one sigma uncertainty of 10% for each measurement.
For targets St-TiN-1 and Vom-TiN-5 the differences are larger but within 2 sigma
uncertainty. Comparing the results of the energy shift calculated from the direct peak
fitting approach to the shift from the carbon layer in the ERDA data shows much more
scattering and no general trend. In addition, the results from the two analyzed peaks
differ by 2 - 4 keV. Because of the discrepancies with two independent methods that give
concurring results (ERDA and NRRA) this third and direct method of determining the
energy shift is identified to be not as reliable as a separate target analysis and therefore
not considered in further analysis of the carbon layer.
The middle panel of Fig. 3.8 shows the thickness of the TiN layer in the targets with
the methods described above. The general picture is similar to the data sets of the
top panel, meaning the ERDA and NRRA data coincide very well and the direct peak
fitting results have higher deviations from the other two methods. However, they differ
by less than one standard deviation for the majority of cases. The two outliers of target
St-TiN-1 at 640 keV and Vom-TiN-6 at 1301 keV have problems with background peaks
interfering with the peak of interest and their special treatment is described in the next
section.
The bottom panel of the same figure shows results of target thickness and carbon layer
measurements again, but for a closer look on the deviations they are plotted relative
to the NRRA results, which would be at 1.0 and are not plotted, therefore. The good
congruence between NRRA and ERDA measurements is a strong argument to trust
the target characterization with these methods and provides a reliable base for further
analysis. For the following calculations the stoichiometry from ERDA and the target
thickness from NRRA were used because of the respectively smaller uncertainties.
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Table 3.2.: Results of ERDA (first part) on a clean area and on the beam spot and NRRA (second
part) before and after irradiation of the targets (calculated in lab system). NC is the carbon area
density, x is the N to Ti ratio, 
14N
eff (897) the effective stopping in 14N at E = 897 keV, Ep the
measured resonance energy and ∆EN the energy loss in the N layer. The Ep-shift is the difference
between Ep before and after the irradiation.
general ERDA
target dTiN,nom area NC x of TiNx 
14N
eff (897)
[nm] [1015 atomscm2 ] [10
−15 eV·cm2
atoms ]
Vo-TiN-5 170 clean - - -
spot 712 0.81 18.89
Vo-TiN-6 170 clean 29 0.73 20.40
spot 602 0.80 19.12
St-TiN-1 140 clean 84 0.88 17.91
spot 658 0.83 18.63
St-TiN-5 170 clean - - -
spot 274 0.87 17.99
Ca-TiN-2 200 clean 79 1.00 16.35
spot 271 0.97 16.63
general NRRA
target dTiN,nom status Ep-shift Ep ∆EN
[nm] [keV] [keV] [keV]
Vo-TiN-5 170 before 895.9 25.6
after 9.0 904.9 24.7
Vo-TiN-6 170 before 898.2 25.0
after 4.2 902.4 24.9
St-TiN-1 140 before 900.3 20.0
after 3.8 904.2 18.7
St-TiN-5 170 before 902.8 28.3
after 1.8 904.6 29.1
Ca-TiN-2 200 before 901.8 38.5
after 2.9 904.7 37.1
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Energy shift due to carbon layer, determined by four different methods
GS peak shift
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Target thickness, determined by four different methods
GS peak width
DC→679 peak width
897 keV scan width, rescaled
ERDA, rescaled
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Target thickness relative to scan




407 533 640 640 681 747 852 857 957 1115 1192 1301 1401
St5 Vom6 St1 Ca2 Ca2 Vom5 St5 Vom5 Vom5 Vom6 Vom6 Vom6 Ca2
Figure 3.8.: The three panels show the results of the target characterization by different methods.
In the top panel the proton energy shift by the carbon layer on the target surface is plotted for
each target and energy. In the middle panel the energy loss in the TiN target (target thickness)
is shown. The NRRA and ERDA results are rescaled according to the different energies for direct





As a first step the recorded in-beam γ-ray spectra are interpreted for the data analysis
(Sec. 3.3.1). Then the efficiency-corrected yields from the two detectors are compared
to check the literature data on the angular distribution (Sec. 3.3.2). Finally, the sought
after cross section and astrophysical S-factor are determined (Sec. 3.3.3).
3.3.1. Interpretation of the observed γ-ray spectra
Typical in-beam γ-ray spectra taken with the two HPGe detectors are shown in Fig. 3.9
for a representative high beam energy, Ep = 1191 keV, and in Fig. 3.11 for the lowest
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Figure 3.9.: In-beam γ-ray spectrum at Ep = 1191 keV. The irradiation time was 3.7 hours,
total accumulated charge 0.21 C. Top, blue spectrum: 55◦ detector. Bottom, red spectrum: 90◦
detector.
In the low γ-ray energy part of the 1191 keV spectrum (Fig. 3.9, upper panel), the
well-known room background lines at 511, 1461, and 2615 keV are visible. In addition,
the primary γ-ray from capture to the 6792 keV level can be seen at 1619 keV, with
the typical peak shape shown by the target profile. Somewhat weaker lines from the
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12C(p,γ)13N reaction on the initial carbon layer of the target are apparent at 2365 and
3049 keV.
One of the tallest peaks is actually the wide 4439 keV line from 15N(p,αγ)12C which
is used for the monitoring of the irradiation. The yield of the 4439 keV γ-ray from
the decay of the first excited state of 12C provided a real time estimate of the state
of each target. Fig. 3.10 shows the 4439 keV γ-ray peak yield of target St-TiN-5 at
Ep = 407 keV as an example of the target monitoring during long term irradiation. The
low fluctuations around the average yield indicate that the N amount in the target
























Figure 3.10.: Yield of the 4439 keV γ-ray from the 15N(p,αγ)12C reaction during a long irradiation
of target St-TiN-5 at Ep = 407 keV, as a function of the accumulated charge. The yield is
normalized with the average yield value.
The only case where a significant degradation of the 4439 keV yield was observed was
target St-TiN-1, with 28% degradation. This target was then excluded from the analysis
to limit the resultant uncertainty. Only runs with 4439 keV yield degradation less than
5% were adopted for the analysis.
In the high γ-ray energy part of the spectrum (Fig. 3.9, lower panel), a number of
parasitic peaks due to the 19F(p,αγ)16O background reaction are apparent, most prob-
lematic at 6130 keV. This peak, which includes both a sharp Gaussian component due
to 16O nuclei stopped in the backing and a wide Doppler continuum due to in-flight
decay of 16O, is so close to the weak secondary γ-ray from the decay of the 6172 keV




Additional γ-lines stem from the 13C(p,γ)14N reaction on the initial carbon layer, from
the 15N(p,γ)16O reaction on the 0.4% 15N content in natural nitrogen, and from the
27Al(p,γ)28Si reaction from beam losses on the target holder. The latter reaction also
gives rise to a secondary γ-ray at Eγ = 1779 keV that is populated in a number of strong
27Al(p,γ)28Si resonances. Based on their known strengths and branching ratios from
Ref. [MVR75, Bas13], this line is used to put an upper limit of ≤ 0.5% for beam lost

















































Figure 3.11.: In-beam γ-ray spectrum at Ep = 407 keV, of the 90◦ detector. The top, red
spectrum is the in-beam spectrum with an irradiation time of 97 hours and a total accumulated
charge of 1.3 C. The bottom, grey spectrum is the no-beam background, rescaled for equal time.
The three γ-rays used for the analysis are (1) the secondary γ-ray due to the decay of
the Ex = 6792 keV excited state in 15O (shown at 6790 keV in Fig. 3.11 due to the recoil
correction), (2) the primary γ-ray from capture to the 6792 keV level (seen at 1619 kev
in Fig. 3.9) and (3) the primary γ-ray from ground state capture, seen at 7651 keV.
These three γ-rays are shown in detail in Figures A.3 and A.4 in the appendix, together
with the regions of interest selected for the determination of the peak area and for the
estimation of the linear background to be subtracted.
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Despite the low counting rate at Ep < 0.5MeV, low-energy runs were undertaken in
order to connect the present data to the well-studied low-energy region at E = 300-
500 keV shown previously in Fig. 1.4. The γ-ray spectrum from the run with the lowest
proton energy is shown in Fig. 3.11.
In the low-energy region the spectrum is entirely dominated by the room background
(Fig. 3.11, top panel). The Compton continuum from the room background is strong
enough to prevent a meaningful analysis of the primary γ-ray from capture to the
6792 keV level (at Eγ = 883 keV).
The broad 4439 keV peak by the 15N(p,αγ)12C reaction is again clearly visible in the high-
energy part of the spectrum (Fig. 3.11, bottom panel). Of the various 19F(p,αγ)16O
peaks, only the most problematic one at 6130 keV is visible at this low energy. The
secondary γ-ray due to the decay of the Ex = 6792 keV excited state in 15O (shown at
6790 keV in Fig. 3.11) is clearly visible. However, at this lowest beam energy, the same
is not true for the primary γ-ray from ground state capture, expected at 7651 keV. It
coincides with the Compton edge of the 7927 keV peak from the direct capture peak in
the 13C(p,γ)14N reaction, preventing an analysis of the ground state transition for this
data point.
In several cases special steps had to be taken for the background subtraction as listed
in the following text. The respective error bar for each of the data points listed was
increased to take the uncertainty from the subtraction procedure into account.
• At Ep = 533 keV, the ground state primary is affected by background due to the
23 keV wide 13C(p,γ)14N resonance at Ep = 551 keV (see Ref. [Ajz91]). In order
to treat this background, the shape of the detector response has been simulated by
Geant4 and subtracted from the observed spectrum (Fig. 3.12). After subtraction
of the Compton edge based on the simulation (60% and 30% of the raw counts
for the 55◦ and 90◦ detector, respectively), the ground state capture peak clearly
emerges, albeit on top of a remaining continuum. The position and width of
the peak coincide with what is expected from the resonance scan (Sec. 3.2.1).
The error bar for these data points is conservatively increased by 30% of the
subtracted counts.
• At Ep = 1115 keV, there is a γ-ray exactly 511 keV above the 6792 keV secondary,
so that its single-escape peak had to be subtracted based on the known single-
escape/full-energy peak ratio, giving 16% correction.
• At Ep = 1301 keV, a γ-ray at 9010 keV lies 511 keV above the ground state primary.
This peak is tentatively assigned to the 18O(p,γ)19F reaction. Its single-escape
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peak had to be subtracted based on the known single-escape to full-energy peak
ratio, giving 50% correction.
 [keV]γE






















Prediction from target scan
Figure 3.12.: In-beam γ-ray spectrum from the 55◦ detector for the Ep = 533 keV run near the
ground state capture peak. See text for details.
For the ground state (GS) peak, the yield has been corrected down by a part of the
measured yield cSumIn,GS = 0.4 - 1.5% for the summing-in effect with Eq. (3.15). The
fraction cSumIn,GS of the yield are events in the peak area of interest caused by the










This correction has been estimated based on the γ-ray detection efficiencies ε(Eprim)
and ε(Esec = 6792 keV) for primary and secondary γ-rays from the 6792 keV state and
ε(EGS) for the ground state γ-ray and the ratio between the astrophysical S-factors
for the 6.79MeV and ground state transitions. A conservative 20% relative uncertainty
was assumed for the correction. Based on the total γ-ray efficiency from the calibra-
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tion measurement with the 137Cs source, the summing-out correction for the 6792 keV
secondary peak was found to be even lower, always below 0.6%. This opposite effect
reduces events from a peak area of interest, due to coincidence between an absorbed
photon of the peak and an absorption of a second simultaneous photon in the detector,
again summing both energies in the signal.
Taking the mentioned corrections for the full energy peak counts NR into account, the
experimental yield Y was calculated using
Y = NR
W (Θ) · ε ·Q · tLtR
. (3.16)
W (Θ) is the angular correction factor discussed in the next section. Q denotes the inte-
grated beam current, ε the γ-ray detection efficiency and tLtR the dead time correction.
3.3.2. Angular distribution information
The angular distribution of the off-resonant 14N(p,γ)15O γ-ray yield was measured in
a wide energy range in the Bochum experiment and presented in the form of first and
second order angular distribution coefficients a1,2 in Ref. [SBB+87] for the Legendre
polynomials in Eq. (3.17).
W (θγ) = 1 + a1Q1P1(cos θγ) + a2Q2P2(cos θγ)+··· (3.17)
The distribution W (θγ) is cut off after the second Legendre polynomial because higher
order corrections were not reported.Q1,2 are attenuation factors based on the geometric
correction for the finite solid angle of the detector. The Geant4 simulation (Sec. 3.1)
showed that, because of the long distances between target and detectors of 15.9 cm
and 19.5 cm compared to the crystal diameters (Fig. 2.5), the Q-factors could be set
to unity for the present analysis.
Recently, the distribution was re-measured at Notre Dame by Ref. [LGd+16]. The
angular data from the two publications are different for the primary γ-rays. For the γ-
rays from direct capture to the ground state and to the 6792 keV excited state, Notre
Dame reported a non-negligible coefficient for the P1 Legendre polynomial, which lead
to up to 40% forward-backward asymmetry. Bochum had reported such a forward-
backward asymmetry for ground state capture, but not for capture to the primary γ-ray
of the 6792 keV excited state. This difference is shown in Fig. 3.13 for the data colored
in black. The efficiency-corrected ratio of the yields of the two detectors is consistent
with both reported ratios within the uncertainties.
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The present data is not very sensitive to the angular distribution. The first-order Leg-
endre polynomial vanishes at 90◦,
P1(cos 90◦) = cos 90◦ = 0. (3.18)




(3 cos 55◦ − 1) = −0.0065 ≈ 0. (3.19)
The secondary γ-ray of the 6.79MeV transition was reported to be isotropic by Bochum
and not studied by Notre Dame. The efficiency-corrected ratio of the yields of the two
detectors is consistent with this expectation as the red colored data in Fig. 3.13 show.
For ground state capture the different reported Legendre coefficients from Bochum
and Notre Dame partially cancel out in the yield ratio. The present data are in fair
agreement with the yield ratio expected based on these works as the blue colored
data in Fig. 3.13 demonstrate. The ground state capture data points at E = 480 keV





























DC→0 Notre Dame 2016
Figure 3.13.: Ratio of the efficiency-corrected γ-ray yields from the 90◦ and 55◦ detectors from
the present work, compared with previous results from Bochum in Ref. [SBB+87] and Notre Dame
in Ref. [LGd+16].
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any expectation within the large uncertainty. On the other hand the data point just
above the E = 987 keV resonance is an outlier for ground state capture, possibly due
to some residual contribution by the resonance.
For the data analysis no angular correction is made for the 6.79MeV secondary γ-ray.
For the primary γ-ray to the 6.79MeV level the data are corrected with the measured
angular coefficients by the recent Notre Dame experiment in Ref. [LGd+16]. For the
ground state primary γ-ray the previous coefficients from the Bochum experiment in
Ref. [SBB+87] are used instead. They are consistent with Notre Dame and more easily
accessible in the paper.
3.3.3. Determination of the cross section and astrophysical S-factor
The experimentally observed yield Y (Ep) and the sought after cross section are con-







It was checked if a numerical integration of Eq. (3.20) was really necessary, because an
analytical approach would reduce the complexity of further analysis. If the cross section
and the effective stopping power are not varying significantly over the energetic target
thickness one can replace the dependence of σ and  from Elab in Eq. (3.20) with the
constant effective energy Eeff, that was defined as the median energy of the integrand
in Ref. [RR88].
Eeff = Ep − ∆Ep2 (3.21)
The proton beam energy Ep in Eq. (3.21) was corrected for energy loss in the initial






In Fig. 3.14 the numerical integration was done for the measurement at Ep = 640 keV
with target Ca-TiN-2. The left panel shows the stoichiometry measured by ERDA. This
was used to divide the target into thin layers with depth dependent ratios of Ti and
N. The right diagram shows the yield of the capture to the 6.79MeV excited state
of the 14N(p,γ)15O reaction. The yield is calculated in each layer separately to solve
Eq. (3.20) numerically by assuming a flat S-factor of 1 keV b and an effective stopping
from ERDA with Eq. (3.7). The S-factor in the title of the plot was calculated from
the quotient of the experimental yield (Eq. (3.16)) and the yield summed over all layers
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Figure 3.14.: The 14N(p,γ)15O yield (right panel) using the depth dependent Ca-TiN-2 target
stoichiometry from ERDA (left panel). The S-factor is the ratio of the experimental yield and the
yield sum of all layers. The initial proton beam energy was Ep = 597 keV and the average energy
loss was 40.9 keV.
(Eq. (3.20)) multiplied by 1 keV b from the flat S-factor assumption. The yield curve in
Fig. 3.14 depends by necessity on the assumed shape of the S-factor curve. There for
the calculation was repeated with the Solar Fusion II (SFII, Ref. [AGR+11]) S-factor
curve, showing differences of < 1% in the final S-factor.
The resulting S-factor is equal to the experimental S-factor calculated with Eq. (3.22)
and Eq. (3.23) S6.79(E) = (1.17 ± 0.04stat) keV b within the statistical uncertainties.
This assures that no systematic error is introduced by using Eq. (3.22). Ca-TiN-2 at
Ep = 640 keV was chosen, because it was the thickest target in the experiment and the
energy was one of the lowest. At those two conditions the effect on the S-factor from
varying cross-section and effective stopping over the target thickness is the strongest.
Since no considerable effect was found, it is safe to assume the other data points are
not affected as well. Thus, the S-factor could be calculated using Eq. (3.22) solved for
σ(Eeff) and the following equation:
S(Eeff) = σ(Eeff) · Eeff · Tˆ . (3.23)
The Gamow factor Tˆ in Eq. (3.23) was computed with
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where the relative atomic masses Mi are in units of u and the energy E is in MeV
according to Ref. [Ili07, p. 107, Eq. (2.126)]. Z0 = 1 and Z1 = 7 are the charge
numbers of H1+ and N7+. The final astrophysical S-factor values are summarized in
Tab. 3.3.
Table 3.3.: 14N(p,γ)15O S-factors for capture to the 6.79MeV excited state and for capture to
the ground state in 15O, as a function of the effective energy Ec.m. in c.m. system.
Ec.m. S6.79(Ec.m.) ∆Sstat6.79 Sgs(Ec.m.) ∆SstatGS
[keV] [keV b] [keV b] [keV b] [keV b]
357 1.27 0.10 - -
479 1.12 0.07 0.19 0.07
574 1.17 0.04 0.26 0.02
613 1.05 0.05 0.22 0.02
676 1.14 0.04 0.24 0.02
780 1.00 0.04 0.26 0.03
780 1.07 0.03 0.31 0.03
877 1.06 0.03 0.42 0.02
1028 1.17 0.05 0.30 0.05
1099 1.23 0.04 0.29 0.03
1202 1.21 0.07 0.23 0.05
1292 1.15 0.07 - -
3.3.4. Uncertainties
The uncertainties of the present data points (Tab. 3.4) are divided in two groups:
The first group (systematic uncertainties) are scale factors that would, at least in
principle, affect all the present data points uniformly. The second group (statistical
uncertainties) affects each data point randomly and may thus have a different sign for
each data point. Only the latter uncertainties should be used when for example gauging
the appropriateness of an R-matrix fit as in Sec. 4.3. The former uncertainties will then
determine the additional scaling uncertainty of the fit result.
The largest systematic uncertainty, 6%, stems from the determination of the target
composition, here expressed as the effective stopping power, by the ERDA technique
(Sec. 3.2.2). This determination is made separately for each target studied here, using
one and the same beam, detectors, and analysis method. Therefore it is conservatively
assumed that the ERDA uncertainty has a scale factor component of 6% common to
all data points (due to the calibration of the ERD apparatus used) and a statistical
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component that is target dependent of 5%. The γ-ray detection efficiency contributes
3% error (Sec. 3.1). The 5% uncertainty due to the angular corrections in Sec. 3.3.2 is
estimated based on the analysis of the yield ratios shown in Fig. 3.13. The beam current
is conservatively approximated to be known with 1% uncertainty, due to remaining
imperfections of the Faraday cup used (see Sec. 2.3.3).
The beam energy calibration affects the conversion of the measured yield to the astro-
physical S-factor. The systematic uncertainties are always at 0.06% or less (Sec. 2.1)
and therefore are left out of the table. The statistical uncertainty of the effective energy
stems mainly from the energy correction based on the loss in the carbon layer discussed
in Sec. 3.2.3. Propagating the systematic uncertainty through Eq. (3.24) increased it
particularly in the low energy region to up to 2.7%.
The 20% relative uncertainty of the summing corrections (Sec. 3.3.1) resulted in addi-
tional count rate uncertainties always below 0.3% and are hence omitted in the table.
The energetic target thickness is determined by the resonance scans of the target, and
its uncertainty mainly stems from the statistical error of the fit curve obtained, meaning
it has to be treated like a statistical uncertainty contributing up to 3% error.
The main statistical uncertainty originates from the γ-ray counting statistics and from
the background subtraction, where applicable. For the 6.79MeV transition, the statis-
tical uncertainty is between 3% and 10%. For the ground state transition, due to the
lower statistics, higher uncertainties of typically 5-18% are found.
There are two cases with higher statistical uncertainty in the ground state transition: At
Table 3.4.: Error budget for the astrophysical S-factor, in percent. See text for the E = 479 keV
and 1202 keV data points and for further details.
Uncertainty syst. stat.
[%] [%]
Effective stopping power (Sec. 3.2.2) 6 5
γ-ray detection efficiency (Sec. 3.1) 3
Angular correction (Sec. 3.3.2) 5
Beam current (Sec. 2.3.3) 1
Effective beam energy E (Sec. 3.2.3) 0.3 - 3
Energetic target thickness ∆Ep (Sec. 3.2.1) 3
Count rate, ground state (Sec. 3.3.1) 5 - 18
Count rate, 6.79MeV (Sec. 3.3.1) 3 - 10
Total, ground state 8 6 - 17
Total, 6.79MeV 8 3 - 8
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E = 479 keV (Ep = 533 keV) where the ion beam induced background subtraction plays
a major role, for the ground state primary γ-ray a statistical error bar of 37% (28%) is
found in the 55◦ (90◦) detector, leading to a total statistical uncertainty of 36% for
the weighted average of the two, taking the uncertainties in the angular correction into
account. The second case is E = 1202 keV with the subtraction of a single-escape line
leading to a statistical uncertainty of 20% in the weighted average.
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In order to estimate their impact on the low-energy extrapolated S-factor, the present
data were included in a limited but detailed R-matrix fit, using the AZURE2 code
of Ref. [AU+10b]. Instead of a full R-matrix fit like in other recent Refs. [AGR+11,
LGd+16, AU+10b], the new fit concentrated on the influence of the new data on key
parameters in the R-matrix framework of the 14N(p,γ)15O reaction.
The first section provides a brief introduction about R-matrix theory. This is followed by
Sec. 4.2 dealing with the selection of data sets and parameters. Finally, the performed
R-matrix fits and extrapolations are described in Sec. 4.3.
4.1. The phenomenological R-matrix
First introduced by Wigner and Eisenbud in 1947 [WE47] to describe resonances in
nuclear reactions, the R-matrix theory became a powerful tool for parametrizing cross
sections of reactions and scattering of particle systems that can consist of nucleons,
nuclei, electrons, atoms or molecules. The theory accounts for interference effects be-
tween multiple resonances and nonresonant contributions and is therefore even valid in
great distance to resonances.
According to Ref. [WE47] the main idea of the theory is to separate the configuration
space of a system into an internal and external region with a boundary between the
regions called the channel radius a (sometimes also R). Ref. [DB10] states that, if a
is chosen large enough, the external part of the system interacts only by long-range
forces that are Coulomb interactions. Therefore, the scattering wave functions can
be approximated by asymptotic expressions. Only energy, mass, charge and angular
momentum of the couple of particles interacting are needed for the description of this
system. The resulting wave functions are called channels. The internal region, on the
other hand, is described by many-body nuclear physics with eigenstates. They can be
calculated because they form a discrete basis in the confined system, labeled as poles.
Then the scattering wave function for an arbitrary energy can be expanded over the
internal region. The eponymous R-matrix is the inverse of the logarithmic derivative of
the wave function, calculated at the boundary. A match with the solution and derivative
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of the external region wave function provides the scattering matrix and the bound states
of the system.
In Ref. [DB10] it is also mentioned, that the R-matrix theory was developed in two
branches. One approach has the aim to solve the Schrödinger equation for coupled
channel problems in a simplified and efficient way and is called the calculable or compu-
tational R-matrix. The other part follows the original idea of parametrizing resonances
and non-resonant parts of low energy cross sections with a limited number of real pa-
rameters with physical meaning. This branch is called the phenomenological R-matrix
and is the basis of the cross section fits in this chapter. Provided with the adequate
program even a multi channel system is rather easy to handle with this R-matrix frame-
work for the end-user. For a comprehensive overview of R-matrix theory one may refer
to Ref. [LT58] or the more recent update in Ref. [DB10].
The AZURE2 program described in Ref. [AU+10b] that was used in this work, provides
the option to include additional poles, not related to real resonances. Such poles placed
at very high level energies and with very broad resonance widths are called background
poles (BGP). They simulate a slowly varying offset in the cross section, induced by
a non-resonant mechanism. For the 14N(p,γ)15O system such poles were considered
by some groups like in Refs. [AU+10b, AGR+11, LGd+16] to account for the strong
background contribution of possible unidentified resonances at higher energies.
It should be noted that the R-matrix framework in the phenomenological treatment is
not close to a first principles description of physical reality like the ab initio calculations
in Ref. [ELR+15] but rather a model using a number of assumptions and parameters.
Therefore, generally speaking constraints such as elastic scattering and angular distribu-
tions should not be used as justification to accept fits that do not track the experimental
radiative-capture data. In the past, these secondary observables have been found useful
to constrain R-matrix fits like in Refs. [AU+10b, LGd+16]. However, they have no di-
rect bearing on the astrophysically relevant quantity sought here, i.e. the thermonuclear
reaction rate that depends on the low energy reaction cross section.
4.2. Datasets, energy levels and starting values
This focus meant in particular that no elastic scattering data from Ref. [dBG+15] are
included and angular distribution data (from Refs. [SBB+87, LGd+16]) are only used
to correct the absolute cross section as discussed in Sec. 3.3.2, not for the R-matrix
fit itself. The present fit makes no attempt to reproduce these secondary observables,
and therefore it serves mainly as an illustration of the possible effects of the present
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new data on the extrapolated cross section at low energy. The fit is limited to those
quantities that are expected to have an effect on either the normalization or the slope of
the non-resonant S-factor curve, or on both: The asymptotic normalization coefficient
(ANC) of the 6.79MeV level and the widths of the so-called background poles.
The selection and renormalization of cross section data included in the fit routine follows
the approach of the review Solar Fusion cross sections II (SFII, Ref. [AGR+11]). The
LUNA data from 2004-2005 in Ref. [FIC+04, ICF+05] were renormalized to the SFII rec-
ommended strength of the 259 keV resonance in 14N(p,γ)15O ωγ259 = 13.1± 0.6 meV,
resulting in a scale factor of 1.02. The TUNL data set of Ref. [RCA+05] from 2005
was scaled by a factor of 0.97 in the same way. The more recent LUNA data from
2008-2011 in Ref. [MFG+08, MFB+11] needed no scaling because they already use the
recommended strength. The present data are included without normalization, as they
do not depend on the strength of the 259 keV resonance. For all data sets, S-factor
values close to sharp resonances determined by their energy being between ER − 20Γ
and ER + 1.5∆ with a target thickness ∆ = 30 keV, were excluded. This is the same
criterion as in SFII, in order to limit the impact of S-factors above 10 keV b, where the
generally low energy uncertainty may lead to significant deviations from the fit curve
because. The corrected Bochum data of Ref. [SBB+87] from 1987 were used in SFII
(scaled by 0.91) but here they were only taken into account in preliminary R-matrix fits
to check if the shape of the high energy resonances in the ground state are correctly
reproduced with the fit. Those data were then excluded for the final fit of the ANC
of the 6.79MeV level because of the before mentioned (Sec. 1.3) summing problems
and renormalization that made them unreliable for an S-factor extrapolation to zero
energy. Instead they are replaced by the present new data. In Tab. 4.1 an overview of
the relevant data sets is shown.
Table 4.1.: Summary of experimental data sets used in the R-matrix fits. The number of data
points is the sum from direct capture to the ground state as well as capture to the 6.79MeV
excited state. See text for details. Energy range in c.m.
Experiment Energy Number of Scaling Reference
range [keV] data points factor
LUNA 2004-2005 119-393 33 1.02 [MFG+08, MFB+11]
LUNA 2008-2011 315-354 6 1.00 [MFG+08, MFB+11]
TUNL 2005 134-782 50 0.97 [RCA+05]
Bochum 1987 181-3346 168 0.92 [SBB+87]
present data 383-1385 22 1.00 Tab. 3.3
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It has been demonstrated previously in Ref. [MdD+14] that the AZURE2 code used here
gives similar results to the Descouvemont code of Ref. [DB10] used in Refs. [AD01,
FIC+04, ICF+05, MFG+08, MFB+11, AGR+11].
The parameters that are kept fixed in the present multi-channel R-matrix fit are dis-
cussed below.
First, in the present fit the very low channel radius of 4.2 fm used previously to fit
14N(p,p)14N scattering data by Notre Dame in Ref. [dBG+15] was tested here. But
since it led to an imaginary number for the external partial width of the background
pole with J = 52
−, this attempt was discarded. Instead a channel radius of a = 5.5 fm
was used (the same radius as in SFII and other studies of Refs. [AGR+11, MFG+08,
RCA+05, ICF+05, LGd+16]), which led to a real number for the background pole width
and improved χ2 by 12%.
Second, the asymptotic normalization coefficients for ground state capture by Mukha-
medzhanov from Ref. [MBB+03] are used here. They originate from calculations using
the transfer reaction 14N(3He,d)15O. Converted to the AZURE2 coupling scheme that
is defined in Ref. [AU+10b] they are the following: Cp,1/2 = (0.23 ± 0.01) 1/fm2 and
Cp,3/2 = (7.3 ± 0.4) 1/fm2. For the latter value, SFII and Notre Dame in Ref. [LGd+16]
use a slightly higher value of (7.4 ± 0.5) 1/fm2.
Third, level energies up to 9.5MeV are taken from the Ajzenberg-Selove evaluation in
Ref. [Ajz91], except where updated by LUNA in Ref. [ICF+05] and kept fixed in the
fit. This is different from Notre Dame, where Ajzenberg-Selove energies are used, with
level energies above 7.56MeV being allowed to vary in the fit.
Fourth, in order to preserve the information contained in the S-factor values close to
sharp resonances (which are excluded from the fit for the reasons given above), some
parameters of the strong 259 keV resonance are kept fixed. Namely, they are the proton
width and partial, internal γ-ray widths for decay to the ground state and 6.79MeV
excited state. The measured branching ratios in Ref. [MFB+11] can be converted to
partial resonance widths using the resonance strength ωγ = 13.1meV, recommended by
SFII and Eq. (4.1) adapted from Ref. [Ili07, p.192-195] for the special case of Γp  Γγ ,
ωγ ≈ ωΓγ ≡ (2J
pi + 1) · (1 + δ01)
(2j0 + 1) · (2j1 + 1) Γγ . (4.1)
Here Jpi = 12
+ is the spin of the resonance, j0 = 1+ is the 14N target spin, j1 = 12
+
is the H+ projectile spin and δ01 is zero because the particles in the entrance channel
are different. By solving Eq. (4.1) for the total γ-width Γγ and computing ω = 3 one
can calculate the product of the total γ-width times the branching ratio of a transition
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to get the partial resonance width of this transition. The values are Γ259p = 1.12 keV
from Ref. [BLUB09], Γ259γ,0 = 0.59meV and Γ259γ,6.79 = 8.88meV from the corresponding
branching ratios in Ref. [MFB+11, Tab. IV].
These parameters are close to the Notre Dame fit values (see Tab. II in Ref. [LGd+16]),
but they have an experimental origin. In addition one can compare the ratio of the
resonance widths Γγ,6792(259)Γγ,0(259) = 15.1 in the present fit with the recent measurement
of the 259 keV resonance in Ref. [DKC+16]. Among others, updated branching ratios
of 1.5% for the transition to the ground state and 23% for the transition to the
6.79MeV state were reported. The quotient of those branching ratios is 15.3 and this
is apparently very similar to the present parameter ratio. This independent experimental
reference point, if compared to the lower quotient of parameters from Ref. [LGd+16]
Γγ,6792(259)
Γγ,0(259) = 14.3, was a good argument, not to use the parameters from the Notre
Dame fit in this case. The decision was confirmed by the 5% better χ2 in the fit, if the
Notre Dame parameters were not used for the partial resonance widths.
On the other hand, for the resonances at 0.987 and 2.206MeV, values from the Notre
Dame fit were sufficient to act as starting values for the fit procedure. Only minor
parameter variations in the preliminary single channel R-matrix fits were observed.
For easier reference, all the R-matrix parameters that have been changed with respect
to Ref. [LGd+16] are listed in Tab. 4.2 and it is shown if they originate from Refs.
[MBB+03] or [MFB+11].
4.3. Multi-channel R-matrix analysis
In the preliminary single channel fits the chosen parameters for sub threshold level
ANC’s and partial resonance widths were sufficient to reproduce the resonance data for
the ground state and the 6.79MeV state. But the unfixed parameters for the 987 and
2187 keV resonances converged to slightly different values than the Notre Dame fit in
Ref. [LGd+16].
This might stem from the modification to the AZURE2 code that the Notre Dame group
did in order to include the differential elastic scattering cross sections of Ref. [dBG+15]
measured relative to the cross sections at 30◦. In order to ensure the reproducibility of
the calculation, in the new fit the AZURE2 code was used as provided by the authors
at their web page [AU+10a] and therefore no relative cross sections could be included.
That and the use of integrated instead of differential cross section data for the fit can
explain the small deviations of E
x, 32
+ , Γp(2187) and Γγ,0(BGP, 32
+) from Ref. [LGd+16]
in Tab. 4.2. However, because the off resonance data were not close to the calculated
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Table 4.2.: Summary of parameters used in the present R-matrix fit compared to values from
fits in literature. See text for details.
Present work Ref. [LGd+16] Ref. [MBB+03] Ref. [MFB+11]
a 5.5 fm 5.5 fm 5.5 fm 5.5 fm
Cp,1/2 0.23 1/fm2 0.23 1/fm2 0.23 1/fm2 -
Cp,3/2 7.3 1/fm2 7.4 1/fm2 7.3 1/fm2 -
Ex,1/2+ 5180.8 keV 5183.0 keV 5183 keV 5180.8 keV
Ex,3/2− 6172.3 keV 6176.3 keV 6176.3 keV 6172.3 keV
Ex,3/2+ 6791.7 keV 6793.1 keV 6793.1 keV 6791.7 keV
Γp(259) 1.12 keV 0.96 keV - 1.12 keV
Γγ,0(259) 0.59 meV 0.65 meV - 0.59 meV
Γγ,6792(259) 8.88 meV 9.3 meV - 8.88 meV
Ex,3/2+ 8289 keV 8285 keV 8284 keV 8284 keV
Γp(2187) 71 keV 89 keV - -
Γγ,0(BGP, 32
+) 460 eV 220 eV - -
Γγ,0(BGP, 52
−) 716 eV - - -
curves, additional fitting and introduction of additional BGPs was necessary.
At first the channel radius value from Ref. [dBG+15] a = 4.2 fm was chosen for the
multi-channel fit as mentioned before. In the fit the Jpi = 52
− background pole evolved
to values, where the external partial width E1 would become imaginary and thus being
ignored by the fit routine. Increasing the radius to 5.5 fm, as recommended for R-matrix
fits of 14N(p,γ)15O in Ref. [AGR+11], solved the problem with imaginary widths and
reduced the total χ2 by 12%. Larger channel radii could not improve the χ2 for the
chosen data set any more but had problems reproducing the high energy ground state
data from Bochum in Ref. [SBB+87].
The new multi-channel fit with a = 5.5 fm lead to similar χ2 for a big region in parameter
space as Fig. 4.1 demonstrates. A similar behavior was seen before with the lower
channel radius. The fit routine of AZURE2 minimizes the residuals with the method of
the least squares. This means the fit result has the lowest chi-square χ2min = 1487 and a
region in parameter space can be defined, that has the 99.73% = 3σ confidence interval
of containing the true parameters. According to Ref. [PTVF07, p. 815] for three fitted
parameters this 3σ confidence region corresponds to parameter values with a chi-square
up to ∆χ2 = 14.2 larger then χ2min. In Fig. 4.1 this region is marked by the larger dots
that are color coded with the corresponding χ2 value.
To get an estimate for the statistical uncertainty of the S-factor extrapolated to zero
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Figure 4.1.: The χ2 dependence on the three varied parameters with channel radius a = 5.5 fm.
At the x-axis the ANC of the 6.79MeV level, at the y-axis the E1 partial width of the Jpi = 32
+
background pole and at the z-axis the E1 partial width of the Jpi = 52
− background pole is
drawn. The larger dots in the three dimensional parameter space mark the 3 sigma region of
the lowest χ2. The black circle marks the best fit value of χ2min = 1486.8 for the parameters of
ANC = 4.64 1/fm2 ± 0.4%, Γ3/2+ = 461 keV ± 3% and Γ5/2− = 716 keV ± 22%.
energy, the lowest and highest extrapolated S6.79(0) = (1.163 ... 1.200) kev b from
parameters in this ∆χ2 confidence region are chosen to calculate the difference to
S6.79(0) = 1.186+0.015−0.022 kev b from the best fit. The S6.79(0) distribution for the 3σ
confidence region is plotted in Fig. 4.2 from the same point of view as Fig. 4.1 for a
better comparison. Of course a two dimensional display of a three dimensional scatter
plot is not ideal because some of the points are hidden behind others but the two figures
are primarily plotted to give an idea of the procedure of defining adequate uncertainties
for the extrapolated S-factors. The same procedure was used to calculate statistical
































































































































































Figure 4.2.: The S6.79(0) dependence on the three varied parameters with channel radius
a = 5.5 fm. The axis are the same as in Fig. 4.1 for comparison. The dots in the three dimensional
parameter space mark the 3σ region of the lowest χ2 color coded for the S6.79(0) values. The
black circle marks the extrapolation from the best fit with S6.79(0) = 1.186+0.015−0.022 kev b.
energy Sg.s.(0) = 0.249+0.009−0.008 keV b.
The described procedure of deriving statistical uncertainties from χ2 fluctuations by
varying free parameters of the R-Matrix fit in a defined parameter space can be extended
to more than three free parameters easily, but a graphical representation would be
difficult. A full R-matrix calculation with N > 3 free parameters is beyond the scope of
this work but could in principle profit from this method of uncertainty determination if
in addition randomization methods are used for the parameter variation. Otherwise the
computing time is increasing exponentially with the power of N and therefore, would
become difficult to handle.
Plots of the present R-matrix fit curves from both investigated transitions of the
14N(p,γ)15O reaction can be found in the next chapter. They are compared in Fig. 5.1
and Fig. 5.2 with the fits from R-matrix calculations by SFII (Ref. [AGR+11]) and
Notre Dame in Ref. [LGd+16].
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For capture to the 6.79MeV excited state, the experimental S-factors of this work are
compared in Tab. 5.1 to the S-factors of Ref. [SBB+87] and to the R-matrix fit of SFII
from Ref. [AGR+11].
The literature S-factors were selected by energies that are as close as possible to the
energies of this work. Some are different by more than 10 keV but this leads to no
significant change of the S-factor as long as there is no resonance and the S-factor
curve is rather flat around that energy.
The general trend for the SFII fit is an underestimation of the present and Bochum data
that increases with higher energies. The fit in SFII included only one BGP of Jpi = 52
−
at E = 6MeV that appears to be not sufficient to completely reproduce the tail of broad
Table 5.1.: 14N(p,γ)15O S-factors for capture to the 6.79MeV excited state as a function of the
effective energy Ec.m. compared to the R-matrix fit from the SFII review and the S-factors from
Bochum of Ref. [SBB+87] with the renormalization recommended in SFII (see Ref. [AGR+11])
at similar energies.
present work SFII Ref. [AGR+11] Bochum Ref. [SBB+87]
Ec.m. S6.79(Ec.m.) Ec.m. S6.79(Ec.m.) Ec.m. S6.79(Ec.m.)
[keV] [keV b] [keV] [keV b] [keV] [keV b]
357 1.27 ± 0.10 351 1.17 343.3 1.23 ± 0.47
479 1.12 ± 0.07 481 1.00 479.5 1.11 ± 0.11
574 1.17 ± 0.04 571 0.96 575.6 0.93 ± 0.08
613 1.05 ± 0.05 611 0.94 622.2 1.03 ± 0.05
676 1.14 ± 0.04 671 0.92 663.3 1.01 ± 0.05
780 1.00 ± 0.04 781 0.88 780.8 0.90 ± 0.09
780 1.07 ± 0.03 - - - -
877 1.06 ± 0.03 871 0.86 866.7 0.94 ± 0.04
1028 1.17 ± 0.05 1031 0.82 1034.6 0.91 ± 0.09
1099 1.23 ± 0.04 1101 0.80 1108.3 0.97 ± 0.10
1202 1.21 ± 0.07 1201 0.78 1201.6 0.93 ± 0.12
1292 1.15 ± 0.07 1291 0.76 1295.8 0.96 ± 0.09
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unidentified structures at higher energy.
The Bochum data are always lower then the present data, but they are within a 2σ
uncertainty compatible with the present data. For energies above 1MeV the discrepancy
is stronger than for lower energies because the present data show an increase of 26%
on average over the literature data that remain flat. The statistical uncertainties of
the present data are smaller then the uncertainties from the Bochum data. In addition
these data from Ref. [SBB+87] had to be re-normalized by a factor of 0.91 because
of an updated E = 259 keV resonance strength and new reference cross section values
discussed in Ref. [AGR+11]. Without this correction the Bochum data would be even
compatible within a 1σ uncertainty, raising again doubts about the treatment of those
old data from 1987. In addition, without the original detection efficiency information,
no summing correction can be applied either.
The resulting fit for capture to the 6.79MeV excited state, the red solid curve in Fig. 5.1,
shows a somewhat different slope in the E = 400 – 1300 keV range than SFII and Notre
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 300  400  500
Figure 5.1.: Astrophysical S-factor for the 6.79MeV transition in 14N(p,γ)15O from the literature
[SBB+87, FIC+04, ICF+05, MFG+08, MFB+11, RCA+05] and from the present work. The data
from Refs. [SBB+87, FIC+04, ICF+05, RCA+05] have been renormalized as in Ref. [AGR+11] for
the 13.1meV strength of the 259 keV resonance. The R-matrix fits by SFII from Ref. [AGR+11],
Notre Dame from Ref. [LGd+16], and from the present work (Sec. 4.3) are also shown.
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effect is most visible at E = 1000 – 1300 keV. A possible reason for the SFII fit is the
missing BGP mentioned above. The lower Notre Dame fit is probably due to the data at
high energies above 1500 keV that were included in the fit. A large sample of scattering
data from Ref. [dBG+15] and lower high energy S-factors for the 6.79MeV transition
from Ref. [LGd+16] forces the fit curve to lower S-factors in the intermediate energy
range, already.
Despite these non-negligible differences at high energies, the picture is more consistent
at low, astrophysical energies. There, the present fit comes out only about 1% higher
than SFII. It should be kept in mind that Notre Dame reported a relatively high zero-
energy S-factor for this transition, S679(0) = (1.29± 0.04stat ± 0.09syst) keV b, higher
than, but still consistent, with the SFII value of (1.18±0.05) keV b. The present result of
S679(0) = (1.19±0.02stat±0.10syst) keV b lies between the SFII and Notre Dame results
and is consistent with both. The systematic uncertainty of S679(0) derives from the 8%
systematic (scale) uncertainty of the present data points. The statistical uncertainty
was found to be 0.02 keV b, negligible when compared to the systematic uncertainty.
Therefore the total uncertainty of S679(0) is the same as the systematic 0.10 keV b.
For capture to the ground state, the comparison in Tab. 5.2 between the experimental
S-factors of this work, the Bochum data and the SFII R-matrix fit yields a different
result. While most of the S-factors of the two experimental data sets are consistent
Table 5.2.: 14N(p,γ)15O S-factors for capture to the ground state as a function of the effective
energy Ec.m. compared to the R-matrix fit from the SFII review and the S-factors from Bochum
of Ref. [SBB+87] with the renormalization recommended in SFII (see Ref. [AGR+11]) at similar
energies.
present work SFII Ref. [AGR+11] Bochum Ref. [SBB+87]
Ec.m. Sgs(Ec.m.) Ec.m. Sgs(Ec.m.) Ec.m. Sgs(Ec.m.)
[keV] [keV b] [keV] [keV b] [keV] [keV b]
479 0.19 ± 0.07 481 0.11 480 0.18 ± 0.05
574 0.26 ± 0.02 571 0.16 576 0.21 ± 0.03
613 0.22 ± 0.02 611 0.18 622 0.21 ± 0.02
676 0.24 ± 0.02 671 0.20 663 0.23 ± 0.02
780 0.26 ± 0.03 781 0.25 781 0.44 ± 0.05
780 0.31 ± 0.03 - - - -
877 0.42 ± 0.02 881 0.29 867 0.40 ± 0.02
1028 0.30 ± 0.05 1031 0.35 1031 0.22 ± 0.02
1099 0.29 ± 0.03 1101 0.37 1108 0.35 ± 0.04
1202 0.23 ± 0.05 1201 0.42 1202 0.37 ± 0.04
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within a 1σ uncertainty, there are some outliers in both sets.
A possible reasons for the present data point at E = 574 keV (Ep = 640 keV) could be a
background problem, because it sits on top of a relatively flat Compton region caused
by the 13C(p,γ)14N background peak (see Fig. A.3).
Another data point at E = 1028 keV just above the E = 987 keV resonance may have
a problem with the angular correction as discussed in Sec. 3.3.2. In order to take this
problem into account, the error bar is enlarged to cover also the value found when only
analyzing the 55◦ detector.
The third exception is the highest-energy data point, which is corrected down by 50%
for a single-escape peak (see Sec. 3.3.1). This data point is significantly lower than the
Bochum data and the R-matrix curves, but close to a Notre Dame data point at similar
energy.
The impact of those outliers on R-matrix fits is diminished by the resonant contributions
and the low energy data from Refs. [FIC+04, ICF+05, MFG+08, MFB+11, RCA+05].
Since in Ref. [AGR+11] it was decided to ignore the resonance at E = 987 keV for the
SFII R-matrix fit, the deviations from the data are the strongest around this resonance.
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Present data
Present R−Matrix fit
Figure 5.2.: Astrophysical S-factor for the ground state transition in 14N(p,γ)15O from the liter-
ature [SBB+87, FIC+04, ICF+05, MFG+08, MFB+11, RCA+05, LGd+16] and from the present
work. Normalization as in Fig. 5.1. The Bochum data of Ref. [SBB+87] are shown corrected for
the summing-in effect as discussed in Ref. [FIC+04, AGR+11]. The R-matrix fits by SFII from
Ref. [AGR+11] and from the present work (Sec. 4.3) are also shown.
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The present R-matrix fit, that does not ignore the E = 987 keV resonance, results
in a zero-energy extrapolation of SGS(0) = (0.25 ± 0.01stat) keV b that is consis-
tent with the SFII value of (0.27 ± 0.05) keV b but slightly lower. The higher upper
limit of the error band recently suggested by Notre Dame with its value of (0.42 ±
0.04(stat)+0.09−0.19(syst)) keV b is not confirmed here. Interestingly, in the depression at
E ∼ 300 keV, the present fit seems to favor the virtually summing-free LUNA data
of Ref. [MFG+08, MFB+11] taken with a segmented detector over the TUNL and
remaining LUNA data of Ref. [RCA+05, FIC+04, ICF+05] with their summing issues.
SFII shows a compromise between the different data sets at this area and is lower before
the E = 259 keV resonance where only a few data from LUNA exists. The mentioned
inclusion of the resonance at E = 0.987MeV in the present fit improves the curve in the
high energy region and has a small influence of 5% on the low energy extrapolation. This
may explain the lower zero-energy extrapolation in the present work when compared to
SFII.
For the uncertainty of SGS(0), the scaling uncertainty of the present data points makes
only a negligible contribution, mainly due to the much stronger influence of the low-
energy data points from LUNA and TUNL. Therefore the systematic uncertainty is
taken from the SFII uncertainty with 0.05 keV b. As it is the case for the capture to




6. Towards new experiments on
14N(p,γ)15O
To further improve the experimental basis for the 14N(p,γ)15O reaction different ap-
proaches can be pursued in order to overcome the problems that were faced in the
progress of this work. In Sec. 6.1 the advantage of performing such experiments in under-
ground laboratories and preliminary measurements of the cosmic muon background at a
new underground lab are discussed. To reduce problems with beam induced background
a different setup and method for 14N(p,γ)15O reaction measurements is explained in
Sec. 6.2.
6.1. Muon flux measurement at the Dresden Felsenkeller
The cosmic-ray induced background in a laboratory overground like at the HZDR is
orders of magnitude higher than deep underground with a massive overburden of rock
that shields from cosmic-rays. This is explained in detail in Ref. [Gri01]. The signal to
background ratio can be below one for measurements of reactions like 14N(p,γ)15O
with very low cross sections. Especially overground this is often a limiting factor for
experiments. Therefore, going underground is a good solution to reduce the background
provided that the necessary infrastructure is available.
The world’s only underground ion accelerator for nuclear astrophysics is LUNA at LNGS.
The lab is inside a tunnel under the Gran Sasso mountain in Italy. The accelerator
installed until now can provide ions with energies up to 400 keV only and is therefore
not suited for studies at higher energies. The plans to upgrade it to a 3.5MV accelerator
are summarized in Ref. [Gug14]. Other deep underground accelerator projects are under
development in the US and China (see Refs. [RCG+16, LLH+16] for details).
The approach at the HZDR is a little different. In collaboration with the Technical
University Dresden, an old tunnel system near Dresden called "Felsenkeller" with 45m
rock overburden was selected to house a lab with a 5MV Pelletron accelerator. At this
depth the nucleonic component of cosmic-ray induced background consisting of protons
and neutrons and the soft component, which is composed of electrons, positrons and γ’s
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are sufficiently absorbed by the rock. However, high energy muons that are categorized
as the hard component can not be absorbed by the rock efficiently in such a shallow
underground site. A much larger thickness of rock like the 1400m at LNGS would be
necessary to reduce the muon induced background below the neutron background from
the surrounding rock. Fig. 6.1 shows this dependency on the rock thickness and the
arrows mark the depths of the different sites.
Figure 6.1.: The qualitative intensity dependence of muons (red dashed line), neutrons (black
dash-dotted line) and muon induced neutrons (blue solid line) from the depth in meter water
equivalent (m.w.e) is shown. Also plotted is the neutron flux (gray dotted line) from fission and
(α,n) at the LNGS. The arrows mark the depths of different sites mentioned in the text. Fig.
taken from Ref. [SBR+15].
To overcome the drawback of a higher muon flux at the shallow underground lab,
compared to deep underground, it was discovered in Ref. [SBC+12] that an additional
detector acting as a muon veto can reduce the muon induced signals in the main
detector to rates comparable with measurements deep underground. For this purpose
scintillation detectors similar to the BGO in the present setup (Sec. 2.3.2) were used.
To get more detailed information on the muon flux in the Felsenkeller a comprehensive
study was undertaken. A muon tomograph, described in detail in Ref. [OBH+13], from
the Hungarian REGARD1 group was brought to the tunnels several times. A first mea-
surement was taken by the developers of the muon tomograph themselves in 2013. This
1a collaboration between the Institute for Particle and Nuclear Physics, Wigner RCP and Eötvös
University, Budapest
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6.1. Muon flux measurement at the Dresden Felsenkeller
first impression of the muon flux with angular resolution was presented in Ref. [OSB+13].
In 2015 a muon tomograph from the REGARD group was bought by HZDR and the
muon flux was measured at different positions with high angular resolution. The four
measurement positions in the future Felsenkeller lab are marked on the relief map of
Fig. 6.2. Positions MP 1 & 2 are the most interesting, because they represent the future
positions of the detectors. MP 3 & 4 are located where the accelerator is installed now.


































MP 1  �h=47.8m
MP 2  �h=48.0m
MP 3  �h=48.4m
MP 4  �h=48.0m
Figure 6.2.: This relief map of the altitude of the Dresden Felsenkeller terrain shows the sheer
rock wall, the shape of the tunnels and the positions of the measurements. ∆h is the thickness
of the rock overburden at the according position.
Seven measurements per position were done to cover the whole hemisphere. To get
good statistics each measurement was performed over 3 days. After the single mea-
surements were analyzed to get the muon flux in polar coordinates, the flux maps were
superimposed using the weighted average of the flux where the measurements over-
lapped. The results are flux maps of the whole hemisphere for the four positions as for
example Fig. 6.3 for position 1.
The map of Fig. 6.3 shows the flux at the future position of the detectors for the
irradiation experiments. The angle of incidence with the highest measured flux of
Φmax(φ,θ) = (1.96 ± 0.08) 1/m2s sr is at a polar angle of 55◦ and an azimuth angle
of 300◦ (west north west). This is apparently more then the muon flux coming vertical
through the 47.8m of rock, which is Φ(φ,0) = (1.70 ± 0.04) 1/m2s sr. The reason is
the shorter distance to the sheer rock wall of 38m. Lesser absorbing material in this
direction reduces the muon flux not as much as vertical. This holds despite the fact
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Figure 6.3.: The muon flux in tunnel 8 of the Dresden Felsenkeller at position MP 1. Fig. taken
from Ref. [Lud17].
that the surface muon flux from this polar angle is one third of the vertical intensity I0.
Eq. (6.1) shows the φ dependence of the flux,
Φ(φ) = I0 · cosn φ (6.1)
from Ref. [Gri01], where n is a fitted parameter that varies around 2 depending on
muon energy and surrounding material. The integrated muon flux at position MP 1
was 4.91 1/m2s, which is about 3% of the flux measured at the surface. The vertical
intensity of 1.70 10−4/cm2s is consistent with the qualitative curve from Fig. 6.1. Maps
of the other three positions show a very similar picture. Only the absolute values vary
slightly, depending on the distance to the rock wall.
The main conclusion from the muon flux mapping for the to-be detector setup is that
most muons move through vertical and from the rock wall. Therefore, if a muon veto
can not fully cover all angles, at least these two directions need to be covered.
The presented muon flux measurement results are just an outlook. In Ref. [Lud17], the
master thesis of Felix Ludwig, the detailed analysis and all measurement can be found.
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6.2. Activation measurement of 14N(p,γ)15O
The aim of this new experiment is to measure the total 14N(p,γ)15O reaction cross
section with high precision. To achieve this a promising method is currently tested in
the Institute for Nuclear Research (Atomki) in Debrecen, Hungary. For the so-called
activation method the solid TiN target is periodically irradiated with the proton beam
using the 2MV tandem accelerator of Atomki. After each activation the decay radiation
from the produced 15O isotopes is counted.
In preliminary tests, performed in 2016, a period of 5min beam and 20min decay count-
ing emerged as a good compromise. On one hand 20min are roughly 10 times the half
life of β+ decay from 15O (T1/2 = 122.24(16) s) and the almost complete decay in
this time makes fitting the decay curve easier in the analysis. On the other hand 5min
of beam with currents between 3 and 6µA yield good count rates without activating
to much β+ background from proton capture reactions on the 12C contamination and
the 46Ti atoms in the target.
The counts in the detector are 511 keV γ-rays that are produced by electron-positron
annihilation from 15O β+-decay in the activated sample. The resulting count rate curve
in Fig. 6.4 shows the saw tooth like shape coming from of the periodical irradiation and
the nearly complete decay of the activated target each period. The yield of the reaction
Figure 6.4.: The count rate of 511 keV γ-rays from electron-positron annihilation is plotted over
a time of 250min in the top histogram. It changes repeatedly between 0 and 20 counts/s. The black
curve is a fit to the count rate with the irradiation periods and the β+-decay time of 15O as fixed
parameters. In the bottom histogram the H+-ion current in the different phases of the activation
experiment is plotted with a plateau value of 6µA. The irradiation pattern was 5min of proton
beam with Ep = 600 keV and 20min decay counting without beam. Fig. kindly provided by Tamás
Szücs from Atomki, Debrecen in Hungary.
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is determined by fitting the shape of the count rate curve taking the proton current and
the 15O decay time into account.
One advantage of the setup compared to the setup described in Sec. 2.1 is a cooling
trap in the beam line 50 cm before the target. This device, cooled down with liquid N2
collects residues in the beam line and reduces buildup of contaminants on the target,
like for example the carbon found on the targets in this work (Sec. 3.2.2). A similar
cooling trap is included in the new target chamber design that will be used in the setup
at the Dresden Felsenkeller lab, positioned 1 cm before the target.
The first targets for the new experiment at Atomki came from the same producer at
HZDR as for this work and have 100 - 300 nm tick TiN layers. The stoichiometry was
measured to be 1:1 with 1.2% accuracy. The thickness was measured with the same
NRRA method as described in Sec. 3.2.1 and confirmed with a Secondary Neutral Mass
Spectrometer (SNMS). The SNMS method, described in Ref. [Oec93] provides detailed
depth dependent elemental composition information similar to the ERDA performed in
this work (Sec. 3.2.2). However, because the measurement, shown in Fig. 6.5 was not
Figure 6.5.: A target profile measured with a SNMS. The TiN layer of 1:1 stoichiometry and
300 nm thickness is on a Si waver for this measurement. On the surface a thin O layer is visible.
Fig. kindly provided by György Gyürky from Atomki, Debrecen in Hungary.
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done with the irradiated targets on Ta backings no information about buildup or target
degradation was gained. Instead the analyzed target was an unused sample with an
Si waver as substrate that was placed simultaneously with the tantalum disc in the
chamber for magnetron sputtering of the TiN layer.
These first results for the target characterization were presented at the 8th International
Conference on Nuclear Physics in Astrophysics (NPA8) by our Hungarian collaborator
György Gyürky from Atomki. Hopefully, once the whole experiment is finished and
analyzed the total cross section will be known with better precision then the current
7% from the accepted Stotal(0) = (1.66 ± 0.12) keV b in Ref. [AGR+11]. If that is the
case, the present results of the partial cross sections for capture to the ground state
and the 6.79MeV excited state can be subtracted from the new total cross section and
the difference could be a more precise value of the cross section of the sum of weaker




A new measurement of the cross section of the 14N(p,γ)15O reaction was undertaken
based on the analysis of two transitions. S-factor data were obtained by in-beam γ-
ray spectroscopy at twelve c.m. energies between 357 – 1292 keV for capture to the
6.79MeV excited state in 15O and at ten c.m. energies between 479 – 1202 keV for cap-
ture to the ground state in 15O. The absolute cross section was determined, normalized
to a target composition obtained by the elastic recoil detection analysis technique.
The new data are not far from the previous wide energy range excitation function by
the Bochum group in Ref. [SBB+87], which had recently been questioned due to cor-
rection and renormalization issues. However, for the strongest transition, capture to the
6.79 MeV excited state, the present data show a somewhat higher slope than Bochum
towards the higher-energy end. With smaller uncertainties, virtually no summing effects
and robust target characterization the new data for both levels are superior to the
Bochum data and can replace the Bochum direct capture data for energies between
357 – 1292 keV in R-matrix fits.
The impact of the new data on low astrophysical energies is gauged by a preliminary
R-matrix fit.
For the 6.79 MeV transition, the resulting zero-energy extrapolated S-factor lies with
S679(0) = (1.19± 0.02stat± 0.10syst) keV b between the recently reported extrapolated
values from Notre Dame in Ref. [LGd+16] and the previously accepted values from SFII
(see Ref. [AGR+11]). It seems that the low energy extrapolation is robust even when
taking the somewhat higher, present high-energy 6.79 MeV data into account.
For the capture to the ground state, the present extrapolated value to zero-energy of
SGS(0) = (0.25 ± 0.01stat ± 0.05syst) keV b is lower than but still consistent with the
Notre Dame and SFII values.
Summarizing, the 6.79 MeV transition may be excluded as a source of significant uncer-
tainty for the total extrapolated cross section. This means the efforts to improve the
uncertainty of the total cross section, needed for the SSM neutrino predictions with
a precision better than 5%, have to concentrate on the weaker transitions. There the
uncertainties are much larger, including the ground state capture with 20% relative
uncertainty. For these cases, a new comprehensive data set connecting the precise low-
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energy LUNA data (see Refs. [FIC+04, ICF+05, MFG+08, MFB+11]) with the wide
energy range Bochum data points from Ref. [SBB+87] is still missing.
Due to the long running times and low counting rates, such data can best be provided
at one of the upcoming higher-energy underground accelerators introduced in Refs.
[Gug14, RCG+16, LLH+16, BCC+17b]. Especially for the Felsenkeller laboratory, where
it was shown previously in Ref. [SBR+15] that the cosmic-ray induced background is
about as low as in deep underground labs if a muon veto is used, now the proper
alignment and positioning of a veto detector is known. The lab will be commissioned
this year and could be used to measure the weaker transitions including the capture to
the ground state on a large energy range with lower cosmic-ray induced background.
The new target chamber for the lab could help to reduce beam induced background.
An update of the total cross section of 14N(p,γ)15O was not achieved in this work,
because weaker transitions to the 6.172, 5.241 and 5.181MeV level could not be mea-
sured with the setup. If recent experiments succeed to measure the total cross section
independently by the activation method with low uncertainty, the impact of the weak
transitions could be recalculated with better precision.
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A.1. Abbreviations and physical constants used in this work
Abbreviations
BGO Bismuth germanate (detector) Bi4Ge3O12
BGP background pole
c.m. center-of-mass frame of reference
CIVEN Coordinamento Interuniversitario Veneto per le Nanotecnologie
DAQ data acquisition
ERDA Elastic Recoil Detection Analysis
FWHM full width half maximum
Geant4 Geometry and Tracking v.4
GS ground state
HI-ERD heavy-ion elastic recoil detection
HPGe high-purity Ge
HZDR Helmholtz-Zentrum Dresden-Rossendorf
INFN Istituto Nazionale di Fisica Nucleare
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LNL Laboratori Nazionali di Legnaro
LUNA Laboratory for Underground Nuclear Astrophysics
m.w.e. meter water equivalent
NDF Nuno’s DataFurnace
NRRA Nuclear Resonant Reaction Analysis
PTB Physikalisch-Technische Bundesanstalt
SE secondary electrons
SFII Solar fusion cross sections II
SNMS Secondary Neutral Mass Spectrometer
SRIM The Stopping and Range of Ions in Matter




TUNL Triangle Universities Nuclear Laboratory
Physics Constants
c = 299 792 458 m/s speed of light in vacuum [MTN12, Tab. XL, p. 1586]
e = 1. 602 176 565 (35) ·10−19 As the elemental charge [MTN12, Tab. XL, p. 1586]
h = 6. 626 069 57 (29) ·1034 Js Planck constant [MTN12, Tab. XL, p. 1586]
k = 1. 380 648 8 (13) ·10−23 J/K Boltzmann constant [MTN12, Tab. XL, p. 1586]
mCl = 35.45 (1) u Cl mass at rest [MBB+16, Tab. 1, p. 272]
mTi = 47.867 (1) u Ti mass at rest [MBB+16, Tab. 1, p. 272]
me = 510 998. 928 (11) eV electron mass at rest [AWW+12, Tab. A, p. 1290]
mp = 1. 007 276 466 92 (9) u proton mass at rest [AWW+12, Tab. A, p. 1290]
m15N = 15. 000 108 898 884 (643) u
15N mass at rest [WAW+12, Tab. A, p. 1620]
NA = 6. 022 141 29 (27) ·1023 mol−1 Avogadro constant [MTN12, Tab. XL, p. 1586]
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A.2. Efficiency curves and γ-spectra of the experiment
For each of the three phases of the experiment a new efficiency calibration was per-
formed. The figures on the next three pages show the calibration results and the fitted
efficiency curves.
Subsequent, Fig. A.3 and Fig. A.4 show all γ-ray spectra of the detector at 55◦, that
could be analyzed in Sec. 3.3. In all panels the marked region is the peak of interest and
the red lines to the left and right of the peak show the fitted background level, that
was subtracted from the region of interest. The peak shape and position of the primary
γ-rays for capture to the 6792 keV level and direct capture to the ground state depend
on the target thickness and proton energy. The fitted peak width and the right flank
of the peak are marked with arrows. The fit results of these parameters, printed next
to the arrows, were used in Fig. 3.8 for comparison to the independent target analysis























Uncertainty for 55° detector
Uncertainty for 90° detector
Fit for 90° detector






























Figure A.1.: The calculated γ-ray detection efficiency ε(Eγ) for detector 1 at 55◦ in red and
detector 2 at 90◦ in blue, tagged with the source (decay or 27Al(p,γ)28Si reaction) are in the top
panel together with the fitted efficiency curves and their uncertainties. The bottom panel shows
the relative differences to the respective fit. Results of phase 1.
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