Abstract-In this paper, we establish results similar in nature to the invariance principle for a class of stochastic hybrid systems modeled by set-valued mappings. In particular, we characterize the set to which bounded random solutions converge in terms of a new concept called weak total recurrence. A refinement of the result under the existence of a non-increasing on average Lyapunov-like function is also established. A comparison between weak total recurrence and the frequently studied invariance concepts are presented. Finally, application of the main results to establish weak sufficient conditions for certifying stochastic stability properties like uniform global asymptotic stability in probability for compact sets and uniform global recurrence for open, bounded sets are discussed.
I. INTRODUCTION

I
N [1] and [2] , the nature of sets to which bounded solutions converge is characterized for deterministic systems. The invariance principle established in [1] and [2] is extended to a class of hybrid systems that include system models generating non-unique solutions in [3] . In particular, it is established that complete, bounded solutions of the hybrid system converge to an appropriately defined Ω-limit set which is weakly invariant. Under the additional assumption of an non-increasing Lyapunov-like function it is also established in [3] that complete, bounded solutions of the hybrid system converge to the largest weakly invariant sets inside level sets of the function. The invariance principle is an important tool to establish weak sufficient conditions for stability properties in the absence of Lyapunov functions satisfying strict decrease conditions along solutions. For hybrid systems such results are in [4] and [5] . An extension of the results in [3] - [5] to a larger class of stochastic hybrid systems modeled by set-valued mappings is the main focus of this paper. Stochastic hybrid systems are a class of dynamical systems that combine continuous evolution of the states, discrete events, and randomness.
Stochastic algorithms that permit non-unique solutions to achieve almost sure global synchronization of agents on a circle are in [6] and [7] . RF-based source seeking by micro aerial vehicles in the presence of noise and worst case disturbances studied in [8] and [9] leads to system models with non-unique solutions. Recently, stochastic difference inclusion based design for Nash equilibrium seeking has been proposed in [10] . Analysis of stochastic systems with non-unique solutions also plays an important role in robustness analysis as evidenced by the developments in [11] and [12] .
For stochastic systems, results related to the invariance principle are in [13] , [14, Thm 7.7] , and [15] . In [16] , a summary of the existing results on the invariance principle for stochastic hybrid systems is presented. The concept of invariant sets is frequently used in the literature to characterize the sets to which complete, bounded solutions converge. In this paper we describe sets called "weakly totally recurrent" sets that provide sharper results compared to invariant sets and, hence, we refer to the result as a "recurrence principle." The notion of weakly totally recurrent in probability set is first introduced for stochastic difference inclusions in [17] and it is established that convergence of solutions to weakly totally recurrent sets is often a tighter characterization than convergence to weakly invariant sets. The concept of weakly totally recurrent in probability sets has since been extended to a certain class of stochastic hybrid systems in [18] and [19] . This paper presents the proof of the main results related to the recurrence principles established for a class of stochastic hybrid systems in [18] and [19] .
Certifying stochastic stability properties like asymptotic stability in probability and recurrence usually requires Lyapunov functions to satisfy a certain strict decrease in expected value along solutions. The recurrence principle established in this paper will provide alternate sufficient conditions for such properties while utilizing Lyapunov functions that are only non increasing on average along solutions.
The rest of the paper is organized as follows: Section II contains notations and basic definitions. Sections III-IV presents a framework for modeling hybrid systems and stochastic hybrid systems, respectively. Section V describes the notion of weakly totally recurrent sets. Section VI presents the main results. Corollaries of the main result are in Section VII. A comparison between the weak total recurrence concept and other well-known invariance concepts is in Section VIII. Applications of the main result to stability theory is in Section IX. Sections X-XII contain the proofs of the main results and the results related to stability theory. Concluding comments are in Section XIII.
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II. BASIC NOTATION AND DEFINITIONS
For a closed set S ⊂ R n and x ∈ R n , |x| S := inf y∈S |x − y| is the Euclidean distance of x to S. B, B o denote the closed and open unit ball in R n , respectively. Given a closed set S ⊂ R n and > 0, S + B represents the set {x ∈ R n : |x| S ≤ }. R ≥0 denotes the non-negative real numbers; Z ≥0 denotes the non-negative integers. A function κ : R n → R ≥0 is lower semicontinuous if for every converging sequence {x i } → x, lim inf i→∞ κ(x i ) ≥ κ(x). Let T be a topological space. A function Ψ : T → R ≥0 is upper semicontinuous if for every converging sequence {t i } → t, lim sup i→∞ Ψ(t i ) ≤ Ψ(t). For S ⊂ R n , the symbol I S denotes the indicator function of S, i.e., I S (x) = 1 for x ∈ S and I S (x) = 0 otherwise. For τ ≥ 0, we define the sets Γ ≤τ := {(s, t) ∈ R 2 : s + t ≤ τ } and Γ ≥τ := {(s, t) ∈ R 2 : s + t ≥ τ }. [20, Section 11.3, Def. 5] with respect to the filtration {F n } n∈Z ≥0 if the event {T ≤ k} (or equivalently the event {T = k}) ∈ F k for every k ∈ Z ≥0 . The functions π i : R ≥0 × R ≥0 × R n → R ≥0 are such that π i (t 1 , t 2 , z) = t i for each i ∈ {1, 2}.
III. PRELIMINARIES ON HYBRID SYSTEMS
We briefly explain the model and solution concept for hybrid systems with set-valued mappings studied in [21] . Let the state x ∈ R n . Then, the hybrid system is written formally as
where C, D ⊂ R n represent the flow and jump sets respectively and F, G : R n ⇒ R n represent the flow and jump maps, respectively.
We now explain the notion of a solution to the hybrid system (1) studied in [4] and [21] . A compact hybrid time domain is a subset of R ≥0 × Z ≥0 of the form ∪ J j=0 ([t j , t j+1 ] × {j}) for some J ∈ Z ≥0 and real numbers 0 = t 0 ≤ t 1 · · · ≤ t J+1 . A hybrid time domain is a set E ⊂ R ≥0 × Z ≥0 such that for each T, J, the set E ∩ ([0, T ] × {0, . . . , J}) is a compact hybrid time domain. A hybrid arc from an initial condition x ∈ C ∪ D, is a mapping φ : E → R n such that E is a hybrid time domain, for each j ∈ Z ≥0 , the mapping t → φ(t, j) is locally absolutely continuous and satisfies the following conditions; , j) ).
IV. PRELIMINARIES ON STOCHASTIC HYBRID SYSTEMS
In [16] , a comprehensive list of the various modeling frameworks studied in the literature for stochastic hybrid systems is presented. We consider a class of stochastic hybrid systems introduced in [22] with a state x ∈ R n and random input v ∈ R m written formally as
where μ is the distribution of the random input v. The continuous-time dynamics is modeled by a differential inclusion and the discrete-time dynamics is modeled by a stochastic difference inclusion. The distribution function μ is derived from the probability space (Ω, F , P) and a sequence of independent, identically dis-
We denote by F i the natural filtration of F with respect to the random variables
, where
Hence, the natural filtration is the smallest σ-algebra on (Ω, F ) that contains the pre-images of B(R m )-measurable subsets on R m for times up to i.
We refer to the stochastic hybrid system in (2) by the notation H. For simplicity, we will refer to the data of the stochastic hybrid system through its data as H = (C, F, D, G, μ). We now define the notion of random solution to (2) under the following basic assumptions on the system data.
Standing Assumption 1: The data of the stochastic hybrid system H satisfies the following conditions:
1) The sets C, D ⊂ R n are closed; 2) The mapping F : R n ⇒ R n is outer-semicontinuous, locally bounded with nonempty convex values on C;
3) The mapping G :
A stochastic hybrid arc is a mapping x defined on Ω such that x(ω) is a hybrid arc for each ω ∈ Ω and the set-valued mapping from Ω to R n+2 defined by
is F -measurable with closed values. We define graph(
adapted stochastic hybrid arc is a stochastic hybrid arc x such that the mapping ω → graph(x(ω)) ≤j is F j measurable for each j ∈ Z ≥0 . An adapted stochastic hybrid arc x is a solution starting from x denoted x ∈ S r (x) if x(ω) is a solution to (2) with inputs
; that is with φ ω := x(ω) we have
We observe that the set of hybrid arcs with closed graphs can be thought of as a subset in the space of not-identically emptyvalued outer semicontinuous set-valued mappings from R 2 to R n . It follows from [20, Theorem 5 .50], equipped with the metric of graph distance, this space is a separable, locally compact, complete (and σ-compact) metric space, which we denote (X , d).
The data (C, F, D, G, μ) of the stochastic hybrid system H are assumed to satisfy the conditions of Standing Assumption 1 throughout the rest of the paper. The main motivations for imposing such conditions are as follows: First, the results in [23] which uses Standing Assumption 1 are crucial to developing the connections between weakly totally recurrent in probability sets used in this paper and invariant sets. Second, under the conditions of Standing Assumption 1, it is established in [22] that the system generates non-trivial random solutions. Finally, the equivalence between uniform and non-uniform versions of stability and recurrence which holds under the conditions of Standing Assumption 1 will be required to establish weak sufficient conditions for asymptotic stability in probability and recurrence.
V. WEAK TOTAL RECURRENCE
In this section, we describe the concept of "weak total recurrence in probability" of compact sets. A notion of weak total recurrence of compact sets is introduced in [17] for stochastic difference inclusions. We note that we use a weaker definition of weak total recurrence introduced in [18] that utilizes probabilities of certain events as opposed to expected values used in [17] . The main reason for adopting the definitions in [18] is that the weaker version of the definition is sufficient for establishing the main results of the paper.
We now recall the notion of weak total recurrence introduced in [18] . Given compact sets S, K ⊂ R n , 0 ≤ τ 1 < τ 2 and φ a solution to the non-stochastic hybrid system (K, F, K, K) (with
where j(s) is the smallest index j such that (s, j) ∈ dom(φ) and t(i) is the smallest time t such that (t, i) ∈ dom(φ). For the case when τ 1 = 0 and τ 2 = τ , we refer to the mapping by ϕ τ,S (·). The mapping ϕ τ,S (·) refers to the total amount of continuous-time during flows the hybrid arc spends in the set S and the number of jumps from the set S within hybrid time τ . For the case when φ ∈ X is not in the set of solutions generated by (K, F, K, K) we define ϕ τ,S (φ) = 0. It can be observed that if
The next result is proved in the Appendix and it establishes that the function ϕ τ 1 ,τ 2 ,S is upper semicontinuous with respect to the hybrid arcs generated by the system (K, F, K, K). 2 , and a sequence of solutions φ i converging to a solution φ,
Let Ψ ⊂ R n be compact. For each ε > 0 and compact set K ⊂ R n , let S ε r (K) denote the solutions of (C ε , F, D ε , G ε ) from the set K where
Definition 1: A point x ∈ Ψ is said to be weakly recurrent in probability relative to Ψ for H if, for each ε > 0 there exists > 0, and for each Δ > 0 there exist τ > 0 and x ∈ S ε r (Ψ + εB) such that, with the definitions S ε := {x} + εB and (5)
The mapping ω → ϕ τ,S ε (x(ω)) is measurable due to Lemma 1 and the mapping ω → x(ω) is measurable from[23, Section II.B]. Hence, the event {ω :
n is said to be weakly totally recurrent in probability for H if each point in Ψ is weakly recurrent in probability relative to Ψ for H.
In essence, a set Ψ is weakly recurrent in probability if for every point in the set and for every neighborhood of the point, there exists a random solution visiting the neighborhood for arbitrarily large times with positive probability while staying close to Ψ.
The motivation for considering the concept of weak total recurrence as opposed to the concept of invariance is that even for non-stochastic hybrid systems weakly totally recurrent sets are typically smaller than weakly invariant (forward and backward) sets and, hence, establishing convergence to weakly totally recurrent sets provides a sharper characterization. See Section VIII for more details. For stochastic hybrid systems, similar connections between weakly totally recurrent in probability sets, weakly forward invariant sets (in an almost sure sense) and an intermediary quasi-invariance property are studied in Section VIII. Also, as observed in [18] , weak backward invariance does not seem to be a natural concept to study for stochastic hybrid systems and, hence, only minimal observations regarding the property are presented in this paper.
For any compact set K, the union of all subsets of K that are weakly totally recurrent in probability provides the largest set in K that is weakly totally recurrent in probability. The main results in this paper are stated in terms of such sets. The next result precisely establishes the notion of largest weakly totally recurrent in probability set inside compact sets.
Lemma 2: Let K ⊂ R n be compact and let R be a collection of subsets of K that are weakly totally recurrent in probability for H. Then, the set Ψ := Ψ∈R Ψ is a compact subset of K that is weakly totally recurrent in probability for H.
Proof: The containment Ψ⊂ K is a result of K being compact and Ψ ⊂ K for each Ψ ∈R. Let ζ ∈ Ψ and ε > 0 be arbitrary. From the definition of Ψ, there exist Ψ ∈R, η ∈ Ψ and ε 1 ∈ (0, ε) satisfying S ε 1 := {η}+ε 1 B ⊂ {ζ}+εB =: S ε . In turn, it follows from the weak total recurrence in probability of Ψ that there exist > 0 and for each Δ > 0 there exist x ∈ S ε 1 r (Ψ+ε 1 B) and τ >0 such that (6) holds with S ε 1 in place of S ε and, since S ε 1 ⊂ S ε , (6) holds with S ε not replaced by S ε 1 as well. Since Ψ+ε 1 B⊂ Ψ+εB, it follows that x ∈S ε r ( Ψ+εB), where the solutions S ε r come from the data (5) with Ψ in place of Ψ. It follows that ζ is weakly totally recurrent in probability relative to Ψ.
VI. MAIN RESULTS: THE RECURRENCE PRINCIPLES
In this section, we present the main results of this paper related to the sets to which bounded random solutions converge. The proofs of the main results are presented in Sections X-XI to simplify the presentation.
A. Limit Sets of Random Solutions
For the stochastic hybrid system in (2), we now define the notion of a limit set of a bounded random solution. Given a compact set K ⊂ R n , a random solution x is said to be almost surely contained in K if graph(x(ω)) ⊂ R 2 × K for almost all ω ∈ Ω. A random solution x is said to be complete with positive probability if there exists ρ > 0 such that
For a random solution z that is almost surely contained in a compact set and complete with positive probability, we define its recurrent in probability set, denoted Ψ(z), to be the set of points ζ ∈ R n such that, for each ε > 0 there exists > 0, and for each Δ > 0, there exists τ > 0 such that, with
In other words, the set Ψ(z) denotes the set of points such that the solution z visits every neighborhood of the set for arbitrarily large times with a positive probability.
For non-stochastic hybrid systems (1), under assumptions similar to Standing Assumption 1, it is established in [21, Prop 6.21 ] that a complete, bounded solution of (1) converges to its Ω-limit set which is non-empty, compact and satisfies a weak invariance property. The first main result of this paper establishes a similar characterization of the behavior of a random solution z that is almost surely bounded and complete with positive probability. In particular, we establish convergence properties with respect to the limit set Ψ(z) and prove that Ψ(z) is non-empty, compact and satisfies a weak total recurrence property. The result is proved in Section X.
Theorem 1: Let K ∞ ⊂ K ⊂ R n be compact and z be almost surely contained in K, complete with positive probability, and such that almost every complete sample path converges to K ∞ . Then, Ψ(z) is non-empty, compact, contained in K ∞ , weakly totally recurrent in probability, and almost every complete sample path of z converges to Ψ(z).
B. Krasovskii-LaSalle Functions
In this section, we describe Lyapunov-like functions that are non-increasing during flows and non-increasing on average during jumps. Let K ⊂ Λ ⊂ R n be compact sets. A continuous
where κ : Λ → R ≥0 is continuous and κ(x) > 0 when x ∈ Λ \ K and S F C∩Λ (x) refers to the solutions of (2a) starting at x with the flow set C ∩ Λ. Since Λ is compact and V is continuous,
. Under the existence of Krasovskii-LaSalle functions, we will refine the sets to which bounded random solutions converge.
For non-stochastic hybrid systems (1), under assumptions similar to Standing Assumption 1 and the existence of a nonincreasing Lyapunov function, it is established in [21, Thm 8.2] that complete, bounded solutions of (1) converge to the largest weakly invariant set within the level set of the Lyapunov function. The second main result of this paper establishes a similar characterization for the complete sample paths of a bounded random solution x in the presence of a non-increasing on average Lyapunov-like function. In particular, we establish that almost every complete path of x converges to the largest weakly totally recurrent set within the level set of the Lyapunov-like function. The proof is presented in Section XI.
Theorem 2: Let V be a stochastic Krasosvskii-LaSalle function relative to (K, Λ). Then, for every random solution x generated from the data (C ∩ Λ, F, D ∩ Λ, G ∩ Λ, μ) almost every complete sample path x(ω) converges to the largest weakly totally recurrent in probability set contained in
VII. COROLLARIES OF THE RECURRENCE PRINCIPLE
In this section, we present some important corollaries of Theorem 1 and also make connections to the recurrence principle established for stochastic difference inclusions in [17] .
Corollary 1: Let K ⊂ R n be compact, let z be a solution that is almost surely contained in K and let K ∞ be such that, for each ε > 0 and > 0 there exists Δ > 0 such that, with
Under these conditions, almost every complete sample path of z converges to the largest weakly totally recurrent set contained in K ∞ . Proof: We claim that, under the conditions of the corollary, almost every complete sample path converges to K ∞ . Indeed, if this is not the case then there exists ε > 0 and > 0, and for each Δ > 0, there exists τ such that
But, this contradicts the assumption of the Corollary. Now, the result follows from Theorem 1. Corollary 2: Let K ⊂ R n be compact, let z be a solution that is almost surely contained in K, and let K ∞ be such that, for each ε > 0, there exists Δ > 0 such that, with
Under these conditions, almost every complete sample path of z converges to the largest weakly totally recurrent set contained in K ∞ . Proof: We claim that (9) implies (7). Indeed, suppose (9) holds but (7) does not hold, i.e., there exists ε > 0 and > 0 such that forΔ > Δ/ , there exists τ > 0 such that
Then, E[ϕ τ,S ε (z)] ≥Δ > Δ, which contradicts the bound (9) and establishes the result. Given a compact set K ⊂ R n , lower semicontinuous functions κ 1 , κ 2 : K → R ≥0 , and τ > 0, for each φ that is a solution of (K, F, K, K) we define
The following result will be used in the proof of Theorem 2 and is similar to the result in [3, Corollary 5.6] for nonstochastic hybrid systems.
Corollary 3: Let K ⊂ R n be compact, z be a solution that is almost surely contained in K, and κ 1 , κ 2 : K → R ≥0 be lower semicontinuous functions such that, for some Δ > 0
Then, almost every complete sample path of z converges to the largest weakly totally recurrent set contained in the union of the zero-level sets of κ 1 and κ 2 .
Proof: We first note that the measurability of the mapping ω → ϕ i,κ 1 ,κ 2 (x(ω)) follows from induction due to the measurability of ω → x(ω) and the lower semicontinuity of κ 1 and κ 2 . Define
Since κ 1 and κ 2 are lower semicontinuous, it follows that κ ε > 0. Indeed, if κ ε = 0, then there exist j ∈ {1, 2} and a sequence
, which contradicts z ∈ S ε . Now, the result follows from the bound:
which gives that without loss of generality (11) implies (9) with Δ/κ ε in place of Δ.
The main difference between the next theorem and Theorem 1 is the assumption of the random solution being contained almost surely in a compact set. In particular, the following result focuses only on convergence of sample paths of the random solution that remains bounded. A similar result is established in [17, Thm 6] for stochastic difference inclusions. The proof is presented in the Appendix.
Theorem 3: Let K ∞ ⊂ R n be compact. Let x be a random solution and Ω K,∞ be the set of all ω ∈ Ω such that x(ω) is complete and converges to K ∞ . Then, for almost every ω ∈ Ω K,∞ , x(ω) converges to the largest weakly totally recurrent in probability set contained within K ∞ .
VIII. COMPARISON TO INVARIANCE PROPERTIES
In this section, we will compare the weak total recurrence in probability concept to well known invariance concepts. In particular, we establish that 1) Each compact set that is weakly forward invariant almost surely contains a weakly totally recurrent in probability set. 2) Each compact set that is weakly totally recurrent in probability is weakly forward invariant almost surely.
Hence, our motivation to study weakly totally recurrent sets as opposed to weakly forward invariant sets is justified since the former is usually smaller and provides a sharper characterization when describing solution behavior. We will also describe a intermediary invariance property introduced in [18] called "weak quasi-return invariance" and the proof for establishing the relationship between weak forward invariance and weak total recurrence relies on this intermediate property.
A. Weak Quasi-Return Invariance
Definition 2: A compact set Ψ ⊂ R n is weakly long-time quasi-return-invariant in probability for H if, for each x ∈ Ψ, τ > 0, and ε > 0, and with the definition (2a) and (5)] such that
In essence, a set is weakly long-time quasi-return invariant in probability if for every neighborhood of every point in the set there exists a random solution such that the probability of visiting the neighborhood after arbitrarily large times while staying close to the set can be made arbitrarily close to one.
Theorem 4: If a compact set is weakly totally recurrent in probability for H, then it is weakly long-time quasi-returninvariant in probability for H.
The following lemma is used to prove Theorem 4. It establishes that a set that is not weakly long-time quasi-returninvariant in probability for H is also not weakly totally recurrent in probability for H.
Lemma 3: Suppose x ∈ Ψ, τ > 0 and ε > 0 are such that, with the definitions S ε := {x} + εB and (5), for each solution
Under these conditions, for each ε 1 ∈ (0, ε) and with the definitions S ε 1 := {x} + ε 1 B and (5), for each x ∈ S (16) so that
In particular, x is not weakly recurrent in probability with respect to Ψ for H.
Proof:
We use the notation x ω := x(ω). We define a sequence of hitting times as follows:
and the amount of hybrid time that a trajectory x ω spends in the set
Due to the assumption of the lemma
It follows from these observations that, for each j ∈ Z ≥1 :
which is (16) . Then, (17) follows from the fact that
In turn, x cannot be weakly recurrent in probability with respect to Ψ for H since the condition (6) and that the fact that Δ > 0 can be made arbitrarily large by picking τ sufficiently large implies that E[ϕ jτ,S ε 1 (x)] grows unbounded with τ .
We also refer the reader to [18, Example 1] which illustrates the gap between weakly totally recurrent sets and weakly quasiinvariant sets.
B. Weak Forward Invariance
Definition 3: A compact set Ψ ⊂ R n is weakly forward invariant almost surely for H if, for each x ∈ Ψ, there exists x ∈ S r (x) such that, for almost every ω ∈ Ω, x(ω) is complete and remains in Ψ for all time.
The next result establishes that a compact set that is weakly forward invariant almost surely for H contains a weakly totally recurrent in probability set and is a consequence of the recurrence principle in Theorem 1.
Proposition 1: Each compact set that is weakly forward invariant almost surely for H contains a nonempty, compact set that is weakly totally recurrent in probability for H.
Proof: Let K denote the compact set that is weakly forward invariant almost surely. According to this property, there exists a solution z that is complete and contained in K almost surely. Define K ∞ := K. By Theorem 1, the recurrent in probability set for z is nonempty, compact, contained in K, and weakly totally recurrent in probability for H, which establishes the result.
The next result relies on a sequential compactness result established [23] for the class of stochastic hybrid systems studied in this paper.
Theorem 5: If a compact set is weakly long-time quasireturn-invariant in probability for H, then it is weakly forward invariant almost surely for H.
Proof: Let x ∈ Ψ. Using weak long-time quasi-returninvariance in probability for H, for each i ∈ Z ≥1 , there exists
With ϕ := ϕ ∞ , it can be shown that [23, Assumption 2] holds. It follows from (5), the fact that
. It now follows from [23, Corollary 1] that for each x ∈ Ψ there exists x ∈ S r (x) such that x is complete and 1 = E[ϕ(x)], i.e., x remains in Ψ almost surely. In other words, Ψ is weakly forward invariant almost surely for H.
Corollary 4: If a compact set is weakly totally recurrent in probability for H, then it is weakly forward invariant almost surely for H.
C. Weak Backward Invariance
Definition 4: A compact set Ψ ⊂ R n is weakly backward invariant almost surely for H if, for each ζ ∈ Ψ and τ >0 there exists x ∈S r (Ψ) such that, for almost every ω ∈ Ω, x(ω) reaches ζ after hybrid time τ and remains in Ψ before reaching ζ.
The next result establishes a connection between long-time quasi-return invariance and weak backward invariance for the specific case of non-stochastic systems.
Proposition 2: If Ψ ⊂ R n can be established to be weakly long-time quasi-return-invariant in probability for H using solutions that are almost surely constant (as a function ω), then Ψ is weakly backward invariant almost surely for H.
Proof: Let ζ ∈ Ψ and τ > 0. Due to the assumption of the proposition, for each i ∈ Z ≥1 , there exists
where we have used that ω → x i (ω) is almost surely constant and S i −1 = {ζ}+i −1 B. Again using this property and by applying a time shift to x i (ω) (similar to the proof of [21, Prop 6 .21]) we can assume that
though we no longer can assume that the solutions start in S i −1 . Now, for i ∈ Z ≥0 ∪ {∞}, we let ϕ i be the indicator function on mappings whose graphs are contained in The importance of the assumption regarding the nonstochastic nature of the hybrid system in Proposition 2 is illustrated through [18, Example 3] . The example highlights that Proposition 2 is not true for general stochastic hybrid systems.
IX. APPLICATION TO STABILITY THEORY
In this section, we present weak sufficient conditions for certain stochastic stability properties using the recurrence principles in Section V. The stochastic stability properties of interest in this paper are asymptotic stability in probability and recurrence. The definitions of the properties stated below are adopted from [22] .
The compact set A ⊂ R n is uniformly Lyapunov stable in probability for (2) if for each ε > 0 and ρ > 0 there exists a δ > 0 such that, for ξ ∈ A + δB, x ∈ S r (ξ)
The compact set A is uniformly Lagrange stable in probability for (2) if for each δ > 0 and ρ > 0, there exists ε > 0 such that the inequality (24) holds. The set A is uniformly globally stable in probability for (2) if it is both Lyapunov stable and Lagrange stable in probability for (2) .The set A is uniformly globally attractive in probability for (2) if for each ε > 0, ρ > 0 and R > 0 there exists a τ ≥ 0 so that, for x ∈ S r (A + RB)
n is uniformly globally asymptotically stable (UGAS) in probability for (2) if it is globally stable in probability for (2) and uniformly globally attractive in probability for (2) . A sufficient condition for guaranteeing UGAS in probability for compact sets is through Lyapunov functions that are zero on the attractor, radially unbounded and satisfy strict decrease conditions on average along solutions outside the attractor. We refer the reader to [22, Thm 4.5] for more details.
A weaker stochastic property called recurrence is studied extensively in [13] and [24] . Recurrence of an open set implies that solutions return to the open set infinitely often with probability one. An open, bounded set O ⊂ R n is uniformly globally recurrent for (2) if there are no finite escape times for (2a) and for each ρ > 0 and R > 0 there exists τ ≥ 0 such that for ξ ∈ RB and x ∈ S r (ξ)
A sufficient condition for guaranteeing uniform global recurrence is through Lyapunov functions that are radially unbounded and satisfy strict decrease conditions on average along solutions outside the recurrent set. We refer the reader to [22, Thm 4.4] for more details. We now present weak sufficient conditions for stability and recurrence based on the recurrence principle in Theorem 1. Define
An alternative way to establish UGAS in probability of a compact set A is by proving A is uniformly globally stable in probability and for every δ, Δ > 0, the complement of the compact set K δ,Δ is uniformly globally recurrent. See [22, Section 2.3] and [16, Section 4] for more details. The following theorem uses this equivalence to establish relaxed sufficient conditions for UGAS in probability of a compact set A.
Theorem 6: Suppose the compact set A is uniformly globally stable in probability for H. The set A is uniformly globally asymptotically stable in probability for H if for each 0 < δ < Δ < ∞, the set K δ,Δ contains no compact set that is almost surely weakly forward invariant for H.
We refer the reader to [18, Section VI] for an illustrative example related to the application of Theorem 6. Similarly, an alternative way to establish uniform global recurrence of an open, bounded set O is by proving O is uniformly Lagrange stable in probability and for every Δ > 0, the complement of the compact set (O + ΔB) \ O is uniformly globally recurrent for the truncated system (C ∩ , F, D ∩ , G ∩ , μ) .
It can be observed that Theorems 6 and 7 do not utilize Lyapunov-like functions that satisfy strict decrease conditions on average. In fact, the uniform globally stability in probability and uniform Lagrange stability in probability assumptions in Theorems 6 and 7 can be achieved through Lyapunov functions satisfying non-strict decrease conditions on average as established in [22, Thm 4.1, 4.2] .
We now present a sharper version of the weak sufficient conditions for stability using the Krasovskii-LaSalle function based recurrence principle from Theorem 2. In Theorems 6 and 7, we need to rule out the presence of almost surely weakly forward invariant sets in certain sets bounded away from the sets A and O respectively. Using the results in Theorem 2, we can refine the results in Theorems 6 and 7 so that we need to rule out the presence of almost surely weakly forward invariant sets only in certain level sets of a Lyapunov-like function.
A continuous function V : R n → R ≥0 is a Lyapunov function relative to a compact set A ⊂ R n for the system (C, F, D, G, μ)
if V (x) = 0 ⇐⇒ x ∈ A, V is radially unbounded and satisfies
A result on weak sufficient conditions for global asymptotic stability using non-increasing Lyapunov-like functions is stated in [21, Thm 8.2] for a class of non-stochastic hybrid systems modeled by (1) . We now establish weak sufficient conditions for UGASp of compact sets for (2) using Theorem 2. In particular, we establish UGASp of compact sets using the existence of a Lyapunov function and by ruling out the existence of random solutions x that remain in non-zero level sets of the Lyapunov function. The conditions of the theorem are sharper compared to the results from Theorem 1 due to the refined convergence results established using the Krasovskii-LaSalle functions.
Theorem 8: Let V be a Lyapunov function relative to a compact set A ⊂ R n for the system H. Then, A is UGASp if and only if there does not exist an almost surely complete solution x that remains in a non-zero level set of the Lyapunov function almost surely. 
It now follows from the system dynamics that jumps occur every M seconds and, hence, no random solution x can stay in a nonzero level set of V almost surely due to the strict decrease on average of V outside the set A. Hence, uniform global asymptotic stability in probability of A follows from Theorem 8.
Finally, we present a similar result for the recurrence property using Theorem 2. A continuous function V :
We point that while the Krasovskii-LaSalle functions introduced in Section V are defined with respect to compact sets (K, Λ), the Lyapunov and Foster functions used in this section are defined on the set C ∪ D ∪ G(D × V), where V := ∪ ω∈Ω,i∈Z ≥0 v i (ω). Sufficient conditions for recurrence that utilize Lyapunov functions that decrease strictly during flows and on average during jumps outside the set O are in [22] .
A result on weak sufficient conditions for recurrence using non-increasing Lyapunov-like functions is stated in [5, Thm 1] for a class of non-stochastic hybrid systems modeled by (1) . We now establish weak sufficient conditions for uniform global recurrence of open, bounded sets for(2) using Theorem 2. In particular, we establish uniform global recurrence of open, bounded sets using the existence of a Foster function and by ruling out the existence of random solutions x that remain in level sets of the Foster function outside the set O. The conditions of the following theorem are sharper compared to the conditions in Theorem 7.
Theorem 9: Let V be a Foster function relative to an open, bounded set O ⊂ R n for the system H. Then, O is uniformly globally recurrent if and only if there does not exist an almost surely complete solution x that remains almost surely in the set
Example 2: Consider a simple discrete-time stochastic system of the form x + = vx, x ∈ R with v ∈ {0, 2} and μ({0}) = μ({2}) = 0.5. Let ε > 0 and O = (−ε, ε) be an open, bounded set. Then, the Foster function V (x) = |x| satisfies
From the system dynamics, it can be observed that no random solution x can stay in a level set outside the set R \ O for all time since sample paths of the random solution can jump to the origin (inside the set O) with a positive probability. Hence, O is uniformly globally recurrent from Theorem 9.
We also refer the reader to [19] for more examples pertaining to the application of Theorems 8 and 9.
X. PROOF OF THEOREM 1
We first show that Ψ := Ψ(z) is nonempty. Due to the assumption that z is almost surely contained in the compact set K and is complete with positive probability, it follows that there exists ρ > 0 such that:
Let ∈ Z ≥0 and, using that K is compact, let the points
Then, combining (4) and (27), we have
We assert that, for each ∈ Z ≥0 there exists j ∈ {1, . . . , N } such that
Assuming (29) holds, the sequence z j is well-defined and contains a subsequence converging to a point ζ ∈ K. Given ε > 0, let ∈ Z ≥0 be sufficiently large so that S j ⊂ {ζ} + εB =: S ε . Then pick = ρ/N and, given Δ, pick τ = ΔN . It follows that P(Δ ≤ ϕ τ,S ε (z)) ≥ . Therefore, ζ ∈ Ψ. Let us establish (29). It is straightforward to verify that, with the definitions
which contradicts (28) and, thus, establishes (29). Next, we show that Ψ is compact. Let the sequence {ζ } ∞ =0
satisfy ζ ∈ Ψ for all ∈ Z ≥0 and be convergent to some point ζ ∈ R n . Let ε > 0 be given. Pick sufficiently large so that
Using that ζ ∈ Ψ, there exists > 0 and for each Δ > 0 there exists τ > 0 such that P(Δ ≤ ϕ τ,S (z)) ≥ . It follows that P(Δ ≤ ϕ τ,S ε (z)) ≥ , which implies that ζ ∈ Ψ. It is immediate from the compactness of Ψ, K and the assumption on z that Ψ ⊂ K. We show that Ψ ⊂ K ∞ . Since Ψ is compact, it is enough to show that for each ξ ∈ K and some ε > 0 such that S ε := ({ξ} + εB) ∩ K ∞ = ∅, we have the following property: for each > 0, there exists Δ > 0 such that:
Due to the assumption that almost every complete solution converges to the compact set K ∞ , for each > 0, there existŝ τ > 0 such that
It turn, it follows with Δ :=τ + 1 that (30) holds. This fact establishes the claim. Next, we establish that almost every complete solution converges to Ψ. If this claim fails then, using the almost sure uniform continuity of z ω (·, j), where z ω := z(ω) (due to the local boundedness of F and the fact that almost every solution remains in K for all time), it follows that there exists a compact setK ∞ ⊂ K ∞ such thatK ∞ ∩ Ψ = ∅ and ρ > 0 and for each Δ > 0, there exists τ > 0 such that
The relationship between Δ and τ implies the existence of a function α ∈ K ∞ such that
Noticing the similarity between (31) and (27), it is now possible to follow the calculations above that show that Ψ is nonempty to show that there exists ζ ∈K ∞ ∩ Ψ, which contradictŝ
Finally, we establish that Ψ is weakly totally recurrent in probability. That is, we show that each ζ ∈ Ψ is weakly recurrently in probability relative to Ψ for H; more specifically, for each ζ ∈ Ψ, ε > 0 there exists > 0 and for each Δ > 0 there exist τ > 0 and x ∈ S ε r (Ψ + εB) such that, with the definition S ε := {ζ} + εB, (6) holds. Letˆ > 0 be generated by ζ and ε via the definition of the recurrent in probability set for z. Using that almost every complete sample path of z converges to Ψ, let τ > 0 be such that
Define
We claim that for each Δ > 0 there exists τ > 0 such that
Indeed, (32) and the opposite of (34) imply that there exists Δ > 0 such that P(Δ ≤ ϕτ +1,τ,S ε (z)) <ˆ ∀ τ > 0 and, in turn, P(Δ +τ + 1 ≤ ϕ τ,S ε (z)) <ˆ ∀ τ > 0 which is a contradiction to the assumption that (6) holds withˆ in place of . Next, we define
According to [ 
Note that the sets Ω i,⊂ are disjoint and 
which would establish the weak total recurrence in probability. Suppose not. Then,
This contradiction establishes the result.
XI. PROOF OF THEOREM 2
We present the proof of Theorem 2 in three parts. The first part establishes convergence of complete sample paths of the almost surely bounded random solution to the set K. The second part proves convergence to the level set of the KrasovkiiLaSalle function. Finally, in the third part we establish convergence to the largest weakly totally recurrent in probability set contained in the level set of the Krasovkii-LaSalle function.
A. Convergence to K
In this section, we prove that for every solution x that is almost surely contained in Λ, the complete sample paths of x converge to the set K. This result is a consequence of the Krasovskii-LaSalle function satisfying strict decrease conditions almost surely during flows and in expected value during jumps along solutions outside K.
Proposition 3: If there exists a stochastic KrasosvskiiLaSalle function relative to (K, Λ), then for every random solution x generated from the data (C ∩ Λ, F, D ∩ Λ, G ∩ Λ, μ), almost all complete solutions converges to K.
Proof: Let x be a random solution generated by (C ∩ Λ, F, D∩ Λ, G ∩ Λ, μ) from initial condition x ∈ Λ. For every i ∈ Z ≥0 , the maximum of ϕ i,κ (x(ω)) (defined in Section VI with κ 1 = κ 2 = κ) is achieved by some pair (t i (ω), j i (ω)) where
From now on, we suppress the dependence of ω on the random variables for simplicity. The F -measurability of t i , j i follows from [22, Prop 2.1(2i,2j)]. The continuity of V and [22, Prop 2.1 (k)] imply F -measurability of V (x(t i , j i )). We now establish that for every i ∈ Z ≥0
We observe that the bound (39) is similar to the bound in the proof of [21, Thm 3.18] for non-stochastic hybrid systems. The proof proceeds by induction. For i = 0, t i = 0 and j i = 0 almost surely. It also follows from the definition that:
We now assume that (39) is true for some i ∈ Z ≥0 with times t i and j i . For ϕ i+1,κ (x), let the corresponding times be denoted by (t i+1 , j i+1 ). We now observe that
The above equality arises due to the total hybrid time increased by one unit which permits at most one jump and one period of flow. From the definitions it also follows that j i+1 − j i ≤ 1 almost surely. Let F j i be the sigma algebra generated by the random variable j i . Then
Hence, we proved that there exists a Δ > 0 such that for every i ∈ Z ≥0 , E[ϕ i,κ (x)] ≤ Δ where Δ := max x∈Λ V (x). Then, without loss of generality, it follows from Corollary 3 that almost every complete sample path of the random solution x converges to κ −1 (0) ⊂ K.
B. Convergence to Level Sets of V
In this section, we will establish that complete sample paths of random solution x that is almost surely contained in Λ converge to level sets of V . The convergence to level sets of V is primarily due to the non-increasing on average nature of V . 
For simplicity, we will suppress the dependence of the number of upcrossings on the function V and the random solution x. Let U [a,b] (∞, ω) denote the number of upcrossings in the limit as hybrid time τ tends to ∞. So, U [a,b] (∞, ω) := lim τ →∞ U [a,b] (τ, ω) . The limit is well defined (although may not be finite) since the mapping τ → U [a,b] (τ, ω) is monotone with respect to τ . We also note that the number of upcrossings
Hence, only complete sample paths can achieve U [a,b] (∞, ω) = ∞. We now establish that the times related to the upcrossings are random variables.
Lemma 4:
Proof: We first observe that F -measurability of S The proof then proceeds by iteration over k > 1 on the map- Proposition 4: If x is a random solution that is almost surely contained in Λ, V is a stochastic Krasovskii-LaSalle function with respect to (K, Λ), T i : Ω → R ≥0 , S i : Ω → Z ≥0 are F -measurable for each i ∈ {1, 2}, S 1 , S 2 are stopping times with respect to {F i } i∈Z ≥0 , S 2 ≤ n almost surely for some n ∈ Z ≥0 , T 1 ≤ T 2 , S 1 ≤ S 2 almost surely and
Proof:
It follows from measurability of S 2 , S 1 that Ω i 1 , Ω i 2 , and Ω i 3 are measurable sets and since the indicator of measurable set is measurable ([25, Section 2.2, Corollary 10]), we have that t i is F -measurable for each i ∈ Z [0,n] . We observe that since we have almost sure non-increase of V during flows:
Let F S 1 be the sigma algebra generated by S 1 . Then, taking expectations conditioned on F S 1 on both sides and using the stopping time property of S 1 , S 2 and non-increase of V on average during jumps we have
Taking expectations on both sides, we get
Next, we establish a hybrid version of Doob's upcrossing lemma similar to [26, Chp VII, Thm 3.3] and [25, Chp 24, Lemma 18] . In order to prove Doob's upcrossing lemma, we first prove that the assumptions of Proposition 4 are satisfied by certain random variables related to the upcrossing times. For every i ∈ Z ≥0 and k ∈ Z ≥1 , define
where t i , j i are from (38).
Lemma 5:
Proof: It follows from the definition that for every i ∈ , ω) are stopping times. We establish the claim for k = 1 and the rest of the proof follows by iteration. We first note that j i , S j 1 are stopping times with respect to the filtration {F n } n∈Z ≥0 since the event j i = n and S j 1 = n depend only on the mapping ω → graph(x(ω)) ≤n which is F n measurable. The same argument then applies to the event R j 1 = n with the additional constraint that S j 1 ≤ n (which is F n measurable since S j 1 is a stopping time). Then, since the minimum of two stopping times is also a stopping time ([25, Section 11.3, Prop 6]) the proof follows.
Lemma 6: Let x be a random solution that is almost surely contained in Λ, V a stochastic Krasovskii-LaSalle function with respect to (K, Λ). Then, for every c 1 
The function y is well defined from the continuity of V and F -measurability of y follows from the definition. We now observe from Lemma 5 and Proposition 4 that E[y(i, N, ·)] ≤ 0. The function y is used to keep track of the number of upcrossings. When an upcrossing is complete the difference of the term in the summation is greater than b − a, since there are N terms there can a maximum of U [a,b] (i, N, ω) upcrossings possible and there can be at most one uncompleted upcrossing. Then, it follows from the construction that:
We note that for every i ∈ Z ≥0 , and almost every ω ∈ Ω, U [a,b] 
Using the monotone convergence theorem again we establish that
Finally, we establish have almost sure convergence of complete sample paths to the level set of the Krasovskii-LaSalle function V . 2 , then almost every complete sample path of x converges to a level set of V .
Let Ω c denote the set of ω ∈ Ω for which sample paths of x are complete. We can establish that Ω c ∈ F similar to [17, Prop 2] . Let
We first show that if lim t+j→∞ V (x ω (t, j)) does not exist for some ω * ∈ Ω c , then necessarily for some c 1 < a < b < c 2 , we have U [a,b] (t, j) ). Then we can define a sequence of upcrossing times with respect to such a, b and from the definition of lim sup, lim inf, we have that for
Then, from the continuity of V it follows that for almost every ω ∈ Ω c , there
C. Convergence to Largest Weakly Totally Recurrent in Probability Sets Inside Level Sets
The proofs presented in this section are an extension of the results established in [17, Section X.D] for a class of stochastic difference inclusions.
Lemma 8: Let the compact sets K 1 , K 2 ⊂ R n satisfy K 1 ⊂ K 2 and let τ > 0. For the solution x, let Ω a denote the set of ω ∈ Ω such that x(ω) is complete, belongs to K 2 for all time in its domain, and belongs to K 1 for those times in its domain that are greater than τ . Let Ω b ⊂ Ω a be those ω ∈ Ω a for which x(ω) converges to the largest weakly totally recurrent in probability set contained in K 1 . Then, P(Ω a ) = P(Ω b ).
Proof: If P(Ω a ) = 0, the statement of the lemma holds trivially. Thus, we assume that P(Ω a ) > 0. Define a new solution z from the original solution x by truncating x(ω) to K 2 , like in [22, Prop 2.1, (2d)], at the infimum over times such that the intersection of the graph of x(ω) with the open set
is nonempty. This truncation produces a mapping that satisfies the conditions for a solution. Moreover, z(ω) is complete if and only if ω ∈ Ω a . In fact, z has the properties assumed in Theorem 1 with K ∞ = K 1 . It follows from Theorem 1 that the recurrent in probability set for z, denoted Ψ(z), is nonempty, compact, contained in K 1 , weakly totally recurrent in probability, and almost every complete sample path of z converges to Ψ(z) and, thus, to the largest weakly totally recurrent set contained in K 1 . Since z(ω) is complete for all ω ∈ Ω a , it follows P(Ω a ) = P(Ω b ) . The next result relies on the previous lemma. Lemma 9: Let the compact sets
For the solution x, let Ω a denote the set of ω ∈ Ω for which x(ω) is complete, remains inK for all time, and converges to K ∞ ; let Ω b ⊂ Ω a denote the set of ω ∈ Ω a for which x(ω) converges to the largest weakly totally recurrent in probability set contained in K ∞ . Then, P(Ω a ) = P(Ω b ).
Proof: If P(Ω a ) = 0 the statement of the lemma holds trivially. Thus, we assume that P(Ω a ) > 0. For each i ∈ Z ≥1 , let Ψ i denote the largest weakly totally recurrent in probability set contained in K ∞ + i −1 B. Due to Lemma 8 and the assumption that the probability of converging to K ∞ while remaining inK is positive, it follows that Ψ i is non-empty for each i ∈ Z ≥1 . Moreover, by construction, Ψ j ⊂ Ψ i for all j ≥ i. Thus, Ψ := lim i→∞ Ψ i is well-defined, nonempty, compact, and contained in K ∞ . We also claim that it is weakly totally recurrent in probability. Indeed, by [20, 
the latter following from x ∈ {x i } + 0.5εB for all i ≥ i * . Thus, weak total recurrence of Ψ follows from weak total recurrence of Ψ i * . We let Ψ denote the largest weakly totally recurrent in probability set contained in K ∞ .
For each ε > 0, let Ω ε,τ,a ⊂ Ω denote the set of ω ∈ Ω for which x(ω) is complete, remains inK, and belongs to K ∞ + εB for all time greater than τ > 0. By construction
Let Ω 1/i,j,b ⊂ Ω 1/i,j,a denote the subset of ω ∈ Ω 1/i,j,a for which x(ω) converges to Ψ i , i.e., the largest weakly totally re current in probability set contained in
Finally, using (42)-(44)
which establishes the result.
Theorem 10: Let x be a random solution that is almost surely contained in the compact set Λ. Then, almost every complete sample path of x that converges to a level set of V converges to a level set that contains a weakly totally recurrent in probability set and converges to the largest weakly totally recurrent in probability set contained in the level set.
Proof: Let Q denote the rational numbers. For each (q, j) ∈ Q × Z ≥1 , define
Observe that, for each q ∈ Q, and j ≤ k, S qk ⊂ S qj so that j → μ qj is non-increasing.
Let I denote those c ∈ [c 1 , c 2 ] with the following property:
Proof: The set I is bounded since it is a subset of [c 1 , c 2 ]. To see that it is closed, suppose c k ∈ I for all k ∈ Z ≥0 and
Let Ω a ⊂ Ω denote the set of ω ∈ Ω for which the corresponding sample path is complete and converges to a level set of V . Let Ω b ⊂ Ω a denote the set of ω ∈ Ω a for which
be a nested sequence of closed subsets of R \ I that cover the open set R \ I. We will prove that, with Ω i ⊂ Ω a denoting the set of ω ∈ Ω a for which
The result then follows from the fact that 
(47) Define
For each q ∈ Q 0 , define
It is evident from these definitions and (47) that
We also claim that
This fact follows from the fact that μ q(c)j(c) = 0 for each c ∈ [c 1 , c 2 ] \ I and the fact that j → μ qj is monotonically nonincreasing for each q ∈ Q.
It follows from (49), (45), and (50) that, for each i ∈ Z ≥0 :
This bound and (46) establishes the claim. For each c ∈ I, let Ψ c denote the largest weakly totally recurrent in probability set contained in the set {x ∈ Λ :
Claim 3: The set Ω 0 ∈ F and P(Ω 0 ) = P(Ω b ). Proof: We first establish that Ω 0 ∈ F. For each q ∈ Q and ε > 0, let Ψ q,ε denote the largest weakly totally recurrent in probability set contained in the set {x ∈ Λ : V (x) ∈ {q} + εB}. Define Ω q,ε ⊂ Ω b to be the subset of ω ∈ Ω b for which
and let c ∈ I be such that the corresponding sample path converges to Ψ c . Let the sequence q k ∈ Q be such that lim k→∞ q k = c. Let the unbounded sequence i k ∈ Z ≥1 be such that c ∈ {q
. Since the sequence {i k } k∈Z ≥1 is unbounded and the sets Ω 1/i are nested, it follows that ω ∈ ∩
Ω 1/i and let the sequence {q i } i∈Z ≥1 with q i ∈ Q for each i ∈ Z ≥1 be such that the corresponding sample path converges to Ψ q i ,1/i . It follows that the corresponding sample path converges to the limit of any convergent subsequence of the sequence of sets
. Let us use {Ψ k } k∈Z ≥1 for such a converging subsequence and let us use Ψ for the limit. The set Ψ is contained in {x ∈ Λ : V (x) = c} for some c ∈ I. We claim that Ψ is weakly totally recurrent, and thus contained in the largest weakly totally recurrent in probability set contained in {x ∈ Λ : V (x) = c}, i.e., ω ∈ Ω 0 . Indeed, by [20, 
the latter following from x ∈ {x k } + 0.5εB for all k ≥ k * . Thus, weak total recurrence of Ψ follows from weak total recurrence of Ψ k * .
Next, we claim that P(Ω 1/i ) = P(Ω b ) for each i ∈ Z ≥1 . To see this, we extract a finite cover of the compact set I from the countable cover {{q} + i −1 B} q∈Q . Let Q 0 ⊂ Q denote the indices of the cover. Let Ω 1,q,i denote the subset of ω ∈ Ω b such that x(ω) converges to {x ∈ Λ : V (x) ∈ {q} + i −1 B} = S qi and let Ω 2,q,i denote the subset of ω ∈ Ω 1,q,i for which x(ω) converges to the largest weakly totally recurrent in probability set contained in S qi . By the definition of Ω b and that the fact that neighborhoods of size 1/i of the points in Q 0 provide a cover for I, it follows that Ω b = ∪ q∈Q 0 Ω 1,q,i . By the definition of Ω 1/i , it follows that ∪ q∈Q 0 Ω 2,q,i ⊂ Ω 1/i . By Lemma 9, P(Ω 1,q,i ) = P(Ω 2,q,i ) for each q ∈ Q 0 . It now follows from the next claim and
, and in turn that P(Ω 0 ) = lim i→∞ P(Ω 1/i ) = P(Ω b ), which concludes the proof.
Claim 4: If, for j ∈ {1, . . . , n}, R j ⊂ S j , and P(R j ) = P(S j ), then P(∪ n j=1 R j ) = P(∪ n j=1 S j ). Proof: For general n, the result follows by induction after establishing the result for n = 2. Since R j ⊂ S j for j = 1, 2, it follows that P(R 1 ∪ R 2 ) ≤ P(S 1 ∪ S 2 ). Now observe that, using R j ⊂ S j and P(R j ) = P(S j ) for j = 1, 2
which establishes the result for n = 2, and thus for general n.
The theorem now follows from the combination of Claims 1 and 3.
XII. PROOF OF APPLICATIONS TO STABILITY THEORY
A. Proof of Theorem 6
We claim that the assumptions of the theorem imply global recurrence of complement of K δ,Δ for every 0 < δ < Δ < ∞. The proof of UGASp then follows from [22, Prop 3.1, 2.4, 2.2]. The proof of the claim proceeds by contradiction. Suppose for some 0 < δ < Δ < ∞, the complement of K δ,Δ is not recurrent. Then, there exists a random solution z that is generated by the system
, that is almost surely contained in K δ,Δ and complete with positive probability. By definition, every complete sample path of z converges to the compact set K δ,Δ . Hence, by the recurrence principle in Theorem 1 it converges to the weakly totally recurrent in probability set contained in K δ,Δ . It follows from Proposition 1 that the weakly totally recurrent in probability set contains an almost surely weakly forward invariant set. Hence K δ,Δ contains an almost surely weakly forward invariant set. This contradicts the assumption of the theorem and establishes global recurrence of complement of K δ,Δ for every 0 < δ < Δ < ∞.
B. Proof of Theorem 7
We claim that the assumptions of the theorem imply global recurrence of complement of O Δ := (O + ΔB) \ O for every 0 < Δ < ∞ for the system (C ∩ , F, D ∩ , G ∩ , μ) . The proof of uniform global recurrence of O follows from [22, Prop 3.1, 2.4, 2.3]. We establish the claim by contradiction. Suppose for some 0 < Δ < ∞, the complement of O Δ is not recurrent. Then, there exists a random solution z that is generated by the system
, that is almost surely contained in O Δ and complete with positive probability. By definition, every complete sample path of z converges to the compact set O Δ . Hence, by Theorem 1, it converges to the weakly totally recurrent in probability set contained in O Δ . From Proposition 1, it follows that the weakly totally recurrent in probability set contains an almost surely weakly forward invariant set. Hence, O Δ contains an almost surely weakly forward invariant set. This contradicts the assumption and establishes global recurrence of complement of O Δ for every 0 < Δ < ∞.
C. Proof of Theorem 8
⇒ UGASp of the set A implies that there does not exist an almost surely complete solution x that remains in a nonzero level set of the Lyapunov function almost surely since the existence of such a solution would contradict almost sure convergence to the set A required by UGASp.
⇐ The Lyapunov function V satisfies the conditions of [22, Thm 4.2] from which uniform global stability in probability follows. Since there are no almost surely complete random solutions that remain in a non-zero level set of V with probability one for all time, we can conclude that no non-zero level set of V contains an almost surely weakly forward invariant set. Then, it follows from Corollary 4 that no non-zero level set of V contains a weakly totally recurrent in probability set. We now establish that for every x almost every complete sample path converges to A.
Suppose this is not true. Let x be any random solution with x ∈ S r (x) for x ∈ A + δB for some δ > 0 such that P(Ω c ) ≥ ρ 1 > 0, where for ω ∈ Ω c , x(ω) is complete and does not converge to A. From uniform Lagrange stability in probability, there exists ε > 0 such that
Let x ε be a truncated solution of x whose sample paths are restricted to the compact set A + εB. Since no non-zero level set of V contains a weakly totally recurrent in probability set, this necessarily means that from Theorem 2 complete sample paths x ε (ω) converge to the zero level set, which is set A. Then, it follows that for almost all ω ∈ Ω c , x(ω) cannot stay in the set A + εB. Hence, we have
We also have from (53) that 
D. Proof of Theorem 9
⇒ If there exists an almost surely complete solution x that remains almost surely in a non-zero level set of the Lyapunov function that is completely contained in the set L V (c)∩(R n \O) for some c ≥ 0, it contradicts the assumption that O is uniformly globally recurrent.
⇐ The Foster function implies Lagrange stability in probability of the set O for the truncated system (C ∩ , F, D ∩ , G ∩ , μ) . Since there are no almost surely complete random solutions that remain in L V (c) ∩ (R n \ O) for every c ≥ 0 for which L V (c)∩ (R n \O) is non-empty, we can conclude that no set of the form L V (c) ∩ (R n \ O) contains an almost surely weakly forward invariant set. Then, it follows from Corollary 4 that such sets do not contain a weakly totally recurrent in probability set.
We will now claim recurrence of O for every solution for the truncated system (C ∩ , F, D ∩ , G ∩ , μ) . Then, the proof follows from [22, Prop 2.3] . Suppose the claim is not true. Let x be any random solution with x ∈ S r (x) for x ∈ O + δB for some δ > 0 such that P(Ω c ) ≥ ρ 1 > 0, where for ω ∈ Ω c , x(ω) is complete and does not hit the set O. From uniform Lagrange stability in probability, there exists ε > 0 such that
Let x ε be a truncated solution of x whose sample paths are restricted to the compact set O + εB. Since no level set of V outside the set O contains a weakly totally recurrent in probability set, this necessarily means that from Theorem 2 the sample paths x ε (ω) are not complete. Then, it follows that for almost all ω ∈ Ω c , since x(ω) is complete, the solutions cannot stay in the set O + εB. Hence, we have
We also have
This leads to a contradiction which establishes that ρ 1 must be zero.
XIII. CONCLUSION
We have established that the complete sample paths of bounded random solutions generated by a class of stochastic hybrid systems converge to its limit set which is a compact, weakly totally recurrent in probability set. A refinement of this result under the existence of a Lyapunov-like function which is non-increasing on average establishes convergence to the largest weakly totally recurrent in probability set contained in the level set of the function. Applications of these results to establish weak sufficient conditions for stochastic properties like recurrence and asymptotic stability in probability are also presented.
APPENDIX
A. Proof of Lemma 1
We first note that the set of solutions starting from (K, F, K, K) is closed when F satisfies Standing Assumption 1. Without loss of generality, we consider two cases. If φ i is not generated by (K, F, K, K) , then by the definition of ϕ, lim sup i→∞ ϕ τ,S (φ i ) = 0 and, hence, lim sup i→∞ ϕ τ,S (φ i ) ≤ ϕ τ,S (φ) holds trivially. If φ i is generated by (K, F, K, K), then the limit φ is also generated from (K, F, K, K). We then establish the result by contradiction. Suppose not, then for every N ∈ Z >0 , there exists i ∈ Z ≥N and ε > 0 such that
We consider two possible consequences of (59) and establish that in both the cases (59) is not true for N arbitrarily large.
For j ∈ {0, . . . , τ }, let t i (j) be the smallest time t such that (t, j) ∈ dom(φ i ). Similarly, t(j) is defined for the solution φ. We first consider the case, where for some j ∈ {0, . . . , τ }, φ(t(j), j) ∈ S and φ i (t i (j), j) ∈ S for some i arbitrarily large. Since the set R n \ S is open and by convergence of hybrid arcs, t i (j) → t(j), it follows that φ i (t i (j), j) ∈ S for sufficiently large i and, hence, the above scenario during jumps cannot occur for N sufficiently large.
If 
B. Proof of Theorem 3
The proof of the theorem follows directly from the next lemma. Lemma 10: Let the compact set K ∞ be given. For the solution x, let Ω a denote the set of ω ∈ Ω, such that x(ω) is complete and converges to K ∞ . Let Ω b ⊂ Ω a denote the set of ω ∈ Ω a such that x(ω) converges to the largest weakly totally recurrent in probability set contained in the set K ∞ . Then, P(Ω a ) = P(Ω b ).
Proof: For every i ∈ Z ≥1 , define the compact set K i := K ∞ + iB and let the solution x i be the truncated version of the solution x restricted to the set K i . Apply Lemma 9 to the solution x i with K = K i to get Ω a i and an Ω b i satisfying P(Ω a i ) = P(Ω b i ). Then, it follows that Ω a = ∪ i Ω a i and Ω b = ∪ i Ω b i . Consequently, we have P(Ω a ) = lim i→∞ P(Ω a i ) = lim i→∞ P(Ω b i ) = P(Ω b ).
