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General Pontryagin-Type Stochastic Maximum
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Abstract
The main purpose of this paper is to give a solution to a long-standing unsolved problem in
stochastic control theory, i.e., to establish the Pontryagin-type maximum principle for optimal
controls of general infinite dimensional nonlinear stochastic evolution equations. Both drift
and diffusion terms can contain the control variables, and the control domains are allowed
to be nonconvex. The key to reach it is to provide a suitable formulation of operator-valued
backward stochastic evolution equations (BSEEs for short), as well as a way to define their
solutions. Besides, both vector-valued and operator-valued BSEEs, with solutions in the sense
of transposition, are studied. As a crucial preliminary, some weakly sequential Banach-Alaoglu-
type theorems are established for uniformly bounded linear operators between Banach spaces.
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1 Introduction
Let (Ω,F ,F,P) be a complete filtered probability space with the filtration F = {Ft}t≥0, on which
a one-dimensional standard Brownian motion {w(t)}t≥0 is defined. Let T > 0, and let X be a
Banach space. For any t ∈ [0, T ] and r ∈ [1,∞), denote by LrFt(Ω;X) the Banach space of allFt-measurable random variables ξ : Ω→ X such that E|ξ|rX <∞, with the canonical norm. Also,
denote by DF([0, T ];L
r(Ω;X)) the vector space of all X-valued rth power integrable F-adapted
processes φ(·) such that φ(·) : [0, T ] → Lr(Ω,FT , P ;X) is ca`dla`g, i.e., right continuous with left
limits. Clearly, DF([0, T ];L
r(Ω;X)) is a Banach space with the following norm
|φ(·)|DF([0,T ];Lr(Ω;X)) = sup
t∈[0,T )
[E|φ(r)|rX ]1/r .
We denote by CF([0, T ];L
r(Ω;X)) the Banach space of all X-valued F-adapted processes φ(·)
such that φ(·) : [0, T ] → Lr(Ω,FT , P ;X) is continuous, with the norm inherited from DF([0, T ];
Lr(Ω;X)). Fix any r1, r2, r3, r4 ∈ [1,∞]. Put
Lr1
F
(Ω;Lr2(0, T ;X)) =
{
ϕ : (0, T ) × Ω→ X ∣∣ ϕ(·) is F-adapted and E(∫ T
0
|ϕ(t)|r2X dt
) r1
r2 <∞
}
,
Lr2
F
(0, T ;Lr1(Ω;X)) =
{
ϕ : (0, T ) × Ω→ X ∣∣ ϕ(·) is F-adapted and ∫ T
0
(
E|ϕ(t)|r1X
) r2
r1 dt <∞
}
.
Clearly, both Lr1
F
(Ω;Lr2(0, T ;X)) and Lr2
F
(0, T ;Lr1(Ω;X)) are Banach spaces with the canonical
norms. If r1 = r2, we simply denote the above space by L
r1
F
(0, T ;X). Let Y be another Banach
space. Denote by L(X,Y ) the (Banach) space of all bounded linear operators from X to Y , with
the usual operator norm (When Y = X, we simply write L(X) instead of L(X,Y )). Further,
we denote by Lpd
(
Lr1
F
(0, T ;Lr2(Ω;X)), Lr3
F
(0, T ;Lr4(Ω;Y ))
)
(resp. Lpd
(
X, Lr3
F
(0, T ;Lr4(Ω;Y ))
)
)
the vector space of all bounded, pointwisely defined linear operators L from Lr1
F
(0, T ;Lr2(Ω;X))
(resp. X) to Lr3
F
(0, T ;Lr4(Ω;Y )), i.e., for a.e. (t, ω) ∈ (0, T )×Ω, there exists an L(t, ω) ∈ L(X,Y )
verifying that
(Lu(·))(t, ω) = L(t, ω)u(t, ω), ∀ u(·) ∈ Lr1
F
(0, T ;Lr2(Ω;X)) (resp.
(Lx)(t, ω) =
L(t, ω)x, ∀ x ∈ X). Similarly, one can define the spaces Lpd
(
Lr2(Ω;X), Lr3
F
(0, T ;Lr4(Ω;Y ))
)
and
Lpd
(
Lr2(Ω;X), Lr4(Ω;Y )
)
, etc.
Let H be a complex Hilbert space, and let A be an unbounded linear operator (with domain
D(A) on H), which is the infinitesimal generator of a C0-semigroup {S(t)}t≥0. Denote by A∗
the dual operator of A. Clearly, D(A) is a Hilbert space with the usual graph norm, and A∗ is
the infinitesimal generator of {S∗(t)}t≥0, the dual C0-semigroup of {S(t)}t≥0. For any λ ∈ ρ(A),
the resolvent of A, denote by Aλ the Yosida approximation of A and by {Sλ(t)}t∈R the C0-group
generated by Aλ. Let U be a metric space with its metric d(·, ·). Put
U [0, T ] ,
{
u(·) : [0, T ]→ U
∣∣∣ u(·) is F-adapted}.
Throughout this paper, we assume the following condition.
(A1) Suppose that a(·, ·, ·) : [0, T ] ×H × U → H and b(·, ·, ·) : [0, T ] ×H × U → H are two maps
satisfying: i) For any (x, u) ∈ H × U , the maps a(·, x, u) : [0, T ] → H and b(·, x, u) : [0, T ] → H
are Lebesgue measurable; ii) For any (t, x) ∈ [0, T ] ×H, the maps a(t, x, ·) : U → H and b(t, x, ·) :
U → H are continuous; and iii) There is a constant CL > 0 such that
|a(t, x1, u)− a(t, x2, u)|H + |b(t, x1, u)− b(t, x2, u)|H ≤ CL|x1 − x2|H ,
|a(t, 0, u)|H + |b(t, 0, u)|H ≤ CL,
∀ (t, x1, x2, u) ∈ [0, T ]×H ×H × U.
(1.1)
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Consider the following controlled (forward) stochastic evolution equation:{
dx =
[
Ax+ a(t, x, u)
]
dt+ b(t, x, u)dw(t) in (0, T ],
x(0) = x0,
(1.2)
where u ∈ U [0, T ] and x0 ∈ Lp0F0(Ω;H) for some given p0 > 1. We call x(·) ≡ x(· ;x0, u) ∈
CF([0, T ];L
p0(Ω;H)) a mild solution to (1.2) if
x(t) = S(t)x0 +
∫ t
0
S(t− s)a(s, x(s), u(s))ds +
∫ t
0
S(t− s)b(s, x(s), u(s))dw(s), ∀ t ∈ [0, T ].
In the sequel, we shall denote by C a generic constant, depending on T , A, p0 (or p to be introduced
later) and CL (or J andK to be introduced later), which may be different from one place to another.
Similar to [9, Chapter 7], it is easy to show the following result:
Lemma 1.1 Let the assumption (A1) hold. Then, the equation (1.2) is well-posed in the sense of
mild solution. Furthermore,
|x(·)|CF([0,T ];Lp0(Ω;H)) ≤ C
(
1 + |x0|Lp0
F0
(Ω;H)
)
.
Also, we need the following condition:
(A2) Suppose that g(·, ·, ·) : [0, T ] × H × U → R and h(·) : H → R are two functions satisfying:
i) For any (x, u) ∈ H × U , the function g(·, x, u) : [0, T ] → R is Lebesgue measurable; ii) For any
(t, x) ∈ [0, T ]×H, the function g(t, x, ·) : U → R is continuous; and iii) There is a constant CL > 0
such that 
|g(t, x1, u)− g(t, x2, u)|H + |h(x1)− h(x2)|H ≤ CL|x1 − x2|H ,
|g(t, 0, u)|H + |h(0)|H ≤ CL,
∀ (t, x1, x2, u) ∈ [0, T ] ×H ×H × U.
(1.3)
Define a cost functional J (·) (for the controlled system (1.2)) as follows:
J (u(·)) , E
[ ∫ T
0
g(t, x(t), u(t))dt + h(x(T ))
]
, ∀ u(·) ∈ U [0, T ], (1.4)
where x(·) is the corresponding solution to (1.2).
Let us consider the following optimal control problem for the system (1.2):
Problem (P) Find a u¯(·) ∈ U [0, T ] such that
J (u¯(·)) = inf
u(·)∈U [0,T ]
J (u(·)). (1.5)
Any u¯(·) satisfying (1.5) is called an optimal control. The corresponding state process x¯(·) is called
an optimal state (process), and (x¯(·), u¯(·)) is called an optimal pair.
The main goal of this paper is to establish some necessary conditions for optimal pairs of Prob-
lem (P), in the spirit of the Pontryagin-type maximum principle ([25]). In this respect, the problem
is now well-understood in the case that dimH < ∞. We refer to [14] and the references therein
for early studies on the maximum principle for controlled stochastic differential equations in finite
dimensional spaces. Then, people established further results on the maximum principle for stochas-
tic control systems under various assumptions, say, the diffusion coefficients were non-degenerate
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(e.g. [11]), and/or the diffusion coefficients were independent of the controls (e.g. [4, 6]), and/or
the control domains were convex (e.g. [4]). Note that, generally speaking, many practical systems
(especially in the area of finance) do not satisfy these assumptions. In [24], a maximum principle
was obtained for general stochastic control systems without the above mentioned assumptions, and
it was found that the corresponding result in the general case differs essentially from its determin-
istic counterpart. As important byproducts in the study of the above finite dimensional stochastic
control problems, one introduced some new mathematical tools, say, backward stochastic differen-
tial equations (BSDEs, for short) and forward-backward stochastic differential equations ([6, 7, 23]
and [19, 29]), which are now extensively applied to many other fields.
Let us recall here the main idea and result in [24]. Suppose that (x¯(·), u¯(·)) is a given optimal
pair for the special case that A = 0, H = Rn (for some n ∈ N) and F is the natural filtration W
(generated by the Brownian motion {w(·)} and augmented by all the P-null sets). First, similar to
the corresponding deterministic setting, one introduces the following first order adjoint equation
(which is however a BSDE in the stochastic case):
dy(t) = −
[
ax(t, x¯(t), u¯(t))
⊤y(t) + bx(t, x¯(t), u¯(t))
⊤Y (t)
−gx(t, x¯(t), u¯(t))
]
dt+ Y (t)dw(t), in [0, T ),
y(T ) = −hx(x¯(T )).
(1.6)
Here the unknown is a pair of F-adapted processes (y(·), Y (·)) ∈ CF([0, T ];L2(Ω;Rn))×L2F(0, T ;Rn).
Next, to establish the desired maximum principle for stochastic controlled systems with control-
dependent diffusion and possibly nonconvex control domains, the author in [24] had the following
fundamental finding: Except for the first order adjoint equation (1.6), one has to introduce an
additional second order adjoint equation as follows:
dP (t) = −
[
ax(t, x¯(t), u¯(t))
⊤P (t) + P (t)ax(t, x¯(t), u¯(t))
+bx(t, x¯(t), u¯(t))
⊤P (t)bx(t, x¯(t), u¯(t))
+bx(t, x¯(t), u¯(t))
⊤Q(t) +Q(t)bx(t, x¯(t), u¯(t))
+Hxx(t, x¯(t), u¯(t), y(t), Y (t))
]
dt+Q(t)dw(t), in [0, T )
P (T ) = −hxx(x¯(T )).
(1.7)
In (1.7), the Hamiltonian H(·, ·, ·, ·, ·) is defined by
H(t, x, u, y1, y2) = 〈 y1, a(t, x, u) 〉Rn + 〈 y2, b(t, x, u) 〉Rn −g(t, x, u),
(t, x, u, y1, y2) ∈ [0, T ]×Rn×U×Rn×Rn.
Clearly, the equation (1.7) is an Rn×n-valued BSDE in which the unknown is a pair of pro-
cesses (P (·), Q(·)) ∈ CF([0, T ];L2(Ω;Rn×n)) × L2F(0, T ;Rn×n). Then, associated with the 6-tuple
(x¯(·), u¯(·), y(·), Y (·), P (·), Q(·)), define
H(t, x, u) ∆=H(t, x, u, y(t), Y (t)) + 1
2
〈P (t)b(t, x, u), b(t, x, u) 〉
Rn
−〈P (t)b(t, x¯(t), u¯(t)), b(t, x, u) 〉
Rn
.
The main result in [24] asserts that the optimal pair (x¯(·), u¯(·)) verifies the following stochastic
maximum principle:
H(t, x¯(t), u¯(t)) = max
u∈U
H(t, x¯(t), u), a.e. t ∈ [0, T ], P-a.s.
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On the other hand, there exist extensive works addressing the Pontryagin-type maximum prin-
ciple for optimal controls of deterministic infinite dimensional controlled systems (e.g. [15] and
the rich references therein). Naturally, one expects to extend the optimal control theory of both
stochastic finite dimensional systems and deterministic infinite dimensional systems to that of infi-
nite dimensional stochastic evolution equations. In this respect, we refer to [5] for a pioneer work.
Later progresses are available in the literature [2, 3, 12, 26, 27, 30] and so on. Nevertheless, almost
all of the existing published works on the necessary conditions for optimal controls of infinite di-
mensional stochastic evolution equations addressed only the case that the diffusion term does NOT
depend on the control variable (i.e., the function b(t, x, u) in (1.2) is independent of u). As far as
we know, the stochastic maximum principle for general infinite dimensional nonlinear stochastic
systems with control-dependent diffusion coefficients and possibly nonconvex control domains has
been a longstanding unsolved problem.
In this paper, we aim to give a solution to the above mentioned unsolved problem. Inspired
by [24], we will first study an H-valued BSEE and an L(H)-valued BSEE, employed accordingly
as the first order adjoint equation and the second order adjoint equation (for the original equation
(1.2)), and then establish the desired necessary conditions for optimal controls with the aid of the
solutions of these equations.
First, we need to study the following H-valued BSEE:{
dy(t) = −A∗y(t)dt+ f(t, y(t), Y (t))dt + Y (t)dw(t) in [0, T ),
y(T ) = yT .
(1.8)
Here yT ∈ LpFT (Ω;H)) with p ∈ (1, 2], f(·, ·, ·) : [0, T ]×H ×H → H satisfies
f(·, 0, 0) ∈ L1F(0, T ;Lp(Ω;H)),
|f(t, x1, y1)− f(t, x2, y2)|H ≤ CL
(|x1 − x2|H + |y1 − y2|H),
a.e. (t, ω) ∈ [0, T ] × Ω, ∀ x1, x2, y1, y2 ∈ H.
(1.9)
Since neither the usual natural filtration condition nor the quasi-left continuity is assumed for
the filtration F in this paper, and because the unbounded operator A is assumed to generate a
general C0-semigroup, we cannot apply the existing results on infinite dimensional BSEEs (e.g.
[1, 13, 19, 20]) to obtain the well-posedness of the equation (1.8).
Next, it is more important that the following L(H)-valued BSEE1:{
dP = −(A∗ + J∗)Pdt− P (A+ J)dt−K∗PKdt− (K∗Q+QK)dt+ Fdt+Qdw(t) in [0, T ),
P (T ) = PT
(1.10)
should be studied. Here and henceforth, F ∈ L1
F
(0, T ;L2(Ω;L(H))), PT ∈ L2FT (Ω;L(H)), and
J,K ∈ L4
F
(0, T ;L∞(Ω;L(H))). For the special case when H = Rn, it is easy to see that (1.10) is an
R
n×n (matrix)-BSDE, and therefore, the desired well-posedness follows from that of an Rn
2
(vector)-
valued BSDE. However, one has to face a real challenge in the study of (1.10) when dimH = ∞,
without further assumption on the data F and PT . Indeed, in the infinite dimensional setting,
although L(H) is still a Banach space, it is neither reflexive (needless to say to be a Hilbert
space) nor separable even if H itself is separable (See Problem 99 in [10]). As far as we know, in
the previous literatures there exists no such a stochastic integration/evolution equation theory in
1Throughout this paper, for any operator-valued process (resp. random variable) R, we denote by R∗ its point-
wisely dual operator-valued process (resp. random variable). For example, if R ∈ Lr1
F
(0, T ;Lr2(Ω;L(H))), then
R∗ ∈ Lr1
F
(0, T ;Lr2(Ω;L(H))), and |R|Lr1
F
(0,T ;Lr2 (Ω;L(H))) = |R
∗|Lr1
F
(0,T ;Lr2 (Ω;L(H))).
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general Banach spaces that can be employed to treat the well-posedness of (1.10). For example, the
existing result on stochastic integration/evolution equation in UMD Banach spaces (e.g. [21, 22])
does not fit the present case because, if a Banach space is UMD, then it is reflexive.
The key of this work is to give accordingly reasonable definitions of the solutions to (1.8)
and (1.10), and show the corresponding well-posedness results. For this purpose, we employ the
transposition method developed in our previous work [18], which was addressed to the BSDEs in
R
n. Our method has several advantages. The first one is that the usual duality relationship is
contained in our definition of solutions, and therefore, we do NOT need to use Itoˆ’s formula to
derive this sort of relation as usual to obtain the desired stochastic maximum principle. Note
that, it may be very difficult to derive the desired Itoˆ’s formula for the mild solutions of general
stochastic evolution equations in infinite dimensions. The second one is that we do NOT need
to use the Martingale Representation Theorem, and therefore we can study the problem with a
general filtration. Note that, when we deal with BSEEs with operator unknowns, as far as we
know, there exists no Martingale Representation Theorem (for the L(H)-valued martingale) even
if F is the natural filtration W. Thirdly, as shown in [28] (though it addressed only BSDEs in Rn),
similar to the classical finite element method solving deterministic partial differential equations, our
transposition method leads naturally numerical schemes to solve both vector-valued and operator-
valued BSEEs (The detailed analysis is beyond the scope of this paper and will be presented in our
forthcoming work).
In order to define the transposition solution to (1.8), we introduce the following (forward)
stochastic evolution equation:{
dz = (Az + v1)ds+ v2dw(s) in (t, T ],
z(t) = η,
(1.11)
where t ∈ [0, T ], v1 ∈ L1F(t, T ;Lq(Ω;H)), v2 ∈ L2F(t, T ;Lq(Ω;H)), η ∈ LqFt(Ω;H), and q = pp−1 (See
[9, Chapter 6] for the well-posedness of (1.11) in the sense of mild solution). We now introduce the
following notion.
Definition 1.1 We call (y(·), Y (·)) ∈ DF([0, T ];Lp(Ω;H)) × L2F(0, T ;Lp(Ω;H)) a transposition
solution to (1.8) if for any t ∈ [0, T ], v1(·) ∈ L1F(t, T ;Lq(Ω;H)), v2(·) ∈ L2F(t, T ;Lq(Ω;H)), η ∈
LqFt(Ω;H) and the corresponding solution z ∈ CF([t, T ];Lq(Ω;H)) to the equation (1.11), it holds
that
E
〈
z(T ), yT
〉
H
− E
∫ T
t
〈
z(s), f(s, y(s), Y (s))
〉
H
ds
= E
〈
η, y(t)
〉
H
+ E
∫ T
t
〈
v1(s), y(s)
〉
H
ds+ E
∫ T
t
〈
v2(s), Y (s)
〉
H
ds.
(1.12)
On the other hand, to define the solution to (1.10) in the transposition sense, we need to
introduce the following two (forward) stochastic evolution equations:{
dx1 = (A+ J)x1ds+ u1ds+Kx1dw(s) + v1dw(s) in (t, T ],
x1(t) = ξ1
(1.13)
and {
dx2 = (A+ J)x2ds+ u2ds+Kx2dw(s) + v2dw(s) in (t, T ],
x2(t) = ξ2.
(1.14)
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Here ξ1, ξ2 ∈ L4Ft(Ω;H), u1, u2 ∈ L2F(t, T ;L4(Ω;H)) and v1, v2 ∈ L2F(t, T ;L4(Ω;H)). Also, we need
to introduce the solution space for (1.10). For this purpose, write
DF,w([0, T ];L
2(Ω;L(H))
△
=
{
P (·, ·)
∣∣∣ P (·, ·) ∈ Lpd(L2F(0, T ;L4(Ω;H)), L2F(0, T ;L 43 (Ω;H))),
and for every t ∈ [0, T ] and ξ ∈ L4Ft(Ω;H),
P (·, ·)ξ ∈ DF([t, T ];L 43 (Ω;H)) and |P (·, ·)ξ|
DF([t,T ];L
4
3 (Ω;H))
≤ C|ξ|L4
Ft
(Ω;H)
}
,
(1.15)
and
L2F,w(0, T ;L
2(Ω;L(H))) △= Lpd
(
L2F(0, T ;L
4(Ω;H)), L1F(0, T ;L
4
3 (Ω;H))
)
. (1.16)
We now define the transposition solution to (1.10) as follows:
Definition 1.2 We call (P (·), Q(·)) ∈ DF,w([0, T ];L2(Ω;L(H)))×L2F,w(0, T ;L2(Ω;L(H))) a trans-
position solution to the equation (1.10) if for any t ∈ [0, T ], ξ1, ξ2 ∈ L4Ft(Ω;H), u1(·), u2(·) ∈
L2
F
(t, T ;L4(Ω;H)) and v1(·), v2(·) ∈ L2F(t, T ;L4(Ω;H)), it holds that
E
〈
PTx1(T ), x2(T )
〉
H
− E
∫ T
t
〈
F (s)x1(s), x2(s)
〉
H
ds
= E
〈
P (t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P (s)u1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)x1(s), u2(s)
〉
H
ds
+E
∫ T
t
〈
P (s)K(s)x1(s), v2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)v1(s),K(s)x2(s) + v2(s)
〉
H
ds
+E
∫ T
t
〈
Q(s)v1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
Q(s)x1(s), v2(s)
〉
H
ds.
(1.17)
Here, x1(·) and x2(·) solve (1.13) and (1.14), respectively.
We shall derive the well-posedness of (1.8) in the sense of transposition solution, by the method
developed in [18]. Here, we face to another difficulty in the study of (1.8), i.e., H is not separable in
our case. On the other hand, it seems very difficult to establish the well-posedness of transposition
solutions to the general equation (1.10), and therefore, in this paper we succeed in doing it only for
a particular case. Because of this, instead, we introduce a weaker notion, i.e., relaxed transposition
solution to (1.10) (See Definition 6.1 in Section 6). Nevertheless, it is still highly technical to derive
the well-posedness result for (1.10) in the sense of relaxed transposition solution. To do this, we
need to prove some weakly sequential compactness results in the spirit of the classical (sequential)
Banach-Alaoglu theorem (also known as Alaoglu’s theorem, e.g. [8]) but for uniformly bounded
linear operators in Banach spaces. It seems that these sequential compactness results have some
independent interest and may be applied in other places. Once the well-posedness for both (1.8)
and (1.10), as well as some properties of the relaxed transposition solution to (1.10), are established,
we are able to derive the desired Pontryagin-type stochastic maximum principle for Problem (P).
In this paper, in order to present the key idea in the simplest way, we do not pursue the
full technical generality. Firstly, we consider only the simplest case of one dimensional standard
Brownian motion (with respect to the time t). It would be interesting to extend the results in
this paper to the case of colored (infinite dimensional) noise, or even with both time- and space-
dependent noise. Secondly, we impose considerably strong regularity and boundedness assumptions
on the nonlinearities appeared in the state equation (1.2) and the cost functional (1.4) (See (A1) and
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(A2) in the above, (A3) in Section 8, and (A4) in Section 9). It would be quite interesting to study
the same problem but with the minimal regularities and/or with unbounded controls. Thirdly, we
consider neither state constraints nor partial observations in our optimal control problem.
The rest of this paper is organized as follows. In Section 2, we present some preliminary
results. Section 3 is addressed to the well-posedness of the equation (1.8). In Section 4, we study
the well-posedness of the equation (1.10) under some additional assumptions. Section 5 provides
some sequential Banach-Alaoglu-type theorems for uniformly bounded linear operators between
Banach spaces. In Section 6, we establish the well-posedness of the equation (1.10) in the general
case, while Section 7 provides further properties for solutions to this equation. Section 8 gives the
Pontryagin-type necessary conditions for the optimal pair of Problem (P) under the condition that
U is a convex subset in some Hilbert space. Finally, in Section 9, we establish the Pontryagin-type
stochastic maximum principle for Problem (P) for the general control domain U .
2 Preliminaries
In this section, we present some preliminary results which will be used in the sequel.
First, we recall the following Burkholder-Davis-Gundy inequality in infinite dimensions (See
[16, Theorem 1.2.4], for example).
Lemma 2.1 Let f(·) ∈ L2
F
(0, T ;H). Then for any α > 0, we have that
E
(
sup
0≤t≤T
∣∣∣ ∫ t
0
f(s)dw(s)
∣∣∣α
H
)
≤ CE
(∫ T
0
|f(s)|2Hds
)α
2
. (2.1)
Next, for any given r ∈ [1,∞], we denote by C∞0,F((0, T );Lr(Ω;H)) the set of all H-valued rth
power integrable F-adapted processes φ(·) such that φ(·) : (0, T )→ Lr(Ω,FT , P ;H) is an infinitely
differentiable (vector-valued) function and has a compact support in (0, T ). We have the following
result.
Lemma 2.2 The space C∞0,F((0, T );L
r(Ω;H)) is dense in Ls
F
(0, T ;Lr(Ω;H)) for any r ∈ [1,∞]
and s ∈ [1,∞).
Proof : It suffices to show that for any given f ∈ Ls
F
(0, T ;Lr(Ω;H)) and each ε > 0, there is a
g ∈ C∞0,F((0, T );Lr(Ω;H)) such that |f − g|LsF(0,T ;Lr(Ω;H)) < ε. Since the set of simple processes is
dense in Ls
F
(0, T ;Lr(Ω;H)), we can find an
fn =
n∑
i=1
χ[ti,ti+1)(t)xi,
where n ∈ N, 0 = t1 < t2 < · · · < tn < tn+1 = T and xi ∈ LrFti (Ω;H), such that
|f − fn|Ls
F
(0,T ;Lr(Ω;H)) <
ε
2
.
On the other hand, for each χ[ti,ti+1), we can find a gi ∈ C∞0 (ti, ti+1) such that
|χ[ti,ti+1) − gi|Ls(0,T ) ≤
ε
2n(1 + |xi|Lr(Ω;H))
.
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Write g =
n∑
i=1
gi(t)xi. Then, it is clear that g ∈ C∞0,F((0, T );Lr(Ω;H)). Moreover,
|f − g|Ls
F
(0,T ;Lr(Ω;H)) ≤ |f − fn|Ls
F
(0,T ;Lr(Ω;H)) + |fn − g|Ls
F
(0,T ;Lr(Ω;H))
<
ε
2
+
n∑
i=1
|χ[ti,ti+1)xi − gixi|LsF(0,T ;Lr(Ω;H)) < ε.
This completes the proof of Lemma 2.2.
Fix any t1 and t2 satisfying 0 ≤ t2 < t1 ≤ T , we recall the following known Riesz-type Repre-
sentation Theorem (See [17, Corollary 2.3 and Remark 2.4]).
Lemma 2.3 Assume that Y is a reflexive Banach space. Then, for any r, s ∈ [1,∞), it holds that
(LrF(t2, t1;L
s(Ω;Y )))∗ = Lr
′
F (t2, t1;L
s′(Ω;Y ∗)),
where s′ = s/(s− 1) if s 6= 1; s′ =∞ if s = 1; and r′ = r/(r − 1) if r 6= 1; r′ =∞ if r = 1.
Several more lemmas are in order.
Lemma 2.4 Let q ≥ 2. For any (v1(·), v2(·), η) ∈ L1F(t, T ;Lq(Ω;H)) × L2F(t, T ;Lq(Ω;H)) ×
LqFt(Ω;H), the mild solution z(·) ∈ CF([t, T ];Lq(Ω;H)) of the equation (1.11), given by
z(·) = S(· − t)η +
∫ ·
t
S(· − σ)v1(σ)dσ +
∫ ·
t
S(· − σ)v2(σ)dw(σ), (2.2)
satisfies
|z(·)|CF([t,T ];Lq(Ω;H))
≤ C ∣∣(v1(·), v2(·), η)∣∣L1
F
(t,T ;Lq(Ω;H))×L2
F
(t,T ;Lq(Ω;H))×Lq
Ft
(Ω;H)
, ∀ t ∈ [0, T ]. (2.3)
Proof : By (2.2), it is easy to see that z(·) ∈ CF([t, T ];Lq(Ω;H)). Also, by Lemma 2.1 and
Minkowski’s inequality, we have that
E|z(s)|qH = E
∣∣∣S(s− t)η + ∫ s
t
S(s− σ)v1(σ)dσ +
∫ s
t
S(s − σ)v2(σ)dw(σ)
∣∣∣q
H
≤ C
{
E
∣∣∣S(s− t)η∣∣∣q
H
+ E
∣∣∣ ∫ s
t
S(s− σ)v1(σ)dσ
∣∣∣q
H
+ E
[ ∫ s
t
∣∣∣S(s − σ)v2(σ)∣∣∣2
H
dσ
] q
2
}
≤ C
{
E
∣∣η∣∣q
H
+ E
[ ∫ s
t
∣∣v1(σ)∣∣Hdσ]q + E[ ∫ s
t
∣∣v2(σ)∣∣2Hdσ] q2}
≤ C
[
E
∣∣η∣∣q
H
+ |v1(·)|Lq
F
(Ω;L1(t,T ;H)) + |v2(·)|2Lq
F
(Ω;L2(t,T ;H))
]
≤ C
[
E
∣∣η∣∣q
H
+ |v1(·)|L1
F
(t,T ;Lq(Ω;H)) + |v2(·)|2L2
F
(t,T ;Lq(Ω;H))
]
,
which gives (2.3).
Lemma 2.5 Assume that p ∈ (1,∞], q =
{
p
p−1 if p ∈ (1,∞),
1 if p =∞,
f1 ∈ LpF(0, T ;L2(Ω;H)) and
f2 ∈ LqF(0, T ;L2(Ω;H)). Then there exists a monotonic sequence {hn}∞n=1 of positive numbers such
that lim
n→∞
hn = 0, and
lim
n→∞
1
hn
∫ t+hn
t
E〈f1(t), f2(τ)〉Hdτ = E〈f1(t), f2(t)〉H , a.e. t ∈ [0, T ]. (2.4)
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Proof : Write
f˜2 =
{
f2, t ∈ [0, T ],
0, t ∈ (T, 2T ].
Obviously, f˜2 ∈ LqF(0, 2T ;L2(Ω;H)) and
|f˜2|Lq
F
(0,2T ;L2(Ω;H)) = |f˜2|Lq
F
(0,T ;L2(Ω;H)) = |f2|Lq
F
(0,T ;L2(Ω;H)).
By Lemma 2.2, for any ε > 0, one can find an f02 ∈ CF([0, 2T ];L2(Ω;H)) such that
|f˜2 − f02 |Lq
F
(0,2T ;L2(Ω;H)) ≤ ε. (2.5)
By the uniform continuity of f02 (·) in L2(Ω;H), one can find a δ = δ(ε) > 0 such that
|f02 (s1)− f02 (s2)|L2
FT
(Ω;H) ≤ ε, ∀ s1, s2 ∈ [0, 2T ] satisfying |s1 − s2| ≤ δ. (2.6)
By means of (2.6), for each h ≤ δ, we have∫ T
0
∣∣∣∣ 1h
∫ t+h
t
E〈f1(t), f02 (τ)〉Hdτ − E〈f1(t), f02 (t)〉H
∣∣∣∣ dt
=
1
h
∫ T
0
∣∣∣∣∫ t+h
t
E〈f1(t), f02 (τ)− f02 (t)〉Hdτ
∣∣∣∣ dt
≤ 1
h
∫ T
0
∫ t+h
t
|f1(t)|L2
FT
(Ω;H)|f02 (τ)− f02 (t)|L2
FT
(Ω;H)dτdt
≤ ε
h
∫ T
0
∫ t+h
t
|f1(t)|L2
FT
(Ω;H)dτdt = ε
∫ T
0
|f1(t)|L2
FT
(Ω;H)dt ≤ Cε|f1|Lp
F
(0,T ;L2(Ω;H)).
(2.7)
Owing to (2.5), we find that∫ T
0
∣∣∣E〈f1(t), f˜2(t)〉H − E(f1(t), f02 (t)〉H ∣∣∣ dt
≤ |f1|Lp
F
(0,T ;L2(Ω;H))|f˜2 − f02 |Lq
F
(0,2T ;L2(Ω;H)) ≤ ε|f1|Lp
F
(0,T ;L2(Ω;H)).
(2.8)
Further, utilizing (2.5) again, we see that∫ T
0
∣∣∣∣ 1h
∫ t+h
t
E〈f1(t), f˜2(τ)〉Hdτ − 1
h
∫ t+h
t
E〈f1(t), f02 (τ)〉Hdτ
∣∣∣∣ dt
=
1
h
∫ T
0
∣∣∣∣∫ t+h
t
E〈f1(t), f˜2(τ)− f02 (τ)〉Hdτ
∣∣∣∣ dt
≤ 1
h
∫ T
0
∫ t+h
t
|f1(t)|L2
FT
(Ω;H)|f˜2(τ)− f02 (τ)|L2
FT
(Ω;H)dτdt
≤ 1
h
[∫ T
0
∫ t+h
t
|f1(t)|pL2
FT
(Ω;H)
dτdt
]1/p [∫ T
0
∫ t+h
t
|f˜2(τ)− f02 (τ)|qL2
FT
(Ω;H)
dτdt
]1/q
= |f1|Lp
F
(0,T ;L2(Ω;H))
[
1
h
∫ T
0
∫ h
0
|f˜2(t+ τ)− f02 (t+ τ)|qL2
FT
(Ω;H)
dτdt
]1/q
= |f1|Lp
F
(0,T ;L2(Ω;H))
[
1
h
∫ h
0
∫ T+τ
τ
|f˜2(t)− f02 (t)|qL2
FT
(Ω;H)
dtdτ
]1/q
≤ |f1|Lp
F
(0,T ;L2(Ω;H))
[
1
h
∫ h
0
∫ T
0
|f˜2(t)− f02 (t)|qL2
FT
(Ω;H)
dtdτ
]1/q
≤ ε|f1|Lp
F
(0,T ;L2(Ω;H)).
(2.9)
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From (2.7), (2.8) and (2.9), we conclude that∫ T
0
∣∣∣∣ 1h
∫ t+h
t
E〈f1(t), f˜2(τ)〉Hdτ − E〈f1(t), f˜2(t)〉H
∣∣∣∣ dt ≤ Cε|f1|LpF(0,T ;L2(Ω;H)).
Therefore,
lim
h→0
∫ T
0
∣∣∣∣ 1h
∫ t+h
t
E〈f1(t), f˜2(τ)〉Hdτ − E〈f1(t), f˜2(t)〉H
∣∣∣∣ dt = 0.
This implies that there exists a monotonic sequence {hn}∞n=1 of positive numbers with limn→∞hn = 0,
such that
lim
n→∞
1
hn
∫ t+hn
t
E〈f1(t), f˜2(τ)〉Hdτ = E〈f1(t), f˜2(t)〉H , a.e. t ∈ [0, T ].
By this and the definition of f˜2(·), we conclude that
lim
n→∞
1
hn
∫ t+hn
t
E〈f1(t), f2(τ)〉Hdτ = lim
n→∞
1
hn
∫ t+hn
t
E〈f1(t), f˜2(τ)〉Hdτ = E〈f1(t), f˜2(t)〉H
= E〈f1(t), f2(t)〉H , a.e. t ∈ [0, T ].
This completes the proof of Lemma 2.5.
Lemma 2.6 For each t ∈ [0, T ], the following three conclusions hold:
i) If u2 = v2 = 0 in the equation (1.14), then there exists an operator U(·, t) ∈ L
(
L4Ft(Ω;H),
CF([t, T ];L
4(Ω;H))
)
such that the solution to (1.14) can be represented as x2(·) = U(·, t)ξ2. Further,
for any t ∈ [0, T ), ξ ∈ L4Ft(Ω;H) and ε > 0, there is a δ ∈ (0, T − t) such that for any s ∈ [t, t+ δ],
it holds that
|U(·, t)ξ − U(·, s)ξ|L∞
F
(s,T ;L4(Ω;H)) < ε. (2.10)
ii) If ξ2 = 0 and v2 = 0 in the equation (1.14), then there exists an operator V (·, t) ∈
L(L2
F
(t, T ;L4(Ω;H)), CF([t, T ];L
4(Ω;H))
)
such that the solution to (1.14) can be represented as
x2(·) = V (·, t)u2.
iii) If ξ2 = 0 and u2 = 0 in the equation (1.14), then there exists an operator W (·, t) ∈
L(L2
F
(t, T ;L4(Ω;H)), CF([t, T ];L
4(Ω;H))
)
such that the solution to (1.14) can be represented as
x2(·) =W (·, t)v2.
Proof : We prove only the first conclusion. Define U(·, t) as follows:{
U(·, t) : L4Ft(Ω;H)→ CF([t, T ];L4(Ω;H)),
U(s, t)ξ2 = x2(s), ∀ s ∈ [t, T ],
where x2(·) is the mild solution to (1.14) with u2 = v2 = 0.
By Lemma 2.1 and Ho¨lder’s inequality, and noting J,K ∈ L4
F
(0, T ;L∞(Ω;L(H))), we obtain
that
E|x2(s)|4H = E
∣∣∣S(s− t)ξ2 + ∫ s
t
S(s − σ)J(σ)x2(σ)dσ +
∫ s
t
S(s− σ)K(σ)x2(σ)dw(σ)
∣∣∣4
H
≤ C
{
E
∣∣∣S(s− t)ξ2∣∣∣4
H
+ E
∣∣∣ ∫ s
t
S(s− σ)J(σ)x2(σ)dσ
∣∣∣4
H
+ E
[ ∫ s
t
∣∣∣S(s− σ)K(σ)x2(σ)∣∣∣2
H
dσ
]2}
≤ C
[
E
∣∣ξ2∣∣4H + ∫ s
t
(∣∣J(σ)∣∣4
L∞(Ω;L(H))
+
∣∣K(σ)∣∣4
L∞(Ω;L(H))
)
E
∣∣x2(σ)∣∣4Hdσ], ∀ s ∈ [t, T ].
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This, together with Gronwall’s inequality, implies that
|x2(s)|CF([t,T ];L4(Ω;H)) ≤ C|ξ2|L4Ft (Ω;H).
Hence, U(·, t) is a bounded linear operator from L4Ft(Ω;H) to CF([t, T ];L4(Ω;H)) and U(·, t)ξ2
solves the equation (1.14) with u2 = v2 = 0.
On the other hand, from the definition of U(·, t) and U(·, s), for each r ∈ [s, T ], we see that
U(r, t)ξ = S(r − t)ξ +
∫ r
t
S(r − τ)J(τ)U(τ, t)ξdτ +
∫ r
t
S(r − τ)K(τ)U(τ, t)ξdw,
and
U(r, s)ξ = S(r − s)ξ +
∫ r
s
S(r − τ)J(τ)U(τ, s)ξdτ +
∫ r
s
S(r − τ)K(τ)U(τ, s)ξdw.
Hence,
E|U(r, s)ξ − U(r, t)ξ|4H
≤ CE
∣∣∣S(r − s)ξ − S(r − t)ξ∣∣∣4
H
+ CE
∣∣∣ ∫ r
s
S(r − τ)J(τ)[U(τ, s)ξ − U(τ, t)ξ]ds∣∣∣4
H
+
+CE
∣∣∣ ∫ r
s
S(r − τ)K(τ)[U(τ, s)ξ − U(τ, t)ξ]dw∣∣∣4
H
+ CE
∣∣∣ ∫ s
t
S(r − τ)J(τ)U(τ, t)ξdτ
∣∣∣4
H
+CE
∣∣∣ ∫ s
t
S(s− τ)K(τ)U(τ, t)ξdw
∣∣∣4
H
≤ CE
∣∣∣S(r − s)ξ − S(r − t)ξ∣∣∣4
H
+C
∫ r
s
(∣∣J(τ)∣∣4
L∞(Ω;L(H))
+
∣∣K(τ)∣∣4
L∞(Ω;L(H))
)
E
∣∣∣U(τ, s)ξ − U(τ, t)ξ∣∣∣4
H
dτ
+C
∫ s
t
(∣∣J(τ)∣∣4
L∞(Ω;L(H))
+
∣∣K(τ)∣∣4
L∞(Ω;L(H))
)
E
∣∣∣U(τ, t)ξ∣∣∣4
H
dτ
≤ C
∫ r
s
(∣∣J(τ)∣∣4
L∞(Ω;L(H))
+
∣∣K(τ)∣∣4
L∞(Ω;L(H))
)
E
∣∣∣U(τ, s)ξ − U(τ, t)ξ∣∣∣4
H
dτ
+CE
∣∣∣S(r − s)ξ − S(r − t)ξ∣∣∣4
H
+ C
∫ s
t
(∣∣J(τ)∣∣4
L∞(Ω;L(H))
+
∣∣K(τ)∣∣4
L∞(Ω;L(H))
)
dτE
∣∣ξ∣∣4
H
.
Then, by Gronwall’s inequality, we find that
E
∣∣∣U(r, s)ξ − U(r, t)ξ∣∣∣4
H
≤ C
[
h(r, s, t) +
∫ r
s
h(σ, s, t)dσ
]
,
where
h(r, s, t) = E
∣∣∣S(r − s)ξ − S(r − t)ξ∣∣∣4
H
+
∫ s
t
(∣∣J(τ)∣∣4
L∞(Ω;L(H))
+
∣∣K(τ)∣∣4
L∞(Ω;L(H))
)
dτE
∣∣ξ∣∣4
H
.
Further, it is easy to see that ∣∣∣ξ − S(s− t)ξ∣∣∣4
H
≤ C|ξ|4H .
By Lebesgue’s dominated convergence theorem, we have
lim
s→t+0
E
∣∣∣ξ − S(s− t)ξ∣∣∣4
H
= 0.
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Hence, there is a δ ∈ (0, T − t) such that (2.10) holds for any s ∈ [t, t+ δ]. This completes the proof
of Lemma 2.6.
For any t ∈ [0, T ] and λ ∈ ρ(A), consider the following two forward stochastic differential
equations: {
dxλ1 = (Aλ + J)x
λ
1ds+ u1ds+Kx
λ
1dw(s) + v1dw(s) in (t, T ],
xλ1(t) = ξ1
(2.11)
and {
dxλ2 = (Aλ + J)x
λ
2ds+ u2ds+Kx
λ
2dw(s) + v2dw(s) in (t, T ],
xλ2(t) = ξ2.
(2.12)
Here (ξ1, u1, v1) (resp. (ξ2, u2, v2)) is the same as that in (1.13) (resp. (1.14)). We have the following
result:
Lemma 2.7 The solutions of (2.11) and (2.12) satisfy limλ→∞x
λ
1(·) = x1(·) in CF([t, T ];L4(Ω;H)),
lim
λ→∞
xλ2(·) = x2(·) in CF([t, T ];L4(Ω;H)).
(2.13)
Here x1(·) and x2(·) are solutions of (1.13) and (1.14), respectively.
Proof : Clearly, for any s ∈ [t, T ], it holds that
E|x1(s)− xλ1(s)|4H
= E
∣∣∣[S(s− t)− Sλ(s− t)]ξ1 + ∫ s
t
[
S(s− σ)J(σ)x1(σ)− Sλ(s− σ)J(σ)xλ1 (σ)
]
dσ
+
∫ s
t
[
S(s− σ)− Sλ(s− σ)
]
u1(σ)dσ +
∫ s
t
[
S(s− σ)K(σ)x1(σ)− Sλ(s− σ)K(σ)xλ1 (σ)
]
dw(σ)
+
∫ s
t
[
S(s− σ)− Sλ(s− σ)
]
v1(σ)dw(σ)
∣∣∣4
H
.
Since Aλ is the Yosida approximation of A, one can find a positive constant C = C(A,T ), inde-
pendent of λ, such that
|Sλ(·)|L∞(0,T ;L(H)) ≤ C. (2.14)
Hence,
E
∣∣∣ ∫ s
t
[
S(s− σ)J(σ)x1(σ)− Sλ(s− σ)J(σ)xλ1 (σ)
]
dσ
∣∣∣4
H
≤ CE
∫ s
t
∣∣∣[S(s− σ)− Sλ(s − σ)]J(σ)x1(σ)∣∣∣4
H
dσ + CE
∫ s
t
∣∣∣Sλ(s− σ)J(σ)[x1(σ)− xλ1(σ)]∣∣∣4
H
dσ
≤ CE
∣∣∣ ∫ s
t
[
S(s− σ)− Sλ(s − σ)
]
J(σ)x1(σ)dσ
∣∣∣4
H
+ CE
∫ s
t
∣∣J(σ)∣∣4
L∞(Ω;L(H))
∣∣x1(σ)− xλ1(σ)∣∣4Hdσ.
It follows from Lemma 2.1 that
E
∣∣∣ ∫ s
t
[
S(s− σ)K(σ)x1(σ)− Sλ(s− σ)K(σ)xλ1 (σ)
]
dw(σ)
∣∣∣4
H
≤ CE
∫ s
t
∣∣∣[S(s− σ)− Sλ(s− σ)]K(σ)x1(σ)∣∣∣4
H
dσ + CE
∫ s
t
∣∣∣Sλ(s− σ)K(σ)[x1(σ)− xλ1 (σ)]∣∣∣4
H
dσ
≤ CE
∫ s
t
∣∣∣[S(s− σ)− Sλ(s− σ)]K(σ)x1(σ)∣∣∣4
H
dσ + CE
∫ s
t
∣∣K(σ)∣∣4
L∞(Ω;L(H))
∣∣x1(σ) − xλ1 (σ)∣∣4Hdσ.
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Hence, for t ≤ s ≤ T ,
E
∣∣x1(s)− xλ1(s)∣∣4H ≤ Λ(λ, s) +CE ∫ s
t
(∣∣J(σ)∣∣4
L∞(Ω;L(H))
+
∣∣K(σ)∣∣4
L∞(Ω;L(H))
)∣∣x1(σ)− xλ1(σ)∣∣4Hdσ.
Here
Λ(λ, s) = CE
∣∣∣[S(s− t)− Sλ(s− t)]ξ1∣∣∣4
H
+ CE
∣∣∣ ∫ s
t
[
S(s− σ)− Sλ(s − σ)
]
u1(σ)dσ
∣∣∣4
H
+CE
∫ s
t
∣∣∣[S(s− σ)− Sλ(s− σ)]v1(σ)∣∣∣4
H
dσ
+CE
∣∣∣ ∫ s
t
[
S(s− σ)− Sλ(s− σ)
]
J(σ)x1(σ)dσ
∣∣∣4
H
+CE
∫ s
t
∣∣∣[S(s− σ)− Sλ(s− σ)]K(σ)x1(σ)∣∣∣4
H
dσ.
By Gronwall’s inequality, it follows that
E
∣∣x1(s)− xλ1(s)∣∣4H ≤ Λ(λ, s) + C ∫ s
t
eC(s−τ)Λ(λ, τ)dτ, t ≤ s ≤ T.
Since Aλ is the Yosida approximation of A, we see that lim
λ→∞
Λ(λ, s) = 0, which implies that
lim
λ→∞
∣∣xλ1(·)− x1(·)∣∣CF([t,T ]:L4(Ω;H)) = 0.
This leads to the first equality in (2.13). The second equality in (2.13) can be proved similarly.
This completes the proof of Lemma 2.7.
Lemma 2.8 Let H be a separable Hilbert space. Then, for any r ≥ 1, ξ ∈ LrFT (Ω;H) and t ∈ [0, T ),
it holds that
lim
s→t+
∣∣E(ξ | Fs)− E(ξ | Ft)∣∣Lr
FT
(Ω;H)
= 0. (2.15)
Proof : Assume that ξ =
∞∑
i=1
ξiei, where {ei}∞i=1 is an orthonormal basis of H. It is easy to see
that
E
( ∞∑
i=1
|ξi|2
)r/2
<∞.
Hence, for any ε > 0, there exists a N > 0 such that E
( ∞∑
i=N+1
|ξi|2
)r/2
<
εr
3r
. Obviously, E(ξ | Ft) =
∞∑
i=1
E(ξi | Ft)ei for any t ∈ [0, T ). By
( ∞∑
i=N+1
|E(ξi | Ft)|2
)r/2
=
∣∣∣E( ∞∑
i=N+1
ξiei
∣∣∣ Ft)∣∣∣r
H
≤ E
(∣∣∣ ∞∑
i=N+1
ξiei
∣∣∣r
H
∣∣∣ Ft) = E(( ∞∑
i=N+1
|ξi|2
)r/2 ∣∣∣ Ft), a.s.,
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we see that
E
( ∞∑
i=N+1
|E(ξi | Ft)|2
)r/2 ≤ E( ∞∑
i=N+1
|ξi|2
)r/2
<
εr
3r
, ∀ t ∈ [0, T ].
On the other hand, since
{
E(ξi | Ft)
}
t∈[0,T ]
is an H-valued {Ft}t∈[0,T ]-martingale for each i ∈ N, we
conclude that there is an H-valued ca´dla´g process
{
xi(t)
}
t∈[0,T ]
such that xi(t) = E(ξi | Ft), P -a.s.
Now, for each i ∈ {1, 2, · · · , N}, by the fact that the family {E(ξi | Ft)}t∈[0,T ] is uniformly rth power
integrable, we can find a δ > 0 such that for any t ≤ s ≤ t+δ, it holds that E|xi(t)−xi(s)|r < ε
r
3rN r
.
Therefore, for any t ≤ s ≤ t+ δ, it holds that[
E
∣∣E(ξ | Fs)− E(ξ | Ft)∣∣rH]1/r
≤
[
E
( ∞∑
i=N+1
|E(ξi | Fs)|2
)r/2]1/r
+
[
E
( ∞∑
i=N+1
|E(ξi | Ft)|2
)r/2]1/r
+
N∑
i=1
(
E|xi(t)− xi(s)|r
)1/r
< ε,
which completes the proof.
Lemma 2.9 Assume that H1 is a Hilbert space, and U is a nonempty subset of H1. If F (·) ∈
L2
F
(0, T ;H1) and u¯(·) ∈ U [0, T ] such that
ReE
∫ T
0
〈
F (t, ·), u(t, ·) − u¯(t, ·)〉
H1
dt ≤ 0, (2.16)
holds for any u(·) ∈ U [0, T ] satisfying u(·)− u¯(·) ∈ L2
F
(0, T ;L2(Ω;H1)), then, for any point u ∈ U ,
the following pointwise inequality holds:
Re
〈
F (t, ω), u − u¯(t, ω)〉
H1
≤ 0, a.e. (t, ω) ∈ [0, T ]× Ω. (2.17)
Proof : We use the contradiction argument. Suppose that the inequality (2.17) did not hold.
Then, there would exist a u0 ∈ U and an ε > 0 such that
αε
△
=
∫
Ω
∫ T
0
χΛε(t, ω)dtdP > 0,
where Λε ,
{
(t, ω) ∈ [0, T ] × Ω
∣∣∣ Re 〈F (t, ω), u0 − u¯(t, ω)〉H1 ≥ ε}, and χΛε is the characteristic
function of Λε. For any m ∈ N, define Λε,m △= Λε ∩
{
(t, ω) ∈ [0, T ] × Ω ∣∣ |u¯(t, ω)|H1 ≤ m}. It is
clear that lim
m→∞
Λε,m = Λε. Hence, there is an mε ∈ N such that∫
Ω
∫ T
0
χΛε,m(t, ω)dtdP >
αε
2
> 0, ∀ m ≥ mε.
Since
〈
F (·), u0 − u¯(·)
〉
H1
is {Ft}-adapted, so is the process χΛε,m(·). Define
uˆε,m(t, ω) = u0χΛε,m(t, ω) + u¯(t, ω)χΛcε,m(t, ω), (t, ω) ∈ [0, T ]× Ω.
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Noting that |u¯(·)|H1 ≤ m on Λε,m, we see that uˆε,m(·) ∈ U [0, T ] and satisfies uˆε,m(·) − u¯(·) ∈
L2
F
(0, T ;H). Hence, for any m ≥ mε, we obtain that
ReE
∫ T
0
〈
F (t), uˆε,m(t)− u¯(t)
〉
H1
dt =
∫
Ω
∫ T
0
χΛε,m(t, ω)Re
〈
F (t, ω), u0 − u¯(t, ω)
〉
H1
dtdP
≥ ε
∫
Ω
∫ T
0
χΛε,m(t, ω)dtdP
≥ εαε
2
> 0,
which contradicts (2.16). This completes the proof of Lemma 2.9.
3 Well-posedness of the vector-valued BSEEs
This section is devoted to proving the following result.
Theorem 3.1 For any p ∈ (1, 2], yT ∈ LpFT (Ω;H), f(·, ·, ·) : [0, T ]×H ×H → H satisfying (1.9),
the equation (1.8) admits one and only one transposition solution (y(·), Y (·)) ∈ DF([0, T ];Lp(Ω;
H))× L2
F
(0, T ;Lp(Ω;H)). Furthermore,
|(y(·), Y (·))|DF([t,T ];Lp(Ω;H))×L2F(t,T ;Lp(Ω;H))
≤ C
[
|f(·, 0, 0)|L1
F
(t,T ;Lp(Ω;H)) + |yT |LpFT (Ω;H)
]
, ∀ t ∈ [0, T ]. (3.1)
Proof: We borrow some ideas from the proof of [18, Theorem 3.1]. The proof is divided into
five steps. In the first four steps, we study (1.8) for a special case, in which f(·, ·, ·) is independent
of y and Y . More precisely, for any yT ∈ LpFT (Ω;H) and f(·) ∈ L1F(0, T ;Lp(Ω;H)), we consider
first the following equation:{
dy(t) = −A∗y(t)dt+ f(t)dt+ Y (t)dw(t) in [0, T ),
y(T ) = yT .
(3.2)
In the last step, we deal with (1.8) for the general case by the fixed point technique.
Step 1. For any t ∈ [0, T ], we define a linear functional ℓ (depending on t) on the Banach space
L1
F
(t, T ;Lq(Ω;H)) × L2
F
(t, T ;Lq(Ω;H))× LqFt(Ω;H) as follows (Recall that q = pp−1):
ℓ
(
v1(·), v2(·), η
)
= E
〈
z(T ), yT
〉
H
− E
∫ T
t
〈
z(s), f(s)
〉
H
ds,
∀ (v1(·), v2(·), η) ∈ L1F(t, T ;Lq(Ω;H))× L2F(t, T ;Lq(Ω;H))× LqFt(Ω;H), (3.3)
where z(·) ∈ CF([t, T ];Lq(Ω;H)) solves the equation (1.11).
By means of the Ho¨lder inequality and Lemma 2.4, it is easy to show that∣∣ℓ(v1(·), v2(·), η)∣∣
≤ |z(T )|Lq
FT
(Ω;H)|yT |Lp
FT
(Ω;H) + |z(·)|CF([t,T ];Lq(Ω;H))|f |L1F(t,T ;Lp(Ω;H))
≤ C
[
|f(·)|L1
F
(t,T ;Lp(Ω;H)) + |yT |LpFT (Ω;H)
]
× ∣∣(v1(·), v2(·), η)∣∣L1
F
(t,T ;Lq(Ω;H))×L2
F
(t,T ;Lq(Ω;H))×Lq
Ft
(Ω;H)
, ∀ t ∈ [0, T ],
(3.4)
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where the positive constant C = C(T,A) is independent of t. From (3.4), it follows that ℓ is a
bounded linear functional on L1
F
(t, T ;Lq(Ω;H))× L2
F
(t, T ;Lq(Ω;H))×LqFt(Ω;H). By Lemma 2.3,
there exist yt(·) ∈ L∞
F
(t, T ;Lp(Ω;H)), Y t(·) ∈ L2
F
(t, T ;Lp(Ω;H)) and ξt ∈ LpFt(Ω;H) such that
E
〈
z(T ), yT
〉
H
− E
∫ T
t
〈
z(τ), f(τ)
〉
H
dτ
= E
∫ T
t
〈
v1(τ), y
t(τ)
〉
H
dτ + E
∫ T
t
〈
v2(τ), Y
t(τ)
〉
H
dτ + E
〈
η, ξt
〉
H
. (3.5)
It is clear that ξT = yT . Furthermore, there is a positive constant C = C(T,A), independent of t,
such that
|(yt(·), Y t(·), ξt)|L∞
F
(t,T ;Lp(Ω;H))×L2
F
(t,T ;Lp(Ω;H))×Lp
Ft
(Ω;H)
≤ C
[
|f(·)|L1
F
(t,T ;Lp(Ω;H)) + |yT |LpFT (Ω;H)
]
, ∀ t ∈ [0, T ]. (3.6)
Step 2. Note that the function (yt(·), Y t(·)) obtained in Step 1 may depend on t. In this step,
we show the time consistency of (yt(·), Y t(·)), that is, for any t1 and t2 satisfying 0 ≤ t2 ≤ t1 ≤ T ,
it holds that(
yt2(τ, ω), Y t2(τ, ω)
)
=
(
yt1(τ, ω), Y t1(τ, ω)
)
, a.e. (τ, ω) ∈ [t1, T ]× Ω. (3.7)
Since the solution z(·) of (1.11) depends on t, we also denote it by zt(·) whenever there
exists a possible confusion. To show (3.7), we fix arbitrarily ̺(·) ∈ L1
F
(t1, T ;L
q(Ω;H)) and
ς(·) ∈ L2
F
(t1, T ;L
q(Ω;H)), and choose first t = t1, η = 0, v1(·) = ̺(·) and v2(·) = ς(·) in (1.11).
From (3.5), we obtain that
E
〈
zt1(T ), yT
〉
H
− E
∫ T
t1
〈
zt1(τ), f(τ)
〉
H
dτ
= E
∫ T
t1
〈
̺(τ), yt1(τ)
〉
H
dτ + E
∫ T
t1
〈
ς(τ), Y t1(τ)
〉
H
dτ.
(3.8)
Then, choose t = t2, η = 0, v1(t, ω) = χ[t1,T ](t)̺(t, ω) and v2(t, ω) = χ[t1,T ](t)ς(t, ω) in (1.11). It is
clear that
zt2(·) =
{
zt1(·), t ∈ [t1, T ],
0, t ∈ [t2, t1).
From the equality (3.5), it follows that
E
〈
zt1(T ), yT
〉
H
− E
∫ T
t1
〈
zt1(τ), f(τ)
〉
H
dτ
= E
∫ T
t1
〈
̺(τ), yt2(τ)
〉
H
dτ + E
∫ T
t1
〈
ς(τ), Y t2(τ)
〉
H
dτ.
(3.9)
Combining (3.8) and (3.9), we obtain that
E
∫ T
t1
〈
̺(τ), yt1(τ)− yt2(τ)〉
H
dτ + E
∫ T
t1
〈
ς(τ), Y t1(τ)− Y t2(τ)〉
H
dτ = 0,
∀ ̺(·) ∈ L1F(t1, T ;Lq(Ω;H)), ς(·) ∈ L2F(t1, T ;Lq(Ω;H)).
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This yields the desired equality (3.7).
Put
y(t, ω) = y0(t, ω), Y (t, ω) = Y 0(t, ω), ∀ (t, ω) ∈ [0, T ]× Ω. (3.10)
From (3.7), it follows that(
yt(τ, ω), Y t(τ, ω)
)
=
(
y(τ, ω), Y (τ, ω)
)
, a.e. (τ, ω) ∈ [t, T ]× Ω. (3.11)
Combining (3.5) and (3.11), we end up with
E
〈
z(T ), yT
〉
H
− E〈η, ξt〉
H
= E
∫ T
t
〈
z(τ), f(τ)
〉
H
dτ + E
∫ T
t
〈
v1(τ), y(τ)
〉
H
dτ + E
∫ T
t
〈
v2(τ), Y (τ)
〉
H
dτ,
∀ (v1(·), v2(·), η) ∈ L1F(t, T ;Lq(Ω;H))× L2F(t, T ;Lq(Ω;H))× LqFt(Ω;H).
(3.12)
Step 3. We show in this step that ξt has a ca`dla`g modification.
First of all, we claim that, for each t ∈ [0, T ],
E
(
S∗(T − t)yT −
∫ T
t
S∗(s− t)f(s)ds
∣∣∣ Ft) = ξt, P-a.s. (3.13)
To prove this, we note that for any η ∈ LqFt(Ω;H), v1 = 0 and v2 = 0, the corresponding solution
to (1.11) is given by z(s) = S(s− t)η for s ∈ [t, T ]. Hence, by (3.12), we obtain that
E
〈
S(T − t)η, yT
〉
H
− E〈η, ξt〉H = E
∫ T
t
〈
S(s− t)η, f(s)〉
H
ds. (3.14)
Noting that
E
〈
S(T − t)η, yT
〉
H
= E
〈
η, S∗(T − t)yT
〉
H
= E
〈
η,E(S∗(T − t)yT | Ft)
〉
H
and
E
∫ T
t
〈
S(s− t)η, f(s)〉
H
ds = E
〈
η,
∫ T
t
S∗(s− t)f(s)ds
〉
H
= E
〈
η,E
( ∫ T
t
S∗(s− t)f(s)ds
∣∣∣ Ft)〉
H
,
by (3.14), we conclude that
E
〈
η,E
(
S∗(T − t)yT −
∫ T
t
S∗(s − t)f(s)ds
∣∣∣ Ft)− ξt〉
H
= 0, ∀ η ∈ LqFt(Ω;H). (3.15)
Clearly, (3.13) follows from (3.15) immediately.
In the rest of this step, we show that the process{
E
(
S∗(T − t)yT −
∫ T
t
S∗(s− t)f(s)ds
∣∣∣ Ft)}
t∈[0,T ]
has a ca`dla`g modification. Unlike the case that H is a finite dimensional space, the proof of this
fact (in the infinite dimensional space) is quite technical.
Noting that H is not assumed to be separable (in this section), we are going to construct a
separable subspace of H as our working space. For this purpose, noting that the set of simple
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functions is dense in LpFT (Ω;H), we conclude that there exists a sequence {ym}∞m=1 ⊂ L2FT (Ω;H)
satisfying the following two conditions:
1) ym =
Nm∑
k=1
αmk χΩmk (ω), where Nm ∈ N, αmk ∈ H and Ωmk ∈ FT with {Ωmk }Nmk=1 to be a partition
of Ω; and
2) lim
m→∞
|ym − yT |Lp
FT
(Ω;H) = 0.
Likewise, since the set of simple adapted processes is dense in Lp
F
(Ω;L1(0, T ;H)), there exists a
sequence {fm}∞m=1⊂ L1F(0, T ;Lp(Ω;H)) satisfying the following two conditions:
i) fm =
Lm∑
j=1
Mmj∑
k=1
αmj,kχΩmj,k(ω)χ[tmj ,tmj+1)(t), where Lm ∈ N, Mmj ∈ N, αmj,k ∈ H, Ωmj,k ∈ Ftmj with
{Ωmj,k}
Mmj
k=1 being a partition of Ω, and 0 = t
m
1 < t
m
2 · · · < tmJm < tmJm+1 = T ; and
ii) lim
m→∞
|fm − f |L1
F
(0,T ;Lp(Ω;H)) = 0.
Denote by Ξ the set of all the above elements αmk (k = 1, 2, · · · , Nm; m = 1, 2, · · · ) and αmj,k
(k = 1, 2, . . . ,Mmj ; j = 1, 2, · · · , Lm; m = 1, 2, · · · ) in H, and by H˜ the closure of spanΞ under the
topology of H. Clearly, H˜ is a separable closed subspace of H, and hence, H˜ itself is also a Hilbert
space.
Recall that for any λ ∈ ρ(A), the bounded operator Aλ (resp. A∗λ) generates a C0-group
{Sλ(t)}t∈R (resp. {S∗λ(t)}t∈R) on H.
For each m ∈ N and t ∈ [0, T ], put
ξtλ,m
△
= E
(
S∗λ(T − t)ym −
∫ T
t
S∗λ(s − t)fm(s)ds
∣∣∣ Ft) (3.16)
and
Xmλ (t)
△
= S∗λ(t)ξ
t
λ,m −
∫ t
0
S∗λ(s)f
m(s)ds. (3.17)
We claim that {Xmλ (t)} is an H˜-valued {Ft}-martingale. In fact, for any τ1, τ2 ∈ [0, T ] with τ1 ≤ τ2,
by (3.16) and (3.17), it follows that
E(Xmλ (τ2) | Fτ1)
= E
(
S∗λ(τ2)ξ
τ2
λ,m −
∫ τ2
0
S∗λ(s)f
m(s)ds
∣∣∣ Fτ1)
= E
[
E
(
S∗λ(T )y
m −
∫ T
τ2
S∗λ(s)f
m(s)ds
∣∣∣ Fτ2)− ∫ τ2
0
S∗λ(s)f
m(s)ds
∣∣∣∣ Fτ1]
= E
(
S∗λ(T )y
m −
∫ T
0
S∗λ(s)f
m(s)ds
∣∣∣ Fτ1)
= S∗λ(τ1)E
(
S∗λ(T − τ1)ym −
∫ T
τ1
S∗λ(s− τ1)fm(s)ds
∣∣∣ Fτ1)− ∫ τ1
0
S∗λ(s)f
m(s)ds
= S∗λ(τ1)ξ
τ1
λ,m −
∫ τ1
0
S∗λ(s)f
m(s)ds
= Xmλ (τ1), P-a.s.,
(3.18)
as desired.
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Now, since {Xmλ (t)}0≤t≤T is an H˜-valued F-martingale, it enjoys a ca`dla`g modification, and
hence so does the following process
{ξtλ,m}0≤t≤T =
{
S∗λ(−t)
[
Xmλ (t) +
∫ t
0
S∗λ(s)f
m(s)ds
]}
0≤t≤T
.
Here we have used the fact that {S∗λ(t)}t∈R is a C0-group on H. We still use {ξtλ,m}0≤t≤T to stand
for its ca`dla`g modification.
From (3.13) and (3.16), it follows that
lim
m→∞
lim
λ→∞
|ξ· − ξ·λ,m|L∞
F
(0,T ;Lp(Ω;H))
= lim
m→∞
lim
λ→∞
∣∣∣E(S∗(T − ·))yT − ∫ T
·
S∗(s− ·))f(s)ds
∣∣∣ F·)
−E
(
S∗λ(T − ·))ym −
∫ T
·
S∗λ(s− ·)fm(s)ds
∣∣∣ F·)∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
≤ lim
m→∞
lim
λ→∞
∣∣∣S∗(T − ·)yT − S∗λ(T − ·)ym∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
+ lim
m→∞
lim
λ→∞
∣∣∣ ∫ T
·
S∗(s− ·)f(s)ds−
∫ T
·
S∗λ(s− ·)fm(s)ds
∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
.
(3.19)
Let us prove the right hand side of (3.19) equals zero. First, we prove
lim
m→∞
lim
λ→∞
∣∣∣S∗(T − ·)yT − S∗λ(T − ·)ym∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
= 0. (3.20)
Since {S(t)}t≥0 is a C0-semigroup, for any ε > 0, there is an M > 0 such that for any m > M , it
holds that
|S∗(T − ·)yT − S∗(T − ·)ym|L∞
F
(0,T ;Lp(Ω;H)) <
ε
2
.
On the other hand, by the property of Yosida approximations, we deduce that for any α ∈ H, it
holds that lim
λ→∞
|S∗(T − ·)α − S∗λ(T − ·)α|L∞(0,T ;H) = 0. Thus, there is a Λ = Λ(m) > 0 such that
for any λ > Λ, it holds that
|S∗(T − ·)αmk − S∗λ(T − ·)αmk |L∞(0,T ;H) <
ε
2Nm
, k = 1, 2, · · · , Nm,
which implies that
|S∗(T − ·)ym − S∗λ(T − ·)ym|L∞
F
(0,T ;Lp(Ω;H)) ≤
Nm∑
k=1
|S∗(T − ·)αmk − S∗λ(T − ·)αmk |L∞(0,T ;H) <
ε
2
.
Therefore, for each m > M , there is a Λ = Λ(m) such that when λ > Λ(m), it holds that∣∣∣S∗(T − ·)yT − S∗λ(T − ·)ym∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
≤ |S∗(T − ·)yT − S∗(T − ·)ym|L∞
F
(0,T ;Lp(Ω;H)) + |S∗(T − ·)ym − S∗λ(T − ·)ym|L∞
F
(0,T ;Lp(Ω;H))
<
ε
2
+
ε
2
= ε.
This gives (3.20).
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Further, we show that
lim
m→∞
lim
λ→∞
∣∣∣ ∫ T
·
S∗(s− ·)f(s)ds−
∫ T
·
S∗λ(s− ·)fm(s)ds
∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
= 0. (3.21)
For any ε > 0, there is a M∗ > 0 such that for any m > M∗,∣∣∣ ∫ T
·
S∗(s− ·)f(s)ds−
∫ T
·
S∗(s − ·)fm(s)ds
∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
<
ε
2
.
By the property of Yosida approximations again, we know that for any α ∈ H, it holds that
lim
λ→∞
∣∣∣ ∫ T
·
S∗(s− ·)αds −
∫ T
·
S∗λ(s − ·)αds
∣∣∣
L∞(0,T ;H)
= 0.
Thus, there is a Λ∗ = Λ∗(m) > 0 such that for any λ > Λ∗,∣∣∣ ∫ T
·
S∗(s− ·)αmj,kds−
∫ T
·
S∗λ(s− ·)αmj,kds
∣∣∣
L∞(0,T ;H)
<
ε
2Jmmax(Mm1 ,M
m
2 , · · · ,MmJm)
,
j = 1, 2, · · · , Lm; k = 1, 2, · · · ,Mmj .
This implies that ∣∣∣ ∫ T
·
S∗(s − ·)fm(s)ds−
∫ T
·
S∗λ(s − ·)fm(s)ds
∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
≤
Lm∑
j=1
Mmj∑
k=1
∣∣∣ ∫ T
·
S∗(s− ·)αmj,kds−
∫ T
·
S∗λ(s− ·)αmj,kds
∣∣∣
L∞(0,T ;H)
<
ε
2
.
Therefore, for any m > M∗ and λ > Λ∗ = Λ∗(m), we have∣∣∣ ∫ T
·
S∗(s− ·)f(s)ds−
∫ T
·
S∗λ(s − ·)fm(s)ds
∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
≤
∣∣∣ ∫ T
·
S∗(s− ·)f(s)ds−
∫ T
·
S∗(s− ·)fm(s)ds
∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
+
∣∣∣ ∫ T
·
S∗(s− ·)fm(s)ds −
∫ T
·
S∗λ(s− ·)fm(s)ds
∣∣∣
L∞
F
(0,T ;Lp(Ω;H))
<
ε
2
+
ε
2
= ε.
This gives (3.21).
By (3.19), (3.20) and (3.21), we obtain that lim
m→∞
lim
λ→∞
|ξ· − ξ·λ,m|L∞
F
(0,T ;Lp(Ω;H)) = 0. Recalling
that ξ·λ,m ∈ DF([0, T ];Lp(Ω;H)), we deduce that ξ· enjoys a ca´dla´g modification.
Step 4. In this step, we show that, for a.e. t ∈ [0, T ],
ξt = y(t), P-a.s. (3.22)
We consider first the case that p = 2 and fix any γ ∈ L2Ft2 (Ω;H). Choosing t = t2, v1(·) = 0,
v2(·) = 0 and η = (t1 − t2)γ in (1.11), utilizing (3.12), we obtain that
E
〈
S(T − t2)(t1 − t2)γ, yT
〉
H
− E〈(t1 − t2)γ, ξt2〉H = E ∫ T
t2
〈
S(τ − t2)(t1 − t2)γ, f(τ)
〉
H
dτ. (3.23)
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Choosing t = t2, v1(τ, ω) = χ[t2,t1](τ)γ(ω), v2(·) = 0 and η = 0 in (1.11), utilizing (3.12) again, we
find that
E
〈∫ T
t2
S(T − s)χ[t2,t1](s)γds, yT
〉
H
= E
∫ t1
t2
〈∫ τ
t2
S(τ − s)γds, f(τ)
〉
H
dτ + E
∫ T
t1
〈
S(τ − t1)
∫ t1
t2
S(t1 − s)γds, f(τ)
〉
H
dτ
+E
∫ t1
t2
〈γ, y(τ)〉Hdτ.
(3.24)
From (3.23) and (3.24), we find
E〈γ, ξt2〉H
=
1
t1 − t2
∫ t1
t2
E 〈 γ, y(τ)〉Hdτ+E
〈
S(T − t2)γ, yT
〉
H
− 1
t1 − t2E
〈∫ T
t2
S(T − τ)χ[t2,t1](τ)γdτ, yT
〉
H
−E
∫ T
t2
〈S(τ − t2)γ, f(τ)〉Hdτ + 1
t1 − t2E
∫ t1
t2
〈∫ τ
t2
S(τ − s)γ, f(τ)
〉
H
dτ
+
1
t1 − t2E
∫ T
t1
〈
S(τ − t1)
∫ t1
t2
S(t1 − s)γds, f(τ)
〉
H
dτ.
(3.25)
Now we analyze the terms in the right hand side of (3.25) one by one. First, it is easy to show that
lim
t1→t2+0
1
t1 − t2E
∫ t1
t2
〈∫ τ
t2
S(s− t2)γ, f(τ)
〉
H
dτ = 0, ∀ γ ∈ L2Ft2 (Ω;H). (3.26)
Further,
lim
t1→t2+0
1
t1 − t2E
〈∫ T
t2
S(T − τ)χ[t2,t1](τ)γdτ, yT
〉
H
= lim
t1→t2+0
1
t1 − t2E
〈∫ t1
t2
S(T − τ)γdτ, yT
〉
H
= E
〈
S(T − t2)γ, yT
〉
H
.
(3.27)
Utilizing the semigroup property of {S(t)}t≥0, we have
lim
t1→t2+0
1
t1 − t2E
∫ T
t1
〈
S(τ − t1)
∫ t1
t2
S(t1−s)γds, f(τ)
〉
H
dτ = E
∫ T
t2
〈
S(τ − t2)γ, f(τ)
〉
H
dτ. (3.28)
From (3.25), (3.26), (3.27) and (3.28), we arrive at
lim
t1→t2+0
1
t1 − t2
∫ t1
t2
E〈γ, y(τ)〉Hdτ = E
〈
γ, ξt2
〉
H
, ∀ γ ∈ L2Ft2 (Ω;H), t2 ∈ [0, T ). (3.29)
Now, by (3.29), we conclude that, for a.e. t2 ∈ (0, T )
lim
t1→t2+0
1
t1 − t2
∫ t1
t2
E
〈
ξt2 − y(t2), y(τ)
〉
H
dτ = E
〈
ξt2 − y(t2), ξt2
〉
H
. (3.30)
By Lemma 2.5, we can find a monotonic sequence {hn}∞n=1 of positive numbers with limn→∞hn = 0,
such that
lim
n→∞
1
hn
∫ t2+hn
t2
E〈ξt2 − y(t2), y(τ)〉Hdτ = E〈ξt2−y(t2), y(t2)〉H , a.e. t2 ∈ [0, T ). (3.31)
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By (3.30)–(3.31), we arrive at
E〈ξt2 − y(t2), ξt2〉H = E〈ξt2 − y(t2), y(t2)〉H , a.e. t2 ∈ [0, T ]. (3.32)
By (3.32), we find that E
∣∣ξt2 − y(t2)∣∣2H = 0 for t2 ∈ [0, T ] a.e., which implies (3.22) for p = 2
immediately.
When p ∈ (1, 2], we choose {ynT }∞n=1 ⊂ L2FT (Ω;H) and {fn}∞n=1 ⊂ L1F(0, T ;L2(Ω;H)) such that limn→∞ y
n
T = yT in L
p
FT
(Ω;H),
lim
n→∞
fn = f in L
1
F(0, T ;L
p(Ω;H)).
(3.33)
We replace yT (resp. f) by y
n
T (resp. fn) in the definition of the functional ℓ (See (3.3)) and denote
by (yn(·), Yn(·), ξtn) the corresponding triple satisfying (3.12). By the definition of (y(·), Y (·), ξt)
and (yn(·), Yn(·), ξtn), it is easy to see that
(
y(·) − yn(·), Y (·) − Yn(·)
)
, n = 1, 2, · · · , satisfy the
following:
E
〈
z(T ), yT − ynT
〉
H
− E〈η, ξt − ξtn〉H
= E
∫ T
t
〈
z(τ), f(τ) − fn(τ)
〉
H
dτ + E
∫ T
t
〈
v1(τ), y(τ) − yn(τ)
〉
H
dτ
+E
∫ T
t
〈
v2(τ), Y (τ)− Yn(τ)
〉
H
dτ,
∀ (v1(·), v2(·), η) ∈ L1F(t, T ;Lq(Ω;H))× L2F(t, T ;Lq(Ω;H))× LqFt(Ω;H).
(3.34)
Hence,
|y(·)− yn(·)|L∞
F
(0,T ;Lp(Ω;H)) + |ξt − ξtn|Lp
Ft
(Ω;H)
≤ C(|f − fn|L1
F
(0,T ;Lp(Ω;H)) + |yT − ynT |Lp
FT
(Ω;H)
)
.
(3.35)
Here the constant C is independent of n. From the above inequality, we conclude
lim
n→∞
yn(·) = y(·) in L∞F (0, T ;Lp(Ω;H)) and limn→∞ ξ
t
n = ξ
t in LpFt(Ω;H).
Therefore,
|y(t)− ξt|Lp
Ft
(Ω;H) ≤ limn→∞ |yn(t)− ξ
t
n|Lp
Ft
(Ω;H) ≤ limn→∞ |yn(t)− ξ
t
n|L2
Ft
(Ω;H) = 0, a.e. t ∈ [0, T ],
which implies (3.22) immediately.
Finally, by (3.22) and recalling that ξt has a ca`dla`g modification, we see that there is a ca`dla`g H-
valued process {y˜(t)}t∈[0,T ] such that y(·) = y˜(·) in [0, T ]×Ω a.e. It is easy to check that (y˜(·), Y (·))
is a transposition solution to the equation (3.2). To simplify the notation, we still use y (instead
of y˜) to denote the first component of the solution. Clearly, (y(·), Y (·)) ∈ DF([0, T ];Lp(Ω;H)) ×
L2
F
(0, T ;Lp(Ω;H)) satisfies that
|(y(·), Y (·))|L∞
F
(t,T ;Lp(Ω;H))×L2
F
(t,T ;Lp(Ω;H))
≤ C
[
|f(·)|L1
F
(t,T ;Lp(Ω;H)) + |yT |Lp
FT
(Ω;H)
]
, ∀ t ∈ [0, T ]. (3.36)
Also, the uniqueness of the transposition solution to (3.2) is obvious.
Step 5. In this step, we consider the equation (1.8) for the general case.
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Fix any T1 ∈ [0, T ]. For any (σ(·),Σ(·)) ∈ DF([T1, T ];Lp(Ω;H)) × L2F(T1, T ;Lp(Ω;H)), we
consider the following equation:{
dy1 = −A∗ydt+ f(t, σ(t),Σ(t))dt + Y1dw(t) in [T1, T ),
y1(T ) = yT .
(3.37)
By the condition (1.9) and the result obtained in the above, the equation (3.37) admits a unique
transposition solution (y1(·), Y1(·)) ∈ DF([T1, T ];Lp(Ω;H)) × L2F(T1, T ;Lp(Ω;H)). This defines a
map J as{
J : DF([T1, T ];Lp(Ω;H)) × L2F(T1, T ;Lp(Ω;H))→ DF([T1, T ];Lp(Ω;H))× L2F(T1, T ;Lp(Ω;H)),
J (p(·), P (·)) = (y1(·), Y1(·)).
Now we show that the map J is contractive provided that T − T1 is small enough. Indeed,
for another (θ(·),Θ(·)) ∈ DF([T1, T ];Lp(Ω;H)) × L2F(T1, T ;Lp(Ω;H)), we define (y2(·), Y2(·)) =
J (θ(·),Θ(·)). Put
y3(·) = y1(·) − y2(·), Y3(·) = Y1(·) − Y2(·), f3(·) = f(·, p(·), P (·)) − f(·, q(·), Q(·)).
Clearly, (y3(·), Y3(·)) solves the following equation{
dy3 = −A∗y3dt+ f3(t)dt+ Y3dw(t) in [T1, T ),
y3(T ) = 0.
(3.38)
By the condition (1.9), it is easy to see that f3(·) ∈ L1F(T1, T ;Lp(Ω;H)) and
|f3(·)|L1
F
(T1,T ;Lp(Ω;H))
≤ CL
[
|σ(·)− θ(·)|L1
F
(T1,T ;Lp(Ω;H)) + |Σ(·)−Θ(·)|L1F(T1,T ;Lp(Ω;H))
]
≤ CL
(
T − T1 +
√
T − T1
) [|σ(·)− θ(·)|DF([T1,T ];Lp(Ω;H)) + |Σ(·)−Θ(·)|L2F(T1,T ;Lp(Ω;H))] .
(3.39)
By (3.36), it follows that
|(y3(·), Y3(·))|DF([T1,T ];Lp(Ω;H))×L2F(T1,T ;Lp(Ω;H)) ≤ C|f3(·)|L1F(T1,T ;Lp(Ω;H))
≤ C(T − T1 +√T − T1) [|σ(·) − θ(·)|DF([T1,T ];Lp(Ω;H)) + |Σ(·)−Θ(·)|L2F(T1,T ;Lp(Ω;H))] . (3.40)
Choose T1 so that C
(
T − T1 +
√
T − T1
)
< 1. Then, J is a contractive map.
By means of the Banach fixed point theorem, J enjoys a unique fixed point (y(·), Y (·)) ∈
DF([T1, T ];L
p(Ω;H)) × L2
F
(T1, T ;L
p(Ω;H)). It is clear that (y(·), Y (·)) is a transposition solution
to the following equation:{
dy(t) = −A∗y(t)dt+ f(t, y(t), Y (t))dt+ Y (t)dw(t) in [T1, T ),
y(T ) = yT .
(3.41)
Using again (1.9) and similar to (3.39), we see that f(·, y(·), Y (·)) ∈ L1
F
(T1, T ;L
p(Ω;H)) and
|f(·, y(·), Y (·))|L1
F
(T1,T ;Lp(Ω;H))
≤ |f(·, 0, 0)|L1
F
(T1,T ;Lp(Ω;H)) + CL
[
|y(·)|L1
F
(T1,T ;Lp(Ω;H)) + |Y (·)|L1F(T1,T ;Lp(Ω;H))
]
≤ |f(·, 0, 0)|L1
F
(T1,T ;Lp(Ω;H))+CL
(
T−T1+
√
T−T1
) [|y(·)|DF([T1,T ];Lp(Ω;H))+|Y (·)|L2F(T1,T ;Lp(Ω;H))] .
(3.42)
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Therefore, we find that
|(y(·), Y (·))|DF([T1,T ];Lp(Ω;H))×L2F(T1,T ;Lp(Ω;H))
≤ C
[
|f(·, y(·), Y (·))|L1
F
(T1,T ;Lp(Ω;H)) + |yT |LpFT (Ω;H)
]
≤ C
[(
T − T1 +
√
T − T1
)|(y(·), Y (·))|DF([T1,T ];Lp(Ω;H))×L2F(T1,T ;Lp(Ω;H))
+|f(·, 0, 0)|L1
F
(T1,T ;Lp(Ω;H)) + |yT |LpFT (Ω;H)].
(3.43)
Since C
(
T − T1 +
√
T − T1
)
< 1, it follows from (3.43) that∣∣(y(·), Y (·))∣∣
DF([T1,T ];Lp(Ω;H))×L
2
F
(T1,T ;Lp(Ω;H))
≤ C[ |f(·, 0, 0)|L1
F
(T1,T ;Lp(Ω;H)) + |yT |LpFT (Ω;H)
]
.
(3.44)
Repeating the above argument, we obtain the transposition solution of the equation (1.8). The
uniqueness of such solution to (1.8) is obvious. The desired estimate (3.1) follows from (3.44). This
completes the proof of Theorem 3.1.
4 Well-posedness result for the operator-valued BSEEs with spe-
cial data
This section is addressed to proving a well-posedness result for the transposition solutions of the
operator-valued BSEEs with special data PT and F .
We begin with the following uniqueness result for the transposition solution to (1.10).
Theorem 4.1 If PT ∈ L2FT (Ω;L(H)), F ∈ L1F(0, T ;L2(Ω;L(H))) and J,K ∈ L4F(0, T ;L∞(Ω;
L(H))), then (1.10) admits at most one transposition solution (P (·), Q(·)) ∈ DF,w([0, T ];L2(Ω;
L(H)))× L2
F,w(0, T ;L
2(Ω;L(H))).
Proof : Assume that (P (·), Q(·)) is another transposition solution to the equation (1.10). Then,
by Definition 1.2, it follows that
0 = E
〈(
P (t)− P (t)
)
ξ1, ξ2
〉
H
+ E
∫ T
t
〈(
P (s)− P (s)
)
u1(s), x2(s)
〉
H
ds
+E
∫ T
t
〈(
P (s)− P (s)
)
x1(s), u2(s)
〉
H
ds+ E
∫ T
t
〈(
P (s)− P (s)
)
K(s)x1(s), v2(s)
〉
H
ds
+E
∫ T
t
〈(
P (s)− P (s)
)
v1(s),K(s)x2(s) + v2(s)
〉
H
ds
+E
∫ T
t
〈(
Q(s)−Q(s)
)
v1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈(
Q(s)−Q(s)
)
x1(s), v2(s)
〉
H
ds,
∀ t ∈ [0, T ].
(4.1)
Choosing u1 = v1 = 0 and u2 = v2 = 0 in equations (1.13) and (1.14), respectively, by (4.1), we
obtain that, for any t ∈ [0, T ],
0 = E
〈(
P (t)− P (t)
)
ξ1, ξ2
〉
H
, ∀ ξ1, ξ2 ∈ L4Ft(Ω;H).
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Hence, we find that P (·) = P (·). By this, it is easy to see that (4.1) becomes the following
0 = E
∫ T
t
〈(
Q(s)−Q(s)
)
v1(s), x2(s)
〉
H
ds + E
∫ T
t
〈(
Q(s)−Q(s)
)
x1(s), v2(s)
〉
H
ds,
∀ t ∈ [0, T ].
(4.2)
Choosing t = 0, ξ2 = 0 and v2 = 0 in the equation (1.14), we see that (4.2) becomes
0 = E
∫ T
0
〈(
Q(s)−Q(s)
)
v1(s), x2(s)
〉
H
ds. (4.3)
We claim that the set
Ξ
△
=
{
x2(·)
∣∣∣ x2(·) solves (1.14) with t = 0, ξ2 = 0, v2 = 0 and some u2 ∈ L4F(0, T ;H)}
is dense in L4
F
(0, T ;H). Indeed, arguing by contradiction, if this was not true, then there would be
a nonzero r ∈ L
4
3
F
(0, T ;H) such that
E
∫ T
0
〈
r, x2
〉
H
ds = 0, for any x2 ∈ Ξ. (4.4)
Let us consider the following H-valued BSEE:{
dy = −A∗ydt+ (r − J(t)∗y −K(t)∗Y )dt+ Y dw(t), in [0, T ),
y(T ) = 0.
(4.5)
The solution to the equation (4.5) is understood in the transposition sense. By Theorem 3.1, the
BSEE (4.5) admits one and only one transposition solution (y(·), Y (·)) ∈ DF([0, T ];L 43 (Ω;H)) ×
L2
F
(0, T ;L
4
3 (Ω;H)). Hence, for any φ1(·) ∈ L1F(0, T ;L4(Ω;H)) and φ2(·) ∈ L2F(0, T ;L4(Ω;H)), it
holds that
−E
∫ T
0
〈
z(s), r(s)− J(s)∗y(s)−K(s)∗Y (s)〉
H
ds
= E
∫ T
0
〈
φ1(s), y(s)
〉
H
ds+ E
∫ T
0
〈
φ2(s), Y (s)
〉
H
ds,
(4.6)
where z(·) solves {
dz = (Az + φ1)dt+ φ2dw(t), in (0, T ],
z(0) = 0.
(4.7)
In particular, for any x2(·) solving (1.14) with t = 0, ξ2 = 0, v2 = 0 and an arbitrarily given
u2 ∈ L4F(0, T ;H), we choose z = x2, φ1 = Jx2 + u2 and φ2 = Kx2. By (4.6), it follows that
− E
∫ T
0
〈
x2(s), r(s)
〉
H
ds = E
∫ T
0
〈
u2(s), y(s)
〉
H
ds, ∀ u2 ∈ L4F(0, T ;H). (4.8)
By (4.8) and recalling (4.4), we conclude that y(·) = 0. Hence, (4.6) is reduced to
− E
∫ T
0
〈
z(s), r(s)−K(s)∗Y (s)〉
H
ds = E
∫ T
0
〈
φ2(s), Y (s)
〉
H
ds. (4.9)
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Choosing φ2(·) = 0 in (4.7) and (4.9), we obtain that
E
∫ T
0
〈∫ s
0
S(s− σ)φ1(σ)dσ, r(s)−K(s)∗Y (s)
〉
H
ds = 0, ∀ φ1(·) ∈ L1F(0, T ;L4(Ω;H)). (4.10)
Hence, ∫ T
σ
S(s − σ)[r(s)−K(s)∗Y (s)]ds = 0, ∀ σ ∈ [0, T ]. (4.11)
Then, for any given λ0 ∈ ρ(A) and σ ∈ [0, T ], we have∫ T
σ
S(s− σ)(λ0 −A)−1
[
r(s)−K(s)∗Y (s)]ds
= (λ0 −A)−1
∫ T
σ
S(s− σ)[r(s)−K(s)∗Y (s)]ds = 0. (4.12)
Differentiating the equality (4.12) with respect to σ, and noting (4.11), we see that
(λ0 −A)−1
[
r(σ)−K(σ)∗Y (σ)] = − ∫ T
σ
S(s− σ)A(λ0 −A)−1
[
r(s)−K(s)∗Y (s)]ds
=
∫ T
σ
S(s− σ)[r(s)−K(s)∗Y (s)]ds
−λ0
∫ T
σ
S(s− σ)(λ0 −A)−1
[
r(s)−K(s)∗Y (s)]ds
= 0, ∀ σ ∈ [0, T ].
Therefore,
r(·) = K(·)∗Y (·). (4.13)
By (4.13), the equation (4.5) is reduced to{
dy = −A∗ydt− J(s)∗ydt+ Y dw(t), in [0, T ),
y(T ) = 0.
(4.14)
It is clear that the unique transposition of (4.14) is (y(·), Y (·)) = (0, 0). Hence, by (4.13), we
conclude that r(·) = 0, which is a contradiction. Therefore, Ξ is dense in L4
F
(0, T ;H). This,
combined with (4.3), yields that(
Q(·) −Q(·)
)
v1(·) = 0, ∀ v1(·) ∈ L4F(0, T ;H).
Hence Q(·) = Q(·). This completes the proof of Theorem 4.1.
In the rest of this section, we assume that H is a separable Hilbert space. Denote by L2(H) the
Hilbert space of all Hilbert-Schmidt operators on H. We have the following well-posedness result.
Theorem 4.2 If PT ∈ L2FT (Ω;L2(H)), F ∈ L1F(0, T ;L2(Ω;L2(H))) and J,K ∈ L4F(0, T ;L∞(Ω;
L(H))), then the equation (1.10) admits one and only one transposition solution (P (·), Q(·)) with
the following regularity:(
P (·), Q(·)) ∈ DF([0, T ];L2(Ω;L2(H))) × L2F(0, T ;L2(H)).
Furthermore,
|(P,Q)|DF([0,T ];L2(Ω;L2(H)))×L2F(0,T ;L2(H)) ≤ C
[
|F |L1
F
(0,T ;L2(Ω;L2(H))) + |PT |L2FT (Ω;L2(H))
]
. (4.15)
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Proof : We divide the proof into several steps.
Step 1. Define a family of operators {T (t)}t≥0 on L2(H) as follows:
T (t)O = S(t)OS∗(t), ∀ O ∈ L2(H).
We claim that {T (t)}t≥0 is a C0-semigroup on L2(H). Indeed, for any nonnegative s and t, we
have
T (t+ s)O = S(t+ s)OS∗(t+ s) = S(t)S(s)OS∗(s)S∗(t) = T (t)T (s)O, ∀ O ∈ L2(H).
Hence, {T (t)}t≥0 is a semigroup on L2(H). Next, we choose an orthonormal basis {ei}∞i=1 of H.
For any O ∈ L2(H) and t ∈ [0,∞),
lim
s→t+
∣∣T (s)O − T (t)O∣∣2
L2(H)
≤ ||S(t)||2L(H) lim
s→t+
∣∣S(s− t)OS∗(s − t)−O∣∣2
L2(H)
||S∗(t)||2L(H)
≤ ||S(t)||4L(H) lim
s→t+
∞∑
i=1
∣∣S(s − t)OS∗(s− t)ei −Oei∣∣2H
≤ 2||S(t)||4L(H) lim
s→t+
∞∑
i=1
[∣∣S(s− t)OS∗(s− t)ei − S(s− t)Oei∣∣2H + ∣∣S(s− t)Oei −Oei∣∣2H].
(4.16)
For the first series in the right hand side of (4.16), we have
∞∑
i=1
∣∣S(s− t)OS∗(s− t)ei − S(s− t)Oei∣∣2H
≤ C
∞∑
i=1
∣∣OS∗(s− t)ei −Oei∣∣2H = C∣∣OS∗(s− t)−O∣∣2L2(H) = C∣∣[OS∗(s− t)−O]∗∣∣2L2(H)
= C
∞∑
i=1
∣∣[S(s − t)O∗ −O∗]ei∣∣2H .
For each i ∈ N, ∣∣[S(s− t)O∗ −O∗]ei∣∣2H ≤ 2∣∣S(s− t)O∗ei∣∣2H + ∣∣O∗ei∣∣2H ≤ C∣∣O∗ei∣∣2H .
It is clear that
∞∑
i=1
∣∣O∗ei∣∣2H = |O∗|2L2(H) = |O|2L2(H).
Hence, by Lebesgue’s dominated convergence theorem, it follows that
lim
s→t+
∞∑
i=1
∣∣S(s − t)OS∗(s− t)ei − S(s− t)Oei∣∣2H
≤ C lim
s→t+
∞∑
i=1
∣∣OS∗(s − t)ei −Oei∣∣2H = C ∞∑
i=1
lim
s→t+
∣∣OS∗(s− t)ei −Oei∣∣2H = 0.
(4.17)
By a similar argument, it follows that
lim
s→t+
∞∑
i=1
∣∣S(s − t)Oei −Oei∣∣2H = 0. (4.18)
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From (4.16)–(4.18), we find that
lim
s→t+
∣∣T (s)O − T (t)O∣∣2
L2(H)
= 0, ∀ t ∈ [0,∞) and O ∈ L2(H).
Similarly,
lim
s→t−
∣∣T (s)O − T (t)O∣∣2
L2(H)
= 0, ∀ t ∈ (0,∞) and O ∈ L2(H).
Hence, {T (t)}t≥0 is a C0-semigroup on L2(H).
Step 2. Denote by A the infinitesimal generater of {T (t)}t≥0. We consider the following
L2(H)-valued BSEE: {
dP = −A∗Pdt+ f(t, P,Q)dt+Qdw in [0, T ),
P (T ) = PT ,
(4.19)
where
f(t, P,Q) = −J∗P − PJ −K∗PK −K∗Q−QK + F. (4.20)
Noting that J,K ∈ L4
F
(0, T ;L∞(Ω;L(H))) and F ∈ L1
F
(0, T ;L2(Ω;L2(H))), we see that f(·, ·, ·)
satisfies (1.9). By Theorem 3.1, we conclude that there exists a (P,Q) ∈ DF([0, T ];L2(Ω;L2(H)))×
L2
F
(0, T ;L2(H)) solves (4.19) in the sense of Definition 1.1, where the Hilbert space H is replaces
by L2(H). Further, (P,Q) satisfies (4.15).
Denote by O(·) the tensor product of x1(·) and x2(·), where x1 and x2 solve respectively (1.13)
and (1.14). As usual, O(t, ω)x = 〈x, x1〉Hx2 for a.e. (t, ω) ∈ [0, T ] × Ω and x ∈ H. Hence,
O(t, ω) ∈ L2(H). For any λ ∈ ρ(A), define a family of operators {Tλ(t)}t≥0 on L2(H) as follows:
Tλ(t)O = Sλ(t)OS∗λ(t), ∀ O ∈ L2(H).
By the result proved in Step 1, it follows that {Tλ(t)}t≥0 is a C0-semigroup on L2(H). Further, for
any O ∈ L2(H), we have
lim
t→0+
Tλ(t)O −O
t
= lim
t→0+
Sλ(t)OS
∗
λ(t)−O
t
= lim
t→0+
Sλ(t)OS
∗
λ(t)−OS∗λ(t) +OS∗λ(t)−O
t
= AλO +OA
∗
λ.
Hence, the infinitesimal generater Aλ of {Tλ(t)}t≥0 is as follows:
AλO = AλO +OA∗λ, for every O ∈ L2(H).
Now, for any O ∈ L2(H), it holds that
lim
λ→∞
∣∣∣T (t)O − Tλ(t)O∣∣∣
L2(H)
= lim
λ→∞
∣∣∣S(t)OS∗(t)− Sλ(t)OS∗λ(t)∣∣∣
L2(H)
≤ lim
λ→∞
∣∣∣S(t)OS∗(t)− S(t)OS∗λ(t)∣∣∣
L2(H)
+ lim
λ→∞
∣∣∣S(t)OS∗λ(t)− Sλ(t)OS∗λ(t)∣∣∣
L2(H)
.
Let us compute the value of each term in the right hand side of the above inequality. First,∣∣∣S(t)OS∗(t)− S(t)OS∗λ(t)∣∣∣2
L2(H)
≤ C
∣∣∣OS∗(t)−OS∗λ(t)∣∣∣2
L2(H)
= C
∣∣∣S(t)O∗ − Sλ(t)O∗∣∣∣2
L2(H)
= C
∞∑
i=1
∣∣∣(S(t)− Sλ(t))O∗ei∣∣∣2
H
.
(4.21)
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Since ∣∣∣(S(t)− Sλ(t))O∗ei∣∣∣2
H
≤ C|O∗ei|2H and
∞∑
i=1
∣∣∣O∗ei∣∣∣2
H
= |O|2L2(H) <∞,
by means of Lebesgue’s dominated theorem and (4.21), we find that
lim
λ→∞
∣∣∣S(t)OS∗(t)− S(t)OS∗λ(t)∣∣∣2
L2(H)
= 0.
By a similar argument, we find that
lim
λ→∞
∣∣∣S(t)OS∗λ(t)− Sλ(t)OS∗λ(t)∣∣∣2
L2(H)
= 0.
Hence,
lim
λ→∞
∣∣∣T (t)O − Tλ(t)O∣∣∣
L2(H)
= 0, for any t ≥ 0. (4.22)
Write Oλ = xλ1 ⊗ xλ2 , where xλ1 and xλ2 solve accordingly (2.11) and (2.12). Then,
dOλ = (Aλx
λ
1 )⊗ xλ2ds+ xλ1 ⊗ (Aλxλ2)ds+ uλds+ vλdw, (4.23)
where
uλ =
(
Jxλ1
)⊗ xλ2 + xλ1 ⊗ (Jxλ2)+ u1 ⊗ xλ2 + xλ1 ⊗ u2 + (Kxλ1)⊗ (Kxλ2)+ (Kxλ1)⊗ v2
+v1 ⊗
(
Kxλ2
)
+ v1 ⊗ v2,
vλ =
(
Kxλ1
)⊗ xλ2 + xλ1 ⊗ (Kxλ2)+ v1 ⊗ xλ2 + xλ1 ⊗ v2. (4.24)
Further, for any h ∈ H, we find(
(Aλx
λ
1)⊗ xλ2
)
(h) =
〈
h,Aλx
λ
1
〉
H
xλ2 =
〈
A∗λh, x
λ
1
〉
H
xλ2 =
(
xλ1 ⊗ xλ2
)
A∗λh.
Thus, (
Aλx
λ
1
)⊗ xλ2 = OλA∗λ. (4.25)
Similarly, we have the following equalities:
xλ1 ⊗
(
Aλx
λ
2
)
= AλO
λ,(
Jxλ1
)⊗ xλ2 + xλ1 ⊗ (Jxλ2) = OλJ∗ + JOλ,(
Kxλ1
)⊗ (Kxλ2) = KOλK∗,(
Kxλ1
)⊗ v2 + v1 ⊗ (Kxλ2) = (xλ1 ⊗ v2)K∗ +K∗(v1 ⊗ xλ2),(
Kxλ1
)⊗ xλ2 + xλ1 ⊗ (Kxλ2) = OλK∗ +KOλ.
(4.26)
By (4.24)–(4.26), we obtain that{
uλ = JOλ +OλJ∗ + u1 ⊗ xλ2 + xλ1 ⊗ u2 +KOλK∗ +Kxλ1 ⊗ v2 + v1 ⊗Kxλ2 + v1 ⊗ v2,
vλ = KOλ +OλK∗ + v1 ⊗ xλ2 + xλ1 ⊗ v2.
(4.27)
From (4.23), (4.25), the first equality in (4.26) and (4.27), we see that Oλ solves{
dOλ = AλOλds+ uλds+ vλdw(s) in (t, T ],
Oλ(t) = ξ1 ⊗ ξ2.
(4.28)
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Hence,
Oλ(s) = Tλ(s− t)(ξ1 ⊗ ξ2) +
∫ s
t
Tλ(τ − t)uλ(τ)dτ +
∫ s
t
Tλ(τ − t)vλ(τ)dw(τ), ∀ s ∈ [t, T ]. (4.29)
We claim that
lim
λ→∞
|Oλ(·)−O(·)|CF([t,T ];L4(Ω;L2(H))) = 0, ∀ t ∈ [0, T ]. (4.30)
Indeed, for any s ∈ [t, T ], we have
|Oλ(s)−O(s)|2L2(H) =
∞∑
i=1
∣∣Oλ(s)ei −O(s)ei∣∣2H
=
∞∑
i=1
∣∣〈ei, xλ1(s)〉Hxλ2 (s)− 〈ei, x1(s)〉Hx2(s)∣∣2H
≤ 2
∞∑
i=1
∣∣〈ei, xλ1 (s)〉Hxλ2(s)− 〈ei, xλ1 (s)〉Hx2(s)∣∣2H + 2 ∞∑
i=1
∣∣〈ei, xλ1(s)〉Hx2(s)− 〈ei, x1(s)〉Hx2(s)∣∣2H
≤ 2∣∣xλ2(s)− x2(s)∣∣2H ∞∑
i=1
∣∣〈ei, xλ1(s)〉H ∣∣2 + 2∣∣x2(s)∣∣2H ∞∑
i=1
∣∣〈ei, xλ1(s)− x1(s)〉H ∣∣2
= 2
∣∣x1(s)∣∣2H ∣∣xλ2 (s)− x2(s)∣∣2H + 2∣∣x2(s)∣∣2H ∣∣xλ1(s)− x1(s)∣∣2H .
This, together Lemma 2.7, implies that (4.30) holds.
By a similar argument and noting (4.22), using Lemma 2.1 and (4.30), we can show that, for
any t ∈ [0, T ], it holds that
lim
λ→∞
∣∣∣ ∫ ·
t
Tλ(τ − t)uλ(τ)dτ −
∫ ·
t
T (τ − t)u(τ)dτ
∣∣∣
CF([t,T ];L4(Ω;L2(H)))
= 0,
lim
λ→∞
∣∣∣ ∫ ·
t
Tλ(τ − t)vλ(τ)dw(τ) −
∫ ·
t
T (τ − t)v(τ)dw(τ)
∣∣∣
CF([t,T ];L4(Ω;L2(H)))
= 0,
(4.31)
where{
u = JO(·) +O(·)J∗ + u1 ⊗ x2 + x1 ⊗ u2 +KO(·)K∗ + (Kx1)⊗ v2 + v1 ⊗ (Kx2) + v1 ⊗ v2,
v = KO(·) +O(·)K∗ + v1 ⊗ x2 + x1 ⊗ v2.
(4.32)
From (4.29)–(4.31), we obtain that
O(s) = T (s− t)(ξ1 ⊗ ξ2) +
∫ s
t
T (τ − t)u(τ)dτ +
∫ s
t
T (τ − t)v(τ)dw(τ), ∀ s ∈ [t, T ]. (4.33)
Hence, O(·) verifies that {
dO(s) = AO(s)ds+ uds + vdw(s) in (t, T ],
O(t) = ξ1 ⊗ ξ2.
(4.34)
Step 3. Since (P,Q) solves (4.19) in the transposition sense and by (4.34), it follows that
E
〈
O(T ), PT
〉
L2(H)
− E
∫ T
t
〈
O(s), f(s, P (s), Q(s))
〉
L2(H)
ds
= E
〈
ξ1 ⊗ ξ2, P (t)
〉
L2(H)
+ E
∫ T
t
〈
u(s), P (s)
〉
L2(H)
ds+ E
∫ T
t
〈
v(s), Q(s)
〉
L2(H)
ds.
(4.35)
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By (4.20) and recalling that O(·) = x1(·) ⊗ x2(·), we find that
E
∫ T
t
〈
O(s), f(s, P (s), Q(s))
〉
L2(H)
ds
= E
∫ T
t
〈(− J(s)∗P (s)− P (s)J(s)−K∗(s)P (s)K(s)−K∗(s)Q(s)−Q(s)K(s)
+F (s)
)
x1(s), x2(s)
〉
H
ds.
(4.36)
Further, by (4.32), we have
E
∫ T
t
〈
u(s), P (s)
〉
L2(H)
ds
= E
∫ T
t
〈
J∗(s)P (s)x1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)J(s)x1(s), x2(s)
〉
H
ds
+E
∫ T
t
〈
P (s)u1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)x1(s), u2(s)
〉
H
ds
+E
∫ T
t
〈
K∗(s)P (s)K(s)x1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)K(s)x1(s), v2(s)
〉
H
ds+
+E
∫ T
t
〈
K(s)∗P (s)v1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)v1(s), v2(s)
〉
H
ds,
(4.37)
and
E
∫ T
t
〈
v(s), Q(s)
〉
L2(H)
ds
= E
∫ T
t
〈
K∗(s)Q(s)x1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
Q(s)K(s)x1(s), x2(s)
〉
H
ds
+E
∫ T
t
〈
Q(s)v1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
x1(s), Q(s)v2(s)
〉
H
ds.
(4.38)
From (4.35)–(4.38), we see that (P (·), Q(·)) satisfies (1.17). Hence, (P (·), Q(·)) is a transposition
solution of (1.10) (in the sense of Definition 1.2). The uniqueness of (P (·), Q(·)) follows from
Theorem 4.1. This concludes the proof of Theorem 4.2.
Remark 4.1 Theorems 4.1–4.2 indicate that, in some sense, the transposition solution introduced
in Definition 1.2 is a reasonable notion for the solution to (1.10). Unfortunately, we are unable to
prove the existence of transposition solution to (1.10) in the general case though a weak version,
i.e., the relaxed transposition solution to this equation, introduced/studied in the next three sections,
suffices to establish the desired Pontryagin-type stochastic maximum principle for Problem (P) in
the general setting.
5 Sequential Banach-Alaoglu-type theorems in the operator ver-
sion
The classical Banach-Alaoglu Theorem (e.g. [8, p. 130]) states that the closed unit ball of the dual
space of a normed vector space is compact in the weak* topology. This theorem has an important
special (sequential) version, asserting that the closed unit ball of the dual space of a separable
normed vector space (resp., the closed unit ball of a reflexive Banach space) is sequentially compact
in the weak* topology (resp., the weak topology). In this section, we shall present several sequential
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Banach-Alaoglu-type theorems for uniformly bounded linear operators (between suitable Banach
spaces). These results will play crucial roles in the study of the well-posedness of (1.10) in the
general case.
Let {yn}∞n=1 ⊂ Y and y ∈ Y . Let {zn}∞n=1 ⊂ Y ∗ and z ∈ Y ∗. In the sequel, we denote by
(w)- lim
n→∞
yn = y in Y
when {yn}∞n=1 weakly converges to y in Y ; and by
(w*)- lim
n→∞
zn = z in Y
∗
when {zn}∞n=1 weakly∗ converges to z in Y ∗. Let us show first the following result (It seems for us
that this is a known result. However we have not found it in any reference):
Lemma 5.1 Let X be a separable Banach space and let Y be a reflexive Banach space. Assume
that {Gn}∞n=1 ⊂ L(X,Y ) is a sequence of bounded linear operators such that {Gnx}∞n=1 is bounded
for any given x ∈ X. Then, there exist a subsequence {Gnk}∞k=1 and a bounded linear operator G
from X to Y such that
(w)- lim
k→∞
Gnkx = Gx in Y, ∀ x ∈ X,
(w*)- lim
k→∞
G∗nky
∗ = G∗y∗ in X∗, ∀ y∗ ∈ Y ∗,
and
||G||L(X,Y ) ≤ sup
n∈N
||Gn||L(X,Y )(<∞). (5.1)
Remark 5.1 Lemma 5.1 is not a direct consequence of the classical sequential Banach-Alaoglu
Theorem. Indeed, as we mentioned before, the Banach space L(X,Y ) is neither reflexive nor sepa-
rable even if both X and Y are (infinite dimensional) separable Hilbert spaces.
Proof of Lemma 5.1 : Noting that X is separable, we can find a countable subset {xi}∞i=1 of X
such that {x1, x2, · · · } is dense in X. Since {Gnx1}∞n=1 is bounded in Y and Y is reflexive, there
exists a subsequence {n(1)k }∞k=1 ⊂ {n}∞n=1 such that (w)- limk→∞Gn(1)k x1 = y1. Now, the sequence{
G
n
(1)
k
x2
}∞
k=1
is still bounded in Y , one can find a subsequence {n(2)k }∞k=1 ⊂ {n(1)k }∞k=1 such that
(w)- lim
k→∞
G
n
(2)
k
x2 = y2. By the induction, for any m ∈ N, we can find a subsequence {n(m+1)k }∞k=1 ⊂
{n(m)k }∞k=1 ⊂ · · · ⊂ {n(1)k }∞k=1 ⊂ {n}∞n=1 such that (w)- limk→∞Gn(m+1)k xm+1 = ym+1. We now use
the classical diagonalisation argument. Write nm = n
(m)
m , m = 1, 2, · · · . Then, it is clear that
{Gnmxi}∞m=1 converges weakly to yi in Y .
Let us define an operator G (from X to Y ) as follows: For any x ∈ X,
Gx = lim
k→∞
yik = lim
k→∞
(
(w)- lim
m→∞
Gnmxik
)
,
where {xik}∞k=1 is any subsequence of {xi}∞i=1 such that limk→∞xik = x in X. We shall show below
that G ∈ L(X,Y ).
First, we show that G is well-defined. By the Principle of Uniform Boundedness, it is clear
that {Gn}∞n=1 is uniformly bounded in L(X,Y ). We choose M > 0 such that |Gn|L(X,Y ) ≤ M for
all n ∈ N. Since {xik}∞k=1 is a Cauchy sequence in X, for any ε > 0, there is a N > 0 such that
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|xik1 − xik2 | < εM when k1, k2 > N . Hence, |Gn(xik1 − xik2 )|Y < ε for any n ∈ N. Then, by the
weakly sequentially lower semicontinuity (of Banach spaces), we deduce that
|yik1 − yik2 |Y ≤ limm→∞ |Gnm(xik1 − xik2 )|Y < ε,
which implies that {yik}∞k=1 is a Cauchy sequence in Y . Therefore, we see that lim
k→∞
yik exists in
Y . On the other hand, assume that there is another subsequence {x′ik}∞k=1 ⊂ {xi}∞i=1 such that
lim
k→∞
x′ik = x. Let y
′
ik
be the corresponding weak limit of Gnmx
′
ik
in Y for m → ∞. Then we find
that
| lim
k→∞
yik − lim
k→∞
y′ik |Y ≤ limk→∞ limm→∞ |Gnm(xik − x
′
ik
)|Y ≤M lim
k→∞
|xik − x′ik |X
≤M lim
k→∞
|xik − x|X +M lim
k→∞
|x− x′ik |X = 0.
Hence, G is well-defined.
Next, we prove that G is a bounded linear operator. For any x ∈ X and the above sequence
{xik}∞k=1, it follows that
|Gx|Y = lim
k→∞
|yik |Y ≤ lim
k→∞
lim
m→∞
|Gnmxik |Y ≤M lim
k→∞
|xik |X ≤M |x|X .
Hence, G is a bounded operator. Further, for any x(1), x(2) ∈ X, α ∈ C and β ∈ C, we choose
{x(j)ik }∞k=1 ⊂ {xi}∞i=1, j = 1, 2, such that limk→∞x
(j)
ik
= x(j), and denote by y
(j)
ik
the weak limit of
Gnmx
(j)
ik
in Y for m→∞. Hence Gx(j) = lim
k→∞
y
(j)
ik
. Then,
αx(1) + βx(2) = lim
k→∞
(αx
(1)
ik
+ βx
(2)
ik
) = α lim
k→∞
x
(1)
ik
+ β lim
k→∞
x
(2)
ik
and
(w)- lim
m→∞
Gnm(αx
(1)
ik
+ βx
(2)
ik
) = α
(
(w)- lim
m→∞
Gnmx
(1)
ik
)
+ β
(
(w)- lim
m→∞
Gnmx
(2)
ik
)
.
Hence,
G(αx(1) + βx(2)) = lim
k→∞
(
(w)- lim
m→∞
Gnm(αx
(1)
ik
+ βx
(2)
ik
)
)
= α lim
k→∞
(
(w)- lim
m→∞
Gnmx
(1)
ik
)
+ β lim
k→∞
(
(w)- lim
m→∞
Gnmx
(2)
ik
)
= αGx(1) + βGx(2).
Therefore, G ∈ L(X,Y ).
Also, for any x ∈ X and y∗ ∈ Y ∗, it holds that
(x,G∗y∗)X,X∗ = (Gx, y
∗)Y,Y ∗ = lim
k→∞
(Gnkx, y
∗)Y,Y ∗ = lim
k→∞
(x,G∗nky
∗)X,X∗ .
Hence,
(w*)- lim
k→∞
G∗nky
∗ = G∗y∗ in X∗.
Finally, from the above proof, (5.1) is obvious. This completes the proof of Lemma 5.1.
Let us introduce the following set class:
M =
{
O ∈ (0, T )× Ω
∣∣∣ {χO(·)} is an F-adapted process}. (5.2)
This set class will be used several times in the sequel. We now show the following “stochastic
process” version of Lemma 5.1.
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Theorem 5.1 Let X and Y be respectively a separable and a reflexive Banach space, and let
Lp(Ω,FT ,P), with 1 ≤ p < ∞, be separable. Let 1 ≤ p1, p2 < ∞ and 1 < q1, q2 < ∞. As-
sume that {Gn}∞n=1 is a sequence of uniformly bounded, pointwisely defined linear operators from
Lp1
F
(0, T ;Lp2(Ω;X)) to Lq1
F
(0, T ;Lq2(Ω;Y )). Then, there exist a subsequence {Gnk}∞k=1 ⊂ {Gn}∞n=1
and a G ∈ Lpd
(
Lp1
F
(0, T ;Lp2(Ω;X)), Lq1
F
(0, T ;Lq2(Ω;Y ))
)
such that
Gu(·) = (w)- lim
k→∞
Gnku(·) in Lq1F (0, T ;Lq2(Ω;Y )), ∀ u(·) ∈ Lp1F (0, T ;Lp2(Ω;X)).
Moreover, ||G||L(Lp1
F
(0,T ;Lp2(Ω;X)), L
q1
F
(0,T ;Lq2 (Ω;Y ))) ≤ sup
n∈N
||Gn||L(Lp1
F
(0,T ;Lp2 (Ω;X)), L
q1
F
(0,T ;Lq2 (Ω;Y )).
Remark 5.2 i) As we shall see later, the most difficult part in the proof of Theorem 5.1 is
to show that the weak limit operator G is a bounded, pointwisely defined linear operators from
Lp1
F
(0, T ;Lp2(Ω;X)) to Lq1
F
(0, T ;Lq2(Ω;Y )). Note that, a simple application of Lemma 5.1 to the
operators {Gn}∞n=1 does not guarantee this point but only that G ∈ L
(
Lp1
F
(0, T ;Lp2(Ω;X)), Lq1
F
(0, T ;
Lq2(Ω;Y ))
)
.
ii) Theorem 5.1 indicates that Lpd
(
Lp1
F
(0, T ;Lp2(Ω;X)), Lq1
F
(0, T ;Lq2(Ω;Y ))
)
is a closed linear
subspace of the Banach space L(Lp1
F
(0, T ;Lp2(Ω;X)), Lq1
F
(0, T ;Lq2(Ω;Y ))
)
.
Proof of Theorem 5.1 : We divide the proof into several steps.
Step 1. Since {Gn}∞n=1 is a sequence of uniformly bounded, pointwisely defined linear operators
from Lp1
F
(0, T ;Lp2(Ω;X)) to Lq1
F
(0, T ;Lq2(Ω;Y )), for each n ∈ N and a.e. (t, ω) ∈ (0, T )×Ω, there
exists an Gn(t, ω) ∈ L(X,Y ) verifying that(Gnu(·))(t, ω) = Gn(t, ω)u(t, ω), ∀ u(·) ∈ Lp1F (0, T ;Lp2(Ω;X)). (5.3)
Write
M = sup
n∈N
||Gn||L(Lp1
F
(0,T ;Lp2(Ω;X)), L
q1
F
(0,T ;Lq2 (Ω;Y )).
By Lemma 5.1, we conclude that there exist a bounded linear operator G from Lp1
F
(0, T ;Lp2(Ω;X))
to Lq1
F
(0, T ;Lq2(Ω;Y )) and a subsequence {Gnk}∞k=1 ⊂ {Gn}∞n=1 such that
Gu(·) = (w)- lim
k→∞
Gnku(·) in Lq1F (0, T ;Lq2(Ω;Y )), (5.4)
and
|Gu(·)|Lq1
F
(0,T ;Lq2 (Ω;Y )) ≤M |u(·)|Lp1
F
(0,T ;Lp2 (Ω;X)), ∀ u(·) ∈ Lp1F (0, T ;Lp2(Ω;X)). (5.5)
We claim that
m∑
i=1
fiGui = G
( m∑
i=1
fiui
)
= (w)- lim
k→∞
m∑
i=1
fiGnkui in Lq1F (0, T ;Lq2(Ω;Y )) (5.6)
and ∣∣∣ m∑
i=1
fiGui
∣∣∣
L
q1
F
(0,T ;Lq2 (Ω;Y ))
≤M
∣∣∣ m∑
i=1
fiui
∣∣∣
L
p1
F
(0,T ;Lp2(Ω;X))
, (5.7)
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where m ∈ N, fi ∈ L∞F (0, T ) and ui ∈ Lp1F (0, T ;Lp2(Ω;X)), i = 1, 2, · · · ,m. To show this, write
q′1 =
q1
q1−1
and q′2 =
q2
q2−1
. It follows from (5.4) and (5.3) that for any v(·) ∈ Lq′1
F
(0, T ;Lq
′
1(Ω;Y ∗)),∫ T
0
E
〈 m∑
i=1
fi(s)(Gui)(s), v(s)
〉
Y,Y ∗
ds =
∫ T
0
E
m∑
i=1
〈Gui)(s), fi(s)v(s)〉Y,Y ∗ds
= lim
k→∞
∫ T
0
E
m∑
i=1
〈(Gnkui)(s), fi(s)v(s)〉Y,Y ∗ds = limk→∞
∫ T
0
E
m∑
i=1
〈
(fiGnkui)(s), v(s)
〉
Y,Y ∗
ds,
(5.8)
and
lim
k→∞
∫ T
0
E
m∑
i=1
〈Gnk(s)ui(s), fi(s)v(s)〉Y,Y ∗ds = limk→∞
∫ T
0
E
m∑
i=1
〈
Gnk(s)ui(s), fi(s)v(s)
〉
Y,Y ∗
ds
= lim
k→∞
∫ T
0
E
〈
Gnk(s)
( m∑
i=1
fi(s)ui(s)
)
, v(s)
〉
Y,Y ∗
ds
= lim
k→∞
∫ T
0
E
〈(Gnk( m∑
i=1
fiui
))
(s), v(s)
〉
Y,Y ∗
ds =
∫ T
0
E
〈(G( m∑
i=1
fiui
))
(s), v(s)
〉
Y,Y ∗
ds.
(5.9)
By (5.8)–(5.9), we obtain (5.6)–(5.7).
Step 2. Each x ∈ X can be regarded as an element (i.e., χ(0,T )×Ω(·)x) in Lp1F (0, T ;Lp2(Ω;X)).
Hence, Gx makes sense and belongs to Lq1
F
(0, T ;Lq2(Ω;Y )). It is easy to see that L is a bounded
linear operator from X to Lq1
F
(0, T ;Lq1(Ω;Y )). By (5.5), we find that∣∣(Gx)(·)∣∣
L
q1
F
(0,T ;Lq2 (Ω;Y ))
≤MT 1/p2 |x|X , ∀ x ∈ X. (5.10)
Write BX =
{
x ∈ X ∣∣ |x|X ≤ 1}. By the separability of X, we see that { sup
x∈BX
∣∣(Gx)(·)∣∣
Y
}
is
an F-adapted process. We claim that
sup
x∈BX
∣∣(Gx)(t, ω)∣∣
Y
<∞, a.e. (t, ω) ∈ (0, T ) ×Ω. (5.11)
In the rest of this step, we shall prove (5.11) by the contradiction argument.
Assume that (5.11) was not true. Then, thanks to the adaptedness of
{
sup
x∈BX
∣∣(Gx)(·)∣∣
Y
}
with
respect to F, there would be a set A ∈M, defined by (5.2), such that µ(A) > 0 (Here µ stands for
the product measure of the Lebesgue measure (on [0, T ]) and the probability measure P) and that
sup
x∈BX
∣∣(Gx)(t, ω)∣∣
Y
=∞, for (t, ω) ∈ A.
Let {xi}∞i=1 be a sequence in BX such that it is dense in BX . Then
sup
i∈N
∣∣(Gxi)(t, ω)∣∣Y = sup
x∈BX
∣∣(Gx)(t, ω)∣∣
Y
=∞, for (t, ω) ∈ A.
For any n ∈ N, we define a sequence of subsets of (0, T ) × Ω in the following way.
A
(n)
1 =
{
(t, ω) ∈ (0, T ) ×Ω
∣∣∣ ∣∣(Gx1)(t, ω)∣∣Y ≥ n},
A
(n)
i =
{
(t, ω) ∈ ((0, T )× Ω) \ ( i−1⋃
k=1
A
(n)
k
) ∣∣∣ ∣∣(Gxi)(t, ω)∣∣Y ≥ n}, if i > 1. (5.12)
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It follows from the adaptedness of
∣∣(Gx)(·)∣∣
Y
that A
(n)
i ∈ M for every i ∈ N and n ∈ N. It is clear
that A ⊂
∞⋃
i=1
A
(n)
i for any n ∈ N and A(n)i ∩A(n)j = ∅ for i 6= j. Hence, we see that
∞∑
i=1
µ(A
(n)
i ) = µ
( ∞⋃
i=1
A
(n)
i
) ≥ µ(A) > 0, for all n ∈ N.
Thus, for each n ∈ N, there is a Nn ∈ N such that
Nn∑
i=1
µ(A
(n)
i ) = µ
( Nn⋃
i=1
A
(n)
i
) ≥ µ(A)
2
> 0. (5.13)
Write
x(n)(t, ω) =
Nn∑
i=1
χ
A
(n)
i
(t, ω)xi. (5.14)
Clearly, {x(n)(t)}t∈[0,T ] is an adapted process. By G ∈ L
(
Lp1
F
(0, T ;Lp2(Ω;X)), Lq1
F
(0, T ;Lq2(Ω;Y ))
)
and |x(n)(t, ω)|X ≤ 1 for a.e. (t, ω) ∈ (0, T ) ×Ω, we find that
|Gx(n)|Lq1
F
(0,T ;Lq2 (Ω;Y )) ≤M
{∫ T
0
[∫
Ω
∣∣∣x(n)(t, ω)∣∣∣p1
X
P(dω)
] p2
p1
dt
} 1
p2
≤MT 1/p2 , for all n ∈ N.
(5.15)
On the other hand, let us choose a n > 2Mµ(A)T
1
p1
+ 1
q′1 . From (5.12)–(5.14), and noting (5.6), we
obtain that
|Gx(n)|Lq1
F
(0,T ;Lq2 (Ω;Y )) ≥ T
− 1
q′
1 |Gx(n)|L1
F
(0,T ;L1(Ω;Y ))
= T
− 1
q′1
Nn∑
i=1
∫
A
(n)
i
∣∣Gxi∣∣Y dtdP = T− 1q′1 Nn∑
i=1
∫
A
(n)
i
∣∣Gxi∣∣Y dµ
≥ T−
1
q′
1 n
Nn∑
i=1
µ(A
(n)
i ) ≥
µ(A)
2
T
− 1
q′
1 n > MT
1
p1 ,
which contradicts the inequality (5.15). Therefore, we conclude that (5.11) holds.
Step 3. By (5.11), for a.e. (t, ω) ∈ (0, T )×Ω, we may define an operator G(t, ω) ∈ L(X,Y ) by
X ∋ x 7→ G(t, ω)x = (Gx)(t, ω). (5.16)
Further, we introduce the following subspace of Lp1
F
(0, T ;Lp2(Ω;X)):
X =
{
u(·) =
m∑
i=1
χAi(·)hi
∣∣∣ m ∈ N, Ai ∈ M, hi ∈ X}.
It is clear that X is dense in Lp1
F
(0, T ;Lp2(Ω;X)). We now define a linear operator G˜ from X to
Lq1
F
(0, T ;Lq2(Ω;Y )) by
X ∋ u(·) =
m∑
i=1
χAi(·)hi 7→ (G˜u)(t, ω) =
m∑
i=1
χAi(t, ω)G(t, ω)hi. (5.17)
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We claim that
(G˜u)(·) = (Gu)(·), ∀ u(·) ∈ X . (5.18)
Indeed, it follows from (5.3) that for any v(·) ∈ Lq′1
F
(0, T ;Lq
′
2(Ω;Y ∗)), and u(·) to be of the form in
(5.17),
E
∫ T
0
〈
(G˜u)(s), v(s)〉
Y,Y ∗
ds = E
∫ T
0
〈 m∑
i=1
χAi(s)G(s)hi, v(s)
〉
Y,Y ∗
ds
= E
∫ T
0
〈 m∑
i=1
χAi(s)
(Ghi)(s), v(s)〉Y,Y ∗ds = m∑
i=1
E
∫ T
0
〈(Ghi)(s), χAi(s)v(s)〉Y,Y ∗ds
=
m∑
i=1
lim
k→∞
E
∫ T
0
〈
Gnk(s)hi, χAi(s)v(s)
〉
Y,Y ∗
ds
= lim
k→∞
E
∫ T
0
〈
Gnk(s)
( m∑
i=1
χAi(s)hi
)
, v(s)
〉
Y,Y ∗
ds = E
∫ T
0
〈
(Gu)(s), v(s)〉
Y,Y ∗
ds.
This gives (5.18).
Recall that G is a bounded linear operator from Lp1
F
(0, T ;Lp2(Ω;X)) to Lq1
F
(0, T ;Lq2(Ω;Y )).
Hence, it is also a bounded linear operator from X to Lq1
F
(0, T ;Lq2(Ω;Y )). By (5.18), we con-
clude that G˜ is a bounded linear operator from X to Lq1
F
(0, T ;Lq2(Ω;Y )). Since X is dense in
Lp1
F
(0, T ;Lp2(Ω;X)), it is clear that G˜ can be uniquely extended as a bounded linear operator from
Lp1
F
(0, T ;Lp2(Ω;X)) to Lq1
F
(0, T ;Lq2(Ω;Y )) (We still denote by G˜ its extension). By (5.18) again,
we conclude that
G˜ = G. (5.19)
It remains to show that(G˜u(·))(t, ω) = G(t, ω)u(t, ω), a.e. (t, ω) ∈ (0, T ) × Ω, (5.20)
for all u ∈ Lp1
F
(0, T ;Lp2(Ω;X)). For this purpose, by the fact that X is dense in Lp1
F
(0, T ;Lp2(Ω;X)),
we may assume that
u(·) =
∞∑
i=1
χAi(·)hi, (5.21)
for some Ai ∈ M and hi ∈ X, i = 1, 2, · · · (Note that here we assume neither Ai
⋂
Aj = ∅ nor
hi 6= hj for i, j = 1, 2, · · · ). For each n ∈ N, write un(·) =
n∑
i=1
χAi(·)hi. From (5.21), it is clear that
u(·) = lim
n→∞
un(·), in Lp1
F
(0, T ;Lp2(Ω;X)). (5.22)
By (5.7), (5.16), (5.17) and (5.22), it is easy to see that
(G˜un(·))(t, ω) = n∑
i=1
χAi(t, ω)G(t, ω)hi (5.23)
is a Cauchy sequence in Lq1
F
(0, T ;Lq2(Ω;Y )). Hence, by (5.23) and recalling that G˜ is a bounded
linear operator from Lp1
F
(0, T ;Lp2(Ω;X)) to Lq1
F
(0, T ;Lq2(Ω;Y )), we conclude that
(G˜u(·))(t, ω) = ∞∑
i=1
χAi(t, ω)G(t, ω)hi. (5.24)
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Combining (5.21) and (5.24), we obtain (5.20).
Finally, by (5.19) and (5.20), the desired result follows. This completes the proof of Theorem
5.1.
From the proof of Theorem 5.1, it is easy to deduce the following result.
Corollary 5.1 Let X and Y be respectively a separable and a reflexive Banach space, and let
Lp(Ω,FT ,P), with 1 ≤ p < ∞, be separable. Let 1 < q1, q2 < ∞. Assume that {Gn}∞n=1 is a
sequence of uniformly bounded, pointwisely defined linear operators from X to Lq1
F
(0, T ;Lq2(Ω;Y )).
Then, there exist a subsequence {Gnk}∞k=1 ⊂ {Gn}∞n=1 and an G ∈ Lpd
(
X, Lq1
F
(0, T ;Lq2(Ω;Y ))
)
such
that
Gx = (w)- lim
k→∞
Gnkx in Lq1F (0, T ;Lq2(Ω;Y )), ∀ x ∈ X.
Moreover, ||G||L(X,Lq1
F
(0,T ;Lq2 (Ω;Y ))) ≤ sup
n∈N
||Gn||L(X, Lq1
F
(0,T ;Lq2 (Ω;Y )).
Proceeding exactly as in the proof of Theorem 5.1, we can show the following “random variable”
and “random variable-stochastic process” versions of Lemma 5.1 (Hence, the detailed proof will be
omitted).
Theorem 5.2 Let X and Y be accordingly a separable and a reflexive Banach space, and let
Lp(Ω,FT ,P), with 1 ≤ p < ∞, be separable. Let 1 ≤ p1 < ∞ and 1 < q1 < ∞. Assume that
{Gn}∞n=1 is a sequence of uniformly bounded, pointwisely defined linear operators from Lp1FT (Ω;X)
to Lq1FT (Ω;Y ). Then, there exist a subsequence {Gnk}∞k=1 ⊂ {Gn}∞n=1 and an G ∈ Lpd
(
Lp1FT (Ω;X),
Lq1FT (Ω;Y )
)
such that
Gu(·) = (w)- lim
k→∞
Gnku(·) in Lq1FT (Ω;Y ), ∀ u(·) ∈ L
p1
FT
(Ω;X).
Moreover, ||L||L(Lp1
FT
(Ω;X), L
q1
FT
(Ω;Y )) ≤ sup
n∈N
||Gn||L(Lp1
FT
(Ω;X), L
q1
FT
(Ω;Y )).
Theorem 5.3 Let X and Y be respectively a separable and a reflexive Banach space, and let
Lp(Ω,FT ,P), with 1 ≤ p < ∞, be separable. Let 1 ≤ p1 < ∞, 1 < q1, q2 < ∞ and 0 ≤ t0 ≤ T .
Assume that {Gn}∞n=1 is a sequence of uniformly bounded, pointwisely defined linear operators from
Lp1Ft0
(Ω;X) to Lq1
F
(t0, T ;L
q2(Ω;Y )). Then, there exist a subsequence {Gnk}∞k=1 ⊂ {Gn}∞n=1 and an
G ∈ Lpd
(
Lp1Ft0
(Ω;X), Lq1
F
(t0, T ;L
q2(Ω;Y ))
)
such that
Gu(·) = (w)- lim
k→∞
Gnku(·) in Lq1F (t0, T ;Lq2(Ω;Y )), ∀ u(·) ∈ Lp1Ft0 (Ω;X).
Moreover, ||G||L(Lp1
Ft0
(Ω;X), L
q1
F
(t0,T ;Lq2(Ω;Y )))
≤ sup
n∈N
||Gn||L(Lp1
Ft0
(Ω;X), L
q1
F
(t0,T ;Lq2(Ω;Y ))
.
Remark 5.3 Similar to Remark 5.2 ii), we see that Lpd
(
X, Lq1
F
(0, T ;Lq2(Ω;Y ))
)
, Lpd
(
Lp1FT (Ω;X),
Lq1FT (Ω;Y )
)
and Lpd
(
Lp1Ft0
(Ω;X), Lq1
F
(t0, T ;L
q2(Ω;Y ))
)
(for any given t0 ∈ [0, T ]) are accordingly
closed linear subspaces of the Banach spaces L(X, Lq1
F
(0, T ;Lq2(Ω;Y ))
)
, L(Lp1FT (Ω;X), Lq1FT (Ω;Y ))
and L(Lp1Ft0 (Ω;X), Lq1F (t0, T ;Lq2(Ω;Y ))).
It is clear that the probability space (Ω,F ,P) plays no special role in the above Theorems
5.1–5.3. For possible applications in other places, we give below a “deterministic” modification of
Theorem 5.1.
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Let (Ω1,M1, µ1) and (Ω2,M2, µ2) be two finite measure spaces. Let M be a sub-σ-field of the
σ-field generated by M1 ×M2, and for any 1 ≤ p, q <∞, let
LpM(Ω1;L
q(Ω2;X)) =
{
ϕ : Ω1 ×Ω2 → X
∣∣∣ ϕ(·) is M-measurable and∫
Ω1
(∫
Ω2
|ϕ(ω1, ω2)|qHdµ2(ω2)
) p
q
dµ1(ω1) <∞
}
.
It is easy to show that LpM(Ω1;L
q(Ω2;X)) is a Banach space with the canonical norm. Similar to
the proof of Theorem 5.1, one can prove the following result:
Theorem 5.4 Let X and Y be respectively a separable and a reflexive Banach space. Let 1 ≤
p1, p2 <∞ and 1 < q1, q2 < ∞, and let Lp1M(Ω1;Lp2(Ω2;C)) be separable. Assume that {Gn}∞n=1 is
a sequence of uniformly bounded, pointwisely defined linear operators from Lp1M(Ω1;L
p2(Ω2;X)) to
Lq1M(Ω1;L
q2(Ω2;Y )). Then, there exist a subsequence {Gnk}∞k=1 ⊂ {Gn}∞n=1 and a G ∈ Lpd
(
Lp1M(Ω1;
Lp2(Ω2;X)), L
q1
M(Ω1;L
q2(Ω2;Y ))
)
(defined similarly as Lpd
(
Lp1
F
(0, T ;Lp2(Ω;X)), Lq1
F
(0, T ;Lq2(Ω;
Y ))
)
) such that
Gu(·) = (w)- lim
k→∞
Gnku(·) in Lq1M(Ω1;Lq2(Ω2;Y )), ∀ u(·) ∈ Lp1M(Ω1;Lp2(Ω2;X)).
Moreover, ||G||L(Lp1
M
(Ω1;Lp2(Ω2;X)), L
q1
M
(Ω1;Lq2 (Ω2;Y )))
≤ sup
n∈N
||Gn||L(Lp1
M
(Ω1;Lp2(Ω2;X)), L
q1
M
(Ω1;Lq2(Ω2;Y ))
.
6 Well-posedness of the operator-valued BSEEs in the general
case
This section is addressed to proving the well-posedness result for the equation (1.10) with general
data in the sense of relaxed transposition solution, to be defined later.
Write
Q[0, T ]△=
{(
Q(·), Q̂(·)
) ∣∣∣ For any t ∈ [0, T ], both Q(t) and Q̂(t) are bounded linear operators
from L4Ft(Ω;H)× L2F(t, T ;L4(Ω;H))× L2F(t, T ;L4(Ω;H)) to L2F(t, T ;L
4
3 (Ω;H))
and Q(t)(0, 0, ·)∗ = Q̂(t)(0, 0, ·)
}
.
(6.1)
We now define the relaxed transposition solution to (1.10) as follows:
Definition 6.1 We call
(
P (·), Q(·), Q̂(·)) ∈ DF,w([0, T ];L 43 (Ω;L(H))) ×Q[0, T ] a relaxed transpo-
sition solution to (1.10) if for any t ∈ [0, T ], ξ1, ξ2 ∈ L4Ft(Ω;H), u1(·), u2(·) ∈ L2F(t, T ;L4(Ω;H))
and v1(·), v2(·) ∈ L2F(t, T ;L4(Ω;H)), it holds that
E
〈
PTx1(T ), x2(T )
〉
H
− E
∫ T
t
〈
F (s)x1(s), x2(s)
〉
H
ds
= E
〈
P (t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P (s)u1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)x1(s), u2(s)
〉
H
ds
+E
∫ T
t
〈
P (s)K(s)x1(s), v2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)v1(s),K(s)x2(s) + v2(s)
〉
H
ds
+E
∫ T
t
〈
v1(s), Q̂
(t)(ξ2, u2, v2)(s)
〉
H
ds+ E
∫ T
t
〈
Q(t)(ξ1, u1, v1)(s), v2(s)
〉
H
ds.
(6.2)
Here, x1(·) and x2(·) solve (1.13) and (1.14), respectively.
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Remark 6.1 It is easy to see that, if
(
P (·), Q(·)) is a transposition solution to (1.10), then(
P (·), Q(·), Q̂(·)) is a relaxed transposition solution to the same equation, where (Recall Lemma
2.6 for U(·, t), V (·, t) and W (·, t))
Q(t)(ξ, u, v) = Q(·)U(·, t)ξ +Q(·)V (·, t)u + Q(·)W (·, t) +
(
Q(·)∗W (·, t))∗
2
v,
Q̂(t)(ξ, u, v) = Q(·)∗U(·, t)ξ +Q(·)∗V (·, t)u+ Q(·)
∗W (·, t) + (Q(·)W (·, t))∗
2
v,
for any (ξ, u, v) ∈ L4Ft(Ω;H)×L2F(t, T ;L4(Ω;H))×L2F(t, T ;L4(Ω;H)). However, it is unclear how
to obtain a transposition solution
(
P (·), Q(·)) to (1.10) by means of its relaxed transposition solution(
P (·), Q(·), Q̂(·)). It seems that this is possible but we cannot do it at this moment.
We have the following well-posedness result for the equation (1.10).
Theorem 6.1 Assume that H is a separable Hilbert space, and LpFT (Ω;C) (1 ≤ p < ∞) is a
separable Banach space. Then, for any PT ∈ L2FT (Ω;L(H)), F ∈ L1F(0, T ;L2(Ω;L(H))) and J,K ∈
L4
F
(0, T ;L∞(Ω;L(H))), the equation (1.10) admits one and only one relaxed transposition solution(
P (·), Q(·), Q̂(·)) ∈ DF,w([0, T ];L 43 (Ω;L(H)))×Q[0, T ]. Furthermore,
||P ||
L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
+ sup
t∈[0,T ]
∣∣∣∣(Q(t), Q̂(t))∣∣∣∣(
L(L4
Ft
(Ω;H)×L2
F
(t,T ;L4(Ω;H))×L2
F
(t,T ;L4(Ω;H)), L2
F
(t,T ;L
4
3 (Ω;H))
)2
≤ C
[
|F |L1
F
(0,T ; L2(Ω;L(H))) + |PT |L2
FT
(Ω; L(H))
]
.
(6.3)
Proof : We consider only the case that H is a real Hilbert space (The case of complex Hilbert
spaces can be treated similarly). The proof is divided into several steps.
Step 1. In this step, we introduce a suitable approximation to the equation (1.10).
Let {en}∞n=1 be an orthonormal basis of H and {Γn}∞n=1 be the standard projection operator
from H onto its subspace span {e1, e2, · · · , en}, that is, Γnx =
n∑
i=1
xiei for any x =
∞∑
i=1
xiei ∈ H.
Write Hn = ΓnH. It is clear that, for each n ∈ N, Hn is isomorphic to the n-dimensional Euclidean
space Rn. In the sequel, we identify Hn by R
n, and hence L(Hn) = L(Rn) is the set of all n × n
(real) matrices. For any M1,M2 ∈ L(Rn), put
〈
M1,M2
〉
L(Rn)
= tr (M1M
⊤
2 ). It is easy to check
that
〈·, ·〉
L(Rn)
is an inner product on L(Rn), and L(Rn) is a Hilbert space with this inner product.
Consider the following matrix-valued BSDE:
dPn,λ = −(A∗λ,n + J∗n)Pn,λdt− Pn,λ(Aλ,n + Jn)dt−K∗nPn,λKndt
−(K∗nQn,λ +Qn,λKn)dt+ Fndt+Qn,λdw(t) in [0, T ),
Pn,λ(T ) = PnT ,
(6.4)
where λ ∈ ρ(A), Aλ,n = ΓnAλΓn, Aλ (as before) stands for the Yosida approximation of A,
Jn = ΓnJΓn, Kn = ΓnKΓn, Fn = ΓnFΓn and P
n
T = ΓnPTΓn.
The solution to (6.4) is understood in the transposition sense. According to Theorem 3.1 (or
[18, Theorem 4.1]), the equation (6.4) admits a unique transposition solution (Pn,λ(·), Qn,λ(·)) ∈
DF([0, T ];L
2(Ω;L(Rn))) × L2
F
(0, T ;L2(Ω;L(Rn))) such that, for any t ∈ [0, T ], Un1 (·) ∈ L1F(t, T ;
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L2(Ω;L(Rn))), V n1 (·) ∈ L2F(t, T ;L2(Ω;L(Rn))) and η ∈ L2Ft(Ω;L(Rn)), and the corresponding solu-
tion Xn(·) ∈ CF([t, T ];L2(Ω;L(Rn))) of the following equation:{
dXn = Un1 ds+ V
n
1 dw(s) in (t, T ],
Xn(t) = η,
(6.5)
it holds that
E
〈
Xn(T ), PnT
〉
L(Rn)
− E
∫ T
t
〈
Xn(s),Φn,λ(s)
〉
L(Rn)
ds
= E
〈
η, Pn,λ(t)
〉
L(Rn)
+ E
∫ T
t
〈
Un1 (s), P
n,λ(s)
〉
L(Rn)
ds+ E
∫ T
t
〈
V n1 (s), Q
n,λ(s)
〉
L(Rn)
ds,
(6.6)
where
Φn,λ = −(A∗λ,n + J∗n)Pn,λ − Pn,λ(Aλ,n + Jn)−K∗nPn,λKn −K∗nQn,λ −Qn,λKn + Fn. (6.7)
Clearly, (6.4) can be regarded as finite dimensional approximations of the equation (1.10). In
the rest of the proof, we shall construct the desired solution to the equation (1.10) by means of the
solutions to (6.4).
Step 2. This step is devoted to introducing suitable finite approximations of the equations
(1.13) and (1.14).
We approximate accordingly (1.13) and (1.14) by the following finite dimensional systems:{
dxn,λ1 = (Aλ,n + Jn)x
n,λ
1 ds+ u
n
1ds+Knx
n,λ
1 dw(s) + v
n
1 dw(s) in (t, T ],
xn,λ1 (t) = ξ
n
1
(6.8)
and {
dxn,λ2 = (Aλ,n + Jn)x
n,λ
2 ds+ u
n
2ds+Knx
n,λ
2 dw(s) + v
n
2 dw(s) in (t, T ],
xn,λ2 (t) = ξ
n
2 .
(6.9)
Here ξn1 = Γnξ1, ξ
n
2 = Γnξ2, u
n
1 (·) = Γnu1(·), un2 (·) = Γnu2(·), vn1 (·) = Γnv1(·) and vn2 (·) = Γnv2(·).
It is easy to see that both (6.8) and (6.9) are stochastic differential equations. Obviously, ξn1 , ξ
n
2 ∈
L4Ft(Ω;R
n), un1 , u
n
2 ∈ L2F(t, T ;L4(Ω;Rn)) and vn1 , vn2 ∈ L2F(t, T ;L4(Ω;Rn)). One can easily check
that, for k = 1, 2, 
lim
n→∞
ξnk = ξk in L
4
Ft(Ω;H),
lim
n→∞
unk = uk in L
2
F(t, T ;L
4(Ω;H)),
lim
n→∞
vnk = vk in L
2
F(t, T ;L
4(Ω;H)).
(6.10)
Then, similar to Lemma 2.7, one can show that
lim
n→∞
xn,λk = x
λ
k in L
4
F(Ω;C([t, T ];H)), k = 1, 2. (6.11)
Hence, by Lemma 2.7, we obtain that
lim
λ→∞
lim
n→∞
xn,λk = xk in CF([t, T ];L
4(Ω;H)), k = 1, 2. (6.12)
Denote by Un,λ(·, ·) the bounded linear operator such that Un,λ(·, t)ξn1 solves the equation (6.8)
with un1 = v
n
1 = 0. Clearly, Un,λ(·, t)ξn2 solves the equation (6.9) with un2 = vn2 = 0. We claim that
that for any λ ∈ ρ(A), there is a constant C(λ) > 0 such that for all n ∈ N, it holds that
|Un,λ(·, t)ξn1 |L∞
F
(t,T ;L4(Ω;H)) ≤ C(λ)|ξ1|L4
Ft
(Ω;H). (6.13)
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Indeed, by
xn,λ1 (s) = Sn,λ(s− t)ξn1 +
∫ s
t
Sn,λ(s − τ)Jn(τ)xn,λ1 (τ)dτ +
∫ s
t
Sn,λ(s− τ)Kn(τ)xn,λ1 (τ)dw(τ),
noting that for all n ∈ N, |Sn,λ(·)|L∞(0,T ;L(H)) ≤ e||Aλ||L(H)T and utilizing Lemma 2.1, we obtain that
E|Un,λ(s, t)ξn1 |4H
= E
∣∣∣Sn,λ(s − t)ξn1 + ∫ s
t
Sn,λ(s− τ)J(τ)Un,λ(τ, t)ξn1 dτ +
∫ s
t
Sn,λ(s− τ)K(τ)Un,λ(τ, t)ξn1 dw
∣∣∣4
H
≤ C(λ)E|ξ1|4H + C(λ)
∫ s
t
[
|J(τ)|4L∞(Ω;L(H)) + |K(τ)|4L∞(Ω;L(H))
]
|Un,λ(τ, t)ξn1 |4Hdτ.
This, together with Gronwall’s inequality, implies (6.13).
Also, denote by Uλ(·, ·) the bounded linear operator such that Uλ(·, t)ξ1 solves the equation
(2.11) with u1 = v1 = 0. Clearly, Uλ(·, t)ξ2 solves the equation (2.12) with u2 = v2 = 0. We claim
that that there is a constant C > 0 such that for any λ ∈ ρ(A) it holds that
|Uλ(·, t)ξ1|L∞
F
(t,T ;L4(Ω;H)) ≤ C|ξ1|L4
Ft
(Ω;H). (6.14)
Indeed, similar to the above proof of (6.13), by (2.14) and utilizing Lemma 2.1, we obtain that
E|Uλ(s, t)ξ1|4H
= E
∣∣∣Sλ(s− t)ξ1 + ∫ s
t
Sλ(s− τ)J(τ)Uλ(τ, t)ξ1dτ +
∫ s
t
Sλ(s − τ)K(τ)Uλ(τ, t)ξ1dw
∣∣∣4
H
≤ CE|ξ1|4H + C
∫ s
t
[
|J(τ)|4L∞(Ω;L(H)) + |K(τ)|4L∞(Ω;L(H))
]
|Uλ(τ, t)ξ1|4Hdτ.
Hence (6.14) follows from Gronwall’s inequality.
Step 3. In this step, we show that (Pn,λ(·), Qn,λ(·)) satisfies a variational equality, which can
be viewed as an approximation of (1.17).
Denote by Xn,λ the tensor product of xn,λ1 and x
n,λ
2 , i.e., X
n,λ = xn,λ1 ⊗ xn,λ2 . Since
d(xn,λ1 ⊗ xn,λ2 )
=
(
dxn,λ1
)⊗ xn,λ2 + xn,λ1 ⊗ d(xn,λ2 )+ (dxn,λ1 )⊗ d(xn,λ2 )
=
[(
Aλ,n + Jn
)
xn,λ1
]
⊗ xn,λ2 ds+ xn,λ1 ⊗
[(
Aλ,n + Jn
)
xn,λ2
]
ds
+
[
un1 ⊗ xn,λ2 +xn,λ1 ⊗ un2+
(
Knx
n,λ
1
)⊗ (Knxn,λ2 )+(Knxn,λ1 )⊗ vn2+vn1 ⊗ (Knxn,λ2 )+vn1 ⊗ vn2 ]ds
+
[
Knx
n,λ
1 ⊗ xn,λ2 + xn,λ1 ⊗
(
Knx
n,λ
2
)
+ vn1 ⊗ xn,λ2 + xn,λ1 ⊗ vn2
]
dw(s),
we see that Xn,λ solves the following equation:{
dXn,λ = αn,λds+ βn,λdw(s) in (t, T ],
Xn,λ(t) = ξn1 ⊗ ξn2 ,
(6.15)
where
αn,λ =
[(
Aλ,n + Jn
)
xn,λ1
]
⊗ xn,λ2 + xn,λ1 ⊗
[(
Aλ,n + Jn
)
xn,λ2
]
+ un1 ⊗ xn,λ2 + xn,λ1 ⊗ un2
+
(
Knx
n,λ
1
)⊗ (Knxn,λ2 )+ (Knxn,λ1 )⊗ vn2 + vn1 ⊗ (Knxn,λ2 )+ vn1 ⊗ vn2 ,
βn,λ = Knx
n,λ
1 ⊗ xn,λ2 + xn,λ1 ⊗
(
Knx
n,λ
2
)
+ vn1 ⊗ xn,λ2 + xn,λ1 ⊗ vn2 .
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Recalling that (Pn,λ(·), Qn,λ(·)) is the transposition solution to (6.4), by (6.6) and (6.15), we
obtain that
E
〈
xn,λ1 (T )⊗ xn,λ2 (T ), PnT
〉
L(Rn)
− E
∫ T
t
〈
xn,λ1 (s)⊗ xn,λ2 (s),Φn,λ(s)
〉
L(Rn)
ds
=
〈
ξ1 ⊗ ξ2, Pn,λ(t)
〉
L(Rn)
+ E
∫ T
t
〈
αn,λ(s), Pn,λ(s)
〉
L(Rn)
ds
+E
∫ T
t
〈
βn,λ(s), Qn,λ(s)
〉
L(Rn)
ds,
(6.16)
where Φn,λ(·) is given by (6.7).
A direct computation shows that
E
∫ T
t
〈
xn,λ1 (s)⊗ xn,λ2 (s),Φn,λ(s)
〉
L(Rn)
ds = E
∫ T
t
〈
Φn,λ(s)xn,λ1 (s), x
n,λ
2 (s)
〉
Rn
ds
= −E
∫ T
t
〈
Pn,λxn,λ1 (s),
(
Aλ,n+Jn
)
xn,λ2 (s)
〉
Rn
ds−E
∫ T
t
〈
Pn,λ
(
Aλ,n+Jn
)
xn,λ1 (s), x
n,λ
2 (s)
〉
Rn
ds
−E
∫ T
t
〈
Pn,λKnx
n,λ
1 (s),Knx
n,λ
2 (s)
〉
Rn
ds− E
∫ T
t
〈
Qn,λxn,λ1 (s),Knx
n,λ
2 (s)
〉
Rn
ds
−E
∫ T
t
〈
Qn,λKnx
n,λ
1 (s), x
n,λ
2 (s)
〉
Rn
ds+ E
∫ T
t
〈
Fnx
n,λ
1 (s), x
n,λ
2 (s)
〉
Rn
ds.
(6.17)
Next,
E
∫ T
t
〈
αn,λ(s), Pn,λ(s)
〉
L(Rn)
ds
= E
∫ T
t
〈
Pn,λ(s)
(
Aλ,n + Jn
)
xn,λ1 (s), x
n,λ
2 (s)
〉
Rn
ds
+E
∫ T
t
〈
Pn,λ(s)xn,λ1 (s),
(
Aλ,n + Jn
)
xn,λ2 (s)
〉
Rn
ds
+E
∫ T
t
〈
Pn,λ(s)un1 (s), x
n,λ
2 (s)
〉
Rn
ds+ E
∫ T
t
〈
Pn,λ(s)xn,λ1 (s), u
n
2 (s)
〉
Rn
ds
+E
∫ T
t
〈
Pn,λ(s)Knx
n,λ
1 (s),Knx
n,λ
2 (s)
〉
Rn
ds+ E
∫ T
t
〈
Pn,λ(s)Knx
n,λ
1 (s), v
n
2 (s)
〉
Rn
ds
+E
∫ T
t
〈
Pn,λ(s)vn1 (s),Knx
n,λ
2 (s)
〉
Rn
ds + E
∫ T
t
〈
Pn,λ(s)vn1 (s), v
n
2 (s)
〉
Rn
ds.
(6.18)
Further,
E
∫ T
t
〈
βn,λ(s), Qn,λ(s)
〉
L(Rn)
ds
= E
∫ T
t
〈
Qn,λ(s)Knx
n,λ
1 (s), x
n,λ
2 (s)
〉
Rn
ds+ E
∫ T
t
〈
Qn,λ(s)xn,λ1 (s),Knx
n,λ
2 (s)
〉
Rn
ds
+E
∫ T
t
〈
Qn,λ(s)vn1 (s), x
n,λ
2 (s)
〉
Rn
ds + E
∫ T
t
〈
Qn,λ(s)xn,λ1 (s), v
n
2 (s)
〉
Rn
ds.
(6.19)
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From (6.16)–(6.19), we arrive at
E
〈
PnT x
n,λ
1 (T ), x
n,λ
2 (T )
〉
Rn
− E
∫ T
t
〈
Fn(s)x
n,λ
1 (s), x
n,λ
2 (s)
〉
Rn
ds
= E
〈
Pn,λ(t)ξn1 , ξ
n
2
〉
Rn
+ E
∫ T
t
〈
Pn,λ(s)un1 (s), x
n,λ
2 (s)
〉
Rn
ds
+E
∫ T
t
〈
Pn,λ(s)xn,λ1 (s), u
n
2 (s)
〉
Rn
ds+ E
∫ T
t
〈
Pn,λ(s)Kn(s)x
n,λ
1 (s), v
n
2 (s)
〉
Rn
ds
+E
∫ T
t
〈
Pn,λ(s)vn,λ1 (s),Kn(s)x
n,λ
2 (s) + v
n
2 (s)
〉
Rn
ds
+E
∫ T
t
〈
Qn,λ(s)vn1 (s), x
n,λ
2 (s)
〉
Rn
ds+ E
∫ T
t
〈
Qn,λ(s)xn,λ1 (s), v
n
2 (s)
〉
Rn
ds.
(6.20)
From the above Rn×n-valued processes Pn,λ(·) and Qn,λ(·), one obtains two L(H)-valued pro-
cesses Pn,λ(·)Γn and Qn,λ(·)Γn. To simply the notations, we simply identify Pn,λ(·) (resp. Qn,λ(·))
and Pn,λ(·)Γn (resp. Qn,λ(·)Γn).
Step 4. In this step, we take n → ∞ in (6.20) with t ∈ {rj}∞j=1. Here {rj}∞j=1 stands for the
subset of all rational numbers in [0, T ].
In the sequel, we fix a sequence {λm}∞m=1 ⊂ ρ(A) such that λm →∞ as m→∞.
Choose un1 = v
n
1 = 0 and u
n
2 = v
n
2 = 0 in (6.8) and (6.9), respectively. From the equality (6.20),
it follows that
E
〈
PnT x
n,λm
1 (T ), x
n,λm
2 (T )
〉
Rn
−E
∫ T
t
〈
Fn(s)x
n,λm
1 (s), x
n,λm
2 (s)
〉
Rn
ds = E
〈
Pn,λm(t)ξn1 , ξ
n
2
〉
Rn
. (6.21)
Combing (6.13) and (6.21), we find that∣∣∣E〈Pn,λm(t)ξn1 , ξn2 〉H ∣∣∣ = ∣∣∣E〈Pn,λm(t)ξn1 , ξn2 〉Rn∣∣∣
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ; L2(Ω;L(H)))
)|ξ1|L4
Ft
(Ω;H)|ξ2|L4
Ft
(Ω;H).
(6.22)
Here and henceforth C(λm) denotes a generic constant depending only on λm, independent of n.
For Pn,λm(t), we can find a ξ1,n,m ∈ L4Ft(Ω;H) with |ξ1,n,m|L4Ft (Ω;H) = 1 such that∣∣Pn,λm(t)ξ1,n,m∣∣
L
4
3
Ft
(Ω;H)
≥ 1
2
∣∣Pn,λm(t)∣∣
L2
Ft
(Ω;L(H))
. (6.23)
Moreover, we can find a ξ2,n,m ∈ L4Ft(Ω;H) with |ξ2,n,m|L4Ft (Ω;H) = 1 such that
E
〈
Pn,λm(t)ξ1,n,m, ξ2,n,m
〉
Rn
≥ 1
2
∣∣Pn,λm(t)ξn,m1 ∣∣
L
4
3
Ft
(Ω;H)
. (6.24)
From (6.22)–(6.24), we obtain that
|Pn,λm |L∞
F
(0,T ;L2(Ω;L(H))) ≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)
, ∀ n ∈ N. (6.25)
Thanks to Theorem 5.1, one can find a P λm ∈ Lpd
(
L2
F
(0, T ;L4(Ω;H)), L2
F
(0, T ;L
4
3 (Ω;H))
)
such
that
||P λm ||
L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)
, (6.26)
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and a subsequence {n(1)k }∞k=1 ⊂ {n}∞n=1 such that
(w)- lim
k→∞
Pn
(1)
k
,λmu = P λmu in L2F(0, T ;L
4
3 (Ω;H)), ∀ u ∈ L2F(0, T ;L4(Ω;H)). (6.27)
Note that, by means of the standard diagonalisation argument, one can choose the subsequence
{n(1)k }∞k=1 to be independent of λm.
Next, by Theorem 5.2, for each rj and λm, there exist an R
(rj ,λm) ∈ Lpd
(
L4Frj
(Ω;H), L
4
3
Frj
(Ω;H)
)
and a subsequence {n(2)k }∞k=1 ⊂ {n(1)k }∞k=1 such that
(w)- lim
k→∞
Pn
(2)
k
,λm(rj)ξ = R
(rj ,λm)ξ in L
4
3
Frj
(Ω;H), ∀ ξ ∈ L4Frj (Ω;H). (6.28)
Here, again, by the diagonalisation argument, one can choose the subsequence {n(2)k }∞k=1 to be
independent of rj and λm.
Let un1 = v
n
1 = 0 and ξ
n
2 = 0, u
n
2 = 0 in (6.8) and (6.9), respectively. From (6.20), we find that
E
∫ T
t
〈
Qn,λm(s)Un,λm(s, t)ξ
n
1 , v
n
2 (s)
〉
H
ds
= E
∫ T
t
〈
Qn,λm(s)Un,λm(s, t)ξ
n
1 , v
n
2 (s)
〉
Rn
ds
= E
〈
PnT x
n,λm
1 (T ), x
n,λm
2 (T )
〉
Rn
− E
∫ T
t
〈
Fn(s)x
n,λm
1 (s), x
n,λm
2 (s)
〉
Rn
ds
−E
∫ T
t
〈
Pn,λm(s)Kn(s)x
n,λm
1 (s), v
n
2 (s)
〉
Rn
ds.
This implies that
E
∫ T
t
〈
Qn,λm(s)Un,λm(s, t)ξ
n
1 , v
n
2 (s)
〉
H
ds
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)|ξ1|L4
Ft
(Ω;H)|v2|L2
F
(t,T ;L4(Ω;H)).
(6.29)
We define two operators Qn,λm,t1 and Q̂
n,λm,t
1 from L
4
Ft
(Ω;H) to L2
F
(t, T ;L
4
3 (Ω;H)) as follows:{
Qn,λm,t1 ξ = Q
n,λm(·)Un,λm(·, t)ξn, ∀ ξ ∈ L4Ft(Ω;H);
Q̂n,λm,t1 ξ = Q
n,λm(·)∗Un,λm(·, t)ξn, ∀ ξ ∈ L4Ft(Ω;H).
Here ξn = Γnξ. It is clear that Q
n,λm,t
1 , Q̂
n,λm,t
1 ∈ L(L4Ft(Ω;H), L2F(t, T ;L
4
3 (Ω;H))). For any given
n, λm and t, we can find a ξ
n,m,t
1 ∈ L4Ft(Ω;H) with |ξ
n,m,t
1 |L4Ft (Ω;H) = 1, such that∣∣Qn,λm,t1 ξn,m,t1 ∣∣L2
F
(t,T ;L
4
3 (Ω;H))
≥ 1
2
∣∣∣∣Qn,λm,t1 ∣∣∣∣L(L4
Ft
(Ω;H), L2
F
(t,T ;L
4
3 (Ω;H)))
. (6.30)
Furthermore, we can find a vn,m,t2 (·) ∈ L2F(t, T ;L4(Ω;H)) with |vn,m,t2 (·)|L2
F
(t,T ;L4(Ω;H)) = 1 such
that
E
∫ T
t
〈
Qn,λm,t(s)Un,λm(s, t)ξ
n,m,t
1 , v
n,m,t
2 (s)
〉
H
ds ≥ 1
2
∣∣Qn,λm,t1 ξn,m,t1 ∣∣L2
F
(t,T ;L
4
3 (Ω;H))
. (6.31)
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Hence, combining (6.29), (6.30) and (6.31), it follows that∣∣∣∣Qn,λm,t1 ∣∣∣∣L(L4
Ft
(Ω;H), L2
F
(t,T ;L
4
3 (Ω;H)))
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)
. (6.32)
Similarly,∣∣∣∣Q̂n,λm,t1 ∣∣∣∣L(L4
Ft
(Ω;H), L2
F
(t,T ;L
4
3 (Ω;H)))
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)
. (6.33)
By Lemma 5.1, for each rj and λm, there exist two bounded linear operators Q
λm,rj
1 and Q̂
λm,rj
1 ,
from L4Frj
(Ω;H) to L
4
3
F
(rj , T ;L
4
3 (Ω;H)), and a subsequence {n(3)k }∞k=1 ⊂ {n(2)k }∞n=1, independent of
rj and λm, such that
(w)- lim
k→∞
Q
n
(3)
k
,λm,rj
1 ξ = Q
λm,rj
1 ξ in L
2
F(rj , T ;L
4
3 (Ω;H)), ∀ ξ ∈ L4Frj (Ω;H),
(w)- lim
k→∞
Q̂
n
(3)
k
,λm,rj
1 ξ = Q̂
λm,rj
1 ξ in L
2
F(rj , T ;L
4
3 (Ω;H)), ∀ ξ ∈ L4Frj (Ω;H).
(6.34)
Next, we choose ξn1 = 0, v
n
1 = 0 in (6.8) and ξ
n
2 = 0, u
n
2 = 0 in (6.9). From (6.20), we obtain
that
E
〈
PnT x
n,λm
1 (T ), x
n,λm
2 (T )
〉
Rn
− E
∫ T
t
〈
Fn(s)x
n,λm
1 (s), x
n,λm
2 (s)
〉
Rn
ds
= E
∫ T
t
〈
Pn,λm(s)un1 (s), x
n,λm
2 (s)
〉
Rn
ds+ E
∫ T
t
〈
Pn,λm(s)Kn(s)x
n,λm
1 (s), v
n
2 (s)
〉
Rn
ds
+E
∫ T
t
〈
Qn,λm(s)xn,λm1 (s), v
n
2 (s)
〉
Rn
ds.
(6.35)
Define an operator Qn,λm,t2 from L
2
F
(t, T ;L4(Ω;H)) to L2
F
(t, T ;L
4
3 (Ω;H)) as follows:(
Qn,λm,t2 u
)
(·) = Qn,λm(·)
∫ ·
t
Un,λm(·, τ)un(τ)dτ, ∀u ∈ L2F(t, T ;L4(Ω;H)),
where un = Γnu. From (6.35), we get that
E
∫ T
t
〈(
Qn,λm,t2 u
n
1
)
(s), vn2 (s)
〉
H
ds =
∫ T
t
〈(
Qn,λm,t2 u
n
1
)
(s), vn2 (s)
〉
Rn
ds
= E
〈
PnT x
n,λm
1 (T ), x
n,λm
2 (T )
〉
Rn
− E
∫ T
t
〈
Fn(s)x
n,λm
1 (s), x
n,λm
2 (s)
〉
Rn
ds
−E
∫ T
t
〈
Pn,λm(s)un1 (s), x
n,λm
2 (s)
〉
Rn
ds− E
∫ T
t
〈
Pn,λm(s)Kn(s)x
n,λm
1 (s), v
n
2 (s)
〉
Rn
ds
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)|u1|L2
F
(t,T ;L4(Ω;H))|v2|L2
F
(t,T ;L4(Ω;H)).
(6.36)
Let us choose a un,m,t1 ∈ L2F(t, T ;L4(Ω;H)) satisfying |un,m,t1 |L2
F
(t,T ;L4(Ω;H)) = 1, such that∣∣Qn,λm,t2 un,m,t1 ∣∣L2
F
(t,T ;L
4
3 (Ω;H))
≥ 1
2
∣∣∣∣Qn,λm,t2 ∣∣∣∣L(L2
F
(t,T ;L4(Ω;H)), L2
F
(t,T ;L
4
3 (Ω;H)))
. (6.37)
Then we choose a vn,m,t2 ∈ L2F(t, T ;L4(Ω;H)) satisfying |vn,m,t2 |L2
F
(t,T ;L4(Ω;H)) = 1, such that
E
∫ T
t
〈(
Qn,λm,t2 u
n,m,t
1
)
(s), vn,m,t2 (s)
〉
H
ds ≥ 1
2
∣∣Qn,λm,t2 un,m,t1 ∣∣L2
F
(t,T ;L
4
3 (Ω;H))
. (6.38)
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From (6.36)–(6.38), we see that∣∣∣∣Qn,λm,t2 ∣∣∣∣
L(L2
F
(t,T ;L4(Ω;H)), L
4
3
F
(t,T ;L
4
3 (Ω;H)))
≤ C(λm)
(|PT |L2
FT
(Ω;L(H))+ |F |L1
F
(0,T ;L2(Ω;L(H)))
)
. (6.39)
Also, we define an operator Q̂n,λm,t2 from L
2
F
(t, T ;L4(Ω;H)) to L2
F
(t, T ;L
4
3 (Ω;H)) as follows:
(
Q̂n,λm,t2 u
)
(·) = Qn,λm(·)∗
∫ ·
t
Un,λm(·, τ)un(τ)dτ, ∀u ∈ L2F(t, T ;L4(Ω;H)),
where un = Γnu. By a similar argument to derive the inequality (6.39), we find that∣∣∣∣Q̂n,λm,t2 ∣∣∣∣
L(L2
F
(t,T ;L4(Ω;H)), L
4
3
F
(t,T ;L
4
3 (Ω;H)))
≤ C(λm)
(|PT |L2
FT
(Ω;L(H))+ |F |L1
F
(0,T ;L2(Ω;L(H)))
)
. (6.40)
By Lemma 5.1, we conclude that, for each rj and λm, there exist two bounded linear operators
Q
λm,rj
2 and Q̂
λm,rj
2 from L
2
F
(rj , T ;L
4(Ω;H)) to L2
F
(rj , T ;L
4
3 (Ω;H)) and a subsequence {n(4)k }∞k=1 ⊂
{n(3)k }∞n=1, independent of rj and λm, such that
(w)- lim
k→∞
Q
n
(4)
k
,λm,rj
2 u = Q
λm,rj
2 u in L
2
F(rj , T ;L
4
3 (Ω;H)), ∀ u ∈ L2F(rj , T ;L4(Ω;H)),
(w)- lim
k→∞
Q̂
n
(4)
k
,λm,rj
2 u = Q̂
λm,rj
2 u in L
2
F(rj , T ;L
4
3 (Ω;H)), ∀ u ∈ L2F(rj , T ;L4(Ω;H)).
(6.41)
Now, we choose ξn1 = 0 and u
n
1 = 0 in (6.8), and ξ
n
2 = 0 and u
n
2 = 0 in (6.9). From (6.20), we
obtain that
E
〈
PnT x
n,λm
1 (T ), x
n,λm
2 (T )
〉
Rn
− E
∫ T
t
〈
Fn(s)x
n,λm
1 (s), x
n,λm
2 (s)
〉
Rn
ds
= E
∫ T
t
〈
Pn,λm(s)Kn(s)x
n,λm
1 (s), v
n
2 (s)
〉
Rn
ds+E
∫ T
t
〈
Pn,λm(s)vn1 (s),Kn(s)x
n,λm
2 (s)+v
n
2 (s)
〉
Rn
ds
+E
∫ T
t
〈
Qn,λm(s)vn1 (s), x
n,λm
2 (s)
〉
Rn
ds+ E
∫ T
t
〈
Qn,λm(s)xn,λm1 (s), v
n
2 (s)
〉
Rn
ds.
(6.42)
Let us define a bilinear functional Bn,λm,t(·, ·) on L2F(t, T ;L4(Ω;H))×L2F(t, T ;L4(Ω;H)) as follows:
Bn,λm,t(v1, v2)
= E
∫ T
t
〈
Qn,λm(s)vn1 (s), x
n,λm
2 (s)
〉
Rn
ds+ E
∫ T
t
〈
Qn,λm(s)xn,λm1 (s), v
n
2 (s)
〉
Rn
ds,
∀ v1, v2 ∈ L2F(t, T ;L4(Ω;H)).
(6.43)
It is easy to check that Bn,λm,t(·, ·) is a bounded bilinear functional. From (6.42), it follows that
B
n
(4)
k
,λm,t
(v1, v2)
= E
〈
P
n
(4)
k
T x
n
(4)
k
,λm
1 (T ), x
n
(4)
k
,λm
2 (T )
〉
R
n
(4)
k
− E
∫ T
t
〈
F
n
(4)
k
(s)x
n
(4)
k
,λm
1 (s), x
n
(4)
k
,λm
2 (s)
〉
R
n
(4)
k
ds
−E
∫ T
t
〈
Pn
(4)
k
,λm(s)K
n
(4)
k
(s)x
n
(4)
k
,λm
1 (s), v
n
(4)
k
2 (s)
〉
R
n
(4)
k
ds
−E
∫ T
t
〈
Pn
(4)
k
,λm(s)v
n
(4)
k
1 (s),Kn(4)
k
(s)x
n
(4)
k
,λm
2 (s) + v
n
(4)
k
2 (s)
〉
R
n
(4)
k
ds.
(6.44)
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From the definition of P λm , x
n
(4)
k
1 and x
n
(4)
k
2 , we find that
lim
k→∞
E
〈
P
n
(4)
k
T x
n
(4)
k
,λm
1 (T ), x
n
(4)
k
,λm
2 (T )
〉
R
n
(3)
k
= E
〈
PTx
λm
1 (T ), x
λm
2 (T )
〉
H
,
lim
k→∞
E
∫ T
t
〈
F
n
(3)
k
(s)x
n
(4)
k
,λm
1 (s), x
n
(4)
k
,λm
2 (s)
〉
R
n
(4)
k
ds = E
∫ T
t
〈
F (s)xλm1 (s), x
λm
2 (s)
〉
H
ds,
lim
k→∞
E
∫ T
t
〈
Pn
(4)
k
,λm(s)K
n
(4)
k
(s)x
n
(4)
k
,λm
1 (s),v
n
(4)
k
2 (s)
〉
R
n
(4)
k
ds=E
∫ T
t
〈
P λm(s)K(s)xλm1 (s),v2(s)
〉
H
ds,
lim
k→∞
E
∫ T
t
〈
Pn
(4)
k
,λm(s)v
n
(4)
k
1 (s),Kn(4)
k
(s)x
n
(4)
k
,λm
2 (s) + v
n
(4)
k
2 (s)
〉
R
n
(4)
k
ds
= E
∫ T
t
〈
P λm(s)v1(s),K(s)x
λm
2 (s) + v2(s)
〉
H
ds,
where x1 (resp. x2) solves the equation (1.13) (resp. (1.14)) with ξ1 = 0 and u1 = 0 (resp. ξ2 = 0
and u2 = 0). This, together with (6.44), implies that
Btλm(v1, v2)
△
= lim
k→∞
B
n
(4)
k
,λm,t
(v1, v2)
= E
〈
PTx
λm
1 (T ), x
λm
2 (T )
〉
H
− E
∫ T
t
〈
F (s)xλm1 (s), x
λm
2 (s)
〉
H
ds
−E
∫ T
t
〈
P λm(s)K(s)xλm1 (s), v2(s)
〉
H
ds− E
∫ T
t
〈
P λm(s)v1(s),K(s)x
λm
2 (s) + v2(s)
〉
H
ds.
(6.45)
Noting that the solution of (2.11) (with ξ1 = 0, u1 = 0 and λ replaced by λm) satisfies
xλm1 (s)=
∫ s
t
Sλm(s− τ)J(τ)xλm1 (τ)dτ+
∫ s
t
Sλm(s − τ)K(τ)xλm1 (τ)dτ+
∫ s
t
Sλm(s− τ)v(τ)dw(τ),
by means of Lemma 2.1 and Gronwall’s inequality, we conclude that
|xλm1 |L∞F (t,T ;L4(Ω;H)) ≤ C|v1|L2F(t,T ;L4(Ω;H)). (6.46)
Similarly,
|xλm2 |L∞F (t,T ;L4(Ω;H)) ≤ C|v2|L2F(t,T ;L4(Ω;H)). (6.47)
Combining (6.45), (6.46), (6.47) and (6.26), we obtain that
|Btλm(v1, v2)| ≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)|v1|L2
F
(t,T ;L4(Ω;H))|v2|L2
F
(t,T ;L4(Ω;H)).
Hence, Btλm(·, ·) is a bounded bilinear functional on L2F(t, T ;L4(Ω;H)) × L2F(t, T ;L4(Ω;H)). Now,
for any fixed v2 ∈ L2F(t, T ;L4(Ω;H)), Btλm(·, v2) is a bounded linear functional on L2F(t, T ;L4(Ω;H)).
Therefore, by Lemma 2.3, we can find a unique v˜1 ∈ L2F(t, T ;L
4
3 (Ω;H)) such that
Btλm(v1, v2) =
〈
v˜1, v2
〉
L2
F
(t,T ;L
4
3 (Ω;H)), L2
F
(t,T ;L4(Ω;H))
, ∀ v2 ∈ L2F(t, T ;L4(Ω;H)).
Define an operator Q̂λm,t3 from L
2
F
(t, T ;L4(Ω;H)) to L2
F
(t, T ;L
4
3 (Ω;H)) as follows:
Q̂λm,t3 v1 = v˜1.
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From the uniqueness of v˜1, it is clear that Q̂
λm,t
3 is well-defined. Further,
|Q̂λm,t3 v1|L2
F
(t,T ;L
4
3 (Ω;H))
= |v˜1|
L2
F
(t,T ;L
4
3 (Ω;H))
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)|v1|L2
F
(t,T ;L4(Ω;H)).
This shows that Q̂λm,t3 is a bounded operator. For any α, β ∈ R and v2, v3, v4 ∈ L2F(t, T ;L4(Ω;H)),〈
Q̂λm,t3 (αv3 + βv4), v2
〉
L2
F
(t,T ;L
4
3 (Ω;H)),L2
F
(t,T ;L4(Ω;H))
= Btλm(αv3 + βv4, v2) = αBtλm(v3, v2) + βBtλm(v4, v2),
which indicates that Q̂λm,t3 (αv3 + βv4) = αQ̂
λm,t
3 v3 + βQ̂
λm,t
3 v4. Hence, Q̂
λm,t
3 is a bounded linear
operator from L2
F
(t, T ;L4(Ω;H)) to L2
F
(t, T ;L
4
3 (Ω;H)). Put Qλm,t3 =
1
2Q̂
λm,t
3 . Then, for any v1, v2 ∈
L2
F
(t, T ;L4(Ω;H)), it holds that
Bt(v1, v2)
=
〈
Qλm,t3 v1, v2
〉
L2
F
(t,T ;L
4
3 (Ω;H)),L2
F
(t,T ;L4(Ω;H))
+
〈
v1,
(
Qλm,t3
)∗
v2
〉
L2
F
(t,T ;L4(Ω;H)),L2
F
(t,T ;L
4
3 (Ω;H))
.
(6.48)
From (6.20), (6.27), (6.28), (6.34), (6.41), (6.43)–(6.45) and (6.48), we obtain that
E
〈
PTx
λm
1 (T ), x
λm
2 (T )
〉
H
− E
∫ T
rj
〈
F (s)xλm1 (s), x
λm
2 (s)
〉
H
ds
= E
〈
R(rj ,λm)ξ1, ξ2
〉
H
+ E
∫ T
rj
〈
P λm(s)u1(s), x
λm
2 (s)
〉
H
ds + E
∫ T
rj
〈
P λm(s)xλm1 (s), u2(s)
〉
H
ds
+E
∫ T
rj
〈
P λm(s)K(s)xλm1 (s), v2(s)
〉
H
ds+ E
∫ T
rj
〈
P λm(s)v1(s),K(s)x
λm
2 (s) + v2(s)
〉
H
ds
+E
∫ T
rj
〈
v1(s), Q̂
λm,rj
1 (ξ2)(s) + Q̂
λm,rj
2 (u2)(s) +
(
Q
λm,rj
3
)∗
(v2)(s)
〉
H
ds
+E
∫ T
rj
〈
Q
λm,rj
1 (ξ1)(s) +Q
λm,rj
2 (u1)(s) +Q
λm,rj
3 (v1)(s), v2(s)
〉
H
ds,
∀ (ξ1, u1, v1), (ξ2, u2, v2) ∈ L4Frj (Ω;H)× L
2
F(rj , T ;L
4(Ω;H)) × L2F(rj , T ;L4(Ω;H)), j ∈ N.
(6.49)
Step 5. In this step, we take n→∞ in (6.20) for all t ∈ [0, T ].
Let u1 = v1 = 0 in (1.13) and u2 = v2 = 0 in (1.14). By (6.49), we obtain that
E
〈
PTUλm(T, rj)ξ1, Uλm(T, rj)ξ2
〉
H
− E
∫ T
rj
〈
F (s)Uλm(s, rj)ξ1, Uλm(s, rj)ξ2
〉
H
ds
= E
〈
R(rj ,λm)ξ1, ξ2
〉
H
.
Hence, for any ξ1, ξ2 ∈ L4Frj (Ω;H), it holds that
E
〈
U∗λm(T, rj)PTUλm(T, rj)ξ1 −
∫ T
rj
U∗λm(s, rj)F (s)Uλm(s, rj)ξ1ds, ξ2
〉
H
= E
〈
R(rj ,λm)ξ1, ξ2
〉
H
.
This leads to
E
(
U∗λm(T, rj)PTUλm(T, rj)ξ1 −
∫ T
rj
U∗λm(s, t)F (s)Uλm(s, rj)ξ1ds
∣∣∣ Frj) = R(rj ,λm)ξ1. (6.50)
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For any t ∈ [0, T ], h ∈ [t, T ] and ξ ∈ L4Ft(Ω;H), let us define
R(h,λm)ξ
△
= E
(
U∗λm(T, h)PTUλm(T, h)ξ −
∫ T
h
U∗λm(s, h)F (s)Uλm(s, h)ξds
∣∣∣ Fh). (6.51)
For any t ≤ h1 ≤ h2 ≤ T and ξ ∈ L4Ft(Ω;H), by (6.51), it follows that
E
∣∣R(h2,λm)ξ −R(h1,λm)ξ∣∣ 43
H
≤ C
[
E
∣∣∣E(U∗λm(T, h2)PTUλm(T, h2)ξ − ∫ T
h2
U∗λm(s, h2)F (s)Uλm(s, h2)ξds
∣∣∣ Fh2)
−E
(
U∗λm(T, h1)PTUλm(T, h1)ξ −
∫ T
h1
U∗λm(s, h1)F (s)Uλm(s, h1)ξds
∣∣∣ Fh2)∣∣∣ 43
H
+E
∣∣∣E(U∗λm(T, h1)PTUλm(T, h1)ξ − ∫ T
h1
U∗λm(s, h1)F (s)Uλm(s, h1)ξds
∣∣∣ Fh2)
−E
(
U∗λm(T, h1)PTUλm(T, h1)ξ −
∫ T
h1
U∗λm(s, h1)F (s)Uλm(s, h1)ξds
∣∣∣ Fh1)∣∣∣ 43
H
]
.
(6.52)
By Lemma 2.8, it is easy to show that
lim
h2→h
+
1
E
∣∣∣E(U∗λm(T, h1)PTUλm(T, h1)ξ − ∫ T
h1
U∗λm(s, h1)F (s)Uλm(s, h1)ξds
∣∣∣ Fh2)
−E
(
U∗λm(T, h1)PTUλm(T, h1)ξ −
∫ T
h1
U∗λm(s, h1)F (s)Uλm(s, h1)ξds
∣∣∣ Fh1)∣∣∣ 43
H
= 0.
(6.53)
On the other hand,
E
∣∣∣E(U∗λm(T, h2)PTUλm(T, h2)ξ − ∫ T
h2
U∗λm(s, h2)F (s)Uλm(s, h2)ξds
∣∣∣ Fh2)
−E
(
U∗λm(T, h1)PTUλm(T, h1)ξ −
∫ T
h1
U∗λm(s, h1)F (s)Uλm(s, h1)ξds
∣∣∣ Fh2)∣∣∣ 43
H
≤ CE
∣∣∣U∗λm(T, h2)PTUλm(T, h2)ξ − U∗λm(T, h1)PTUλm(T, h1)ξ∣∣∣ 43H
+CE
∣∣∣ ∫ T
h2
[
U∗λm(s, h2)F (s)Uλm(s, h2)ξ − U∗λm(s, h1)F (s)Uλm(s, h1)ξ
]
ds
∣∣∣ 43
H
+CE
∣∣∣ ∫ h2
h1
U∗λm(s, h1)F (s)Uλm(s, h1)ξds
∣∣∣ 43
H
.
(6.54)
Hence, noting that, for each m ∈ N, Aλm is a bounded linear operator on H, we obtain that
lim
h2→h
+
1
E
∣∣∣E(U∗λm(T, h2)PTUλm(T, h2)ξ − ∫ T
h2
U∗λm(s, h2)F (s)Uλm(s, h2)ξds
∣∣∣Fh2)
−E
(
U∗λm(T, h1)PTUλm(T, h1)ξ −
∫ T
h1
U∗λm(s, h1)F (s)Uλm(s, h1)ξds
∣∣∣ Fh2)∣∣∣ 43
H
= 0.
(6.55)
Put
P̂ λm(·)ξ △= R(·,λm)ξ. (6.56)
52
By (6.52)–(6.53) and (6.55)–(6.56), it is easy to see that P̂ λm(·)ξ is right continuous in L
4
3
FT
(Ω;H)
on [t, T ].
For any t ∈ [0, T ) \ {rj}∞j=1, we can find a subsequence {rjk}∞k=1 ⊂ {rj}∞j=1 such that rjk > t
and lim
k→∞
rjk = t. Letting u1 = v1 = 0 in the equation (1.13), and letting ξ2 = 0 and u2 = 0 in the
equation (1.14), by (6.49), we find that
E
〈
PTx
λm
1 (T ), x
λm
2 (T )
〉
H
− E
∫ T
rjk
〈
F (s)xλm1 (s), x
λm
2 (s)
〉
H
ds
= E
∫ T
rjk
〈
P λm(s)K(s)xλm1 (s), v2(s)
〉
H
ds+ E
∫ T
t
〈
χ[rjk ,T ]
Q
λm,rjk
1 (ξ1)(s), v2(s)
〉
H
ds.
(6.57)
Let us choose ξ1,jk ∈ L4Frjk (Ω;H) such that |ξ1,jk |L4Frjk (Ω;H)
= 1 and
∣∣χ[rjk ,T ]Qλm,rjk1 (ξ1,jk)∣∣L2
F
(rjk ,T ;L
4
3 (Ω;H)))
=
∣∣χ[rjk ,T ]Qλm,rjk1 (ξ1,jk)∣∣L2
F
(t,T ;L
4
3 (Ω;H)))
≥ 1
2
∣∣∣∣χ[rjk ,T ]Qλm,rjk1 ∣∣∣∣L(L4
Frjk
(Ω;H), L2
F
(t,T ;L
4
3 (Ω;H)))
≥ 1
2
∣∣∣∣χ[rjk ,T ]Qλm,rjk1 ∣∣∣∣L(L4
Ft
(Ω;H), L2
F
(t,T ;L
4
3 (Ω;H)))
.
(6.58)
Then, we choose v2,jk ∈ L4F(rjk , T ;L4(Ω;H)) with |v2,jk |L4
F
(rjk ,T ;L
4(Ω;H)) = 1 such that
E
∫ T
t
〈
χ[rjk ,T ]
Q
λm,rjk
1 (ξ1,jk)(s), v2,jk(s)
〉
H
ds ≥ 1
2
∣∣χ[rjk ,T ]Qλm,rjk1 (ξ1,jk)∣∣L2
F
(rjk ,T ;L
4
3 (Ω;H)))
. (6.59)
From (6.57)–(6.59), we get that∣∣∣∣χ[rjk ,T ]Qλm,rjk1 ∣∣∣∣L(L4
Ft
(Ω;H), L2
F
(t,T ;L
4
3 (Ω;H)))
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L(H))
)
,
where the constant C(λm) is independent of rjk . Similarly,∣∣∣∣χ[rjk ,T ]Q̂λm,rjk1 ∣∣∣∣L(L4
Ft
(Ω;H), L2
F
(t,T ;L
4
3 (Ω;H)))
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L(H))
)
.
From Lemma 5.1, we conclude that there exist two bounded linear operators Qλm,t1 and Q̂
λm,t
1 ,
which are from L4Ft(Ω;H) to L
2
F
(t, T ;L
4
3 (Ω;H)), and a subsequence {j(1)k }∞k=1 ⊂ {jk}∞k=1 such that
(w)- lim
k→∞
χ[t
j
(1)
k
,T ]Q
λm,rjk
1 ξ = Q
λm,t
1 ξ in L
2
F(t, T ;L
4
3 (Ω;H)), ∀ ξ ∈ L4Ft(Ω;H),
(w)- lim
k→∞
χ[t
j
(1)
k
,T ]Q̂
λm,rjk
1 ξ = Q̂
λm,t
1 ξ in L
2
F(t, T ;L
4
3 (Ω;H)), ∀ ξ ∈ L4Ft(Ω;H).
(6.60)
Letting ξ1 = 0, v1 = 0 in (1.13) and ξ2 = 0, u2 = 0 in (1.14), by (6.49), we obtain that
E
〈
PTx
λm
1 (T ), x
λm
2 (T )
〉
H
− E
∫ T
rjk
〈
F (s)xλm1 (s), x
λm
2 (s)
〉
H
ds
= E
∫ T
rjk
〈
P λm(s)u1(s), x
λm
2 (s)
〉
H
ds + E
∫ T
rjk
〈
P λm(s)K(s)xλm1 (s), v2(s)
〉
H
ds
+E
∫ T
t
〈
χ[rjk ,T ]
Q
λm,rjk
2 (u1)(s), v2(s)
〉
H
ds, ∀ u1, v2 ∈ L2F(rjk , T ;L4(Ω;H)), k ∈ N.
(6.61)
53
We choose u
(rjk )
1 ∈ L2F(rjk , T ;L4(Ω;H)) satisfying |u
(rjk )
1 |L2
F
(rjk ,T ;L
4(Ω;H)) = 1, and∣∣χ[rjk ,T ]Qλm,rjk2 (u(rjk )1 )∣∣L2
F
(rjk ,T ;L
4
3 (Ω;H))
≥ 1
2
∣∣∣∣χ[rjk ,T ]Qλm,rjk2 ∣∣∣∣L(L2
F
(rjk ,T ;L
4(Ω;H)), L2
F
(rjk ,T ;L
4
3 (Ω;H)))
≥ 1
2
∣∣∣∣χ[rjk ,T ]Qλm,rjk2 ◦ χ[rjk ,T ]∣∣∣∣L(L2
F
(t,T ;L4(Ω;H)), L2
F
(t,T ;L
4
3 (Ω;H)))
.
(6.62)
Then we choose v
(rjk )
2 ∈ L2F(rjk , T ;L4(Ω;H)) satisfying
∣∣v(rjk )2 ∣∣L2
F
(rjk ,T ;L
4(Ω;H))
= 1, and
E
∫ T
t
〈
χ[rjk ,T ]
Q
λm,rjk
2
(
u
(rjk )
1
)
(s), v
(rjk )
2 (s)
〉
H
ds ≥ 1
2
∣∣χ[rjk ,T ]Qλm,rjk2 (u(rjk )1 )∣∣L2
F
(rjk ,T ;L
4
3 (Ω;H))
.
(6.63)
From (6.61)–(6.63), we obtain that∣∣∣∣χ[rjk ,T ]Qλm,rjk2 ◦ χ[rjk ,T ]∣∣∣∣L(L2
F
(t,T ;L4(Ω;H)), L2
F
(t,T ;L
4
3 (Ω;H)))
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(t,T ;L2(Ω;L(H)))
)
,
where the constant C(λm) is independent of rjk . By a similar argument, we obtain that∣∣∣∣χ[rjk ,T ]Q̂λm,rjk2 ◦ χ[rjk ,T ]∣∣∣∣L(L2
F
(t,T ;L4(Ω;H)), L2
F
(t,T ;L
4
3 (Ω;H)))
≤ C(λm)
(|PT |L2
FT
(Ω;L(H)) + |F |L1
F
(t,T ;L2(Ω;L(H)))
)
.
By means of Lemma 5.1, we see that there exist two bounded linear operators Qλm,t2 and Q̂
λm,t
2 ,
from L2
F
(t, T ;L4(Ω;H)) to L2
F
(t, T ;L
4
3 (Ω;H)), and a subsequence {r(2)jk }∞k=1 ⊂ {r
(1)
jk
}∞k=1 such that,
for any u ∈ L2
F
(t, T ;L4(Ω;H)),
(w)- lim
k→∞
(
χ[rjk ,T ]
Q
λm,rjk
2 ◦ χ[rjk ,T ]
)
u = Qλm,t2 u in L
2
F(t, T ;L
4
3 (Ω;H)),
(w)- lim
k→∞
(
χ[rjk ,T ]
Q̂
λm,rjk
2 ◦ χ[rjk ,T ]
)
u = Q̂λm,t2 u in L
2
F(t, T ;L
4
3 (Ω;H)).
(6.64)
For any t ∈ [0, T ], we define two operators Q(λm,t) and Q̂(λm,t) on L4Ft(Ω;H)×L2F(t, T ;L4(Ω;H))×
L2
F
(t, T ;L4(Ω;H)) as follows:
Q(λm,t)(ξ, u, v) = Qλm,t1 ξ +Q
λm,t
2 u+Q
λm,t
3 v,
Q̂(λm,t)(ξ, u, v) = Q̂λm,t1 ξ + Q̂
λm,t
2 u+
(
Qλm,t3
)∗
v,
∀ (ξ, u, v) ∈ L4Ft(Ω;H)× L2F(t, T ;L4(Ω;H)) × L2F(t, T ;L4(Ω;H)).
(6.65)
From the definition of Qλm,t1 , Q
λm,t
2 and Q
λm,t
3 (resp. Q̂
λm,t
1 , Q̂
λm,t
2 and
(
Qλm,t3
)∗
), we find that
Q(λm,t)(·, ·, ·) (resp. Q̂(λm,t)(·, ·, ·)) is a bounded linear operator from L4Ft(Ω;H)×L2F(t, T ;L4(Ω;H))
×L2
F
(t, T ;L4(Ω;H)) to L2
F
(t, T ;L
4
3 (Ω;H)) and Q(λm,t)(0, 0, ·)∗ = Q̂(λm,t)(0, 0, ·).
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For any t ∈ [0, T ], from (6.49), (6.56), (6.60), (6.64) and (6.65), we obtain that
E
〈
PTx
λm
1 (T ), x
λm
2 (T )
〉
H
− E
∫ T
t
〈
F (s)xλm1 (s), x
λm
2 (s)
〉
H
ds
= E
〈
P̂ λm(t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P λm(s)u1(s), x
λm
2 (s)
〉
H
ds+ E
∫ T
t
〈
P λm(s)xλm1 (s), u2(s)
〉
H
ds
+E
∫ T
t
〈
P λm(s)K(s)xλm1 (s), v2(s)
〉
H
ds+ E
∫ T
t
〈
P λm(s)v1(s),K(s)x
λm
2 (s) + v2(s)
〉
H
ds
+E
∫ T
t
〈
v1(s), Q̂
(λm,t)(ξ2, u2, v2)(s)
〉
H
ds + E
∫ T
t
〈
Q(λm,t)(ξ1, u1, v1)(s), v2(s)
〉
H
ds,
∀ (ξ1, u1, v1), (ξ2, u2, v2) ∈ L4Ft(Ω;H)× L2F(t, T ;L4(Ω;H))× L2F(t, T ;L4(Ω;H)).
(6.66)
We claim that
P λm(t)
△
= P̂ λm(t), a.e. t ∈ [0, T ]. (6.67)
To show this, for any 0 ≤ t1 < t2 < T , we choose x1(t1) = η1 ∈ L4Ft1 (Ω;H) and u1 = v1 = 0 in the
equation (2.11), and x2(t1) = 0, u2(·) = χ[t1,t2]t2−t1 η2 with η2 ∈ L4Ft1 (Ω;H) and v2 = 0 in the equation
(2.12), by (6.66) and recalling the definition of the evolution operator Uλm(·, ·), we see that
1
t2 − t1E
∫ t2
t1
〈
P λm(s)Uλm(s, t1)η1, η2
〉
H
ds
= E
〈
PTUλm(T, t1)η1, x
λm
2,t2
(T )
〉
H
− E
∫ T
t1
〈
F (s)Uλm(s, t1)η1, x
λm
2,t2
(s)
〉
H
ds,
(6.68)
where xλm2,t2(·) stands for the solution to the equation (2.12) with the above choice of ξ2, u2 and v2.
It is clear that
xλm2,t2(s) =

∫ s
t1
Sλm(s− τ)J(τ)xλm2,t2(τ)dτ +
∫ s
t1
Sλm(s− τ)K(τ)xλm2,t2(τ)dw(τ)
+
1
t2 − t1
∫ s
t1
Sλm(s− τ)η2dτ, s ∈ [t1, t2],
Uλm(s, t2)x
λm
2,t2
(t2), s ∈ [t2, T ].
(6.69)
Then, by Lemma 2.1, we see that
E
∣∣xλm2,t2(s)∣∣4H
≤ C(λm)
{∫ s
t1
[
|J(τ)|4L∞(Ω;L(H)) + |K(τ)|4L∞(Ω;L(H))
]
E
∣∣xλm2,t2(τ)∣∣4Hdτ + E|η2|4H}, ∀ s ∈ [t1, t2].
By Gronwall’s inequality, it follows that∣∣xλm2,t2∣∣L∞
F
(t1,t2;L4(Ω;H))
≤ C(λm)|η2|L4
Ft1
(Ω;H), (6.70)
where the constant C(λm) is independent of t2. On the other hand, by (6.69), we have
E
∣∣xλm2,t2(t2)− η2∣∣4H
≤ C(λm)
{∫ s
t1
[
|J(τ)|4L∞(Ω;L(H)) + |K(τ)|4L∞(Ω;L(H))
]
E
∣∣xλm2,t2(τ)∣∣4Hdτ
+E
∣∣∣ 1
t2 − t1
∫ t2
t1
S(t2 − τ)η2dτ − η2
∣∣∣4
H
}
.
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This, together with (6.70), implies that
lim
t2→t1+0
E
∣∣xλm2,t2(t2)− η2∣∣4H ≤ C(λm) limt2→t1+0E
∣∣∣ 1
t2 − t1
∫ t2
t1
S(t2 − τ)η2dτ − η2
∣∣∣4
H
= 0.
Therefore, for any s ∈ [t2, T ],
lim
t2→t1+0
E
∣∣Uλm(s, t2)xλm2,t2(t2)− Uλm(s, t1)η2∣∣4H
≤ 8 lim
t2→t1+0
[
E
∣∣Uλm(s, t2)xλm2,t2(t2)− Uλm(s, t2)η2∣∣4H + E∣∣Uλm(s, t2)η2 − Uλm(s, t1)η2∣∣4H]
≤ C(λm) lim
t2→t1+0
[
E
∣∣xλm2,t2(t2)− η2∣∣4H + E∣∣Uλm(s, t2)η2 − Uλm(s, t1)η2∣∣4H] = 0.
Hence, we obtain that
lim
t2→t1+0
xλm2,t2(s) = Uλm(s, t1)η2 in L
4
Fs(Ω;H), ∀ s ∈ [t2, T ]. (6.71)
By (6.70) and (6.71), we conclude that
lim
t2→t1+0
[
E
〈
PTUλm(T, t1)η1, x
λm
2,t2
(T )
〉
H
− E
∫ T
t1
〈
F (s)Uλm(s, t1)η1, x
λm
2,t2
(s)
〉
H
ds
]
= E
〈
PTUλm(T, t1)η1, Uλm(T, t1)η2
〉
H
− E
∫ T
t1
〈
F (s)Uλm(s, t1)η1, Uλm(s, t1)η2
〉
H
ds.
(6.72)
By choosing x1(t1) = η1 and u1 = v1 = 0 in (1.13), and x2(t1) = η2 and u2 = v2 = 0 in (1.14),
by (6.66), we find that
E
〈
P̂ λm(t1)η1, η2
〉
H
= E
〈
PTUλm(T, t1)η1, Uλm(T, t1)η2
〉
H
− E
∫ T
t1
〈
F (s)Uλm(s, t1)η1, Uλm(s, t1)η2
〉
H
ds.
(6.73)
Combining (6.68), (6.72) and (6.73), we obtain that
lim
t2→t1+0
1
t2 − t1E
∫ t2
t1
〈
P λm(s)Uλm(s, t1)η1, η2
〉
H
ds = E
〈
P̂ λm(t1)η1, η2
〉
H
. (6.74)
By Lemma 2.5, we see that there is a monotonically decreasing sequence {t(n)2 }∞n=1 with t(n)2 > t1
for every n, such that
lim
t
(n)
2 →t1+0
1
t
(n)
2 − t1
E
∫ t(n)2
t1
〈
P λm(s)Uλm(s, t1)η1, η2
〉
H
ds = E
〈
P λm(t1)η1, η2
〉
H
, a.e. t1 ∈ [0, T ).
This, together with (6.74), implies that
E
〈
P̂ λm(t1)η1, η2
〉
H
= E
〈
P λm(t1)η1, η2
〉
H
, for a.e. t1 ∈ [0, T ).
Since η1 and η2 are arbitrary elements in L
4
Ft1
(Ω;H), we conclude (6.67).
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By (6.66) and (6.67), we end up with
E
〈
PTx
λm
1 (T ), x
λm
2 (T )
〉
H
− E
∫ T
t
〈
F (s)xλm1 (s), x
λm
2 (s)
〉
H
ds
= E
〈
P λm(t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P λm(s)u1(s), x
λm
2 (s)
〉
H
ds+ E
∫ T
t
〈
P λm(s)xλm1 (s), u2(s)
〉
H
ds
+E
∫ T
t
〈
P λm(s)K(s)xλm1 (s), v2(s)
〉
H
ds+ E
∫ T
t
〈
P λm(s)v1(s),K(s)x
λm
2 (s) + v2(s)
〉
H
ds
+E
∫ T
t
〈
v1(s), Q̂
(λm,t)(ξ2, u2, v2)(s)
〉
H
ds + E
∫ T
t
〈
Q(λm,t)(ξ1, u1, v1)(s), v2(s)
〉
H
ds,
∀ (ξ1, u1, v1), (ξ2, u2, v2) ∈ L4Ft(Ω;H)× L2F(t, T ;L4(Ω;H))× L2F(t, T ;L4(Ω;H)).
(6.75)
Step 6. In this step, we show the well-posedness of the relaxed transposition solution to (1.10).
Similar to the argument in Steps 4–5, thanks to the uniform estimate (6.14) (with respect to λm),
we conclude that there exist a subsequence {λ(1)mj}∞j=1 ⊂ {λm}∞m=1, a P (·) ∈ Lpd
(
L2
F
(0, T ;L4(Ω;H)),
L2
F
(0, T ;L
4
3 (Ω;H))
)
, an R(t) ∈ Lpd
(
L4Ft(Ω;H), L
4
3
Ft
(Ω;H)
)
, and two bounded linear operators Q(t)
and Q̂(t) from L4Ft(Ω;H)×L2F(t, T ;L4(Ω;H))×L2F(t, T ;L4(Ω;H)) to L2F(t, T ;L
4
3 (Ω;H)) satisfying
Q(t)(0, 0, ·)∗ = Q̂(t)(0, 0, ·), such that
(w)- lim
j→∞
P λ
(1)
mj (·)u(·) = P (·)u(·) in L2F(0, T ;L
4
3 (Ω;H)), ∀ u(·) ∈ L2F(0, T ;L4(Ω;H)), (6.76)
(w)- lim
j→∞
P
λ
(1)
mj (t)ξ = R(t)ξ in L
4
3
Ft
(Ω;H), ∀ ξ ∈ L4Ft(Ω;H), (6.77)
and 
(w)- lim
j→∞
Q(λ
(1)
mj
,t)(ξ, u(·), v(·)) = Q(t)(ξ, u(·), v(·)) in L2F(t, T ;L
4
3 (Ω;H)),
(w)- lim
j→∞
Q̂
(λ
(1)
mj
,t)
(ξ, u(·), v(·)) = Q̂(t)(ξ, u(·), v(·)) in L2F(t, T ;L
4
3 (Ω;H)),
∀ (ξ, u(·), v(·)) ∈ L4Ft(Ω;H)× L2F(t, T ;L4(Ω;H))× L2F(t, T ;L4(Ω;H)).
(6.78)
By (6.75), and noting (6.76)–(6.78), we find that
(
P (·), R(·), Q(·), Q̂(·)) satisfies the following
variational equality:
E
〈
PTx1(T ), x2(T )
〉
H
− E
∫ T
t
〈
F (s)x1(s), x2(s)
〉
H
ds
= E
〈
R(t)ξ1, ξ2
〉
H
+ E
∫ T
t
〈
P (s)u1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)x1(s), u2(s)
〉
H
ds
+E
∫ T
t
〈
P (s)K(s)x1(s), v2(s)
〉
H
ds+ E
∫ T
t
〈
P (s)v1(s),K(s)x2(s) + v2(s)
〉
H
ds
+E
∫ T
t
〈
v1(s), Q̂
(t)(ξ2, u2, v2)(s)
〉
H
ds+ E
∫ T
t
〈
Q(t)(ξ1, u1, v1)(s), v2(s)
〉
H
ds,
∀ (ξ1, u1, v1), (ξ2, u2, v2) ∈ L4Ft(Ω;H)× L2F(t, T ;L4(Ω;H)) × L2F(t, T ;L4(Ω;H)).
(6.79)
Now we show that R(·)ξ is right continuous in L
4
3
FT
(Ω;H) on [t, T ] for any ξ ∈ L4Ft(Ω;H). Since
A is usually an unbounded linear operator on H, here we cannot employ the same method for
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treating R(·,λm). Let (Pn(·), Qn(·)) be the transposition solution to (1.10) with the final datum
PnT (= ΓnPTΓn) and the nonhomogeneous term Fn(= ΓnFΓn). By Theorem 4.2, it follows that
Pn(·) ∈ DF(0, T ;L2(Ω;L2(H))) ⊂ DF(0, T ;L2(Ω;L(H))). (6.80)
Further, similar to the derivation of the equality (6.50), we conclude that for any t ∈ [0, T ], τ ∈ [t, T ]
and ξ ∈ L4Ft(Ω;H), it holds that
R(τ)ξ = E
(
U∗(T, τ)PTU(T, τ)ξ −
∫ T
τ
U∗(s, τ)F (s)U(s, τ)ξds
∣∣∣ Fτ),
and
Pn(τ)ξ = E
(
U∗(T, τ)PnT U(T, τ)ξ −
∫ T
τ
U∗(s, τ)Fn(s)U(s, τ)ξds
∣∣∣ Fτ).
By (6.80), in order to prove the right continuity of R(·)ξ in L
4
3
FT
(Ω;H), it remains to show that
lim
n→∞
∣∣R(·)ξ − Pn(·)ξ∣∣
L∞
F
(t,T ;L
4
3 (Ω;H))
= 0. (6.81)
For this purpose, for any τ ∈ [t, T ], we see that
E
∣∣R(τ)ξ − Pn(τ)ξ∣∣ 43
H
≤ CE
∣∣∣ ∫ T
τ
U∗(s, τ)
[
F (s)− Fn(s)
]
U(s, τ)ξds
∣∣∣ 43
H
+CE
∣∣∣U∗(T, τ)(PT − PnT )U(T, τ)ξ∣∣∣ 43
H
.
By the first conclusion in Lemma 2.6, we deduce that for any ε1 > 0, there is a δ1 > 0 so that for
all τ ∈ [t, T ] and τ ≤ σ ≤ τ + δ1,
E
∣∣U(r, τ)ξ − U(r, σ)ξ∣∣ 43
H
< ε1, ∀ r ∈ [σ, T ]. (6.82)
Now, we choose a monotonicity increasing sequence {τi}N1i=1 ⊂ [0, T ] for N1 sufficiently large such
that τi+1 − τi ≤ δ1 with τ1 = t and τN1 = T , and that( ∫ τi+1
τi
E|F (s)|2L(H)ds
) 2
3
< ε1, for all i = 1, · · · , N1 − 1. (6.83)
For any τi < τ ≤ τi+1, recalling Fn = ΓnFΓn, we conclude that
E
∣∣∣ ∫ T
τ
U∗(s, τ)
[
F (s)− Fn(s)
]
U(s, τ)ξds
∣∣∣ 43
H
≤ CE
∣∣∣ ∫ T
τi
U∗(s, τ)
[
F (s)− Fn(s)
]
U(s, τi)ξds
∣∣∣ 43
H
+ CE
∣∣∣ ∫ τi
τ
U∗(s, τ)
[
F (s)− Fn(s)
]
U(s, τi)ξds
∣∣∣ 43
H
+CE
∣∣∣ ∫ T
τ
U∗(s, τ)
[
F (s)− Fn(s)
][
U(s, τi)− U(s, τ)
]
ξds
∣∣∣ 43
H
≤ C
∫ T
τ
E
∣∣∣[F (s)− Fn(s)]U(s, τi)ξ∣∣∣ 43
H
ds+ C
(∫ τi+1
τi
E|F |2L(H)ds
) 2
3
+C max
s∈[τ,T ]
E
∣∣∣[U(s, τi)− U(s, τ)]ξ∣∣∣ 43
H
ds.
(6.84)
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By the choice of Fn, there is an integer N2(ε1) > 0 so that for all n > N2 and i = 1, · · · , N1 − 1,∫ T
τi
E
∣∣∣[F (s)− Fn(s)]U(s, τi)ξ∣∣∣ 43
H
ds ≤ ε1. (6.85)
Combing (6.82)–(6.85), we conclude that for all n > N2 and τ ∈ [t, T ],
E
∣∣∣ ∫ T
τ
U∗(s, τ)
[
F (s)− Fn(s)
]
U(s, τ)ξds
∣∣∣ 43
H
≤ C1ε1. (6.86)
Here the constant C1 is independent of ε1, n and τ . Similarly, there is an integer N3(ε1) > 0 such
that for every n > N3,
E
∣∣∣U∗(T, τ)[PT − PnT ]U(T, τ)ξ∣∣∣ 43
H
≤ C2ε1, (6.87)
for the constant C2 which is independent of ε1, n and τ . Now for any ε > 0, let us choose
ε1 =
ε
C1+C2
. Then, for all n > max{N2(ε1), N3(ε1)} and τ ∈ [t, T ],
E
∣∣R(·)ξ − Pn(·)ξ∣∣ 43
H
< ε.
Therefore, we obtain the desired result (6.81).
Further, similar to (6.67), one can show that
P (t)
△
= R(t) in L
4
3
Ft
(Ω;H), a.e. t ∈ [0, T ]. (6.88)
Combining (6.79) and (6.88), we see that
(
P (·), Q(·), Q̂(·)) satisfies (6.2). Hence, (P (·), Q(·), Q̂(·))
is a relaxed transposition solution to (1.10), and satisfies the estimate (6.3).
Finally, we show the uniqueness of the relaxed transposition solution to (1.10). Assume that(
P (·), Q(·), Q̂
(·)) ∈ DF,w([0, T ];L 43 (Ω;L(H))) ×Q[0, T ] is another relaxed transposition solution to
the equation (1.10). Then, by Definition 6.1, it follows that
0 = E
〈(
P (t)− P (t)
)
ξ1, ξ2
〉
H
+ E
∫ T
t
〈(
P (s)− P (s)
)
u1(s), x2(s)
〉
H
ds
+E
∫ T
t
〈(
P (s)− P (s)
)
x1(s), u2(s)
〉
H
ds+ E
∫ T
t
〈(
P (s)− P (s)
)
K(s)x1(s), v2(s)
〉
H
ds
+E
∫ T
t
〈(
P (s)− P (s)
)
v1(s),K(s)x2(s) + v2(s)
〉
H
ds
+E
∫ T
t
〈
v1(s),
(
Q̂
(t)
−Q̂(t)
)
(ξ2, u2, v2)(s)
〉
H
ds+E
∫ T
t
〈(
Q
(t)−Q(t)
)
(ξ1, u1, v1)(s), v2(s)
〉
H
ds,
∀ t ∈ [0, T ].
(6.89)
Choosing u1 = u2 = 0 and v1 = v2 = 0 in the test equations (1.13) and (1.14), by (6.89), we
obtain that, for any t ∈ [0, T ],
0 = E
〈(
P (t)− P (t)
)
ξ1, ξ2
〉
H
, ∀ ξ1, ξ2 ∈ L4Ft(Ω;H).
Hence, we find that P (·) = P (·). By this, it is easy to see that (6.89) becomes that
0 = E
∫ T
t
〈
v1(s),
(
Q̂(t)−Q̂(t)
)
(ξ2, u2, v2)(s)
〉
H
ds+E
∫ T
t
〈(
Q
(t)−Q(t)
)
(ξ1, u1, v1)(s), v2(s)
〉
H
ds,
∀ t ∈ [0, T ].
(6.90)
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Choosing v2 = 0 in the test equation (1.14), we see that (6.90) becomes
0 = E
∫ T
t
〈
v1(s),
(
Q̂(t)−Q̂(t)
)
(ξ2, u2, 0)(s)
〉
H
ds. (6.91)
Noting that v1 is arbitrarily in L
2
F
(0, T ;L4(Ω;H)), we conclude from (6.91) that Q̂(t)(·, ·, 0) =
Q̂(t)(·, ·, 0). Similarly, Q(t)(·, ·, 0) = Q(t)(·, ·, 0). Hence,
0 = E
∫ T
t
〈
v1(s),
(
Q̂(t)−Q̂(t)
)
(0, 0, v2)(s)
〉
H
ds+E
∫ T
t
〈(
Q
(t)−Q(t)
)
(0, 0, v1)(s),v2(s)
〉
H
ds.
(6.92)
Since Q
(t)
(0, 0, ·)∗ = Q̂(t)(0, 0, ·) and Q(t)(0, 0, ·)∗ = Q̂(t)(0, 0, ·), from (6.92), we find that
0 = 2E
∫ T
t
〈
v1(s),
(
Q̂(t)−Q̂(t)
)
(0, 0, v2)(s)
〉
H
ds, (6.93)
which implies that Q
(t)
(0, 0, ·) = Q(t)(0, 0, ·) and Q̂(t)(0, 0, ·) = Q̂(t)(0, 0, ·). Hence Q(t)(·, ·, ·) =
Q(t)(·, ·, ·) and Q̂(t)(·, ·, ·) = Q̂(t)(·, ·, ·). This completes the proof of Theorem 6.1.
Remark 6.2 1) From the variational identity (6.20), it is quite easy to obtain an a priori estimate
for Pn,λm with respect to n (See (6.25)). However, from the same identity, it is clear that Qn,λm
is not coercive, and therefore, it is very hard to derive any a priori estimate for Qn,λm. This
is the main obstacle to prove the existence of transposition solution to the equation (1.10) in the
general case. As a remedy, we introduce four operators Qn,λm,t1 , Q̂
n,λm,t
1 , Q
n,λm,t
2 and Q̂
n,λm,t
2 and
the bilinear functional Bn,λm,t(·, ·) so that one can obtain suitable a priori estimates and take limit
in some sense, and via which we are able to establish the existence of relaxed transposition solution
to (1.10) with general data.
2) Alternatively, one may use Theorem 4.2 (instead of Theorem 3.1 (or [18, Theorem 4.1])) to
prove Theorem 6.1 (by approximating the data PT and F respectively by a sequence of {P kT }∞k=1 ⊂
L2FT (Ω;L2(H)) and {F k}∞k=1 ⊂ L1F(0, T ;L2(Ω;L2(H))) in the strong operator topology). Neverthe-
less, in some sense, our present proof seems to be more close to the numerical approach to solve
the equation (1.10).
7 Some properties of the relaxed transposition solutions to the
operator-valued BSEEs
In this section, we shall derive some properties for the relaxed transposition solutions to the equation
(1.10). These properties will play key roles in the proof of our general Pontryagin-type stochastic
maximum principle, presented in Section 9.
The following result shows the local Lipschitz continuity of the relaxed transposition solution
to (1.10) with respect to its coefficient K.
Theorem 7.1 Let the assumptions in Theorem 6.1 hold and let (P (·), Q(·), Q̂(·)) be the relaxed
transposition solution to (1.10). Let K△ ∈ L4
F
(0, T ;L∞(Ω;L(H))) and let (P△(·), Q(·,△), Q̂(·,△)) be
the relaxed transposition solution to the equation (1.10) with K replaced by K△. Then,∣∣∣∣Q(0)(0, 0, ·) −Q(0,△)(0, 0, ·)∣∣∣∣
L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
+
∣∣∣∣Q̂(0)(0, 0, ·) − Q̂(0,△)(0, 0, ·)∣∣∣∣
L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
≤ C(K△)|K −K△|L4
F
(0,T ;L∞(Ω;L(H))).
(7.1)
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Here the positive constant C(K△) depends on A, T , |J |L4
F
(0,T ;L∞(Ω;L(H))), |K|L4
F
(0,T ;L∞(Ω;L(H))),
|K△|L4
F
(0,T ;L∞(Ω;L(H))), |PT |L2
FT
(Ω;L(H)) and |F |L1
F
(0,T ;L2(Ω;L(H))).
Proof : The proof is divided into several steps.
Step 1. For any t ∈ [0, T ], consider the following two equations:{
dx△1 = (A+ J)x
△
1 ds+ u1ds+K
△x△1 dw(s) + v1dw(s) in (t, T ],
x△1 (t) = ξ1
(7.2)
and {
dx△2 = (A+ J)x
△
2 ds+ u2ds+K
△x△2 dw(s) + v2dw(s) in (t, T ],
x△2 (t) = ξ2.
(7.3)
Here ξ1, ξ2 ∈ L4Ft(Ω;H), u1, u2 ∈ L2F(t, T ;L4(Ω;H)) and v1, v2 ∈ L2F(t, T ;L4(Ω;H)) are the same
as that in (1.13)–(1.14). Clearly, for any s ∈ [t, T ], it holds that
E|x△1 (s)|4H = E
∣∣∣S(s− t)ξ1 + ∫ s
t
S(s− τ)J(τ)x△1 (τ)dτ +
∫ s
t
S(s− τ)u1(τ)dτ
+
∫ s
t
S(s− τ)K△(τ)x△1 (τ)dw +
∫ s
t
S(s− τ)v1(τ)dw
∣∣∣4
H
≤C
[
E|S(s− t)ξ1|4H+E
∣∣∣ ∫ s
t
S(s − τ)J(τ)x△1 (τ)dτ
∣∣∣4
H
+ E
∣∣∣ ∫ s
t
S(s− τ)u1(τ)dτ
∣∣∣4
H
+E
∣∣∣ ∫ s
t
S(s − τ)K△(τ)x△1 (τ)dw
∣∣∣4
H
+ E
∣∣∣ ∫ s
t
S(s− τ)v1(τ)dw
∣∣∣4
H
]
.
(7.4)
By Lemma 2.1, it is easy to see that
E
∣∣∣ ∫ s
t
S(s− τ)K△(τ)x△1 (τ)dw
∣∣∣4
H
≤ CE
[ ∫ s
t
|S(s− τ)K△(τ)x△1 (τ)|2Hdτ
]2
≤ C
∫ s
t
E
[
|K△(τ)x△1 (τ)|H
]4
dτ ≤ C
∫ s
t
|K△(τ)|4L∞(Ω;L(H))E|x△1 (τ)|4Hdτ.
This, together with (7.4), implies that
E|x△1 (s)|4H ≤ C
[|ξ1|4L4
F0
(Ω;H) + |u1|4L2
F
(0,T ;L4(Ω;H)) + |v1|4L2
F
(0,T ;L4(Ω;H))
]
+C
∫ s
t
[|J(τ)|4L∞(Ω;L(H)) + |K△(τ)|4L∞(Ω;L(H))]E|x△1 (τ)|4Hdτ.
(7.5)
By Gronwall’s inequality, we obtain that
|x△1 |L∞
F
(t,T ;L4(Ω;H)) ≤ C(K△)
(|ξ1|L4
Ft
(Ω;H) + |u1|L2
F
(t,T ;L4(Ω;H)) + |v1|L2
F
(t,T ;L4(Ω;H))
)
. (7.6)
Similarly,
|x△2 |L∞
F
(t,T ;L4(Ω;H)) ≤ C(K△)
(|ξ2|L4
Ft
(Ω;H) + |u2|L2
F
(t,T ;L4(Ω;H)) + |v2|L2
F
(t,T ;L4(Ω;H))
)
. (7.7)
Let y△1 = x1 − x△1 and y△2 = x2 − x△2 . From (1.13) and (7.2), we see that y△1 solves{
dy△1 = (A+ J)y
△
1 ds+Ky
△
1 dw(s) + (K −K△)x△1 dw(s) in (t, T ],
y△1 (t) = 0.
(7.8)
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Then, similar to (7.5) and by (7.6), we have
E|y△1 (s)|4H
≤ C|(K −K△)x△1 |4L2
F
(0,T ;L4(Ω;H)) + C
∫ s
t
[|J(τ)|4L∞(Ω;L(H)) + |K(τ)|4L∞(Ω;L(H))]E|y△1 (τ)|4Hdτ
≤ C(K△)|K −K△|4L4
F
(0,T ;L∞(Ω;L(H)))
(|ξ1|L4
Ft
(Ω;H) + |u1|L2
F
(t,T ;L4(Ω;H)) + |v1|L2
F
(t,T ;L4(Ω;H))
)4
+C
∫ s
t
[|J(τ)|4L∞(Ω;L(H)) + |K(τ)|4L∞(Ω;L(H))]E|y△1 (τ)|4Hdτ.
This, together with the Gronwall’s inequality, implies that
sup
s∈[t,T ]
E|x1(s)− x△1 (s)|H = sup
s∈[t,T ]
E|y△1 (s)|H
≤ C(K△)|K −K△|L4
F
(0,T ;L∞(Ω;L(H)))
(|ξ1|L4
Ft
(Ω;H) + |u1|L2
F
(t,T ;L4(Ω;H)) + |v1|L2
F
(t,T ;L4(Ω;H))
)
.
(7.9)
Similarly,
sup
s∈[t,T ]
E|x2(s)− x△2 (s)|H
≤C(K△)|K −K△|L4
F
(0,T ;L∞(Ω;L(H)))
(|ξ2|L4
Ft
(Ω;H) + |u2|L2
F
(t,T ;L4(Ω;H)) + |v2|L2
F
(t,T ;L4(Ω;H))
)
.
(7.10)
Step 2. By Definition 6.1, it follows that
E
〈
PTx1(T ), x2(T )
〉
H
− E〈PTx△1 (T ), x△2 (T )〉H − E ∫ T
t
〈
F (s)x1(s), x2(s)
〉
H
ds
+E
∫ T
t
〈
F (s)x△1 (s), x
△
2 (s)
〉
H
ds
= E
〈(
P (t)− P△(t))ξ1, ξ2〉H + E ∫ T
t
〈
P (s)u1(s), x2(s)
〉
H
ds− E
∫ T
t
〈
P△(s)u1(s), x
△
2 (s)
〉
H
ds
+E
∫ T
t
〈
P (s)x1(s), u2(s)
〉
H
ds− E
∫ T
t
〈
P△(s)x△1 (s), u2(s)
〉
H
ds
+E
∫ T
t
〈
P (s)K(s)x1(s), v2(s)
〉
H
ds− E
∫ T
t
〈
P△(s)K△(s)x△1 (s), v2(s)
〉
H
ds
+E
∫ T
t
〈
P (s)v1(s),K(s)x2(s) + v2(s)
〉
H
ds− E
∫ T
t
〈
P△(s)v1(s),K
△(s)x△2 (s) + v2(s)
〉
H
ds
+E
∫ T
t
〈
v1(s), Q̂
(t)(ξ2, u2, v2)(s)
〉
H
ds− E
∫ T
t
〈
v1(s), Q̂
(t,△)(ξ2, u2, v2)(s)
〉
H
ds
+E
∫ T
t
〈
Q(t)(ξ1, u1, v1)(s), v2(s)
〉
H
ds− E
∫ T
t
〈
Q(t,△)(ξ1, u1, v1)(s), v2(s)
〉
H
ds,
∀ (ξ1, u1, v1), (ξ2, u2, v2) ∈ L4Ft(Ω;H)× L2F(t, T ;L4(Ω;H))× L2F(t, T ;L4(Ω;H)).
(7.11)
Letting u1 = u2 = v1 = v2 = 0 in the test equations (1.13) and (1.14), respectively, from (7.11),
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we find that
E
〈(
P (t)− P△(t))ξ1, ξ2〉H
= E
〈
PTx1(T ), x2(T )
〉
H
− E〈PTx△1 (T ), x△2 (T )〉H
−E
∫ T
0
〈
F (s)x1(s), x2(s)
〉
H
ds+ E
∫ T
t
〈
F (s)x△1 (s), x
△
2 (s)
〉
H
ds
= E
〈
PT [x1(T )− x△1 (T )], x2(T )
〉
H
+ E
〈
PTx
△
1 (T ), x2(T )− x△2 (T )
〉
H
−E
∫ T
0
〈
F (s)
[
x1(s)− x△1 (s)
]
, x2(s)
〉
H
ds+ E
∫ T
t
〈
F (s)x△1 (s), x2(s)− x△2 (s)
〉
H
ds.
(7.12)
In (7.12), we choose ξ1, ξ2 ∈ L4Ft(Ω;H) with |ξ1|L4Ft (Ω;H) = |ξ2|L4Ft (Ω;H) = 1, such that
E
〈(
P (t)− P△(t))ξ1, ξ2〉H ≥ 12 ∣∣∣∣P (t)− P△(t)∣∣∣∣L(L4
Ft
(Ω;H), L
4
3
Ft
(Ω;H))
.
On the other hand, by (7.6)–(7.7) and (7.9)–(7.10), we have∣∣∣E〈PT [x1(T )− x△1 (T )], x2(T )〉H + E〈PTx△1 (T ), x2(T )− x△2 (T )〉H
−E
∫ T
0
〈
F (s)
[
x1(s)− x△1 (s)
]
, x2(s)
〉
H
ds+ E
∫ T
t
〈
F (s)x△1 (s), x2(s)− x△2 (s)
〉
H
ds
∣∣∣
≤ C(K△)|PT |L2
FT
(Ω;L(H))
(|x1(T )− x△1 (T )|L4
FT
(Ω;H) + |x2(T )− x△2 (T )|L4
FT
(Ω;H)
)
+C(K△)|F |L1
F
(0,T ;L2(Ω;L(H)))
(|x1 − x△1 |L∞
F
(t,T ;L4(Ω;H)) + |x2 − x△2 |L∞
F
(t,T ;L4(Ω;H))
)
≤ C(K△)|K −K△|L4
F
(0,T ;L∞(Ω;L(H))).
(7.13)
Hence,∣∣∣∣P (t)− P△(t)∣∣∣∣
L(L4
Ft
(Ω;H), L
4
3
Ft
(Ω;H))
≤ C(K△)|K −K△|L4
F
(0,T ;L∞(Ω;L(H))), ∀ t ∈ [0, T ]. (7.14)
Step 3. Letting ξ1 = ξ2 = 0 and u1 = u2 = 0 in the test equations (1.13) and (1.14) respectively,
from (7.11) and noting that
E
∫ T
0
〈
v1(s), Q̂
(t)(0, 0, v2)(s)
〉
H
ds = E
∫ T
0
〈
Q(t)(0, 0, v1)(s), v2(s)
〉
H
ds
and
E
∫ T
0
〈
v1(s), Q̂
(0,△)(0, 0, v2)(s)
〉
H
ds = E
∫ T
0
〈
Q(0,△)(0, 0, v1)(s), v2(s)
〉
H
ds,
we find that, for any v1, v2 ∈ L2F(0, T ;L4(Ω;H)), it holds that
E
〈
PTx1(T ), x2(T )
〉
H
− E〈PTx△1 (T ), x△2 (T )〉H − E ∫ T
0
〈
F (s)x1(s), x2(s)
〉
H
ds
+E
∫ T
0
〈
F (s)x△1 (s), x
△
2 (s)
〉
H
ds
= E
∫ T
0
〈
P (s)K(s)x1(s), v2(s)
〉
H
ds− E
∫ T
0
〈
P△(s)K△(s)x△1 (s), v2(s)
〉
H
ds
+E
∫ T
0
〈
P (s)v1(s),K(s)x2(s) + v2(s)
〉
H
ds− E
∫ T
0
〈
P△(s)v1(s),K
△(s)x△2 (s) + v2(s)
〉
H
ds
+2E
∫ T
0
〈
Q(0)(0, 0, v1)(s), v2(s)
〉
H
ds− 2E
∫ T
0
〈
Q(0,△)(0, 0, v1)(s), v2(s)
〉
H
ds.
(7.15)
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We choose v1, v2 ∈ L2F(0, T ;L4(Ω;H)) with |v1|L2
F
(0,T ;L4(Ω;H)) = |v2|L2
F
(0,T ;L4(Ω;H)) = 1, such that
2E
∫ T
0
〈
Q(0)(0, 0, v1)(s), v2(s)
〉
H
ds− 2E
∫ T
0
〈
Q(0,△)(0, 0, v1)(s), v2(s)
〉
H
ds
≥ ∣∣∣∣Q(0)(0, 0, ·) −Q(0,△)(0, 0, ·)∣∣∣∣
L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
.
(7.16)
By the above choice of v1 and v2, similar to (7.13), we have∣∣∣E〈PTx1(T ), x2(T )〉H − E〈PTx△1 (T ), x△2 (T )〉H − E ∫ T
0
〈
F (s)x1(s), x2(s)
〉
H
ds
+E
∫ T
0
〈
F (s)x△1 (s), x
△
2 (s)
〉
H
ds
∣∣∣
≤ C(K△)|K −K△|L4
F
(0,T ;L∞(Ω;L(H))).
(7.17)
By (7.14), it follows that∣∣∣E ∫ T
0
〈
P (s)K(s)x1(s), v2(s)
〉
H
ds− E
∫ T
0
〈
P△(s)K△(s)x△1 (s), v2(s)
〉
H
ds
∣∣∣
≤
∣∣∣E ∫ T
0
〈
P (s)K(s)
[
x1(s)− x△1 (s)
]
, v2(s)
〉
H
ds
∣∣∣+ ∣∣∣E ∫ T
0
〈
P (s)
[
K(s)−K△(s)]x△1 (s), v2(s)〉Hds∣∣∣
+
∣∣∣E ∫ T
0
〈[
P (s)− P△(s)]K△(s)x△1 (s), v2(s)〉Hds∣∣∣
≤ C(K△)|K −K△|L4
F
(0,T ;L∞(Ω;L(H))).
(7.18)
Similarly,∣∣∣E ∫ T
0
〈
P (s)v1(s),K(s)x2(s) + v2(s)
〉
H
ds− E
∫ T
0
〈
P△(s)v1(s),K
△(s)x△2 (s) + v2(s)
〉
H
ds
≤ C(K△)|K −K△|L4
F
(0,T ;L∞(Ω;L(H))).
(7.19)
From (7.15)–(7.19), we obtain that∣∣∣∣Q(0)(0, 0, ·) −Q(0,△)(0, 0, ·)∣∣∣∣
L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
≤ C(K△)|K −K△|L4
F
(0,T ;L∞(Ω;L(H))).
Similarly, ∣∣∣∣Q̂(0)(0, 0, ·) − Q̂(0,△)(0, 0, ·)∣∣∣∣
L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
≤ C(K△)|K −K△|L4
F
(0,T ;L∞(Ω;L(H))).
Hence, we obtain the desired estimate (7.1). This completes the proof of Theorem 7.1.
Next, we shall show a property of the relaxed transposition solution to (1.10) when the coefficient
K is piecewisely constant with respect to the time variable. For this purpose, we introduce the
following subspace of L2
F
(0, T ;L4(Ω;H)) (Recall (5.2) for the definition of M):
H =
{ ℓ∑
i=1
χOi(·)hi
∣∣∣ ℓ ∈ N, Oi ∈ M, hi ∈ D(A)}. (7.20)
It is clear that H is dense in L2
F
(0, T ;L4(Ω;H)). We have the following result.
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Theorem 7.2 Suppose that the assumptions in Theorem 6.1 hold and K =
n0∑
i=1
χ[ti,ti+1)(t)Ki for
some n0 ∈ N, 0 = t1 < t2 < · · · < tn0 < tn0+1 = T , and Ki ∈ L∞Fti (Ω;L(D(A))), i = 1, · · · , n0. Let
(P (·), Q(·), Q̂(·)) be the relaxed transposition solution to (1.10). Then, there exist two pointwisely
defined linear operators Q and Q̂, both of which are from H to L2
F
(0, T ;L
4
3 (Ω;H)), such that
E
∫ T
0
〈
v1(s), Q̂
(0)(ξ2, u2, v2)(s)
〉
H
ds+ E
∫ T
0
〈
Q(0)(ξ1, u1, v1)(s), v2(s)
〉
H
ds
= E
∫ T
0
[〈(
Qv1
)
(s), x2(s)
〉
H
+
〈
x1(s),
(
Q̂v2
)
(s)
〉
H
]
ds,
(7.21)
holds for any ξ1, ξ2 ∈ L4F0(Ω;H), u1(·), u2(·) ∈ L2F(0, T ;L4(Ω;H)) and v1(·), v2(·) ∈ H. Here, x1(·)
and x2(·) solve accordingly (1.13) and (1.14) with t = 0.
Proof : As in the proof of Theorem 6.1 (but with the set {rj}∞j=1 (introduced at the very
beginning of Step 4) being replaced by {rj}∞j=1 ∪ {t1, t2, · · · , tn0}), we introduce the equation (6.4)
(approximating to the equation (1.10)), and the equations (6.8) and (6.9) (which are accordingly
finite approximations of the equations (1.13) and (1.14)), and obtain the approximate variational
equality (6.20) for Pn,λ(·) and Qn,λ(·). Also, we fix a sequence {λm}∞m=1 ⊂ ρ(A) such that λm →∞
as m→∞. We divide the rest of proof into two steps.
Step 1. Choose ξn2 = 0 and u
n
2 = 0 in the equation (6.9). Then, there is a constant C1(λm) > 0,
independent of t and n, such that |xn,λ2 |L∞(t,T ;L4(Ω;H)) ≤ C1(λm)|vn2 |L2(t,T ;L4(Ω;H)). Without loss of
generality, we may assume that
1
max
1≤i≤n0
(ti+1 − ti) > 2
12|C1(λm)|4|K|4L4
F
(0,T ;L∞(Ω;L(D(A)))). (7.22)
(Otherwise, we may choose a refined partition of [0, T ] so that (7.22) holds). Letting ξ1 ∈
L4Ftn0
(Ω;D(A)), un1 = −(An,λm + Jn)ξ1 and vn1 = −Knξ1 in (6.8), and letting ξn2 = 0 and un2 = 0 in
(6.9), by (6.20) with t = tn0 , we find that
E
〈
PnT ξ1, x
n,λm
2 (T )
〉
Rn
− E
∫ T
tn0
〈
Fn(s)ξ1, x
n,λm
2 (s)
〉
Rn
ds
= E
∫ T
tn0
〈
Pn,λm(s)un1 (s), x
n,λm
2 (s)
〉
Rn
ds+ E
∫ T
tn0
〈
Pn,λm(s)Kn(s)ξ1, v
n
2 (s)
〉
Rn
ds
+E
∫ T
tn0
〈
Pn,λm(s)vn1 (s),Kn(s)x
n,λm
2 + v
n
2 (s)
〉
Rn
ds
−E
∫ T
tn0
〈
Qn,λm(s)Kn(s)ξ1, x
n,λm
2 (s)
〉
Rn
ds+ E
∫ T
tn0
〈
Qn,λm(s)ξn1 , v
n
2 (s)
〉
Rn
ds.
(7.23)
First, we find a ξ1 ∈ L4Ftn0 (Ω;D(A)) with |ξ1|L4Ftn0 (Ω;D(A))
= 1 such that
∣∣Qn,λm(·)ξn1 ∣∣L2
F
(tn0 ,T ;L
4
3 (Ω;H))
≥ 1
2
∣∣∣∣Qn,λm(·)∣∣∣∣
L(L4
Ftn0
(Ω;D(A)), L2
F
(tn0 ,T ;L
4
3 (Ω;H)))
.
Next, we find a v2 ∈ L2F(tn0 , T ;L4(Ω;H)) with |v2|L2
F
(tn0 ,T ;L
4(Ω;H)) = 1 so that
E
∫ T
tn0
〈
Qn,λm(s)ξn1 , v
n
2 (s)
〉
Rn
ds ≥ 1
2
∣∣Qn,λm(·)ξn1 ∣∣L2
F
(tn0 ,T ;L
4
3 (Ω;H))
.
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Hence,
E
∫ T
tn0
〈
Qn,λm(s)ξn1 , v
n
2 (s)
〉
Rn
ds ≥ 1
4
∣∣∣∣Qn,λm(·)∣∣∣∣
L(L4
Ftn0
(Ω;D(A)), L2
F
(tn0 ,T ;L
4
3 (Ω;H)))
. (7.24)
On the other hand, by (7.22), it follows that∣∣∣E ∫ T
tn0
〈
Qn,λm(s)Knξ1, x
n,λm
2 (s)
〉
Rn
ds
∣∣∣
≤ |xn,λm2 |L∞F (tn0 ,T ;L4(Ω;H))
∫ T
tn0
∣∣Qn,λm(s)Knξ1∣∣
L
4
3
Fs
(Ω;H)
ds
≤
√
T − tn0 |xn,λm2 |L∞F (tn0 ,T ;L4(Ω;H))|Kn0 |L∞Ftn0(Ω;L(D(A)))
∣∣∣∣Qn,λm(·)∣∣∣∣
L(L4
Ftn0
(Ω;D(A)), L2
F
(tn0 ,T ;L
4
3 (Ω;H)))
≤ (tn0+1 − tn0)
1
4C1(λm)|K|L4
F
(0,T ;L∞(Ω;L(D(A))))
∣∣∣∣Qn,λm(·)∣∣∣∣
L(L4
Ftn0
(Ω;D(A)), L2
F
(tn0 ,T ;L
4
3 (Ω;H)))
≤ 1
8
∣∣∣∣Qn,λm(·)∣∣∣∣
L(L4
Ftn0
(Ω;D(A)), L2
F
(tn0 ,T ;L
4
3 (Ω;H)))
.
This, together with (7.24), implies that
E
∫ T
tn0
〈
Qn,λm(s)Kn(s)ξ1, x
n,λm
2 (s)
〉
Rn
ds+ E
∫ T
tn0
〈
Qn,λm(s)ξn1 , v
n
2 (s)
〉
Rn
ds
≥ 1
8
∣∣∣∣Qn,λm(·)∣∣∣∣
L(L4
Ftn0
(Ω;D(A)), L2
F
(tn0 ,T ;L
4
3 (Ω;H)))
.
(7.25)
On the other hand, from the choice of ξ1, u
n
1 and v
n
1 , we find that
|un1 |L2
F
(0,T ;L4(Ω;H)) ≤ C(λm)
(|A|L(D(A), H) + |J |L4
F
(0,T ;L∞(Ω;L(H)))
)
.
Hence, by the estimate (6.25), it follows that∣∣∣E〈PnT ξ1, xn,λm2 (T )〉Rn − E ∫ T
tn0
〈
Fn(s)ξ1, x
n,λm
2 (s)
〉
Rn
ds− E
∫ T
tn0
〈
Pn,λm(s)un1 (s), x
n,λm
2 (s)
〉
Rn
ds
−E
∫ T
tn0
〈
Kn(s)ξ1, P
n,λm(s)vn2 (s)
〉
Rn
ds−E
∫ T
tn0
〈
Pn,λm(s)vn1 (s),Kn(s)x
n,λm
2 + v
n
2 (s)
〉
Rn
ds
∣∣∣
≤C(λm)
(|PT |L4
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)(
1 + |A|L(D(A), H) + |(J,K)|(L4
F
(0,T ;L∞(Ω;L(H))))2
)
.
(7.26)
Combining (7.23) and (7.25)–(7.26), we find that∣∣∣∣Qn,λm(·)∣∣∣∣
L(L4
Ftn0
(Ω;D(A)), L2
F
(tn0 ,T ;L
4
3 (Ω;H)))
≤C(λm)
(|PT |L4
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)(
1 + |A|L(D(A), H) + |(J,K)|(L4
F
(0,T ;L∞(Ω;L(H))))2
)
.
(7.27)
By (7.27) and Corollary 5.1, there exist a bounded, pointwisely defined linear operator Qλmtn0
from
L4Ftn0
(Ω;D(A)) to L2
F
(tn0 , T ;L
4
3 (Ω;H)), and a subsequence {n(5)k }∞k=1 of {n(4)k }∞k=1 (defined between
(6.40) and (6.41)) such that
(w)- lim
k→∞
Qn
(5)
k
,λmξ = Qλmtn0
ξ in L2F(tn0 , T ;L
4
3 (Ω;H)), ∀ ξ ∈ L4Ftn0 (Ω;D(A)). (7.28)
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Next, letting ξ1 ∈ L4Ftn0−1 (Ω;D(A)), u
n
1 = −(An,λm + Jn)ξ1 and vn1 = −Knξ1 in (6.8), and
letting ξ2 = 0 and u
n
2 = 0 in (6.9), by (6.20) with t = tn0−1, we find that
E
〈
PnT ξ1, x
n,λ
2 (T )
〉
Rn
− E
∫ T
tn0−1
〈
Fn(s)ξ1, x
n,λm
2 (s)
〉
Rn
ds
= E
∫ T
tn0−1
〈
Pn,λ(s)un1 (s), x
n,λm
2 (s)
〉
Rn
ds+ E
∫ T
tn0−1
〈
Pn,λm(s)Kn(s)ξ1, v
n
2 (s)
〉
Rn
ds
+E
∫ T
tn0−1
〈
Pn,λm(s)vn1 (s),Kn(s)x
n,λm
2 + v
n
2 (s)
〉
Rn
ds
+E
∫ T
tn0−1
〈
Qn,λm(s)Kn(s)ξ1, x
n,λm
2 (s)
〉
Rn
ds + E
∫ T
tn0−1
〈
Qn,λm(s)ξn1 , v
n
2 (s)
〉
Rn
ds.
(7.29)
On the other hand, for these data ξ1, u
n
1 , v
n
1 , ξ2, u
n
2 and v
n
2 , from the variational equality (6.20)
with t = tn0 , we obtain that
E
〈
PnT ξ1, x
n,λm
2 (T )
〉
Rn
− E
∫ T
tn0
〈
Fn(s)ξ1, x
n,λm
2 (s)
〉
Rn
ds
= E
〈
Pn,λm(tn0)ξ1, x
n,λm
2 (tn0)
〉
Rn
+ E
∫ T
tn0
〈
Pn,λm(s)un1 (s), x
n,λm
2 (s)
〉
Rn
ds
+E
∫ T
tn0
〈
Pn,λm(s)Kn(s)ξ1, v
n
2 (s)
〉
Rn
ds + E
∫ T
tn0
〈
Pn,λm(s)vn1 (s),Kn(s)x
n,λm
2 + v
n
2 (s)
〉
Rn
ds
+E
∫ T
tn0
〈
Qn,λm(s)Kn(s)ξ1, x
n,λm
2 (s)
〉
Rn
ds+ E
∫ T
tn0
〈
Qn,λm(s)ξn1 , v
n
2 (s)
〉
Rn
ds.
(7.30)
From (7.29) and (7.30), it follows that
E
〈
Pn,λm(tn0)ξ1, x
n,λm
2 (tn0)
〉
Rn
− E
∫ tn0
tn0−1
〈
Fn(s)ξ1, x
n,λm
2 (s)
〉
Rn
ds
= E
∫ tn0
tn0−1
〈
Pn,λm(s)un1 (s), x
n,λm
2 (s)
〉
Rn
ds + E
∫ tn0
tn0−1
〈
Pn,λm(s)Kn(s)ξ1, v
n
2 (s)
〉
Rn
ds
+E
∫ tn0
tn0−1
〈
Pn,λm(s)vn1 (s),Kn(s)x
n,λm
2 + v
n
2 (s)
〉
Rn
ds
−E
∫ tn0
tn0−1
〈
Qn,λm(s)Kn(s)ξ1, x
n,λm
2 (s)
〉
Rn
ds+ E
∫ tn0
tn0−1
〈
Qn,λm(s)ξn1 , v
n
2 (s)
〉
Rn
ds.
(7.31)
Similar to (7.27), from (7.31), one obtains that∣∣∣∣Qn,λm(·)∣∣∣∣
L(L4
Ftn0−1
(Ω;D(A)), L2
F
(tn0−1,tn0 ;L
4
3 (Ω;H)))
≤C(λm)
(|PT |L4
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)(
1 + |A|L(D(A), H) + |(J,K)|(L4
F
(0,T ;L∞(Ω;L(H))))2
)
.
(7.32)
By (7.32) and utilizing Corollary 5.1, we conclude that there exist a bounded, pointwisely de-
fined linear operator Qλmtn0−1
from L4Ftn0−1
(Ω;D(A)) to L2
F
(tn0−1, tn0 ;L
4
3 (Ω;H)), and a subsequence
{n(6)k }∞k=1 of {n(5)k }∞k=1 such that
(w)- lim
k→∞
Qn
(6)
k
,λmξ = Qλmtn0−1
ξ in L2F(tn0−1, tn0 ;L
4
3 (Ω;H)), ∀ ξ ∈ L4Fti (Ω;D(A)). (7.33)
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Generally, for any i = 1, 2, · · · , n0, there exist a bounded, pointwisely defined linear op-
erator Qλmti from L
4
Fti
(Ω;D(A)) to L2
F
(ti, ti+1;L
4
3 (Ω;H)), and a subsequence {n(5+n0−i)k }∞k=1 of
{n(4+n0−i)k }∞k=1 such that
(w)- lim
k→∞
Qn
(5+n0−i)
k
,λmξ = Qλmti ξ in L
2
F(ti, ti+1;L
4
3 (Ω;H)), ∀ ξ ∈ L4Fti (Ω;D(A)). (7.34)
Since Qλmti is pointwisely defined, for a.e. (t, ω) ∈ (ti, ti+1)× Ω, there is a qλmti (t, ω) ∈ L(D(A), H)
such that (
Qλmti ξ
)
(t, ω) = qλmti (t, ω)ξ(ω), ∀ ξ ∈ L4Fti (Ω;D(A)).
For each i = 1, 2, · · · , n0, write
Hi =
{ ℓ∑
j=1
χOj∩([ti,T ]×Ω)(·)hj
∣∣∣ ℓ ∈ N, Oj ∈M, hj ∈ L4Fti (Ω;D(A))}.
It is clear that Hi is dense in L2F(ti, T ;L4(Ω;H)) and H ⊂ H1. Define an operator Qi,λm from Hi
to L2
F
(ti, T ;L
4
3 (Ω;H)) as follows: For any v =
ℓ∑
j=1
χOj∩([ti,T ]×Ω)(·)hj ∈ Hi with ℓ ∈ N, Oj ∈ M and
hj ∈ L4Fti (Ω;D(A)),
(
Qi,λmv
)
(t, ω) =
n0∑
γ=i
ℓ∑
j=1
χ[tγ ,tγ+1)(t)χOj∩([ti,T ]×Ω)(t, ω)q
λm
tγ (t, ω)hj , a.e. (t, ω) ∈ (0, T )× Ω.
It is easy to check that Qi,λmv ∈ L2
F
(ti, T ;L
4
3 (Ω;H)), and Qi,λm is a pointwisely defined linear
operator from Hi to L2F(ti, T ;L
4
3 (Ω;H)). Also, for the above v, we have
Qn
(n0+4)
k
,λm(s)vn
(n0+4)
k (s) =
ℓ∑
j=1
χOj∩([ti,T ]×Ω)Q
n
(n0+4)
k
,λm(s)Γ
n
(n0+4)
k
hj .
Hence,
Qn
(n0+4)
k
,λm(·)vn(n0+4)k (·)− (Qi,λmv)(·)
=
ℓ∑
j=1
χOj∩([ti,T ]×Ω)(·)
[
Qn
(n0+4)
k
,λm(·)Γ
n
(n0+4)
k
hj −
(
Qi,λmhj
)
(·)
]
.
This gives that
(w)- lim
k→∞
Qn
(n0+4)
k
,λm(·)vn(n0+4)k (·) = Qi,λmv in L2F(ti, T ;L
4
3 (Ω;H)), ∀ v ∈ Hi. (7.35)
Similarly, one can find a subsequence {n(n0+5)k }∞k=1 ⊂ {n(n0+4)k }∞k=1 and a pointwisely defined
linear operator Q̂i,λm from Hi to L2F(ti, T ;L
4
3 (Ω;H)) such that
(w)- lim
k→∞
Qn
(n0+5)
k
,λm(·)∗vn(n0+5)k (·) = Q̂i,λmv in L2F(ti, T ;L
4
3 (Ω;H)), ∀ v ∈ Hi. (7.36)
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For any v1, v2 ∈ Hi, we have
E
∫ T
ti
〈
Qi,λmv1, v2
〉
H
dt = lim
k→∞
E
∫ T
ti
〈
Qn
(n0+5)
k
,λm(t)v
n
(n0+5)
k
1 (t), v
n
(n0+5)
k
2 (t)
〉
H
dt
= lim
k→∞
E
∫ T
ti
〈
v
n
(n0+5)
k
1 (t), Q
n
(n0+5)
k
,λm(t)∗v
n
(n0+5)
k
2 (t)
〉
H
dt
= E
∫ T
ti
〈
v1, Q̂
i,λmv2
〉
H
dt.
(7.37)
For any ξ1, ξ2 ∈ L4Fti (Ω;H), u1(·), u2(·) ∈ L
2
F
(ti, T ;L
4(Ω;H)) and v1(·), v2(·) ∈ Hi, by (7.35)–
(7.36), it is easy to see that
lim
k→∞
E
∫ T
ti
[〈
Qn
(n0+5)
k
,λm(s)v
n
(n0+5)
k
1 (s), x
n
(n0+5)
k
,λm
2 (s)
〉
R
n
(n0+5)
k
+
〈
Qn
(n0+5)
k
,λm(s)x
n
(n0+5)
k
,λm
1 (s), v
n
(n0+5)
k
2 (s)
〉
R
n
(n0+5)
k
]
ds
= E
∫ T
ti
[〈(
Qi,λmv1
)
(s), x2(s)
〉
H
+
〈
x1(s),
(
Q̂i,λmv2
)
(s)
〉
H
]
ds.
(7.38)
Therefore,
E
∫ T
ti
〈
v1(s), Q̂
(ti,λm)(ξ2, u2, v2)(s)
〉
H
ds+ E
∫ T
ti
〈
Q(ti,λm)(ξ1, u1, v1)(s), v2(s)
〉
H
ds
= E
∫ T
ti
[〈(
Qi,λmv1
)
(s), x2(s)
〉
H
+
〈
x1(s),
(
Q̂i,λmv2
)
(s)
〉
H
]
ds.
(7.39)
By (6.75) and (7.39), we find that
E
〈
PTx
λm
1 (T ), x
λm
2 (T )
〉
H
− E
∫ T
ti
〈
F (s)xλm1 (s), x
λm
2 (s)
〉
H
ds
= E
〈
P λm(0)ξ1, ξ2
〉
H
+ E
∫ T
ti
〈
P λm(s)u1(s), x
λm
2 (s)
〉
H
ds+ E
∫ T
ti
〈
P λm(s)xλm1 (s), u2(s)
〉
H
ds
+E
∫ T
ti
〈
P λm(s)K(s)xλm1 (s), v2(s)
〉
H
ds+ E
∫ T
ti
〈
P λm(s)v1(s),K(s)x
λm
2 (s) + v2(s)
〉
H
ds
+E
∫ T
ti
[〈(
Qi,λmv1
)
(s), xλm2 (s)
〉
H
+
〈
xλm1 (s),
(
Q̂i,λmv2
)
(s)
〉
H
]
ds,
(7.40)
holds for any ξ1, ξ2 ∈ L4Fti (Ω;H), u1(·), u2(·) ∈ L
2
F
(ti, T ;L
4(Ω;H)) and v1(·), v2(·) ∈ Hi (i =
1, 2, · · · , n0).
Step 2. We now take m→∞ in (7.40). The argument below is very similar to Step 1. Choose
ξ2 = 0 and u2 = 0 in the equation (2.12). By (2.14) and similar to (6.14), there is a constant
C2 > 0, independent of t and m, such that |xλm2 |L∞(t,T ;L4(Ω;H)) ≤ C2|v2|L2(t,T ;L4(Ω;H)). Without
loss of generality, we may assume that
1
max
1≤i≤n0
(ti+1 − ti) > 2
12|C2|4|K|4L4
F
(0,T ;L∞(Ω;L(D(A)))). (7.41)
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Letting ξ1 ∈ L4Ftn0 (Ω;D(A)), u1 = −(A
λm + J)ξ1 and v1 = −Kξ1 in (2.11), and letting ξ2 = 0 and
u2 = 0 in (2.12), by (7.40) and (7.37), we find that
E
〈
PT ξ1, x
λm
2 (T )
〉
H
− E
∫ T
tn0
〈
F (s)ξ1, x
λm
2 (s)
〉
H
ds
= E
∫ T
tn0
〈
P λm(s)u1(s), x
λm
2 (s)
〉
H
ds+ E
∫ T
tn0
〈
P λm(s)K(s)ξ1, v2(s)
〉
H
ds
+E
∫ T
tn0
〈
P λm(s)v1(s),K(s)x
λm
2 + v2(s)
〉
H
ds
−E
∫ T
tn0
〈
Qn0,λmK(s)ξ1, x
λm
2 (s)
〉
H
ds+ E
∫ T
tn0
〈
Qn0,λmξ1, v2(s)
〉
H
ds.
(7.42)
Similar to (7.27), by (7.42) and noting (7.41), we have the following estimate:∣∣∣∣Qn0,λm(·)∣∣∣∣
L(L4
Ftn0
(Ω;D(A)), L2
F
(tn0 ,T ;L
4
3 (Ω;H)))
≤C(|PT |L4
FT
(Ω;L(H)) + |F |L1
F
(0,T ;L2(Ω;L(H)))
)(
1 + |A|L(D(A), H) + |(J,K)|(L4
F
(0,T ;L∞(Ω;L(H))))2
)
.
(7.43)
By (7.43) and Corollary 5.1, there exist a bounded, pointwisely defined linear operator Qtn0 from
L4Ftn0
(Ω;D(A)) to L2
F
(tn0 , T ;L
4
3 (Ω;H)), and a subsequence {λ(2)mj}∞j=1 of {λ(1)mj}∞j=1 (defined at the
beginning of the Step 6 in the proof of Theorem 6.1) such that
(w)- lim
j→∞
Qn0,λ
(2)
mj ξ = Qtn0 ξ in L
2
F(tn0 , T ;L
4
3 (Ω;H)), ∀ ξ ∈ L4Ftn0 (Ω;D(A)).
Generally, for any i = 1, 2, · · · , n0, there exist a bounded, pointwisely defined linear operator Qti
from L4Fti
(Ω;D(A)) to L2
F
(ti, ti+1;L
4
3 (Ω;H)), and a subsequence {λ(n0−i+2)m }∞m=1 of {λ(n0−i+1)m }∞m=1
such that
(w)- lim
j→∞
Q
i,λ
(n0−i+2)
mj ξ = Qtiξ in L
2
F(ti, ti+1;L
4
3 (Ω;H)), ∀ ξ ∈ L4Fti (Ω;D(A)).
Since Qti is pointwisely defined, for a.e. (t, ω) ∈ (ti, ti+1) × Ω, there is a qti(t, ω) ∈ L(D(A), H)
such that (
Qtiξ
)
(t, ω) = qti(t, ω)ξ(ω), ∀ ξ ∈ L4Fti (Ω;D(A)).
Define a linear operator Q from H to L2
F
(0, T ;L
4
3 (Ω;H)) as follows: For any v =
ℓ∑
j=1
χOihi ∈ H
with ℓ ∈ N, Oi ∈ M and hi ∈ D(A),
(
Qv
)
(t, ω) =
n0∑
γ=1
ℓ∑
j=1
χ[tγ ,tγ+1)(t)χOj(t, ω)qtγ (t, ω)hj , a.e. (t, ω) ∈ (0, T )× Ω.
Then,
(w)- lim
j→∞
Q
1,λ
(n0+1)
mj v = Qv in L2F(0, T ;L
4
3 (Ω;H)), ∀ v ∈ H. (7.44)
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By a similar argument, we see that there exist a linear operator Q̂ from H to L2
F
(0, T ;L
4
3 (Ω;H)),
and a subsequence {λ(n0+2)mj }∞j=1 of {λ(n0+1)mj }∞j=1 such that
(w)- lim
j→∞
Q̂
1,λ
(n0+2)
mj v = Q̂v in L2F(0, T ;L
4
3 (Ω;H)), ∀ v ∈ H. (7.45)
Now, choosing arbitrarily ξ1, ξ2 ∈ H, u1(·), u2(·) ∈ L2F(0, T ;L4(Ω;H)) and v1(·), v2(·) ∈ H, by
(7.38) and (7.44)–(7.45), we find that
lim
j→∞
lim
k→∞
E
∫ T
0
[〈
Q
n
(2n0+4)
k
,λ
(n0+2)
mj (s)v
n
(2n0+4)
k
1 (s), x
n
(2n0+4)
k
,λ
(n0+2)
mj
2 (s)
〉
R
n
(2n0+4)
k
+
〈
Q
n
(2n0+4)
k
,λ
(n0+2)
mj (s)x
n
(2n0+4)
k
,λ
(n0+2)
mj
1 (s), v
n
(2n0+4)
k
2 (s)
〉
R
n
(2n0+4)
k
]
ds
= E
∫ T
0
[〈(
Qv1
)
(s), x2(s)
〉
H
+
〈
x1(s),
(
Q̂v2
)
(s)
〉
H
]
ds.
(7.46)
Combining (6.48), (6.60), (6.64), (6.65), (6.78) and (7.46), we conclude that the desired equality
(7.21) holds for any ξ1, ξ2 ∈ L4F0(Ω;H), u1(·), u2(·) ∈ L2F(0, T ;L4(Ω;H)) and v1(·), v2(·) ∈ H. This
completes the proof of Theorem 7.2.
Remark 7.1 1) We conjecture that the same conclusion in Theorem 7.2 still holds for any K ∈
L4
F
(0, T ;L∞(Ω;L(H))), or at least for any K =
n0∑
i=1
χ[ti,ti+1)(t)Ki with n0 ∈ N, 0 = t1 < t2 < · · · <
tn0 < tn0+1 = T , and Ki ∈ L∞Fti (Ω;L(H)) (If the later is true, then we may drop the assumption
bx(·, x¯(·), u¯(·)) ∈ L4F(0, T ;L∞(Ω;L(D(A)))) in Theorem 9.1). However, we cannot prove it at this
moment.
2) In some sense, the operators Q and Q̂ given in Theorem 7.2 play similar roles as the oper-
ators Q and Q∗, where the later operator Q is the second component of the transposition solution
(P (·), Q(·)) to (1.10).
8 Necessary condition for optimal controls, the case of convex
control domains
For the sake of completeness, in this section, we shall give a necessary condition for optimal controls
of the system (1.2) for the case of special control domain U , i.e., U is a convex subset of another
separable Hilbert space H1, and the metric of U is introduced by the norm of H1 (i.e., d(u1, u2) =
|u1 − u2|H1).
To begin with, we introduce the following further assumptions for a(·, ·, ·), b(·, ·, ·), g(·, ·, ·) and
h(·).
(A3) The maps a(t, x, u) and b(t, x, u), and the functional g(t, x, u) and h(x) are C1 with respect
to x and u. Moreover, there exists a constant CL > 0 such that, for any (t, x, u) ∈ [0, T ] ×H × U ,{
||ax(t, x, u)||L(H) + ||bx(t, x, u)||L(H) + |gx(t, x, u)|H + |hx(x)|H ≤ CL,
||au(t, x, u)||L(H1,H) + ||bu(t, x, u)||L(H1,H) + |gu(t, x, u)|H1 ≤ CL.
(8.1)
Our result in this section is as follows.
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Theorem 8.1 Assume that x0 ∈ L2F0(Ω;H). Let the assumptions (A1), (A2) and (A3) hold, and
let (x¯(·), u¯(·)) be an optimal pair of Problem (P). Let (y(·), Y (·)) be the transposition solution of
the equation (1.8) with p = 2, and yT and f(·, ·, ·) given by{
yT = −hx
(
x¯(T )
)
,
f(t, y1, y2) = −ax(t, x¯(t), u¯(t))∗y1 − bx
(
t, x¯(t), u¯(t)
)∗
y2 + gx
(
t, x¯(t), u¯(t)
)
.
(8.2)
Then,
Re
〈
au(t, x¯(t), u¯(t))
∗y(t) + bu(t, x¯(t), u¯(t))
∗Y (t)− gu(t, u¯(t), x¯(t)), u − u¯(t)
〉
H1
≤ 0,
a.e. [0, T ]× Ω,∀ u ∈ U. (8.3)
Proof : We use the convex perturbation technique and divide the proof into several steps.
Step 1. For the optimal pair (x¯(·), u¯(·)), we fix arbitrarily a control u(·) ∈ U [0, T ] satisfying
u(·)− u¯(·) ∈ L2
F
(0, T ;L2(Ω;H1)). Since U is convex, we see that
uε(·) = u¯(·) + ε[u(·) − u¯(·)] = (1− ε)u¯(·) + εu(·) ∈ U [0, T ], ∀ ε ∈ [0, 1].
Denote by xε(·) the state process of (1.2) corresponding to the control uε(·). By Lemma 1.1, it
follows that
|xε|CF(0,T ;L2(Ω;H)) ≤ C
(
1 + |x0|L2
F0
(Ω;H)
)
, ∀ ε ∈ [0, 1]. (8.4)
Write xε1(·) =
1
ε
[
xε(·) − x¯(·)] and δu(·) = u(·) − u¯(·). Since (x¯(·), u¯(·)) satisfies (1.2), it is easy to
see that xε1(·) satisfies the following stochastic differential equation:{
dxε1 =
(
Axε1 + a
ε
1x
ε
1 + a
ε
2δu
)
dt+
(
bε1x
ε
1 + b
ε
2δu
)
dw(t) in (0, T ],
xε1(0) = 0,
(8.5)
where
aε1(t) =
∫ 1
0
ax(t, x¯(t) + σεx
ε
1(t), u
ε(t))dσ, aε2(t) =
∫ 1
0
au(t, x¯(t), u¯(t) + σεδu(t))dσ,
bε1(t) =
∫ 1
0
bx(t, x¯(t) + σεx
ε
1(t), u
ε(t))dσ, bε2(t) =
∫ 1
0
bu(t, x¯(t), u¯(t) + σεδu(t))dσ.
(8.6)
Consider the following stochastic differential equation:{
dx2 =
[
Ax2 + a1(t)x2 + a2(t)δu
]
dt+
[
b1(t)x2 + b2(t)δu
]
dw(t) in (0, T ],
x2(0) = 0,
(8.7)
where {
a1(t) = ax(t, x¯(t), u¯(t)), a2(t) = au(t, x¯(t), u¯(t)),
b1(t) = bx(t, x¯(t), u¯(t)), b2(t) = bu(t, x¯(t), u¯(t)).
(8.8)
Step 2. In this step, we shall show that
lim
ε→0+
∣∣∣xε1 − x2∣∣∣
L∞
F
(0,T ;L2(Ω;H))
= 0. (8.9)
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First, using Lemma 2.1 and by the assumption (A1), we find that
E|xε1(t)|2H = E
∣∣∣ ∫ t
0
S(t− s)aε1(s)xε1(s)ds +
∫ t
0
S(t− s)aε2(s)δu(s)ds
+
∫ t
0
S(t− s)bε1(s)xε1(s)dw(s) +
∫ t
0
S(t− s)bε2(s)δu(s)dw(s)
∣∣∣2
H
≤ CE
[∣∣∣ ∫ t
0
S(t− s)aε1(s)xε1(s)ds
∣∣∣2
H
+
∣∣∣ ∫ t
0
S(t− s)bε1(s)xε1(s)dw(s)
∣∣∣2
H
+
∣∣∣ ∫ t
0
S(t− s)aε2(s)δu(s)ds
∣∣∣2
H
+
∣∣∣ ∫ t
0
S(t− s)bε2(s)δu(s)dw(s)
∣∣∣2
H
]
≤ C
[ ∫ t
0
E|xε1(s)|2Hds +
∫ T
0
E|δu(s)|2H1dt
]
.
(8.10)
It follows from (8.10) and Gronwall’s inequality that
E|xε1(t)|2H ≤ C|u¯− u|2L2
F
(0,T ;L2(Ω;H1))
, ∀ t ∈ [0, T ]. (8.11)
By a similar computation, we see that
E|x2(t)|2H ≤ C|u¯− u|2L2
F
(0,T ;L2(Ω;H1))
, ∀ t ∈ [0, T ]. (8.12)
On the other hand, put xε3 = x
ε
1 − x2. Then, xε3 solves the following equation:
dxε3 =
[
Axε3 + a
ε
1(t)x
ε
3 +
(
aε1(t)− a1(t)
)
x2 +
(
aε2(t)− a2(t)
)
δu
]
dt
+
[
bε1(t)x
ε
3 +
(
bε1(t)− b1(t)
)
x2 +
(
bε2(t)− b2(t)
)
δu
]
dw(t) in (0, T ],
xε3(0) = 0.
(8.13)
It follows from (8.12)–(8.13) that
E|xε3(t)|2H
= E
∣∣∣ ∫ t
0
S(t− s)aε1(s)xε3(s)ds +
∫ t
0
S(t− s)bε1(s)xε3(s)dw(s)
+
∫ t
0
S(t− s)[aε1(s)− a1(s)]x2(s)ds+ ∫ t
0
S(t− s)[bε1(s)− b1(s)]x2(s)dw(s)
+
∫ t
0
S(t− s)[aε2(s)− a2(s)]δu(s)ds + ∫ t
0
S(t− s)[bε2(s)− b2(s)]δu(s)dw(s)∣∣∣2
H
≤ C
[
E
∫ t
0
|xε3(s)|2Hds
+|x2(·)|2L∞
F
(0,T ;L2(Ω;H))
∫ T
0
E
(||aε1(s)− a1(s)||2L(H) + ||bε1(s)− b1(s)||2L(H))dt
+|u− u¯|2L2
F
(0,T ;L2(Ω;H1))
∫ T
0
E
(||aε2(s)− a2(s)||2L(H1,H) + ||bε2(s)− b2(s)||2L(H1,H))dt]
≤ C(1 + |u− u¯|2L2
F
(0,T ;L2(Ω;H1))
)
{
E
∫ t
0
|xε3(s)|2Hds+
∫ T
0
E
[
||aε1(s)− a1(s)||2L(H)
+||bε1(s)− b1(s)||2L(H) + ||aε2(s)− a2(s)||2L(H1,H) + ||bε2(s)− b2(s)||2L(H1,H)
]
dt
}
.
This, together with Gronwall’s inequality, implies that
E|xε3(t)|2H ≤ Ce
C|u−u¯|
L2
F
(0,T ;L2(Ω;H1))
∫ T
0
E
[
||aε1(s)− a1(s)||2L(H) + ||bε1(s)− b1(s)||2L(H)
+||aε2(s)− a2(s)||2L(H1,H) + ||bε2(s)− b2(s)||2L(H1,H)
]
ds, ∀ t ∈ [0, T ].
(8.14)
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Note that (8.11) implies xε(·)→ x¯(·) (in H) in probability, as ε→ 0. Hence, by (8.6), (8.8) and
the continuity of ax(t, ·, ·), bx(t, ·, ·), au(t, ·, ·) and bu(t, ·, ·), we deduce that
lim
ε→0
∫ T
0
E
[
||aε1(s)− a1(s)||2L(H) + ||bε1(s)− b1(s)||2L(H)
+||aε2(s)− a2(s)||2L(H1,H) + ||bε2(s)− b2(s)||2L(H1,H)
]
ds = 0.
This, combined with (8.14), gives (8.9).
Step 3. Since (x¯(·), u¯(·)) is an optimal pair of Problem (P), from (8.9), we find that
0 ≤ lim
ε→0
J (uε(·))− J (u¯(·))
ε
= Re
{
E
∫ T
0
[〈
g1(t), x2(t)
〉
H
+
〈
g2(t), δu(t)
〉
H1
]
dt+ E
〈
hx(x¯(T )), x2(T )
〉
H
}
,
(8.15)
where
g1(t) = gx(t, x¯(t), u¯(t)), g2(t) = gu(t, x¯(t), u¯(t)).
Now, by the definition of the transposition solution to (1.8) (with yT and f(·, ·, ·) given by
(8.2)), it follows that
−E〈hx(x¯(T )), x2(T )〉H − E ∫ T
0
〈
g1(t), x2(t)
〉
H
dt
= E
∫ T
0
[〈
a2(t)δu(t), y(t)
〉
H
+
〈
b2(t)δu(t), Y (t)
〉
H
]
dt.
(8.16)
Combining (8.15) and (8.16), we find
ReE
∫ T
0
〈
a2(t)
∗y(t) + b2(t)
∗Y (t)− g2(t), u(t) − u¯(t)
〉
H1
dt ≤ 0 (8.17)
holds for any u(·) ∈ U [0, T ] satisfying u(·)− u¯(·) ∈ L2
F
(0, T ;L2(Ω;H1)). Hence, by means of Lemma
2.9, we conclude that
Re
〈
a2(t)
∗y(t) + b2(t)
∗Y (t)− g2(t), u− u¯(t)
〉
H1
≤ 0, a.e. [0, T ] × Ω, ∀u ∈ U. (8.18)
This completes the proof of Theorem 8.1.
9 Necessary condition for optimal controls, the case of nonconvex
control domains
In this section, we shall derive a necessary condition for optimal controls of the system (1.2) with
a general nonconvex control domain. For such a case, the convex perturbation technique does not
work any more. We need to adopt the spike variation technique to derive the desired necessary
condition.
We need the further following conditions on a(·, ·, ·), b(·, ·, ·), g(·, ·, ·) and h(·):
(A4) The maps a(t, x, u) and b(t, x, u), and the functional g(t, x, u) and h(x) are C2 with respect
to x, and ax(t, x, u), bx(t, x, u), gx(t, x, u), axx(t, x, u), bxx(t, x, u) and gxx(t, x, u) are continuous
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with respect to u. Moreover, there exists a constant CL > 0 such that
||ax(t, x, u)||L(H) + ||bx(t, x, u)||L(H) + |gx(t, x, u)|H + |hx(x)|H ≤ CL,
||axx(t, x, u)||L(H×H, H) + ||bxx(t, x, u)||L(H×H, H) + ||gxx(t, x, u)||L(H) + ||hxx(x)||L(H) ≤ CL,
∀ (t, x, u) ∈ [0, T ]×H × U.
(9.1)
Let
H(t, x, u, k1, k2)
△
=
〈
k1, a(t, x, u)
〉
H
+
〈
k2, b(t, x, u)
〉
H
− g(t, x, u),
(t, x, u, k1, k2) ∈ [0, T ]×H × U ×H ×H.
(9.2)
We have the following result.
Theorem 9.1 Suppose that H is a separable Hilbert space, LpFT (Ω;C) (1 ≤ p < ∞) is a sep-
arable Banach space, U is a separable metric space, and x0 ∈ L8F0(Ω;H). Let the assumptions
(A1), (A2) and (A4) hold, and let (x¯(·), u¯(·)) be an optimal pair of Problem (P). Let (y(·), Y (·))
be the transposition solution to (1.8) with p = 2, and yT and f(·, ·, ·) given by (8.2). Assume
that bx(·, x¯(·), u¯(·)) ∈ L4F(0, T ;L∞(Ω;L(D(A)))), and (P (·), Q(·), Q̂(·)) is the relaxed transposition
solution to the equation (1.10) in which PT , J(·), K(·) and F (·) are given by
PT = −hxx
(
x¯(T )
)
,
J(t) = ax(t, x¯(t), u¯(t)),
K(t) = bx(t, x¯(t), u¯(t)),
F (t) = −Hxx
(
t, x¯(t), u¯(t), y(t), Y (t)
)
.
(9.3)
Then,
ReH
(
t, x¯(t), u¯(t), y(t), Y (t)
) −ReH(t, x¯(t), u, y(t), Y (t))
−1
2
〈
P (t)
[
b
(
t, x¯(t), u¯(t)
) − b(t, x¯(t), u)], b(t, x¯(t), u¯(t)) − b(t, x¯(t), u)〉
H
≥ 0,
a.e. [0, T ] × Ω,∀u ∈ U.
(9.4)
Proof: We divide the proof into several steps.
Step 1. For each ε > 0, let Eε ⊂ [0, T ] be a measurable set with measure ε. Put
uε(·) =
{
u¯(t), t ∈ [0, T ] \ Eε,
u(t), t ∈ Eε.
(9.5)
where u(·) is an arbitrary given element in U [0, T ].
We introduce some notations which will be used in the sequel.
a1(t) = ax(t, x¯(t), u¯(t)), b1(t) = bx(t, x¯(t), u¯(t)), g1(t) = gx(t, x¯(t), u¯(t)),
a11(t) = axx(t, x¯(t), u¯(t)), b11(t) = bxx(t, x¯(t), u¯(t)), g11(t) = gxx(t, x¯(t), u¯(t)),
a˜ε1(t) =
∫ 1
0
ax
(
t, x¯(t) + σ(xε(t)− x¯(t)), uε(t))dσ,
b˜ε1(t) =
∫ 1
0
bx
(
t, x¯(t) + σ(xε(t)− x¯(t)), uε(t))dσ,
a˜ε11(t) = 2
∫ 1
0
(1− σ)axx
(
t, x¯(t) + σ(xε(t)− x¯(t)), uε(t))dσ,
b˜ε11(t) = 2
∫ 1
0
(1− σ)bxx
(
t, x¯(t) + σ(xε(t)− x¯(t)), uε(t))dσ,
(9.6)
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and 
δa(t) = a(t, x¯(t), u(t)) − a(t, x¯(t), u¯(t)),
δb(t) = b(t, x¯(t), u(t)) − b(t, x¯(t), u¯(t)),
δg(t) = g(t, x¯(t), u(t)) − g(t, x¯(t), u¯(t)),
δa1(t) = ax(t, x¯(t), u(t)) − ax(t, x¯(t), u¯(t)),
δb1(t) = bx(t, x¯(t), u(t)) − bx(t, x¯(t), u¯(t)),
δa11(t) = axx(t, x¯(t), u(t)) − axx(t, x¯(t), u¯(t)),
δb11(t) = bxx(t, x¯(t), u(t)) − bxx(t, x¯(t), u¯(t)),
δg1(t) = gx(t, x¯(t), u(t)) − gx(t, x¯(t), u¯(t)),
δg11(t) = gxx(t, x¯(t), u(t)) − gxx(t, x¯(t), u¯(t)).
(9.7)
Let xε(·) be the state process of the system (1.2) corresponding to the control uε(·). Then, xε(·)
solves {
dxε =
[
Axε + a(t, xε, uε)
]
dt+ b(t, xε, uε)dw(t) in (0, T ],
xε(0) = x0.
(9.8)
By Lemma 1.1, we know that
|xε|CF([0,T ];L8(Ω;H)) ≤ C
(
1 + |x0|L8
F0
(Ω;H)
)
, ∀ ε > 0. (9.9)
Let xε1(·) = xε(·) − x¯(·). Then, by (9.9) and noting that the optimal pair (x¯(·), u¯(·)) solves the
equation (1.2), we see that xε1(·) satisfies the following stochastic differential equation:{
dxε1 =
[
Axε1 + a˜
ε
1(t)x
ε
1 + χEε(t)δa(t)
]
dt+
[
b˜ε1(t)x
ε
1 + χEε(t)δb(t)
]
dw(t) in (0, T ],
xε1(0) = 0.
(9.10)
Consider the following two stochastic differential equations:{
dxε2 =
[
Axε2 + a1(t)x
ε
2
]
dt+
[
b1(t)x
ε
2 + χEε(t)δb(t)
]
dw(t) in (0, T ],
xε2(0) = 0
(9.11)
and2 
dxε3 =
[
Axε3 + a1(t)x
ε
3 + χEε(t)δa(t) +
1
2
a11(t)
(
xε2, x
ε
2
)]
dt
+
[
b1(t)x
ε
3 + χEε(t)δb1(t)x
ε
2 +
1
2
b11(t)
(
xε2, x
ε
2
)]
dw(t) in (0, T ],
xε3(0) = 0.
(9.12)
In the following Steps 2–4, we shall show that
|xε1 − xε2 − xε3|L∞
F
(0,T ;L2(Ω;H)) = o(ε), as ε→ 0. (9.13)
Step 2. In this step, we provide some estimates on xεi (i = 1, 2, 3).
2Recall that, for any C2-function f(·) defined on a Banach space X and x0 ∈ X, fxx(x0) ∈ L(X × X,X).
This means that, for any x1, x2 ∈ X, fxx(x0)(x1, x2) ∈ X. Hence, by (9.6), a11(t)
(
xε2, x
ε
2
)
(in (9.12)) stands for
axx(t, x¯(t), u¯(t))
(
xε2(t), x
ε
2(t)
)
. One has a similar meaning for b11(t)
(
xε2, x
ε
2
)
and so on.
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First of all, by a direct computation, we find
E|xε1(t)|8H = E
∣∣∣ ∫ t
0
S(t− s)a˜ε1(s)xε1(s)ds+
∫ t
0
S(t− s)χEε(s)δa(s)ds
+
∫ t
0
S(t− s)b˜ε1(s)xε1(s)dw(s) +
∫ t
0
S(t− s)χEε(s)δb(s)dw(s)
∣∣∣8
H
≤ C
{
E
∣∣∣ ∫ t
0
S(t− s)a˜ε1(s)xε1(s)ds
∣∣∣8
H
+ E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δa(s)ds
∣∣∣8
H
+E
∣∣∣ ∫ t
0
S(t− s)b˜ε1(s)xε1(s)dw(s)
∣∣∣8
H
+ E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δb(s)dw(s)
∣∣∣8
H
}
.
(9.14)
Now, we estimate the terms in the right hand side of the inequality (9.14) one by one. For the first
term, we have
E
∣∣∣ ∫ t
0
S(t− s)a˜ε1(s)xε1(s)ds
∣∣∣8
H
≤ C
∫ t
0
E
∣∣a˜ε1(s)xε1(s)∣∣8Hds ≤ CE ∫ t
0
∣∣xε1(s)∣∣8Hds. (9.15)
By the last condition in (1.1), it follows that
|δa(s)|H =
∣∣a(s, x¯(s), u(s)) − a(s, x¯(s), u¯(s))∣∣
H
≤
∣∣∣a(s, x¯(s), u(s)) − a(s, 0, u(s))∣∣∣
H
+
∣∣∣a(s, 0, u¯(s)) − a(s, x¯(s), u¯(s))∣∣∣
H
+
∣∣∣a(s, 0, u(s)) − a(s, 0, u¯(s))∣∣∣
H
≤
∣∣∣ ∫ 1
0
ax
(
s, σx¯(s), u(s)
)
x¯(s)dσ
∣∣∣
H
+
∣∣∣ ∫ 1
0
ax
(
s, σx¯(s), u¯(s)
)
x¯(s)dσ
∣∣∣
H
+ CL
≤ C[|x¯(s)|H + 1], a.e. s ∈ [0, T ].
(9.16)
Hence, using Lemma 1.1, we have the following estimate:
E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δa(s)ds
∣∣∣8
H
≤ CE
{∫ t
0
χEε(s)
∣∣δa(s)∣∣
H
ds
}8
≤ CE
{∫ T
0
χEε(s)
[|x¯(s)|H + 1]ds}8
≤ CE
{[∫ T
0
χEε(s)ds
]7/8[ ∫ T
0
χEε(s)
(|x¯(s)|8H + 1)ds]1/8}8
≤ Cε7
∫ T
0
χEε(s)
(
E|x¯(s)|8H + 1
)
ds ≤ C(|x(·)|8CF([0,T ];L8(Ω;H)) + 1)ε7 ∫ T
0
χEε(s)ds
≤ C(x0)ε8.
(9.17)
Here and henceforth, C(x0) is a generic constant (depending on x0, T , A and CL), which may be
different from line to line. By Lemma 2.1, similar to (9.15), it follows that
E
∣∣∣ ∫ t
0
S(t− s)b˜ε1(s)xε1(s)dw(s)
∣∣∣8
H
≤ CE
[ ∫ t
0
∣∣∣S(t− s)b˜ε1(s)xε1(s)∣∣∣2
H
ds
]4 ≤ CE ∫ t
0
∣∣xε1(s)∣∣8ds.
(9.18)
Similar to (9.16), we have
|δb(s)|H ≤ C
[|x¯(s)|H + 1], a.e. s ∈ [0, T ]. (9.19)
77
Hence, by Lemma 2.1 again, similar to (9.17), one has
E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δb(s)dw(s)
∣∣∣8
H
≤ C
[
E
∫ t
0
χEε(s)|δb(s)|2Hds
]4
≤ CE
{∫ T
0
χEε(s)
[|x¯(s)|2H + 1]ds}4
≤ CE
{[∫ T
0
χEε(s)ds
]3/4[ ∫ T
0
χEε(s)
(|x¯(s)|8H + 1)ds]1/4}4
≤ Cε3
∫ T
0
χEε(s)
(
E|x¯(s)|8H + 1
)
ds ≤ C(|x(·)|8CF([0,T ];L8(Ω;H)) + 1)ε3 ∫ T
0
χEε(s)ds
≤ C(x0)ε4.
(9.20)
Therefore, combining (9.14), (9.15), (9.17), (9.18) and (9.20), we end up with
E|xε1(t)|8H ≤ C(x0)
[ ∫ t
0
E|xε1(s)|8Hds+ ε8 + ε4
]
, a.e. t ∈ [0, T ].
This, together with Gronwall’s inequality, implies that
|xε1(·)|8L∞
F
(0,T ;L8(Ω;H)) ≤ C(x0)ε4. (9.21)
From the inequality (9.21) and Ho¨lder’s inequality, we find that
|xε1(·)|4L∞
F
(0,T ;L4(Ω;H)) ≤ C(x0)ε2,
|xε1(·)|2L∞
F
(0,T ;L2(Ω;H)) ≤ C(x0)ε.
(9.22)
By a similar computation, we have
E|xε2(t)|8H
= E
∣∣∣ ∫ t
0
S(t− s)a1(s)xε2(s)ds +
∫ t
0
S(t− s)b1(s)xε2(s)dw(s) +
∫ t
0
S(t− s)χEε(s)δb(s)dw(s)
∣∣∣8
H
≤ C
[
E
∣∣∣ ∫ t
0
S(t− s)a1(s)xε2(s)ds
∣∣∣8
H
+ E
∣∣∣ ∫ t
0
S(t− s)b1(s)xε2(s)dw(s)
∣∣∣8
H
+E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δb(s)dw(s)
∣∣∣8
H
]
≤ C(x0)
( ∫ t
0
E|xε2(s)|8Hds+ ε4
)
.
(9.23)
By means of Gronwall’s inequality once more, (9.23) leads to
|xε2(·)|8L∞
F
(0,T ;L8(Ω;H)) ≤ C(x0)ε4. (9.24)
From inequality (9.24) and utilizing Ho¨lder’s inequality again, we get
|xε2(·)|4L∞
F
(0,T ;L4(Ω;H)) ≤ C(x0)ε2,
|xε2(·)|2L∞
F
(0,T ;L2(Ω;H)) ≤ C(x0)ε.
(9.25)
Similar to (9.17), we have
E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δa(s)ds
∣∣∣4
H
≤ C(x0)ε4.
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Hence, it follows from Lemma 2.1 and (9.24)–(9.25) that
|xε3(t)|4L4
Ft
(Ω;H)
= E
∣∣∣ ∫ t
0
S(t− s)a1(s)xε3(s)ds +
∫ t
0
S(t− s)χEε(s)δa(s)ds +
1
2
∫ t
0
S(t− s)a11(s)
(
xε2(s), x
ε
2(s)
)
ds
+
∫ t
0
S(t− s)b1(s)xε3(s)dw(s) +
∫ t
0
S(t− s)χEε(s)δb1(s)xε2(s)dw(s)
+
1
2
∫ t
0
S(t− s)b11(s)
(
xε2(s), x
ε
2(s)
)
dw(s)
∣∣∣4
H
≤ C(x0)E
[∫ t
0
|xε3(s)|4Hds+
∣∣∣∫ t
0
S(t− s)χEε(s)δa(s)ds
∣∣∣4
H
+
∫ T
0
|xε2(t)|8Hds+
∣∣∣∫ T
0
|χEεxε2(t)|2Hdt
∣∣∣2]
≤ C(x0)
[
E
∫ t
0
|xε3(s)|4Hds+ ε4 + E
( ∣∣∣ ∫ T
0
χEε(s)ds
∣∣∣1/2∣∣∣ ∫ T
0
χEε(s)|xε2(s)|4Hds
∣∣∣1/2 )2]
≤ C(x0)
[
E
∫ t
0
|xε3(s)|4Hds + ε4 + ε
∫ T
0
χEε(s)E|xε2(s)|4Hds
]
≤ C(x0)
[
E
∫ t
0
|xε3(s)|4Hds + ε4
]
,
this, together with Gronwall’s inequality, implies that
|xε3(·)|4L∞
F
(0,T ;L4(Ω;H)) ≤ C(x0)ε4. (9.26)
Then, by Ho¨lder’s inequality, we conclude that
|xε3(·)|2L∞
F
(0,T ;L2(Ω;H)) ≤ C(x0)ε2. (9.27)
Step 3. We now estimate xε4
△
= xε1 − xε2. Clearly, xε4 solves the following equation:
dxε4 =
{
Axε4 + a˜
ε
1(t)x
ε
4 +
[
a˜ε1(t)− a1(t)
]
xε2 + χEε(t)δa(t)
}
dt
+
{
b˜ε1(t)x
ε
4 + [b˜
ε
1(t)− b1(t)]xε2
}
dw(t) in (0, T ],
xε4(0) = 0.
(9.28)
Hence,
E|xε4(t)|2H
= E
∣∣∣ ∫ t
0
S(t− s)a˜ε1(s)xε4(s)ds+
∫ t
0
S(t− s)[a˜ε1(s)− a1(s)]xε2(s)ds+ ∫ t
0
S(t− s)χEε(s)δa(s)ds
+
∫ t
0
S(t− s)b˜ε1(s)xε4(s)dw(s) +
∫ t
0
S(t− s)[b˜ε1(s)− b1(s)]xε2(s)dw(s)∣∣∣2
H
≤ C
[
E
∣∣∣ ∫ t
0
S(t− s)a˜ε1(s)xε4(s)ds
∣∣∣2
H
+ E
∣∣∣ ∫ t
0
S(t− s)[a˜ε1(s)− a1(s)]xε2(s)ds∣∣∣2
H
+E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δa(s)ds
∣∣∣2
H
+ E
∣∣∣ ∫ t
0
S(t− s)b˜ε1(s)xε4(s)dw(s)
∣∣∣2
H
+E
∣∣∣ ∫ t
0
S(t− s)[b˜ε1(s)− b1(s)]xε2(s)dw(s)∣∣∣2
H
]
.
(9.29)
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We now estimate the terms in the right hand side of the inequality (9.29) one by one. It is easy
to see that
E
∣∣∣ ∫ t
0
S(t− s)a˜ε1(s)xε4(s)ds
∣∣∣2
H
≤ CE
∫ t
0
∣∣a˜ε1(s)xε4(s)∣∣2Hds ≤ C(x0)E ∫ t
0
∣∣xε4(s)∣∣2ds. (9.30)
By (9.25), we have∣∣∣∣a˜ε1(s)− a1(s)∣∣∣∣L(H)
=
∣∣∣∣∣∣ ∫ 1
0
[
ax
(
s, x¯(s) + σxε1(w), u
ε(s)
)− ax(s, x¯(s), u¯(s))]dσ∣∣∣∣∣∣
L(H)
=
∣∣∣∣∣∣ ∫ 1
0
[
ax
(
s, x¯(s) + σxε1(s), u
ε(s)
)− ax(s, x¯(s), uε(s))
+ax(s, x¯(s), u
ε(s))− ax(s, x¯(s), u¯(s))
]
dσ
∣∣∣∣∣∣
L(H)
=
∣∣∣∣∣∣ ∫ 1
0
[
σ
∫ 1
0
axx
(
s, x¯(s) + ησxε1(s), u
ε(s)
)
xε1(s)dη + χEe(s)δa1(s)
]
dσ
∣∣∣∣∣∣
L(H)
≤ C [∣∣xε1(s)∣∣H + χEε(s)] , a.e. s ∈ [0, T ].
(9.31)
Hence,
E
∣∣∣ ∫ t
0
S(t− s)[a˜ε1(s)− a1(s)]xε2(s)ds∣∣∣2
H
≤ CE
∫ t
0
∣∣∣∣a˜ε1(s)− a1(s)∣∣∣∣2L(H)∣∣xε2(s)∣∣2Hds
≤ C|xε2(·)|2L∞
F
(0,T ;L4(Ω;H))
∫ T
0
[
E
∣∣∣∣a˜ε1(s)− a1(s)∣∣∣∣4L(H)]1/2ds
≤ C(x0)ε
∫ T
0
[
χEε(t) + E
∣∣xε1(t)∣∣4H]1/2 dt
≤ C(x0)ε
∫ T
0
[
χEε(t) +
(
E
∣∣xε1(t)∣∣4H)1/2]dt ≤ C(x0)ε2.
(9.32)
Similar to (9.17), we have
E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δa(s)ds
∣∣∣2
H
≤ C(x0)ε2. (9.33)
By Lemma 2.1 and similar to (9.30), it follows that
E
∣∣∣ ∫ t
0
S(t− s)b˜ε1(s)xε4(s)dw(s)
∣∣∣2
H
≤ CE
∫ t
0
∣∣∣S(t− s)b˜ε1(s)xε4(s)∣∣∣2
H
ds
≤ CE
∫ t
0
∣∣b˜ε1(s)xε4(s)∣∣2ds ≤ CE ∫ t
0
∣∣xε4(s)∣∣2ds. (9.34)
Similar to (9.31), we have∣∣∣∣b˜ε1(s)− b1(s)∣∣∣∣L(H) ≤ C [∣∣xε1(s)∣∣H + χEε(s)] , a.e. s ∈ [0, T ].
Hence, similar to (9.32), one obtains that
E
∣∣∣ ∫ t
0
S(t− s)[b˜ε1(s)− b1(s)]xε2(s)dw(s)∣∣∣2
H
≤ CE
∫ t
0
∣∣∣∣b˜ε1(s)− b1(s)∣∣∣∣2L(H)∣∣xε2(s)∣∣2Hds ≤ C(x0)ε2.
(9.35)
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Combining (9.29), (9.30), (9.32), (9.33), (9.34) and (9.35), we obtain that
E|xε4(t)|2H ≤ C(x0)
( ∫ t
0
E|xε4(s)|2Hds+ ε2
)
.
Utilizing Gronwall’s inequality again, we find that
|xε4(·)|2L∞
F
(0,T ;L2(Ω;H)) ≤ C(x0)ε2, ∀t ∈ [0, T ]. (9.36)
Step 4. We are now in a position to estimate E|xε1(t)− xε2(t)− xε3(t)|2H = E|xε4(t)− xε3(t)|2H .
Let xε5(·) = xε4(·)−xε3(·). It is clear that xε5(·) = xε1(t)−xε2(t)−xε3(t) = xε(·)− x¯(·)−xε2(t)−xε3(t).
We claim that xε5(·) solves the following equation (Recall (9.6)–(9.7) for the notations):
dxε5 =
[
Axε5 + a1(t)x
ε
5 + χEε(t)δa1(t)x
ε
1 +
1
2
(
a˜ε11(t)− axx(t, x¯, uε)
)(
xε1, x
ε
1
)
+
1
2
χEε(t)δa11(t)
(
xε1, x
ε
1
)
+
1
2
a11(t)
(
xε1, x
ε
1
)− 1
2
a11(t)
(
xε2, x
ε
2
)]
dt
+
[
b1(t)x
ε
5 + χEε(t)δb1(t)x
ε
4 +
1
2
(
b˜ε11(t)− bxx(t, x¯, uε)
)(
xε1, x
ε
1
)
+
1
2
χEε(t)δb11(t)
(
xε1, x
ε
1
)
+
1
2
b11(t)
(
xε1, x
ε
1
)− 1
2
b11(t)
(
xε2, x
ε
2
)]
dw(t), in (0, T ],
xε5(0) = 0.
(9.37)
Indeed, by (9.8), (1.2), (9.11) and (9.12), it is easy to see that the drift term for the equation solved
by xε5(·) is as follows:
Axε + a(t, xε, uε)−Ax¯− a(t, x¯, u¯)−Axε2 − a1(t)xε2 −Axε3 − a1(t)xε3
−χEε(t)δa(t) −
1
2
a11(t)
(
xε2, x
ε
2
)
= Axε5 + a(t, x
ε, uε)− a(t, x¯, uε)− a1(t)(xε2 + xε3)−
1
2
a11(t)
(
xε2, x
ε
2
)
.
(9.38)
For σ ∈ [0, 1], write f(σ) = a(t, x¯ + σxε1, uε). Then, by Taylor’s formula with the integral type
remainder, we see that
f(1)− f(0) = f ′(0) +
∫ 1
0
(1− σ)f ′′(σ)dσ.
Since f ′(σ) = ax(t, x¯+ σx
ε
1, u
ε)xε1 and f
′′(σ) = axx(t, x¯+ σx
ε
1, u
ε)(xε1, x
ε
1), we obtain that
a(t, xε, uε)− a(t, x¯, uε) = ax(t, x¯, uε)xε1 +
∫ 1
0
(1− σ)axx(t, x¯+ σxε1, uε)(xε1, xε1)dσ
= ax(t, x¯, u
ε)xε1 +
1
2
a˜ε11(t)(x
ε
1, x
ε
1).
(9.39)
Next,
ax(t, x¯, u
ε)xε1 − a1(t)(xε2 + xε3)
= ax(t, x¯, u
ε)xε1 − ax(t, x¯, u¯)xε1 + a1(t)(xε1 − xε2 − xε3)
= χEε
[
ax(t, x¯, u)− ax(t, x¯, u¯)
]
xε1 + a1(t)x
ε
5
= χEεδa1(t)x
ε
1 + a1(t)x
ε
5.
(9.40)
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Further,
1
2
a˜ε11(t)(x
ε
1, x
ε
1)−
1
2
a11(t)(x
ε
2, x
ε
2)
=
1
2
a˜ε11(x
ε
1, x
ε
1)−
1
2
axx(t, x¯, u
ε)(xε1, x
ε
1) +
1
2
axx(t, x¯, u
ε)(xε1, x
ε
1)−
1
2
a11(t)(x
ε
1, x
ε
1)
+
1
2
a11(t)(x
ε
1, x
ε
1)−
1
2
a11(t)(x
ε
2, x
ε
2)
=
1
2
(
a˜ε11(t)− axx(t, x¯, uε)
)
(xε1, x
ε
1) +
1
2
χEεδa11(t)(x
ε
1, x
ε
1) +
1
2
a11(t)(x
ε
1, x
ε
1)−
1
2
a11(t)(x
ε
2, x
ε
2).
(9.41)
By (9.38)–(9.41), we conclude that
Axε + a(t, xε, uε)−Ax¯− a(t, x¯, u¯)−Axε2 − a1(t)xε2 −Axε3 − a1(t)xε3
−χEε(t)δa(t) −
1
2
a11(t)
(
xε2, x
ε
2
)− χEε(t)δb1(t)xε2
= Axε5 + a1(t)x
ε
5 + χEε(t)δa1(t)x
ε
1 +
1
2
(
a˜ε11(t)− axx(t, x¯, uε)
)(
xε1, x
ε
1
)
+
1
2
χEε(t)δa11(t)
(
xε1, x
ε
1
)
+
1
2
a11(t)
(
xε1, x
ε
1
)− 1
2
a11(t)
(
xε2, x
ε
2
)
.
Similarly, the diffusion term (for the equation solved by xε5(·)) is as follows:
b(t, xε, uε)− b(t, x¯, u¯)− b1(t)xε2 − b1(t)xε3 − χEε(t)δb(t)xε2 −
1
2
b11(t)
(
xε2, x
ε
2
)
= b1(t)x
ε
5 + χEε(t)δb1(t)x
ε
4 +
1
2
(
b˜ε11(t)− bxx(t, x¯, uε)
)(
xε1, x
ε
1
)
+
1
2
χEε(t)δb11(t)
(
xε1, x
ε
1
)
+
1
2
b11(t)
(
xε1, x
ε
1
)− 1
2
b11(t)
(
xε2, x
ε
2
)
.
This verifies that xε5(·) satisfies the equation (9.37).
From (9.37), we see that, for any t ∈ [0, T ],
E
∣∣xε5(t)∣∣2H ≤ C[E∣∣∣ ∫ t
0
S(t− s)[a1(s)xε5(s) + χEε(s)δa1(s)xε1(s)]ds∣∣∣2
H
+E
∣∣∣ ∫ t
0
S(t− s)(a˜ε11(s)− axx(s, x¯(s), uε(s)))(xε1(s), xε1(s))ds∣∣∣2
H
+E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δa11(s)
(
xε1(s), x
ε
1(s)
)
ds
∣∣∣2
H
+E
∣∣∣ ∫ t
0
S(t− s)[a11(s)(xε1(s), xε1(s))− a11(s)(xε2(s), xε2(s))]ds∣∣∣2
H
+E
∣∣∣ ∫ t
0
S(t− s)[b1(s)xε5(s) + χEε(s)δb1(s)xε4(s)]dw(s)∣∣∣2
H
+E
∣∣∣ ∫ t
0
S(t− s)(b˜ε11(s)− bxx(s, x¯(s), uε(s)))(xε1(s), xε1(s))dw(s)∣∣∣2
H
+E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δb11(s)
(
xε1(s), x
ε
1(s)
)
dw(s)
∣∣∣2
H
+E
∣∣∣ ∫ t
0
S(t− s)[b11(s)(xε1(s), xε1(s))− b11(s)(xε2(s), xε2(s))]dw(s)∣∣∣2
H
]
.
(9.42)
82
We now estimate the “drift” terms in the right hand side of (9.42). By (9.22), we have the
following estimate:
E
∣∣∣ ∫ t
0
S(t− s)[a1(s)xε5(s) + χEε(s)δa1(s)xε1(s)]ds∣∣∣2
H
≤ C
[
E
∫ t
0
∣∣xε5(s)∣∣2Hds+ E∣∣∣ ∫ T
0
χEε(s)|xε1(·)|Hds
∣∣∣2]
≤ C
[
E
∫ t
0
∣∣xε5(s)∣∣2Hds+ E∣∣∣ ∫ T
0
χEε(s)ds
∫ T
0
χEε(s)|xε1(s)|2Hds
∣∣∣]
≤ C
[
E
∫ t
0
∣∣xε5(s)∣∣2Hds+ ε∫ T
0
χEε(s)E|xε1(s)|2Hds
]
≤ C
[
E
∫ t
0
∣∣xε5(s)∣∣2Hds+ ε|xε1(·)|2L∞F (0,T ;L2(Ω;H))
∫ t
0
χEε(s)ds
]
≤ C(x0)
[
E
∫ t
0
∣∣xε5(s)∣∣2Hds+ ε3].
(9.43)
By (9.6) and recalling that xε1(·) = xε(·)− x¯(·), we see that, for a.e. s ∈ [0, T ],∣∣∣∣ a˜ε11(s)− axx(s, x¯(s), uε(s))∣∣∣∣L(H×H,H)
=
∣∣∣∣∣∣2∫ 1
0
(1− σ)axx
(
s, x¯(s) + σxε1(s), u
ε(s)
)
dσ − axx(s, x¯(s), uε(s))
∣∣∣∣∣∣
L(H×H,H)
=
∣∣∣∣∣∣2∫ 1
0
(1− σ)
[
axx
(
s, x¯(s) + σxε1(s), u¯(s)
) − axx(s, x¯(s), u¯(s))]dσ
+2
∫ 1
0
(1− σ)χEε(s)axx
(
s, x¯(s) + σxε1(s), u(s)
)
dσ + χEε(s)axx(s, x¯(s), u(s))
∣∣∣∣∣∣
L(H×H,H)
≤ C
[ ∫ 1
0
∣∣∣∣axx(s, x¯(s) + σxε1(s), u¯(s))− axx(s, x¯(s), u¯(s))∣∣∣∣L(H×H,H)dσ + χEε(s)].
(9.44)
Hence, by (9.21) and noting the continuity of axx(t, x, u) with respect to x, we have
E
∣∣∣ ∫ t
0
S(t− s)( a˜ε11(s)− axx(s, x¯(s), uε(s)))(xε1(s), xε1(s))ds∣∣∣2
H
≤ CE
∫ T
0
∣∣∣∣ a˜ε11(s)− axx(s, x¯(s), uε(s))∣∣∣∣2L(H×H,H)|xε1(s)|4Hdt
≤ C|xε1(·)|4L∞
F
(0,T ;L8(Ω;H))
∫ T
0
[
E
∣∣∣∣ a˜ε11(s)− axx(s, x¯(s), uε(s))∣∣∣∣4L(H×H,H)]1/2ds
≤ C(x0)ε2
∫ T
0
[
E
∫ 1
0
∣∣∣∣axx(s, x¯(s)+σxε1(s), u¯(s))−axx(s, x¯(s), u¯(s))∣∣∣∣4L(H×H,H)dσ+χEε(s)]1/2ds
= o(ε2), as ε→ 0.
(9.45)
Also, it holds that
E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δa11(s)
(
xε1(s), x
ε
1(s)
)
ds
∣∣∣2
H
≤ C|xε1(·)|4L∞
F
(0,T ;L8(Ω;H))
∫ T
0
χEε(s)
[
E
∣∣∣∣δa11(s)∣∣∣∣4L(H×H, H)]1/2ds
≤ C(x0)ε2
∫ T
0
χEε(t)dt = C(x0)ε
3.
(9.46)
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By means of (9.22), (9.25) and (9.36), and noting that xε4 = x
ε
1 − xε2, we obtain that
1
2
E
∣∣∣ ∫ t
0
S(t− s)
[
a11(s)
(
xε1(s), x
ε
1(s)
)− a11(s)(xε2(s), xε2(s))]ds∣∣∣2
H
=
1
2
E
∣∣∣ ∫ t
0
S(t− s)
[
a11(s)
(
xε4(s), x
ε
1(s)
)
+ a11(s)
(
xε2(s), x
ε
4(s)
)]
ds
∣∣∣2
H
≤ C(|xε1(·)|2L∞
F
(0,T ;L2(Ω;H)) + |xε2(·)|2L∞
F
(0,T ;L2(Ω;H))
)|xε4(·)|2L∞
F
(0,T ;L2(Ω;H))
≤ C(x0)ε3.
(9.47)
Next, we estimate the “diffusion” terms in the right hand side of (9.42). Similar to (9.43) and
noting (9.36), we obtain that
E
∣∣∣ ∫ t
0
S(t− s)[b1(s)xε5(s) + χEε(s)δb1(s)xε4(s)]dw(s)∣∣∣2
H
≤ E
∫ t
0
∣∣S(t− s)[b1(s)xε5(s) + χEε(s)δb1(s)xε4(s)]∣∣2Hds ≤ C(x0)[E ∫ t
0
∣∣xε5(s)∣∣2Hds + ε3]. (9.48)
By virtue of (9.21) again, similar to (9.45), we find that
E
∣∣∣ ∫ t
0
S(t− s)(b˜ε11(s)− bxx(s, x¯(s), uε(s)))(xε1(s), xε1(s))dw(s)∣∣∣2
H
= E
∫ t
0
∣∣∣S(t− s)(b˜ε11(s)− bxx(s, x¯(s), uε(s)))(xε1(s), xε1(s))∣∣∣2
H
ds
≤ C|xε1(·)|4L∞
F
(0,T ;L8(Ω;H))
∫ T
0
[
E
∣∣∣∣ b˜ε11(s)− bxx(s, x¯(s), uε(s))∣∣∣∣4L(H×H,H)]1/2ds
≤ C(x0)ε2
∫ T
0
[
E
∫ 1
0
∣∣∣∣bxx(s, x¯(s)+σxε1(s), u¯(s))−bxx(s, x¯(s), u¯(s))∣∣∣∣4L(H×H,H)dσ + χEε(s)]1/2ds
= o(ε2), as ε→ 0.
(9.49)
Similar to (9.46), we have
E
∣∣∣ ∫ t
0
S(t− s)χEε(s)δb11(s)
(
xε1(s), x
ε
1(s)
)
dw(s)
∣∣∣2
H
= E
∫ t
0
∣∣S(t− s)χEε(s)δb11(s)(xε1(s), xε1(s))∣∣2Hds ≤ C(x0)ε3. (9.50)
Similar to (9.47), it holds that
E
∣∣∣ ∫ t
0
S(t− s)
[
b11(s)
(
xε1(s), x
ε
1(s)
)− b11(s)(xε2(s), xε2(s))]dw(s)∣∣∣2
H
= E
∫ t
0
∣∣∣S(t− s)[b11(s)(xε1(s), xε1(s))− b11(s)(xε2(s), xε2(s))]∣∣∣2
H
ds ≤ C(x0)ε3.
(9.51)
From (9.42)–(9.43) and (9.45)–(9.51), we conclude that
E|xε5(t)|2H ≤ C(x0)E
∫ t
0
∣∣xε5(s)∣∣2Hds+ o(ε2), as t→ 0. (9.52)
By means of Gronwall’s inequality again, we get
|xε5(·)|2L∞
F
(0,T ;L2(Ω;H)) = o(ε
2), as t→ 0. (9.53)
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This gives (9.13).
Step 5. We are now in a position to complete the proof.
We need to compute the value of J (uε(·)) − J (u¯(·)).
J (uε(·)) −J (u¯(·))
= E
∫ T
0
[
g(t, xε(t), uε(t))− g(t, x¯(t), u¯(t))]dt+ Eh(xε(T )) − Eh(x¯(T ))
= ReE
∫ T
0
{
χEε(t)δg(t) +
〈
gx(t, x¯(t), u
ε(t)), xε1(t)
〉
H
+
∫ 1
0
〈
(1− σ)gxx
(
t, x¯(t) + σxε1(t), u
ε(t)
)
xε1(t), x
ε
1(t)
〉
H
dσ
}
dt
+ReE
〈
hx(x¯(T )), x
ε
1(T )
〉
H
+ReE
∫ 1
0
〈
(1− σ)hxx
(
x¯(T ) + σxε1(T )
)
xε1(T ), x
ε
1(T )
〉
H
dσ.
(9.54)
This, together with the definition of xε1(·), xε2(·), xε3(·), xε4(·) and xε5(·), yields that
J (uε(·))− J (u¯(·))
= ReE
∫ T
0
{
χEε(t)δg(t) +
〈
δg1(t), x
ε
1(t)
〉
H
χEε(t) +
〈
g1(t), x
ε
2(t) + x
ε
3(t)
〉
H
+
〈
g1(t), x
ε
5(t)
〉
H
+
∫ 1
0
〈
(1− σ)[gxx(t, x¯(t) + σxε1(t), uε(t))− gxx(t, x¯(t), uε(t))]xε1(t), xε1(t)〉Hdσ
+
1
2
〈
δg11(t)x
ε
1(t), x
ε
1(t)
〉
H
χEε(t) +
1
2
〈
g11(t)x
ε
2(t), x
ε
2(t)
〉
H
+
1
2
〈
g11(t)x
ε
4(t), x
ε
1(t) + x
ε
2(t)
〉
H
}
dt
+ReE
〈
hx
(
x¯(T )
)
, xε2(t)+x
ε
3(t)
〉
H
+ReE
〈
hx
(
x¯(T )
)
, xε5(t)
〉
H
+
1
2
ReE
〈
hxx
(
x¯(T )
)
xε2(t), x
ε
2(t)
〉
H
+
1
2
ReE
〈
hxx
(
x¯(T )
)
xε4(T ), x
ε
1(T ) + x
ε
2(T )
〉
H
+ReE
∫ 1
0
〈
(1− σ)[hxx(x¯(T ) + σxε1(T ))− hxx(x¯(T ))]xε1(T ), xε1(T )〉Hdσ.
(9.55)
Similar to (9.44), for a.e. t ∈ [0, T ], we find that∣∣∣∣ ∫ 1
0
(1− σ)[gxx(t, x¯(t) + σxε1(t), uε(t)) − gxx(t, x¯(t), uε(t))]dσ∣∣∣∣L(H×H, H)
=
∣∣∣∣ ∫ 1
0
(1− σ)
[
gxx
(
t, x¯(t) + σxε1(t), u¯(t)
)− gxx(t, x¯(t), u¯(t))]dσ
+
∫ 1
0
(1− σ)χEε(t)gxx
(
t, x¯(t) + σxε1(t), u(t)
)
dσ + χEε(t)gxx
(
t, x¯(t), u(t)
)∣∣∣∣
L(H×H, H)
dσ
≤ C
[ ∫ 1
0
∣∣∣∣gxx(t, x¯(t) + σxε1(t), u¯(t))− gxx(t, x¯(t), u¯(t))∣∣∣∣L(H×H, H)dσ + χEε(t)].
(9.56)
By (9.55), noting (9.21), (9.24), (9.26), (9.36), (9.53) and (9.56), and using the continuity of both
hxx(x) and gxx(x) with respect to x, we end up with
J (uε(·))− J (u¯(·))
= ReE
∫ T
0
[〈
g1(t), x
ε
2(t) + x
ε
3(t)
〉
H
+
1
2
〈
g11(t)x
ε
2(t), x
ε
2(t)
〉
H
+ χEε(t)δg(t)
]
dt
+ReE
〈
hx
(
x¯(T )
)
, xε2(T ) + x
ε
3(T )
〉
H
+
1
2
ReE
〈
hxx
(
x¯(T )
)
xε2(t), x
ε
2(t)
〉
H
+ o(ε).
(9.57)
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In the sequel, we shall get rid of xε2(·) and xε3(·) in (9.57) by solutions to the equations (1.8)
and (1.10).
First, by the definition of the transposition solution to (1.8) (with yT and f(·, ·, ·) given by
(8.2)), we obtain that
− E〈hx(x¯T )), xε2(T )〉H − E ∫ T
0
〈
g1(t), x
ε
2(t)
〉
H
dt = E
∫ T
0
〈
Y (t), δb(t)
〉
H
χEε(t)dt (9.58)
and
−E〈hx(x¯T )), xε3(T )〉H − E ∫ T
0
〈
g1(t), x
ε
3(t)
〉
H
dt
= E
∫ T
0
{1
2
[〈
y(t), a11(t)
(
xε2(t), x
ε
2(t)
)〉
H
+
〈
Y (t), b11(t)
(
xε2(t), x
ε
2(t)
)〉
H
]
+χEε(t)
[〈
y(t), δa(t)
〉
H
+
〈
Y, δb1(t)x
ε
2(t)
〉
H
]}
dt.
(9.59)
According to (9.57)–(9.59), we conclude that
J (uε(·))− J (u¯(·))
=
1
2
ReE
∫ T
0
[〈
g11(t)x
ε
2(t), x
ε
2(t)
〉
H
− 〈y(t), a11(t)(xε2(t), xε2(t))〉H
−〈Y, b11(t)(xε2(t), xε2(t))〉H]dt+ReE ∫ T
0
χEε(t)
[
δg(t) − 〈y(t), δa(t)〉
H
−〈Y (t), δb(t)〉
H
]
dt+
1
2
ReE
〈
hxx
(
x¯(T )
)
xε2(T ), x
ε
2(T )
〉
H
+ o(ε).
(9.60)
Next, by the definition of the relaxed transposition solution to (1.10) (with PT , J(·), K(·) and
F (·) given by (9.3)), and noting (9.25), we obtain that
−E〈hxx(x¯(T ))xε2(T ), xε2(T )〉H + E ∫ T
0
〈
Hxx
(
t, x¯(t), u¯(t), y(t), Y (t)
)
xε2(t), x
ε
2(t)
〉
H
dt
= E
∫ T
0
χEε(t)
〈
b1(t)x
ε
2(t), P (t)
∗δb(t)
〉
H
dt+ E
∫ T
0
χEε(t)
〈
P (t)δb(t), b1(t)x
ε
2(t)
〉
H
dt
+E
∫ T
0
χEε(t)
〈
P (t)δb(t), δb(t)
〉
H
dt+ E
∫ T
0
χEε(t)
〈
δb(t), Q̂(0)(0, 0, χEεδb)(t)
〉
H
dt
+E
∫ T
0
χEε(t)
〈
Q(0)(0, 0, δb)(t), δb(t)
〉
H
dt.
(9.61)
Now, we estimate the terms in the right hand side of (9.61). It is clear that P (t)∗ = P (t) for
t ∈ (0, T ), and hence∣∣∣E ∫ T
0
χEε(t)
〈
b1(t)x
ε
2(t), P (t)
∗δb(t)
〉
H
dt
∣∣∣
≤ |xε2(·)|L∞
F
(0,T ;L4(Ω;H))|b1|L∞
F
(0,T ;L(H))
∫
Eε
|P (t)∗δb(t)|
L
4
3
Ft
(Ω;H)
dt
≤ C(x0)
√
ε
∫
Eε
|P (t)δb(t)|
L
4
3
Ft
(Ω;H)
dt = o(ε).
(9.62)
Similarly, ∣∣∣E ∫ T
0
χEε(t)
〈
P (t)δb(t), b1(t)x
ε
2(t)
〉
H
dt
∣∣∣ = o(ε). (9.63)
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In what follows, for any τ ∈ [0, T ), we choose Eε = [τ, τ + ε] ⊂ [0, T ]. We find a sequence
{βn}∞n=1 ⊂ H (recall (7.20) for the definition of H) such that
lim
n→∞
βn = δb in L
4
F(0, T ;H).
Hence,
|βn|L4
F
(0,T ;H) ≤ C(x0) <∞, ∀ n ∈ N, (9.64)
and there is a subsequence {nk}∞k=1 ⊂ {n}∞n=1 such that
lim
k→∞
|βnk(t)− δb(t)|L4Ft (Ω;H) = 0 for a.e. t ∈ [0, T ]. (9.65)
For any ℓ ∈ N, let tj = j−1ℓ T for j = 1, · · · , ℓ + 1. Since the set of simple processes is dense
in L4
F
(0, T ;L∞(Ω;L(D(A)))), we can find a bℓ1 ≡ bℓ1(t, ω) =
ℓ∑
j=1
χ[tj ,tj+1)(t)fj(ω), where fj ∈
L∞Ftj
(Ω;L(D(A))), such that
lim
ℓ→∞
|bℓ1 − b1|L4
F
(0,T ;L∞(Ω;L(D(A)))) = 0. (9.66)
It follows that
|bℓ1|L4
F
(0,T ;L∞(Ω;L(H))) ≤ C(x0) <∞, ∀ ℓ ∈ N. (9.67)
Denote by (P ℓ(·), Q(·,ℓ), Q̂(·,ℓ)) the relaxed transposition solution to the equation (1.10) with K
replaced by bℓ1, and PT , J and F given as in (9.3). Also, denote by Q
ℓ and Q̂ℓ the corresponding
pointwisely defined linear operators from H to L2
F
(0, T ;L
4
3 (Ω;H)), given in Theorem 7.2. By
Theorem 7.1 and noting (9.66)–(9.67), we see that
lim
ℓ→∞
∣∣∣∣Q(0,ℓ)(0, 0, ·) −Q(0)(0, 0, ·)∣∣∣∣
L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
= 0,
lim
ℓ→∞
∣∣∣∣Q̂(0,ℓ)(0, 0, ·) − Q̂(0)(0, 0, ·)∣∣∣∣
L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
= 0.
(9.68)
Consider the following equation:{
dxε,ℓ2,nk =
[
Axε,ℓ2,nk + a1(t)x
ε,ℓ
2,nk
]
dt+
[
bℓ1(t)x
ε,ℓ
2,nk
+ χEε(t)βnk(t)
]
dw(t) in (0, T ],
xε,ℓ2,nk(0) = 0.
(9.69)
We have
E|xε,ℓ2,nk(t)|4H
= E
∣∣∣ ∫ t
0
S(t− s)a1(s)xε,ℓ2,nk(s)ds +
∫ t
0
S(t− s)bℓ1(s)xε,ℓ2,nk(s)dw(s)
+
∫ t
0
S(t− s)χEε(s)βnk(s)dw(s)
∣∣∣4
H
≤ C
[
E
∣∣∣ ∫ t
0
S(t− s)a1(s)xε,ℓ2,nk(s)ds
∣∣∣4
H
+ E
∣∣∣ ∫ t
0
S(t− s)bℓ1(s)xε,ℓ2,nk(s)dw(s)
∣∣∣4
H
+E
∣∣∣ ∫ t
0
S(t− s)χEε(s)βnk(s)dw(s)
∣∣∣4
H
]
≤ C
[ ∫ t
0
|bℓ1(s)|4L∞(Ω;L(H))E|xε,ℓ2,nk(s)|4Hds+ ε
∫
Eε
E|βnk(s)|4Hds
]
.
(9.70)
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By (9.64) and (9.67), thanks to Gronwall’s inequality, (9.70) leads to
|xε,ℓ2,nk(·)|4L∞F (0,T ;L4(Ω;H)) ≤ C(x0, ℓ, k)ε
2. (9.71)
Here and henceforth, C(x0, ℓ, k) is a generic constant (depending on x0, ℓ, k, T , A and CL), which
may be different from line to line. For any fixed i, k ∈ N, since Qℓβnk ∈ L2F(0, T ;L
4
3 (Ω;H)), by
(9.71), we find that∣∣∣E ∫ T
0
χEε(t)
〈(
Qℓβnk
)
(t), xε,ℓ2,nk(t)
〉
H
dt
∣∣∣ ≤ |xε,ℓ2,nk(·)|L∞F (0,T ;L4(Ω;H)) ∫
Eε
∣∣(Qℓβnk)(t)∣∣
L
4
3
Ft
(Ω;H)
dt
≤ C(x0, ℓ, k)
√
ε
∫
Eε
∣∣(Qℓβnk)(t)∣∣
L
4
3
Ft
(Ω;H)
dt = o(ε), as ε→ 0.
(9.72)
Similarly, ∣∣∣E ∫ T
0
χEε(t)
〈
xε,ℓ2,nk(t),
(
Q̂ℓβnk
)
(t)
〉
H
dt
∣∣∣ = o(ε), as ε→ 0. (9.73)
From (7.21) in Theorem 7.2, and noting that both Qℓ and Q̂ℓ are pointwisely defined, we arrive
at the following equality:
E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0,ℓ)(0, 0, χEεβnk)(t)
〉
H
dt+ E
∫ T
0
〈
Q(0,ℓ)(0, 0, χEεβnk)(t), χEεβnk(t)
〉
H
dt
= E
∫ T
0
χEε
[〈(
Qℓβnk
)
(t), xε,ℓ2,nk(t)
〉
H
+
〈
xε,ℓ2,nk(t),
(
Q̂ℓβnk
)
(t)
〉
H
]
dt.
(9.74)
Hence,
E
∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt+ E
∫ T
0
〈
Q(0)(0, 0, χEεδb)(t), χEε(t)δb(t)
〉
H
dt
−E
∫ T
0
χEε(t)
[〈(
Qℓβnk
)
(t), xε,ℓ2,nk(t)
〉
H
+
〈
xε,ℓ2,nk(t),
(
Q̂ℓβnk
)
(t)
〉
H
]
dt
= E
∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt+ E
∫ T
0
〈
Q(0)(0, 0, χEεδb)(t), χEε(t)δb(t)
〉
H
dt
−E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0,ℓ)(0, 0, χEεβnk)(t)
〉
H
dt
−E
∫ T
0
〈
Q(0,ℓ)(0, 0, χEεβnk)(t), χEε(t)βnk(t)
〉
H
dt.
(9.75)
It is easy to see that∣∣∣E ∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt− E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0,ℓ)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣
≤
∣∣∣E ∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt− E
∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣
+
∣∣∣E ∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt− E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣
+
∣∣∣E∫ T
0
〈
χEε(t)βnk(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt− E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0,ℓ)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣.
(9.76)
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From (9.65) and the density of the Lebesgue point, we find that for a.e. τ ∈ [0, T ), it holds that
lim
k→∞
lim
ε→0
1
ε
∣∣∣E ∫ T
0
〈
Q(0)(0, 0, χEεδb)(t), χEε (t)δb(t)
〉
H
dt
−E
∫ T
0
〈
Q(0)(0, 0, χEεδb)(t), χEε(t)βnk(t)
〉
H
dt
∣∣∣
≤ lim
k→∞
lim
ε→0
1
ε
|Q(0)(0, 0, χEεδb)|L2
F
(0,T ;L
4
3 (Ω;H))
[ ∫ T
0
χEε(t)
(
E|δb(t) − βnk(t)|4H
) 1
2
dt
] 1
2
≤ C lim
k→∞
lim
ε→0
1
ε
∣∣χEεδb∣∣L2
F
(0,T ;L4(Ω;H))
[ ∫ T
0
χEε(t)
(
E|δb(t) − βnk(t)|4H
) 1
2
dt
] 1
2
≤ C lim
k→∞
lim
ε→0
|δb(τ)|L4
Fτ
(Ω;H)√
ε
[ ∫ T
0
χEε(t)
(
E|δb(t)− βnk(t)|4H
) 1
2
dt
] 1
2
= C lim
k→∞
lim
ε→0
|δb(τ)|L4
Fτ
(Ω;H)
[1
ε
∫ τ+ε
τ
|δb(t) − βnk(t)|2L4
Ft
(Ω;H)dt
] 1
2
= C lim
k→∞
|δb(τ)|L4
Fτ
(Ω;H)|δb(τ) − βnk(τ)|L4Fτ (Ω;H)
= 0.
(9.77)
Similarly,
lim
k→∞
lim
ε→0
1
ε
∣∣∣E ∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
−E
∫ T
0
〈
χEε(t)βnk (t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣
≤ lim
k→∞
lim
ε→0
1
ε
∣∣Q̂(0)(0, 0, χEεβnk)∣∣L2
F
(0,T ;L
4
3 (Ω;H))
[ ∫ T
0
χEε(t)
(
E|δb(t) − βnk(t)|4H
) 1
2
dt
] 1
2
≤ C lim
k→∞
lim
ε→0
1
ε
∣∣χEεβnk ∣∣L2
F
(0,T ;L4(Ω;H))
[ ∫ T
0
χEε(t)
(
E|δb(t) − βnk(t)|4H
) 1
2
dt
] 1
2
≤ C lim
k→∞
lim
ε→0
1
ε
{∣∣χEεδb∣∣L2
F
(0,T ;L4(Ω;H))
[ ∫ T
0
χEε(t)
(
E|δb(t) − βnk(t)|4H
) 1
2
dt
] 1
2
+
∫ T
0
χEε(t)
(
E|δb(t) − βnk(t)|4H
) 1
2
dt
}
≤ C lim
k→∞
lim
ε→0
{ |δb(τ)|L4
Fτ
(Ω;H)√
ε
[ ∫ T
0
χEε(t)
(
E|δb(t)− βnk(t)|4H
) 1
2
dt
] 1
2
+
1
ε
∫ T
0
χEε(t)
(
E|δb(t)− βnk(t)|4H
) 1
2
dt
}
= C lim
k→∞
lim
ε→0
{
|δb(τ)|L4
Fτ
(Ω;H)
[1
ε
∫ τ+ε
τ
|δb(t) − βnk(t)|2L4
Ft
(Ω;H)dt
] 1
2
+
1
ε
∫ τ+ε
τ
|δb(t)− βnk(t)|2L4
Ft
(Ω;H)dt
}
= C lim
k→∞
[|δb(τ)|L4
Fτ
(Ω;H)|δb(τ) − βnk(τ)|L4Fτ (Ω;H) + |δb(τ) − βnk(τ)|
2
L4
Fτ
(Ω;H)]
= 0.
(9.78)
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From (9.68) and the density of the Lebesgue point, we find that for a.e. τ ∈ [0, T ), it holds that
lim
k→∞
lim
ℓ→∞
lim
ε→0
1
ε
∣∣∣E ∫ T
0
〈
χEε(t)βnk(t), Q̂
(0)(0, 0, χEεβnk)(t)
〉
H
dt
−E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0,ℓ)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣
≤ lim
k→∞
lim
ℓ→∞
lim
ε→0
1
ε
∣∣χEεβnk ∣∣L2
F
(0,T ;L4(Ω;H))
(∫ T
0
∣∣Q̂(0)(0, 0, χEεβnk)
−Q̂(0,ℓ)(0, 0, χEεβnk)
∣∣2
L
4
3
Fs
(Ω;H))
ds
) 1
2
≤ lim
k→∞
lim
ℓ→∞
lim
ε→0
1
ε
∣∣χEεβnk ∣∣2L2
F
(0,T ;L4(Ω;H))
∣∣∣∣Q̂(0,ℓ)(0, 0, ·)−Q̂(0)(0, 0, ·)∣∣∣∣
L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
= lim
k→∞
lim
ℓ→∞
∣∣βnk(τ, ·)∣∣2L4(Ω;H)∣∣∣∣Q̂(0,ℓ)(0, 0, ·) − Q̂(0)(0, 0, ·)∣∣∣∣L(L2
F
(0,T ;L4(Ω;H)), L2
F
(0,T ;L
4
3 (Ω;H)))
= 0.
(9.79)
From (9.76)–(9.79), we find that
lim
k→∞
lim
ℓ→∞
lim
ε→0
1
ε
∣∣∣E ∫ T
0
〈
χEε(t)δb(t), Q̂
(0)(0, 0, χEεδb)(t)
〉
H
dt
−E
∫ T
0
〈
χEε(t)βnk(t), Q̂
(0,ℓ)(0, 0, χEεβnk)(t)
〉
H
dt
∣∣∣ = 0. (9.80)
By a similar argument, we obtain that
lim
k→∞
lim
ℓ→∞
lim
ε→0
1
ε
∣∣∣E ∫ T
0
〈
Q(0)(0, 0, χEεδb)(t), χEε (t)δb(t)
〉
H
dt
−E
∫ T
0
〈
Q(0,ℓ)(0, 0, χEεβnk)(t), χEε(t)βnk(t)
〉
H
dt
∣∣∣ = 0. (9.81)
From (9.72)–(9.73), (9.74)–(9.75) and (9.80)–(9.81), we obtain that∣∣∣E ∫ T
0
χEε(t)
〈
δb(t), Q̂(0)(0, 0, χEεδb)(t)
〉
H
dt+ E
∫ T
0
χEε(t)
〈
Q(0)(0, 0, δb)(t), δb(t)
〉
H
dt
∣∣∣
= o(ε), as ε→ 0.
(9.82)
Therefore, we have
J (uε(·)) − J (u¯(·))
= ReE
∫ T
0
[
δg(t) − 〈y(t), δa(t)〉
H
− 〈Y (t), δb(t)〉
H
− 1
2
〈
P (t)δb(t), δb(t)
〉
H
]
χEε(t)dt+ o(ε).
(9.83)
Since u¯(·) is the optimal control, J (uε(·))− J (u¯(·)) ≥ 0. Thus,
ReE
∫ T
0
χEε(t)
[〈
y(t), δa(t)
〉
H
+
〈
Y (t), δb(t)
〉
H
− δg(t) + 1
2
〈
P (t)δb(t), δb(t)
〉
H
]
dt ≤ o(ε), (9.84)
as ε→ 0.
Finally, similar to [14, 30], from (9.84), we obtain (9.4). This completes the proof of Theorem
9.1.
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Remark 9.1 1) We believe that bx(·, x¯(·), u¯(·)) ∈ L4F(0, T ;L∞(Ω;L(D(A)))) is a technical condi-
tion in Theorem 9.1 but we cannot drop it at this moment (because we need to use Theorem 7.2).
It is easy to see that this condition is satisfied for one of the following cases:
i) The operator A is a bounded linear operator on H;
ii) The diffusion term b(t, x, u) is independent of the state variable x; or
iii) Some further regularities for x0, a(·, ·, ·) and b(·, ·, ·) are imposed, say x0 ∈ L8F0(Ω;D(A)),
and the Assumption (A1) holds also when the space H is replaced by D(A).
2) If the equation (1.10), with PT , J(·), K(·) and F (·) given by (9.3), admits a transposition
solution (P (·), Q(·)), then the assumption bx(·, x¯(·), u¯(·)) ∈ L4F(0, T ;L∞(Ω;L(D(A)))) is not needed
(for the same conclusion in Theorem 9.1). Indeed, in this case, by Definition 1.2, instead of (9.61),
we have
−E〈hxx(x¯(T ))xε2(T ), xε2(T )〉H + E ∫ T
0
〈
Hxx
(
t, x¯(t), u¯(t), y(t), Y (t)
)
xε2(t), x
ε
2(t)
〉
H
dt
= E
∫ T
0
χEε(s)
〈
b1(s)x
ε
2(s), P (s)
∗δb(s)
〉
H
ds+ E
∫ T
0
χEε(s)
〈
P (s)δb(s), b1(s)x
ε
2(s)
〉
H
ds
+E
∫ T
0
χEε(s)
〈
P (s)δb(s), δb(s)
〉
H
ds+ E
∫ T
0
χEε(s)
〈
Q(s)δb(s), xε2(s)
〉
H
ds
+E
∫ T
0
χEε(s)
〈
Q(s)xε2(s), δb(s)
〉
H
ds.
(9.85)
The estimates (9.62)-(9.63) are still valid. On the other hand, by Q(·)δb(·) ∈ L1
F
(0, T ;L
4
3 (Ω;H)),
it holds that
E
∫ T
0
χEε(s)
〈
Q(s)δb(s), xε2(s)
〉
H
ds
≤ |xε2(s)|L∞
F
(0,T ;L4(Ω;H))
∫
Eε
|Q(s)δb(s)|
L
4
3 (Ω;H)
ds
≤ C√ε
∫
Eε
|Q(s)δb(s)|
L
4
3 (Ω;H)
ds = o(ε).
(9.86)
Similarly, noting that Q(t)∗ = Q(t) for a.e. t ∈ (0, T ), we obtain that∣∣∣E ∫ T
0
χEε(s)
〈
Q(s)xε2(s), δb(s)
〉
H
ds
∣∣∣ = ∣∣∣E ∫ T
0
χEε(s)
〈
xε2(s), Q(s)
∗δb(s)
〉
H
ds
∣∣∣ = o(ε). (9.87)
Combining (9.85), (9.62)-(9.63) and (9.86)–(9.87), we still have (9.83), which leads to the desired
result.
3) For concrete equations, say for the controlled stochastic heat equations, one may obtain better
results than that of Theorem 9.1. Related work will be presented elsewhere.
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