In many sensor network applications viz., environmental monitoring, spatial exploration and battlefield surveillance, sensed data is aggregated and transmitted to the sinks for analysis. Thus, in-network data aggregation [2] becomes an important technique in wireless sensor networks and has been well studied in recent years. In general, any sensory network suffers with two problems i.e., i) the time latencies of the existing scheduling algorithms are still high, and ii) the other one is that all the existing algorithms are centralized, which are inherently inefficient. Hence, in this paper, we present a distributed scheduling algorithm generating collision-free schedules with latency bound, based on TBID, which employs multiple Mobile Agents (MAs) for completing the aggregation task on WSNs. The algorithm not only determines the proper number of MAs for minimizing the total aggregation cost but also constructs low-cost itineraries for each of them. In this paper, we adopt TBID that improves upon NOID by following a more direct approach to the problem of determining low-cost MA itineraries. Specifically, based on an accurate formula for the total energy expended during MA migration, we follow a greedy-like approach for distributing SNs in multiple MA itineraries, and algorithm determines a spanning forest of trees in the network, calculates efficient tree traversal orders (itineraries), and eventually, assigns these itineraries to individual MAs.)
I. Introduction
Wireless Sensor Networks (WSNs) have prominence role in networking paradigm. A new concept collaborative processing introduced with WSNs. The collaborative processing performs the correlation inherent within the information of nearby sensors because their sensing regions are largely overlapping. Data from neighboring Sensor Nodes (SNs) refer to the same source of information. So, an aggregation is performed on the original sensor data. By applying aggregation on the original data gradually reduces the communicated data and relieves the network from the large amount of data. Then this data directly send to the processing element through mobile agents. Recently, the use of Mobile Agents (MAs) [1] has been suggested as an intrinsically distributed computing technology in the field of WSNs [3] . An MA [1] is an autonomous program moving from node to node and collects data from these sensor nodes. The Mobile Agent performs the local processing in each SN to get aggregated data. Then this data carried by the MA to the next SN, where the MA program performs aggregation upon the new data. By changing the program code of MAs, different processing can be carried out at each SN. Otherwise, SNs should have stored the program code of each possible application, resulting in increased memory demands in each SN. Due to this ease of reprogramming, the MA paradigm has been incorporated in several middleware architectures for WSNs. When employing MAs for aggregation operations on SNs, the choice of agents' itineraries is of critical importance affecting the overall energy consumption and aggregation cost. In this paper, we propose a heuristic algorithm that employs multiple MAs for completing the aggregation task on WSNs. Our algorithm, the Tree-Based Itinerary Design (TBID) algorithm, not only determines the proper number of MAs for minimizing the total aggregation cost but also constructs low-cost itineraries for each of them. It also improves on a previous algorithm [7] , [8] of ours, where a completely different approach is presented for the same objective of low-cost MA itineraries. With the use of right data structures, the computational complexity of our algorithm can be kept low, and thus, the adopted algorithm is suitable for WSNs with dynamic network conditions. The high effectiveness of our algorithm not only determines the proper number of MAs for minimizing the total aggregation task but also constructs low cost itineraries for each of them.
II. Algorithm
In this project, we adopted the TBID algorithm. The main idea of TBID is to partition the area around the Processing Element (PE) into concentric zones (Fig. 1.) and start building the MA paths to be directed from the inner (close to PE) zones to the outer ones. We adopted algorithms [6] for Initialization, phase 1, phase 2 and Processing cost updation. In Algorithm 1, we formally define the concentric zones Z i , (i= 1 . . .L) around the PE, where L is the total number of zones. The radius of the first zone that includes the PE is equal to r max , where is an input parameter in the range (0,1] and r max is the maximum transmission range of any SN. The thickness of all other zones is r max =2. So, each SN in a zone Z i can only communicate with nodes belonging to the previous, current, and the next outer zones, namely zones Z i-1 , Z i , Z i+1 . The main processing consists of two phases. The first phase (Algorithm 2) starts from the inner zone Z 1 and proceeds to the outer zones Z i , (i=2. . . L). The algorithm of phase 1 is executed on each zone. The end result of phase 1 in the first zone is to connect all SNs in this region directly to the PE. The SNs in the first zone will be the starting points of the itineraries that MAs will follow. Thus, TBID will create as many MAs as the number k of these nodes (k =3 in Fig. 1.) .
III. Implementation Details
TBID effectively executes N rounds, at each round an SN is attached to a tree. The node attachment can be done in binary tree scheme. At each round of phases 1 and 2 [6] , one of the trees grows with the attachment of an SN to that tree. Each tree corresponds to an MA. The MA path that starts with PE and continues with the post order traversal of the tree with shortcutting, whenever possible, determines the itinerary of the MA. At each round, first, the lowest PC value should be determined. After attaching an SN to an IT, the PC values should be updated for all edges (u ,v) connecting an SN u not yet attached to any IT with an SN v belonging to the just expanded tree. Then the SN with the lowest PC value should be attached to a tree. Finally, all PC values of the affected edges should be updated. Another important operation executed at each iteration of TBID is the estimation of the minimum PC (u ,v) value. This minimum determines the SN that will be next attached to an IT. As this operation is executed repeatedly, a heap structure is used for storing PC values so that extracting the minimum PC value can be executed fast in O(log t) time, where t is the number of values stored in the heap. Then, we describe data structures for identifying fast the minimum PC value among all edges of the SN graph.
IV. Experimental Work
The TBID Algorithm is implemented using Java (jdk 1.5) and all the experiments are performed on PC with Pentium IV CPU and 512MB RAM running on the operating system Windows XP. The experimental results are shown in below figures. 
V. Conclusion
We have presented a distributed scheduling algorithm generating collision-free schedules with latency bound, based on TBID by employing multiple Mobile Agents (MAs) for completing the aggregation task on WSNs. The algorithm not only determines the proper number of MAs for minimizing the total aggregation cost but also constructs low-cost itineraries for each of them. Simulation results confirm the high effectiveness of the adopted algorithm over other alternative solutions proposed in the literature. Also, with the use of proper data structures, the computational complexity of the algorithm is kept low.
