Abstract: Reducing losses and improving the voltage profile have been the main objectives of electrical power system designers. One of the suggested solutions for achieving these goals is the use of parallel capacitors and distributed generation sources in distribution systems. A location that is optimized for DG installation may not be the best place to minimize losses in improving the system voltage profile. In this paper, determining the optimal location of the dispersed generation unit and the capacitive bank with the goal of optimizing a target function, including losses, improving the voltage profile, and the cost of investment in capacitors and dispersed production. In this paper, IEEE standard 33 buses is considered for simulation, and the results are obtained by using genetic and harmonic search algorithm indicate that DG optimization and capacitor with a target function in which the loss reduction and improvement of the voltage profile is considered to reduce costs, reduce losses, and improve the voltage profile, which are remarkable improvements.
INTRODUCTION
Renewable energies are becoming more common as because of increasing electricity demand. Optimal placement of Distributed generation (DG) in power systems has high importance for improving voltage stability, reducing loses, and minimizing the costs [1] .
Reducing losses and improving the voltage profile is one of the most important issues in the power industry. There is also a large share of energy losses in the distribution sector, which is equivalent to about 75% of the data in this area. Therefore, consideration of issues such as location, capacitance, and renetworking are essential. Distributed generation generally refers to low power generation sources, typically between KW1 to MW50 that are located near the consumer location or connected to the distribution network [2] [3] [4] . One of the important issues in distributed generation studies is the problem of placement and determination of their capacity. The disposition of the dispersed production on the power transmission and the number of losses is significant [5, 6] . Due to the network's electrical parameters, load distribution equations, and the constraints on the use of distributed generation sources, the problem of displacement will have some characteristics that, from an optimization perspective, are some of these characteristics:

The resulting equations are nonlinear [7] .
The variable of a state that can predict the existence or absence of a source is a discrete variable. The variable of a state that can predict the existence or absence of a Distributed generation source in a busbar is a discrete variable [8] .
Since there is virtually no capacity for installation, and the source cannot be dispersed in each shin, the target function is a discontinuous function [9] .  For real networks, the problem becomes an issue for a very large dimensional problem [10] .
Capacitors are used as one of the most economical methods for increasing the electrical power quality so that the optimal location of this element has a significant effect on the transmission power, the loss of lines, the voltage profile, and the reliability of the network [11] [12] [13] [14] . Static voltage stability of grid in south-east Iran power system has been conducted in [15] [16] [17] . Extended continuation power flow is used to get more accurate results in this system.
The use of parallel capacitors and distributed generation in the distribution system to increase the electrical power quality and reduce the cost of the system in the system has always been one of the important issues for engineers [18] . The installation of parallel capacitors and distributed generation generators will have many benefits for manufacturers and consumers of electrical energy, which will be referred to later in this chapter. Maximum access to the above benefits depends on how they are installed in the distribution system since their optimal placement has a great influence on the power transmission, the number of line losses, the voltage profile, and the reliability of the network. On the other hand, improper placement of distributed generation generators in the system will cause disadvantages such as increasing losses, reducing voltage and increasing costs [19] .
Therefore, the problem of determining the location and optimal capacity size of capacitor banks and distributed generation should be addressed, which is referred to as the [20] . In this chapter, first, a brief summary of capacitors and distributed generation are described. Then, a brief overview of the above methods and the work done so far is discussed.
As you can see, two of the objective profit target functions and the voltage profile indicator for this issue are considered.
In most articles, a function is called the cost function using the following formula.
In which, Q is the value for capacitance in section j, nc is the numbers of capacitors, k p is the expense of power per kW, and k c is the cost of capacitor per KVAR. Casualties in the distribution network include two parts of power and energy. The power losses are related to peak loading and the energy losses associated with loading over a period (one year), which can be calculated using the loss factor of peak losses. Kp is the total cost of power and energy losses per kw of peak losses. After the capacitance, the gain from the capacitance in the network can also be calculated by using the following formula, which is presented as the main objective function in the capacitance.
In which, k e is the cost of energy losses, LSF is loss factor, P l is courier loss before capacitance, c l P is Peak losses are after capacitance. Table 3 also shows information about this objective function, as well as the profit function. The exploitation of distribution networks in normal conditions due to appropriate protection coordination, limiting the network interface level and the problems of exploiting interconnected networks, are often carried out radially, and the numerous disconnect switches available on the network play a significant role in Network structure management functions to achieve optimal form. Replacing or changing the arrangement in the distribution network, changing the arrangement of feeders, opening and closing switches (power switches, removable and non-removable actuators under load, etc.) to change the topology of the network.
OBJECTIVE FUNCTION

Loss
The casualty has various causes, part of which is the main part of it, is part of the essence of the network. Because everywhere there is a network of conductors, casualties are inevitable due to the flow of conductors. The first objective function is the active loss of the feeders of the distribution network, which is expressed as:
In which, n p is a total number of network branches, r i is the resistance of branch I, Q i is the reactive power of branch i, P i is the active power of branch I, and V i is the voltage of branch i.
Voltage
From the perspective of consumers, having a voltage in the limit is one of the important factors in the quality of electricity. Radial networks at the end of their own usually suffer from a weak voltage. Replacing with the change in the flow path, it can modify the voltage profile to a certain extent, which is almost synonymous with loss reduction [21] . The next target function is related to the voltage profile indicator, the mathematical formulation of which is expressed as follows:
In which, V s is voltage index, V i , the voltage of branch i, n b is the number of network nodes, and V p is Average node voltage.
CONSTRAINTS
In all optimization steps, the following constraints should be considered [22] [23] [24] :
1. The radial constraint of the grid: In all the matching arrangements, the grid must always maintain its radial structure.
Node
Voltage Limit Constraint: 
OPTIMIZATION METHODS
Genetic Algorithm
Genetic algorithms are based on chromosomes and their natural evolution. In this method, contrary to the analytical methods, try and error, instead of working on an optimal answer, they work on several answers that they call "populations". As a result, the problem space is searched more effectively. Also, search and evolutionary operations take place on the coded state of the answers, which is generally binary coding. A specific feature of the way genetic algorithms is based on solving optimization problems is that these methods have high efficiency in the absence of specific information about the problem or the need for specific conditions of the response space such as uniformity, convexity, and single-valuedness [25, 26] .
Another important feature of these algorithms in terms of computational programming is that each member of the population does not respond to other members and independently evolves. Therefore, in solving complex and heavy problems, parallel processors and the robust controller can be used to quickly solve the problem [27] .
In the case of the economic distribution of the load, given that we have N units of production, we consider N-1 unit (variable) because, with the capability of producing N-1 units, the production capacity of unit N, which is also Pref We can call it the form (6). Generally, Pref is divided into units whose production range (ie, Pmin-Pmax) is higher than other units.
In this paper, binary coding is used to apply the genetic algorithm to solve the problem of economic distribution of charge, and each chromosome, resulting from the combining of the encoded string of numerical values of N-1 varies. In the above problem, the length of the encoded string of the variable i is the smallest integer corresponding to (7) .
In which, m i is The length of the i-th encoded variable, P i,max is produced power, P i,min is the minimum produced power, and I is the number of digits after decimals. After joining the encoded fields of variables, the chromosome contains the coded values of all the variables. Therefore, the length of the chromosomes of the algorithm can be determined from equation (8).
Obviously, with the increase in the number of chromosome production units of the algorithm, the amount of memory in the system increases linearly. Also, to return the chromosome to true values of the problem variables, first each chromosome is divided into the corresponding coding sequences, and then we use equation (9) . 
The initial population of the genetic algorithm is randomly formed, and then the following evolutionary processes occur on a population and a new generation emerges:  Roulette cycle: In this process, population chromosomes are selected with a probability proportional to the chromosomal fitness (value of the target function) [28] .
In this process, chromosomes may be selected more than once (a strong chromosome) or chromosomes never to be selected (weak chromosome) [29] .  Cross-over: In this process, two parent chromosomes are produced by two child chromosomes [30] . The simplest algorithm for this process is the discontinuous cutting algorithm. This process takes place with the probability of a p c population [31] .  Mutation: During this process, several genes (bits) of chromosomes of the population change from one to zero, or vice versa, from zero to one [32] . This process is applied to the population with a small probability of p m [33] .
In the first process, chromosomes of the population converge to the superior chromosomes (or chromosomes). In the second process, the child's chromosomes create the properties of their parents and direct the algorithm to the optimum point. To move faster towards the optimal point, it's best to always have one parent, the best chromosome of the generation. In the third process, it is possible to enter chromosomes whose probability of entry into the algorithm is very low and may even be the optimal solution to the problem. The probability of this process should be low so that the algorithm does not find a random process. As it is obvious, the coupling process causes the convergence and the mutation process causes the divergence of the algorithm. Therefore, for the fastest convergence, one can estimate the overall fitness of a generation in each generation and correct the probabilities of Pc and Pm for future generations. An important point to note is that there may be a chromosomal algorithm that does not belong to the response space. In such a case, in the case of the economic distribution of time, there is no time for which Pref does not fall within its scope of production, namely:
In this case, we must remove the chromosome and replace the other chromosome. This process is corrected as linear. The genetic algorithm cycle is presented in the flowchart of figure 1. 
Harmonic Search Algorithm
Nowadays, with increasing issues and the importance of speeding up the response and failure to respond to classical methods, the search algorithms of the full-scale problem space are welcome. In the meantime, the use of hyper surfing (intuitive) search algorithms also has an inherited growth algorithm, ants colony algorithm, and so on [34] . Due to the unique features of the Harmonic Search Algorithm (HSA), this search method has been used.
Characteristics of the Harmony Search Algorithm are: 
There is no need to search for the initial value, and the problem is not trapped in the optimal local response [35] .  Instead of searching for a derivative of random search, an optimal answer is used [36] .  In contrast to derivative-based optimization methods, in addition to continuous variables, it has the ability to work with discrete variables [37] .

Also, the Harmonic Search algorithm uses some of the features of other meta-innovative algorithms, such as preserving previous vectors of a similar taboo search algorithm (TS), providing harmonic memory from the start to the end of simulated cooking (SA) and evaluating multiple Vector at the same time as the inheritance algorithm. But compared to them, they have less mathematical prerequisites and the ability to solve various engineering optimizations. The Harmonic Search algorithm creates a new answer after considering all the answers. While the inheritance algorithm considers only two parent polynomials, this flexibility increases the search algorithm's harmony and results in the optimal answer.
The steps in which the algorithm searches for harmonics for optimization is that in the first step, initialization of the problem parameters and algorithm is performed; in the second and third steps, the initialization of the first harmonic memory (HM) and the creation of a new harmony respectively Harmony memory is performed; in the next steps, updating the harmonic memory and checking the stop condition is done. 
SYSTEM'S MODEL
In this paper, six scenarios for solving the problem of repositioning and capacitance (four capacitors with a capacity of 50kvar) and distributed generation sources have been investigated to reduce losses and improve the voltage profile of an IEEE 33base network. Information about the distributed source is shown with the specifications specified in Table (2) . Specifications for the objective function. The cost of loss and profit from the condensation are shown in Table ( 3). 
SIMULATION RESULTS
In the first scenario, the network openness was researched with the assumption that the location of distributed sources of production was constant (Table 2) , the active network losses in the presence and absence of distributed generation sources. The presence of these resources in the same initial arrangement has reduced losses from 202.5 kV to 169.75 kW. But after applying the rearrangement in both of these ways, losses from the original arrangement were significantly reduced by two algorithms. Network losses have been reduced by 31.82 percent using a genetic algorithm and also with Harmonic Search Algorithm, with a very near-optimal reduction of 31.41 percent. In the case comparison case, the casualties achieved for the optimal arrangement of genetic algorithms in the absence of distributed sources of resources have reached 139.5 to 115.72 in the presence of these resources. And the impact of the presence of these resources is quite visible. In the second scenario, the grid opt-out option, with the assumption of the constant location of the distributed generation sources (as in Table 2 ), indicates the network voltage profile in the presence and absence of these resources. In both cases, the voltage range of most network nodes has increased after rearrangement and closer to 1 per unit, and the whole graph is smoother than before the rearrangement. Second, the voltage range of most nodes has increased significantly compared to the initial arrangement before, after the presence of distributed generation sources, and the comparison of the optimal arrangement before and after the presence of distributed generation sources.
In the third scenario, the effect of the optimal location of distributed generation sources on the reduction of active network losses in the presence of these resources has been studied. As you can see, the active power losses in the initial arrangement with the placement of resources in non-optimal locations are 169.66 kW. After applying the optimal location on the network, the genetic algorithm reduces the cascade from 169.76 kW to 135.51 kW, decreasing by 20.14% compared to the initial state. The optimum arrangement with the location of dispersed 1, 2, 3 and 4 generation sources were obtained at places 33, 18, 32 and 17, respectively. The Harmony Search algorithm also has the same function. In the fourth scenario, with the optimal location of dispersed sources of production, the analysis of the voltage profile indicator in the presence of these resources is discussed. After optimal positioning on this network, the voltage profile index is significantly improved compared to the initial state. The optimum arrangement with the distribution of dispersed 1, 2, 3 and 4 production sources was obtained at places 32, 17, 18 and 16, respectively. The Harmonic Search algorithm also has a roughly similar function. In the fifth scenario, the active losses and annual net profit of the studied network are investigated after optimal location of the capacitor. After applying the optimum location of the capacitor on the network, the genetic algorithm reduces the losses from 202.5 kW to 184.3401 kW, yielding $ 25,255.745. The optimum arrangement with capacitors 1, 2, 3, and 4 was arranged in places 30, 31, 32 and 33, respectively. The Harmonic Search algorithm has also been shown to function. In the sixth scenario, the voltage profile and the annual profit of the studied network after the optimal location of the capacitor are investigated. 
CONCLUSION
Genetic algorithm is very suitable for solving this problem due to easy compatibility with discrete variables and having an operator to escape local optimizations. In the case of Harmonic Search Algorithm, it is necessary to spend more time adjusting because the proper adjustment of its parameters is of great importance. Therefore, the incorrect adjustment of these parameters leads to the algorithm's capture in local optimizations or the failure to find the correct answer. Also, the algorithm of Harmonic Search, because it makes the answers in the whole process of performing the variable algorithm into a variable, so an unacceptable response is not generated, and this property has a very high-speed algorithm that if other parameters are set correctly It is very suitable for large networks. While two genetic algorithms produce the answers, they examine the constraints after production. Instead, genetic algorithms, because of their high public search capability, and due to the operator's ability to escape from the local optimization, consider more space at the same time and are less likely to be caught up in local optimizations. But initializing the initial population in the genetic algorithm is very important, and at the time of the convergence of the algorithm and finding the optimal solution is effective. It was also found that the presence of distributed generation resources could be effective in reducing the losses and increasing the voltage range of the various points of the network that dropped.
