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Abstract
We present a novel approach to solve constrained non-linear integer optimization problems based on Diﬀerential Evolution
(DE) and Nelder-Mead (NM). DE is a promising technique used in non-diﬀerentiable and non-linear problems with continuous
variables. It is used to identify promising regions in the search space. NM is a derivative-free technique used in non-linear
continuous optimization problems. Since we are concerned with integer problems, then the NM is extended to handle with
integer optimization problems. The constraints are treated by the Alpha Constrained method, where constraints values and
ﬁtness are compared using a lexicographical order. Since DE is used to continuous optimization and NM needs an initial
starting point, we propose a method that use the best individual of DE as starting point to NM. Simulation results show the
eﬀectiveness of the proposed method.
c© 2015 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of ITQM2015.
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1. Introduction
Many real world optimization problems do not allow continuous values on their solutions, because they are
not practicable or do not have physical meaning. These problems are known as integer optimization problems and
are found in many contexts like inventory control, computer network design, among others. Standard approaches
to handle linear integer optimization problems are Branch and Bound [1] and Gomory cuts [2]. However, many
real world optimization problems are non-linear. Nelder and Mead [3] proposed a new approach to non-linear
function optimization which adjust itself to the landscape of the objective function, reducing the search space up
to converge. According to [3], the approach overcomes that proposed by Powell [4]. However, it depends on
starting points that, if incorrectly chosen, guide the search to local minima.
In the last decades, biologically inspired methods have gained importance as an alternative to solve optimiza-
tion problems and several algorithms have been proposed. Among them are Genetic Algorithms (GA)[5, 6],
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Particle Swarm Optimization (PSO) [7], Diﬀerential Evolution (DE) [8] and Ant Colony Optimization (ACO)
[9]. ACO was originally developed for combinatorial optimization, and then extended to continuous optimization
problems [10]. These algorithms are usually used in continuous optimization and present advantages compared
to those based on gradient, because they do not need a starting point. However, they may also get trapped in local
optima.
In [11], Nasab developed a hybrid method made up of Fuzzy and Genetic Algorithm to solve machine schedul-
ing problem. In [12], Burke, Li and Qu proposed a hybrid approach to solve hospital scheduling problem using
Integer Programming that generate new solutions of sub-problems and Variable Neighbourhood Search. In [13],
Garcı´a, Garcı´a-Rodenas and Go´mez presented a hybrid strategy to time domain constrained data clustering using
population based algorithms and Nelder-Mead to show the eﬀectiveness of the approach to pattern recognition
problems.
In [14], Wu et al. use a Superior Solution Guided PSO (SSG-PSO) with two local search techniques based
on gradient, which are Broyden Fletcher Goldfarb Shanno (BFGS) algorithm and Davidon Fletcher Powell (DFP)
algorithm. Moreover, two derivative-free techniques are used, which are Pattern Search and NM. Their approach
was applied to solve unconstrained optimization problems. For unimodal problems, SSG-PSO combined with
gradient-based techniques provided good results. However, in non-diﬀerential and discontinuous problems, SSG-
PSO combined with derivative-free techniques overcome gradient based techniques. For multi-modal problems,
SSG-PSO combined with local search techniques has shown good performance.
In [15], Schneider and Krohling proposed a hybrid algorithm using standard DE, DEbest and DE with global
and local topology (DEGL), hybridized with Tabu Search and Technique for Order of Preference by Similarity to
Ideal Solution (TOPSIS) for two kind of problems. In constrained integer optimization problems, the performance
of their approach is very similar, since they converge easily to a singular global optimum. However, in constrained
multi-objective integer optimization problems, DEGL overcomes the standard DE and DEbest, because both suﬀers
from premature convergence while DEGL has capacity to maintain diversity.
In this paper, we present a novel approach using DE, that acts identifying promising regions of the search
space to guide the NM search. The Alpha Constraint method is used to handle constraints. The remaining of this
paper is organized as follows: Section 2 presents the description of constrained non-linear integer optimization
problems. Section 3 presents the algorithms used. The scheme of hybridizing between DE and NM is described in
Section 4. Simulation results are shown in Section 5 and the paper ends up with some conclusions and directions
for future research in Section 6.
2. Constrained non-linear integer optimization problems
Non-linear integer optimization problems occur in many areas like resources management, scheduling prob-
lems, among others [16]. Moreover, they become more diﬃcult when the objective function is subject to con-
straints [17]. A constrained non-linear integer optimization problem is deﬁned, without loss of generality, as
Minimize: f (X) (1)
Subject to: gj(X) ≤ 0 ( j = 1, . . . , q)
h j(X) = 0 ( j = q + 1, . . . ,m)
li ≤ xi ≤ ui (i = 1, . . . , n)
where X represents the vector of discrete variables of the problem, f (X) represents the objective function to
minimize, g(X) represents q inequality constraints and h(X) represents m − q equality constraints, respectively.
The values li and ui are the lower and upper bound of xi, respectively, and deﬁne the search space S. Constraints
deﬁne the feasible region F , therefore, feasible solutions are in F ⊆ S [17].
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3. Algorithms description
3.1. Diﬀerential Evolution
Diﬀerential Evolution is a promising optimization technique for multi-modal problems with continuous vari-
ables introduced by Storn and Price [8]. DE consists of a population of NP individuals each of them with D
variables, which are randomly initialized using a uniform probability distribution, that represent candidate solu-
tions of the optimization problem. The population undergoes changes during generations, which is represented by
G = 0, 1, 2, . . . ,Gmax. Thus, the i-th vector on generation G can be represented by
XGi =
[
xG1,i, x
G
2,i, . . . , x
G
D,i
]
(2)
Each variable of the problem has its lower and upper bounds. Population in G = 0 is randomly initialized
and must cover all search space using Xmin =
{
x1,min, x2,min, . . . , xD,min
}
and Xmax =
{
x1,max, x2,max, . . . , xD,max
}
. The
initialization of the population is carried out according to
x j,i = x j,min + randi, j[0, 1] · (x j,max − x j,min) (3)
where rand[0, 1] is a random number generated according to an uniform probability distribution.
3.1.1. Standard Diﬀerential Evolution
The mutation represents a change, or perturbation, between candidate solutions. In DE, the current vector
is called target, the vector obtained through mutation is called donor and, ﬁnally, the vector obtained through
combination between target and donor is called trial. The simplest mutation is deﬁned according to
Vi = Xr1 + F(Xr2 − Xr3 ) (4)
where r1, r2 and r3 are individuals randomly chosen in the population, such that r1  r2  r3, F is the mutation
factor with value between 0.4 and 1 [18].
To increase the diversity between the individuals, the crossover operation is applied after mutation, through
change of variables between target and donor. The crossover is calculated according to
Ui, j =
{
Vi, j, if U(0, 1) ≤ Cr, or j = jrand
Xi, j, otherwise
(5)
where Cr is the crossover rate, jrand is a random number between [1,D] to ensure that, at least one variable of Vi
is part of Ui.
After mutation and crossover, the selection operation is applied to ensure that only the best individuals go to
the next generation. It is deﬁned according to
Xi =
{
Ui, if Ui is better than Xi
Xi, otherwise
(6)
where Ui and Xi are individuals of the vectors trial and target, respectively.
3.1.2. Diﬀerential Evolution with ring topology
This variation uses a topology like PSO proposed by Li [19], which balances the capacity of exploration and
exploitation of DE. The mutation is made by means of a combination between neighborhood members (local
vector). The local vector uses the ring neighborhood with a size k. In other words, the individual i has the
individuals [i − k, i + k] as its neighbors. The local vector is calculated according to
Li = Xi + α(Xbesti − Xi) + β(Xr1 − Xr2 ) (7)
where Xbesti is the best individual in the neighborhood, i, r1 and r2 are individuals randomly chosen in the neigh-
borhood, such that i  r1  r2.
The pseudo-code of algorithm DE with ring topology is presented in algorithm 1.
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Algorithm 1: Diﬀerential Evolution with ring topology
begin
initialization according to equation (3)
repeat
for i = 1 to NP do
select r1, r2 such that i  r1  r2
mutation according to equation (7)
crossover according to equation (5)
selection according to equation (6)
end
until stop criterion is met;
end
3.2. Nelder Mead for integer variables
The Nelder-Mead (NM) [3] is an algorithm used to minimization of non-linear functions. Given a function of
D variables, it evaluates D + 1 vertices and replaces the worst among them. Since we are concerned with integer
optimization problems, it is important to extend the Nelder-Mead operations to handle integer variables.
Brea [20] introduced a new approach of NM, called Integer Mixed Simplex Algorithm to non-linear mixed
optimization problems composed by functions on D-dimensional space with real and integer variables. The opera-
tions proposed in [3] are made over the continuous points. So, operations on integer variables have been extended.
In this paper, we use NM only with integer variables.
Given a minimization problem with D variables, it is required D+ 1 points on D-dimensional space. Consider
yi the value of the objective function at point Pi, and yh and yl are the value of the worst and best objective
functions, respectively. First, the centroid of the D best points is calculated according to
P¯ =
1
D
D∑
i=1
Pi (i  h) (8)
The reﬂection point is calculated according to
P∗ = Ph + α · μ · sgnd(P¯ − Ph) (9)
where α is the integer reﬂection coeﬃcient, μ = |y¯ − yh|, which is the distance between centroid and yh rounded
to the next integer, and sgnd(k) is deﬁned according to
sgnd(k) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
1, if k ≥ 0
0, if k = 0
−1, if k ≤ 0
(10)
The expansion point is calculated according to
P∗∗ = Ph + β · μ · sgnd(P¯ − Ph) (11)
where β is the integer expansion coeﬃcient.
The contraction point is calculated according to
P∗∗ = Ph + γ · μ · sgnd(P¯ − Ph) (12)
where γ is the integer contraction coeﬃcient.
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The shrunk operation is similar to that performed by NM to continuous variables. However, this operation
might have continuous values as result. Therefore, the shrunk operation is deﬁned according to
Pi =
[
(Pi + Pl)
2
]
(13)
where [·] represents the rounding operation to the nearest integer.
The pseudo-code of NM algorithm for integer variables is presented in algorithm 2.
3.3. The Alpha Constrained Method
The satisfaction level μ(X) is responsible to measure how much a solution violate the set of constraints. It is
deﬁned according to
{
μ(X) = 1, if gi(X) ≤ 0, h j(X) = 0,∀i, j
0 ≤ μ(X) < 1, otherwise
To determine the satisfaction level, it is necessary to measure the violation of a solution on each constraint
individually. The violation level for the constraints of equality and inequality are calculated according to
Algorithm 2: Nelder Mead for integer variables [20]
begin
repeat
calculate centroid of Di (i  h) according to equation (8)
calculate P∗ according to equation (9)
if y∗ < yl then
calculate P∗∗ according to equation (11)
if y∗∗ < yl then
replace Ph by P∗∗
else
replace Ph by P∗
end
else
if y∗ > yi, i  h then
if y∗ > yh then
calculate P∗∗ according to equation (12)
else
replace Ph by P∗
calculate P∗∗ according to equation (12)
end
if y∗∗ > yh then
shrinkage according to equation (13)
else
replace Ph by P∗∗
end
else
replace Ph by P∗
end
end
until stop criterion is met;
end
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μgi =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1, if gi(X) ≤ 0
1 − gi(X)bi , if 0 ≤ gi(X) ≤ bi
0, otherwise
(14)
μh j =
⎧⎪⎪⎨⎪⎪⎩ 1 −
|h j(X)|
b j
, if |h j(X)| ≤ b j
0, otherwise
(15)
where bi and b j are ﬁxed parameters.
Since all violations are measured individually, they must be combined. In this paper, the combination is made
using the min operator, i.e.,
μ(X) = min
i, j
{
μgi(X), μh j(X)
}
(16)
The individual comparison is made by level comparison through lexicographical comparison between ( f (X), μ(X)),
such that μ(X) precedes f (X) because it is more important to get feasible solutions.
Given f1 ( f2) and μ1 (μ2), the ﬁtness and satisfaction level of the X1(X2) points, respectively, then the level
comparison ≤α and <α between ( f1, μ1) and ( f2, μ2), for any α is given, respectively, by
( f1, μ1) ≤α ( f2, μ2)⇔
⎧⎪⎪⎪⎨⎪⎪⎪⎩
f1 < f2, if μ1, μ2 ≥ α
f1 < f2, if μ1 = μ2
μ1 ≥ μ2, otherwise
(17)
( f1, μ1) <α ( f2, μ2)⇔
⎧⎪⎪⎪⎨⎪⎪⎪⎩
f1 ≤ f2, if μ1, μ2 ≥ α
f1 ≤ f2, if μ1 = μ2
μ1 ≥ μ1, otherwise
(18)
4. The proposed algorithm
The hybridization between DE and NM was similar to that proposed in [21], that is, the local search is per-
formed after each 10 iterations of the DE algorithm. The points used by NM are chosen using the normal distribu-
tion around the best individual found by DE on current iteration. The individuals in DE are continuous, therefore,
they are discretized using rounding to the nearest integer number.
The pseudo-code of the algorithm DE and NM, called DE+NM, is presented in algorithm 3.
Algorithm 3: Algorithm DE+NM
begin
initialization
G=1
repeat
for i=1 to NP do
choose r1, r2 such that i  r1  r2
mutation according to equation 7
crossover according to equation 5
selection according to equation 6
end
if G mod 10 = 0 then
assign the best individual of generation G to P0
generate D candidates using normal distribution probability around P0
execute NM
end
G = G + 1
until stop criterion is met;
end
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5. Simulation results
5.1. Benchmark functions
In order to evaluate the performance of the proposed algorithm, eight benchmarks have been used [15, 22, 23].
Only inequality constrained problems are handled in this paper. There are no integer equality constrained problems
in the references above.
Problem 1 [15, 22]:
Minimize: f (x) = x21 + x
2
2 + 3x
2
3 + 4x
2
4 + 2x
2
5
−8x1 − 2x2 − 3x3 − x4 − 2x5
subject to x1 + 2x2 + 2x3 + x4 + 6x5 ≤ 800
2x1 + x2 + 6x3 ≤ 200
x3 + x4 + 5x5 ≤ 200
x1 + x2 + x3 + x4 ≥ 48
x2 + x4 + x5 ≥ 34
6x1 + 7x5 ≥ 104
55 ≤ x1 + x2 + x3 + x4 + x5 ≤ 400
0 ≤ xi ≤ 99
The lower and upper bounds are 0 ≤ xi ≤ 99 (i = 1, . . . , 5). The optimal solution is x∗ = (16, 22, 5, 5, 7) and
f (x∗) = 807.
Problem 2 [15]:
Maximize: f (x) = (1 − (1 − 0.98)x1 (1 − 0.92)x2 )
subject to 11x1 + 5x2 ≤ 23
4x1 + 6x2 ≤ 12
x1 + x2 ≥ 1
The lower and upper bounds are 0 ≤ xi ≤ 10 (i = 1, 2). The optimal solution is x∗ = (2, 0) and f (x∗) = 0.9996.
Problem 3 [15]:
Minimize: f (x) = 13x1 − 5x22 + 30.2x2 − x21 + 10x3 + 2.5x23
subject to 2x1 + 4x2 + 5x3 ≤ 10
x1 + x2 + x3 ≤ 5
The lower and upper bounds are 0 ≤ xi ≤ 30 (i = 1, 2, 3). The optimal solution is x∗ = (3, 1, 0) and
f (x∗) = 55.2
Problem 4 [15]:
Minimize: x21 + x
2
2 + 2x
2
3 + x
2
4 − 5x1 − 21x3 + 7x4
subject to
4∑
i=1
x2i +
3∑
i=0
(−1)i xi+1 ≤ 8
x1 − 1 + 2x22 + x23 + x4(2x4 − 1) ≤ 10
2x1(x1 + 1) + x2(x2 − 1) + x23 − x4 ≤ 5
The lower and upper bounds are −5 ≤ xi ≤ 5 (i = 1, 2, 3, 4). The optimal solution is x∗ = (0, 1, 2,−1) and
f (x∗) = −44.
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Problem 5 [23]:
Minimize: f (x) = 5
4∑
i=1
xi − 5
4∑
i=1
x2i −
13∑
i=5
xi
subject to 2x1 + 2x2 + x10 + x11 − 10 ≤ 0
2x1 + 2x3 + x10 + x12 − 10 ≤ 0
2x2 + 2x3 + x11 + x12 − 10 ≤ 0
−2x4 − x5 + x10 ≤ 0
−2x6 − x7 + x11 ≤ 0
−2x8 − x9 + x12 ≤ 0
The lower and upper bounds are 0 ≤ xi ≤ 1 (i = 1, . . . , 9), 0 ≤ xi ≤ 100 (i = 10, 11, 12) and 0 ≤ x13 ≤ 1 (i =
13). The optimal solution is x∗ = (1, 1, 1, 1, 1, 1, 1, 1, 1, 3, 3, 3, 1) and f (x∗) = −15.
Problema 6 [22]:
Minimize: f (x) = x21 + x1x22x
2
2 − 6x1 − 2x2 − 12x3
subject to 2x21 + x
2
2 ≤ 15
−x1 + 2x2 + x3 ≤ 3
The lower and upper bounds are 0 ≤ xi ≤ 10 (i = 1, 2, 3). The optimal solution is x∗ = (2, 0, 5) and
f (x∗) = −68.
Problem 7 [22]:
Minimize: f (x) = x21 + x
2
2 + x
2
3 + x
2
4 + x
2
5
subject to x1 + 2x2 + x4 ≥ 4
x2 + 2x3 ≥ 3
x1 + 2x5 ≥ 5
x1 + 2x2 + 2x3 ≤ 6
2x1 + x3 ≤ 4
x1 + 4x5 ≤ 13
The lower and upper bounds are 0 ≤ xi ≤ 3 (i = 1, 2, . . . , 5). The optimal solution is x∗ = (1, 1, 1, 1, 2) and
f (x∗) = 8.
Problem 8 [22]:
Minimize: f (x) = x1x7 + 3x2x6 + x3x5 + 7x4
subject to x1 + x2 + x3 ≥ 6
x4 + x5 + 6x6 ≥ 8
x1x6 + x2 + 3x5 ≥ 7
4x2x7 + 3x4x5 ≥ 25
3x1 + 2x3 + x5 ≥ 7
3x1x3 + 6x4 + 4x5 ≤ 20
4x1 + 2x3 + x6x7 ≤ 15
The lower and upper bounds are 0 ≤ xi ≤ 4 (i = 1, 2, 3), 0 ≤ xi ≤ 2 (i = 4, 5, 6) and 0 ≤ x7 ≤ 6. The optimal
solution is x∗ = (0, 2, 4, 0, 2, 1, 4) and f (x∗) = 14.
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Table 1. DE parameters.
Population size 40
Iteration number 500
Crossover rate 0.9
α, β 0.8
5.2. Algorithms setup
The DE parameters are presented in Table 1. Population size and crossover rate are suggested in [8], and Das
and Suganthan [18] suggest α and β parameters used in the DE with ring topology.
Parameters used in NM are the same suggested in [3, 20], and the number of iterations is the same used in
local search in [15]. The NM parameters are presented in Table 2.
Table 2. NM parameters.
Iteration number 1000
α (reﬂection coeﬃcient) 1
β (expansion coeﬃcient) 2
γ (contraction coeﬃcient) 0.5
5.3. Results and discussions
Table 3 show results found using the algorithm DE+NM and the columns indicate initially identiﬁcation of
the problem, in the second column the global optimum, in the third column the best ﬁtness and, in parenthesis, the
satisfaction level, following, the the mean and standard deviation, respectively.
Table 3. Results obtained using DE+NM.
Problem f (x∗) Best(α) Mean Standard Deviation
1 807 807(1) 807 0
2 0.9996 0.9996(1) 0.9996 0
3 55.2 55.2(1) 55.2 0
4 -44 -44(1) -44 0
5 -15 -15(1) -15 0
6 -68 -68(1) -68 0
7 8 8(1) 8 0
8 14 14(1) 14 0
To compare the approaches, problems 1-4 were executed 20 times, following the setup in [15], problem 5 was
executed 100 times, following the setup in [23], and problems 6-8 were executed 30 times, following the setup in
[22].
The performance of the DE+NM is compared with DEGL [15], Evolution Strategy with stochastic ranking
((μ, γ)-ES) [23] and MI-LXPM [22]. For problems 1-7, the DE+NM algorithm gets 100% of success rate, which
is the same performance of algorithms used to compare. Moreover, DE+NM outperforms MI-LXPM in problem
8, that obtained 71% of success rate.
6. Conclusion
This paper presents an algorithm DE+NM to solve constrained non-linear integer optimization problems.
Eight benchmarks were tested and the global optimum was found in all of them. DE+NM was eﬀective in all
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problems with success rate of 100%. However, the algorithm has a limitation to solve problems with large dimen-
sions. In the future, it is interesting to investigate benchmarks with more than one feasible solutions.
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