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I. LOW TEMPERATURE
A. Ground states
The Hamiltonian for the classical Heisenberg magnet
on the diamond lattice, with various exchange interac-
tions takes the form
H = 1
2
∑
ij
JijSi · Sj , (1)
where i, j denote the sites of the diamond lattice.
One way to find the ground state of the model, is using
the well documented Luttinger-Tisza method1–3. The
method consists of softening the unit length constraint
on the O(3) spins S2j = 1, and replacing it with a global
constraint ∑
j
S2j = N , (2)
where N is the number of spins. We then look for
the minimum energy configuration of the spin variables,
which amounts to finding the minimum eigenvalue of a
quadratic form, and putting all the Fourier weight of the
spin variables in the minimum eigenvalue mode. If the
minimum energy configuration can be realized satisfying
the full set of constraints S2j = 1, it must be an exact
ground state.
Using an adjacency matrix Γij which gives 1 when i, j
is a nearest neighbor pair, and 0 otherwise, we can write
the exchange interaction in our case as
Jij = J1Γij + J2
(
(Γ2)ij − 4δij
)
(3)
where the combination
(
(Γ2)ij − 4δij
)
gives 1 for second
neighbors, and 0 otherwise (4 is the number of nearest
neighbors in the diamond lattice). This form is possi-
ble because for the diamond lattice taking two nearest
neighbor steps will either bring you to a 2nd neighbor
site, or walk you to a nearest neighbor and back. The n-
th power of the adjacency matrix Γ gives in every matrix
element the number of n step paths we can make on the
lattice network from site i to site j. In this special form,
both the J1 and J2 terms are diagonalized by the same
functions, which are eigenstates of the adjacency matrix.
We now turn to find the eigenvalues of Γij . The di-
amond lattice is an FCC Bravais lattice with a basis of
two sites, and therefore in momentum space a quadratic
form will have two “bands”. The Fourier transform of
the adjacency matrix is
Γµν(q) = 2
(
0 Λ(q)e+iθ(q)
Λ(q)e−iθ(q) 0
)
µ,ν
, (4)
where the band indices µ, ν = 0, 1 have been introduced.
The non-zero matrix elements are
Λ(q)e+iθ(q) =cos
(qx
4
)
cos
(qy
4
)
cos
(qz
4
)
+i sin
(qx
4
)
sin
(qy
4
)
sin
(qz
4
)
,
(5)
with Λ(q) the magnitude, and θ(q) the argument of the
matrix element. The eigenvalues of Γij are then ±2Λ(q),
and we can immediately derive the eigenvalues for Jij
±(q) = 4J2[Λ
2(q)− 1]± 2J1Λ(q)
= 4J2
(
Λ(q)± J1
4J2
)2
− 4J2 − J
2
1
4J2
.
(6)
The minimum eigenvalue is realized in the lower band
−(q), and are solutions of an equation of the form
F (Λ(q)) = 0 for some function F . Momenta which sat-
isfy such an equation can generically lie on a surface. The
minima occur at a single point (q = 0) for J2/J1 < 1/8,
but on a two-dimensional surface in momentum space for
larger J2/J1.
The diagonalizing transformation is
Uµν(q) =
1√
2
(
e+i
1
2
θ(q) e+i
1
2
θ(q)
e−i
1
2
θ(q) −e−i 12 θ(q)
)
µ,ν
. (7)
The angle θ(q) determines the relative phase shift be-
tween the sublattices.
For J2/J1 < 1/8 the Luttinger-Tisza method gives the
expected Ne´el phase as the unique ground state (apart
from global spin rotations). For larger J2/J1 one can
construct highly degenerate spiral ground states, each
characterized by a single wavevector lying on the “spiral
surface” corresponding to the minimum of −(q). Denot-
ing the two FCC sublattices by µ = 0, 1 and the lattice
site positions by rj , the spiral ground states explicitly
take the form
S
µ
j = (−1)µ[xˆ cosϕµj + yˆ sinϕµj ] (8)
ϕµj = q · rj + (−1)µθ(q)/2, (9)
with any wavevector q on the spiral surface. We have as-
sumed a spiral in the x-y plane, though any two orthonor-
mal unit vectors above will clearly do. (Note that for fer-
romagnetic J1 < 0, the corresponding ground states are
obtained by reversing the spins on one FCC sublattice.)
While this does not exhaust all possible ground states,
others occur only at special values of J2/J1 or contribute
only a finite discrete set. One example of a discrete set
of ground states is constructed from wavevectors on the
surface differing by half a reciprocal lattice vector. A
2particular pair of such momenta with wavevectors of the
form (±pi, qy, qz) can realize such states over a range of
J2/J1. As far as order-by-disorder is concerned, one can
essentially rule out these additional states on physical
grounds. They constitute a finite discrete set and are
not smoothly connected to any other ground states, as
opposed to the single wavevector “spiral surface” states
described above, which can be smoothly distorted into
one another. As a result, the latter are sure to have
lower free energy due to a larger associated entropy.
We have shown explicitly with the two-wavevector
((±pi, qy, qz)) state mentioned above, that a bi-quadratic
term, −∑ij Kij(Si · Sj)2 (with all Kij ≥ 0), expected
to capture the effect of fluctuations4 lowers the energy
of the simple one-wavevector spiral ground states rela-
tive to this additional discrete set of solutions, when any
non-negative nearest neighbor and next-nearest neighbor
bi-quadratic interactions are present. This limited anal-
ysis agrees with the expectations from our physical argu-
ments, and so it is reasonable to expect that the physical
argument applies for the other discrete sets of ground
states.
The issue of these other ground states being selected
energetically by additional interactions is less clear. For
any pairwise interaction we add to the system, the partic-
ular pair of momenta (±pi, qy, qz) can never do better in
energy than a single-wavevector spiral, since the two mo-
menta are related by symmetry, and will therefore have
the same energy as a single wavevector spiral with either
one of (±pi, qy, qz). Addition of an antiferromagnetic J3
interaction is precisely of this form.
B. Local stability
Henceforth we focus on the regime J2/J1 > 1/8. Given
the massive spiral ground state degeneracy here, the
question of stability of long-range order becomes quite
delicate. The goal of this subsection is to demonstrate
that entropy stabilizes long-range order at finite temper-
ature by lifting the degeneracy in the free energy along
the spiral surface, i.e., the system undergoes a thermal
order-by-disorder transition.
To this end, we start from an arbitrary ground state
ordered at momentum Q with a spin configuration Sj
and expand in fluctuations by writing
Sj = ~pij + Sj
√
1− ~pi2j . (10)
The fluctuation field ~pij is constrained such that Sj ·~pij =
0 so that the unit-vector constraint remains satisfied.
Also, ~pij is restricted to the domain ~pi
2
j ≤ 1. Since the
fluctuations are presumed small ~pi2j  1, we shall assume
this restriction is always met.
After computing the Jacobian for the variable trans-
formation, the partition function becomes
Z =
∫
DSe−βH
∏
r
δ[S2j − 1]
=
∫
D~pie−βH
∏
r
[
1− ~pi2j
]−1/2
.
(11)
An expansion in small fluctuations can be controlled at
low temperatures. Assuming the spins Sj lie in the x-y
plane, we parametrize the fluctuations as follows,
~pij = zˆφj + [zˆ× Sj ]χj , (12)
thereby automatically satisfying the constraint Sj · ~pij =
0. The partition function can now be expressed in terms
of an action,
Z =
∫
DφDχe−S , (13)
with all the variables χj , φj being integrated over the
entire range of real numbers. Retaining the leading cor-
rections to the Gaussian theory, the action can be written
as S = S2 + S3 + S4, where
S2 = β
2
∑
ij
[
J˜ijφiφj +Wijχiχj
]
− 1
2
∑
j
[φ2j + χ
2
j ]
S3 = β
2
∑
ij
Kijφi
(
φ2j + χ
2
j
)
S4 = β
8
∑
ij
Wij
(
φ2i + χ
2
i
) (
φ2j + χ
2
j
)
.
(14)
Here J˜ij is simply the exchange matrix Jij shifted by a
constant, such that all the eigenvalues are non-negative
and the ground state space corresponds to the kernel of
this matrix. We have also defined the matrices Wij =
J˜ij
(
Sj · Si
)
and Kij = J˜ij
[
zˆ · (Sj × Si)]. The Jacobian
factor has been absorbed into the action, giving rise to
the last summation in S2.
According to Eq. (12), fluctuations out of the spiral
plane are described by φj , while χj describes in-plane
fluctuations. Long-range order will occur if these fluctu-
ations can always be made small by going to sufficiently
low temperature. The χj fluctuation modes (the eigen-
values of the matrix Wij) are
Ω0,1(q) = 2J2
[−2 + Λ(q−Q)2 + Λ(q+Q)2]− min−
∓ J1
[
Λ(q−Q)2 + 2BΛ(q+Q)Λ(q−Q) + Λ(q+Q)2
]1/2
,
(15)
where min− corresponds to the minimum value of −(q),
and B = cos(θ(q−Q) + 2θ(Q) − θ(q+Q)). The χj
fluctuation modes have only a single gapless mode, cor-
responding to the symmetry-required Goldstone mode at
zero momentum q = 0. Consequently, fluctuations in
3χj are clearly well-behaved at low temperature. Sub-
tleties with long-range order arise from the φj fluctua-
tions, which connect the degenerate ground states. At
the Gaussian level and to leading order in temperature,
the φj propagator is
G0ij = 〈φjφi〉0 = J˜−1ij . (16)
In momentum space, the associated normal mode fre-
quencies κ0(q) and κ1(q) are defined by
κ0,1(q) ≡ ∓(q)− min− . (17)
It follows that the fluctuation amplitude for φj naively
diverges,
〈φ2j 〉0 ∼ T
∫
q
1
κ0(q)
→∞ , (18)
since κ0(q) vanishes for any q on the spiral surface due
to the continuous ground state degeneracy.
Higher-order corrections in temperature, however, lift
the surface degeneracy, thus curing the above divergence
and stabilizing long-range order. Perturbation theory in
temperature suffers similar divergences as found above,
and hence we employ a self-consistent treatment to ob-
tain corrections to the φj fluctuations. The φj propaga-
tor obtained from the full action S defined above is
Gij = 〈φjφi〉 =
[
J˜ij + Σ˜ij
]−1
, (19)
where Σ˜ij is the self-energy. In particular, we are in-
terested in the self-energy correction to κ0(p), which we
will denote Σ˜(p), for momenta p along the spiral surface.
Other components of the self energy are not required to
cure the divergence, and so we can safely neglect them
as a first approximation.
To proceed, we first assume that thermal fluctua-
tions indeed break the surface degeneracy, and then find
the leading corrections self-consistently. In momentum
space, the result of a 1-loop self-consistent diagrammatic
calculation is the equation
Σµν(k) = T
∫
q
Gµν(q)
[
Wµν(k− q)
+
∑
λρ
Kµλ(k− q)W−1λρ (k− q)Kρν(k− q)
]
− Tδµ,ν ,
(20)
with Gµν(q), Kµν(q), and Wµν(q) the Fourier transform
of the matrices Gij , Kij and Wij respectively. The self
energy correction to κ0(p) is obtained by taking
Σ˜(k)
=
1
2
(
Σ11(k)− e−iθ(k)Σ12(k)− e+iθ(k)Σ21(k) + Σ22(k)
)
.
(21)
Next, we assume that Σ˜(p) ∼ TαΣ(p), where α <
1, Σ(p) is temperature-independent, and Σ(±Q) = 0;
the last condition simply asserts that the symmetry-
required Goldstone modes at the ordering wavevectors
are preserved. With these assumptions, we obtain a self-
consistent equation of the form
Σ˜(k) = T
∫
q
V (q,k)G(q) , (22)
with G(q) =
[
κ0(q) + Σ˜(q)
]−1
. The integrand V (q,k)
takes on the form
V (q,k) =
2
Ω0(k− q)Ω1(k− q)[
(A+ 1)κ0(k− q−Q)κ0(k− q+Q)κ1(k− q−Q)
+(1−A)κ0(k− q−Q)κ1(k− q−Q)κ1(k− q+Q)
+ (Q→ −Q)
]
,
(23)
where A = cos(θ(k)− θ(q) + θ(Q)− θ(k− q+Q)).
At low-temperatures, the integral in Eq. 22 is dom-
inated by momenta near the spiral surface due to the
propagator G(q). By contrast, the function V (q,k)
is well behaved and does not lead to any additional
singular behavior. Hence it is sufficient to replace
V (q,k) → V (qs,k) under the integral, where qs lies
precisely on the surface in the direction of q. One
can show that V (qs,±Q) = 0, so that the Goldstone
modes are indeed preserved within our self-consistent
treatment. Furthermore, one can approximate G(q) ≈[
v2 (q − qs)2 + TαΣ(q)
]−1
in the integrand. The tem-
perature dependence can then be scaled out of the in-
tegral, implying a power α = 2/3 consistent with our
assumptions.
The divergent fluctuations are thus cured by the onset
of a thermally induced splitting ∆ ∼ T 2/3 along the spiral
surface. Consequently, ordering at finite temperature will
occur, despite the massive ground state degeneracy.
C. Global selection
In the previous subsection we found that thermal fluc-
tuations stabilize long-range order at finite temperature.
Here we address the more specific (and simpler) question
of which state among the degenerate set is favored. At
finite temperature, entropy selects the states minimizing
the free energy F = E − TS (E is energy, S entropy),
which usually are those with the highest density of nearby
low-energy states. Let us start from an arbitrary spiral
with ordering wavevector Q, and expand in fluctuations
as outlined in the previous subsection. At low tempera-
tures, for our purpose here it suffices to retain only the
first two terms in the Gaussian action S2. Integrating
over the fluctuation fields, we then obtain the leading T -
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FIG. 1: Free energy versus J2/J1 along high-symmetry direc-
tions in the Brillouin zone.
and Q-dependent contribution to the free energy,
F (Q) = −T ln(Z)
∼ T
(
Tr
[
ln(J˜/2piT )
]
+ Tr [ln(W (Q)/2piT )]
)
,
(24)
where Jˆ , Wˆ denote the matrices defined in the previ-
ous subsection and we have explicitly labeled the Q-
dependence in Wˆ . The first term is Q-independent and
thus does not distinguish the states on the spiral surface.
This is accomplished, however, by the second term, which
can be easily computed numerically as a function of Q
to obtain the global free energy minima. The resultant
free-energy splittings are illustrated through the coloring
of the surfaces in Fig. 2 of main text. Also, we display
in Fig. 1 the free energy along high-symmetry directions
as a function of J2/J1. Here, 111
∗ refers to six momenta
located along the “holes” which develop in the surface
for J2/J1 > 1/4, and 100
∗ corresponds to four momenta
located around the 100 directions (see main text).
D. Specific heat
The anomalous low temperature dependence of the free
energy will manifest itself in thermodynamic quantities.
In this section we show explicitly how the specific heat
varies with temperature in this regime.
The heat capacity Cv = −T
(
∂2F
∂T 2
)
V,N
can be found
from our low temperature expression for the free energy.
Including only the anomalous part of the self energy,
while neglecting all analytic corrections higher order in
T , we modify (24) to
F ∼T
(
Tr
[
ln[(J˜ + Σ˜)/2piT ]
]
+ Tr [ln(W (Q)/2piT )]
)
∼−A1T ln(T ) +A2T + T
∫
q
ln[(κ0(q) + T
2/3Σ(q))] .
(25)
To find the behavior of the integral at low tempera-
tures, it is useful to consider
∂(F/T )
∂T
∼ −A1
T
+
2
3
T−1/3
∫
q
Σ(q)
(κ0(q) + T 2/3Σ(q))]
(26)
scaling temperature out of the momentum integral on the
right hand side. In the same manner we proceeded for
the integral in (22), we find
∫
q
Σ(q)
(κ0(q)+T 2/3Σ(q))]
∼ T−1/3
so that ∂(F/T )∂T ∼ −A1T + 23T−2/3B. The low temperature
form of the free energy is
F ∼ −A1T ln(T ) +A2T +A3T 4/3 (27)
where A1,2,3 are constants. From this form it follows that
the heat capacity is
Cclassicalv (T ) = A+BT
1/3 . (28)
E. Spin Waves
The fluctuation stiffness modes discussed above are dif-
ferent but related to the classical spin-wave modes in this
model. The spin waves are obtained by considering the
classical equations of motion
∂tSj =
[∑
i
JijSi
]
× Sj . (29)
Using the parametrization from Eqs. (10),(12) for weak
fluctuations, we find
∂tφj = −
∑
i
Wijχi
∂tχj = +
∑
i
Jijφi .
(30)
The normal mode frequencies are then the square roots
of the eigenvalues of the matrix Aˆ = Wˆ · Jˆ .
For momenta near the spiral surface, we find the ap-
proximate form of the lower branch of these eigenvalues
ω0(q)
2 ≈ κ0(q)Ω0(q)Ω1(q)
/
[
[1 + cos(γ1)]κ0(q−Q) + [1 + cos(γ2)]κ0(q+Q)
+ [1− cos(γ1)]κ1(q−Q) + [1− cos(γ2)]κ1(q+Q)
]
,
(31)
with γ1 = θ(q)−θ(Q)−θ(q−Q) and γ2 = θ(q)+θ(Q)−
θ(q+Q). The denominator never vanishes when q is
near the spiral surface, since all the terms are semiposi-
tive definite, and in general all of them vanish only when
q = 0 which is far away from the spiral surface, unless
J2/J1 ≈ 1/8. For q near the surface point qs, we find the
frequency vanishes as ω0(q)
2 ≈ (q − qs)2 v(qs,Q)2 with
v(qs,Q) having dimensions of velocity.
5II. HIGH TEMPERATURE
This section is concerned with analytically describing
the spin correlations at temperatures above Tc. Remark-
ably, these allow one to probe directly the underlying
ground state surface in the “spiral spin liquid” regime
occurring over a broad temperature range. In the disor-
dered phase above Tc, the spins fluctuate strongly, and it
is reasonable that the unit length constraint on the indi-
vidual spins can be relaxed. Hence we employ the “spher-
ical” approximation, replacing the local unit-vector spin
constraint with the global constraint
∑
j S
2
j = N , N be-
ing the total number of sites. The spin correlations de-
termined via Monte Carlo numerics are described quan-
titatively within this scheme, except very near Tc where
entropic effects are dramatic.
The partition function for this model is
Z =
∫
DSdλe−βH−iλ(
∑
j S
2
j−N) , (32)
where λ is a Lagrange multiplier enforcing the global con-
straint. To proceed we employ a saddle-point approx-
imation, replacing iλ → β∆(T )/2, where ∆(T ) is the
saddle-point value to be determined. The spin correla-
tion function is then
〈SiSj〉 = 3T [Jij + δij∆(T )]−1 . (33)
Upon integrating over the spins, one obtains the saddle
point equation for ∆(T ):
1
T
=
3
2
∫
q
∑
j=0,1
1
κj(q) + ∆(T )
. (34)
Equations (33) and (34) together determine the
spherical model spin correlations. In particular, the
momentum-space correlation function for spins on the
same FCC sublattice is given by
SAA(q) ∼ T
[
1
κ0(q) + ∆(T )
+
1
κ1(q) + ∆(T )
]
, (35)
while the correlation between spins on opposite FCC sub-
lattices is
SAB(q) ∼ Te−iθ(q)
[ −1
κ0(q) + ∆(T )
+
1
κ1(q) + ∆(T )
]
.
(36)
The full structure factor, as measured in experiment, is
S(q) = SAA(q) + Re[SAB(q)]. (37)
Notice that the spin correlation SAA(q) depends on
momentum only through the function Λ(q). (SAB(q)
has additional momentum dependence through θ(q).)
Hence it is highly desirable to isolate this contribu-
tion, as SAA(q) collapses onto a known one-dimensional
curve when plotted versus Λ(q). We have extracted
SAA(q) in our Monte Carlo simulations for J2/J1 =
0.2, 0.25, 0.4, 0.6, 0.85, and indeed find that in all cases for
T > Tc the correlation function data collapse well when
plotted versus Λ(q). Furthermore, in all these cases one
finds quantitative agreement with the analytic result Eq.
(35), with only a single fitting parameter corresponding
to an overall scaling. The excellent agreement obtained
here is illustrated in the main text for J2/J1 = 0.85.
The peaks in these figures correspond to values of Λ(q)
defining the spiral surface, thus implying that spin con-
figurations near the surface dominate the physics. This
is the spiral spin liquid regime.
Naively, isolating SAA(q) experimentally appears more
difficult. Fortunately, one can extract this component
from the full structure factor by noting that for reciprocal
lattice vectors K = 4pi(1, 0, 0) we have
SAA(q) =
1
2
[S(q) + S(q+K)] , (38)
which follows from the definition of the Fourier trans-
form. It would be extremely interesting to perform a
similar analysis on experimental neutron scattering data,
which would require single crystals. The spiral surface
could then be extracted quite simply as follows. Dis-
play momenta in the first Brillouin zone corresponding
to the highest intensity points within some threshold—
the surface is mapped out when an appropriate threshold
is chosen. Such an analysis was carried out for the Monte
Carlo structure factor, the result of which are shown in
the main text.
Obtaining single crystal samples is often challenging,
so it is highly desirable (and of current experimental rel-
evance) to have a way of detecting the spiral surface in
neutron data for powder samples. The full structure fac-
tor can be numerically “powder-averaged” by performing
an angular integration for a given wavevector magnitude
Q:
Save(Q) =
∫
sin θdθdϕS(Q), (39)
where θ and ϕ are polar and azimuthal angles specify-
ing the direction of Q. The spiral surface is then indi-
rectly revealed as a peak in Save(Q) over the range of
Q for which the surface occurs. Existing neutron data
for MnSc2S4 powder samples indeed reveal a broad peak
in the structure factor in agreement with our predictions
for the spiral spin liquid regime. Furthermore, excellent
agreement with powder neutron data for CoAl2O4 can be
obtained by assuming that J2/J1 ≈ 1/8 for this material.
Fig. 2 displays the predicted powder-averaged structure
factor, which exhibits peaks and valleys that correspond
well to those observed experimentally5. The low-Tc in
this vicinity of J2/J1 is further consistent with the large
frustration parameter observed for CoAl2O4.
III. MONTE CARLO SIMULATIONS
In our numerical simulations of the parent Hamilto-
nian we used classical Monte Carlo techniques employing
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FIG. 2: Powder-averaged structure factor in the spherical
model with J2/J1 ≈ 1/8. The data reproduce well the diffuse
scattering observed in powder neutron experiments.
a parallel tempering scheme6 where multiple replicas of
the system are simulated simultaneously over a range of
temperature. Thermal equilibration at the ordering tran-
sition can be dramatically increased by swapping replicas
between neighboring temperature points. For each ratio
of competing interactions J2/J1 the simulated tempera-
ture set has been chosen such that thermal equilibration
in the parallel tempering scheme is maximized which can
be achieved by accumulating temperature points in the
vicinity of the phase transition applying a recently in-
troduced feedback technique7,8. A distinct double-peak
structure in energy histograms measured at the ordering
temperature, shown in Fig. 3, indicate a strong first-order
transition. The implementation of these algorithms was
based on the ALPS libraries9.
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FIG. 3: Energy histograms at the ordering temperature Tc
for various system sizes. The distinct double-peak structure
indicates a strong first-order transition.
