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Abstract
In the context of Galerkin discretizations of a partial differential equation (PDE),
the modes of the classical method of Proper Orthogonal Decomposition (POD) can
be interpreted as the ansatz and trial functions of a low-dimensional Galerkin scheme.
If one also considers a Galerkin method for the time integration, one can similarly
define a POD reduction of the temporal component. This has been described earlier
but not expanded upon – probably because the reduced time discretization globalizes
time which is computationally inefficient. However, in finite-time optimal control sys-
tems, time is a global variable and there is no disadvantage from using a POD reduced
Galerkin scheme in time. In this paper, we provide a newly developed generalized the-
ory for space-time Galerkin POD, prove its optimality in the relevant function spaces,
show its application for the optimal control of nonlinear PDEs, and, by means of a
numerical example with Burgers’ equation, discuss the competitiveness by comparing
to standard approaches.
1 Introduction
The method of Proper Orthogonal Decomposition (POD) is a standard model reduction tool.
For a generic dynamical system
v˙ = f(t, v), (1)
on the time interval (0, T ] with a solution v with v(t) ∈ RN and using samples v(tj), POD
provides a set of nˆ so-called modes vˆ1, ..., vˆnˆ ∈ RN which optimally parametrize the solution
trajectory. As a result, the system (1) can be projected down to a system of reduced spatial
dimension nˆ that reflects the dynamical behavior of (1) well. If the considered system stems
from a Finite Element (FEM) discretization of a PDE, then the modes vˆi, i = 1, . . . , nˆ can
be interpreted as ansatz functions in the finite element space Y and the projected system
as a particular Galerkin projection of the underlying PDE.
In this paper we provide a theoretical framework and show cases for a space-time Galerkin
POD method. The underlying ideas for this generalization of POD have been developed
and tested in our earlier works [3, 4].
The first innovation of the proposed generalized POD approach bases on the observation
that instead of the discrete time samples v(tj) one may use the projection of v onto the
finite dimensional subspace S · Y, where S is a, say, k-dimensional subspace of L2(0, T ).
The second innovation is that the projection onto S · Y can be interpreted as Galerkin
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discretization in time which can be reduced analoguously to the POD reduction of the space
dimension. The resulting scheme is a POD reduced space-time Galerkin discretization.
This basic idea of a space-time POD has already been taken up in [20] but not progressed
since then. We think that this is due to the fact that temporal POD destructs the causality
in time which makes it very inefficient for numerical simulations. In fact, the POD reduced
time ansatz functions are global such that the space-time Galerkin system has to be solved as
a whole rather than in sequences of time slobs as in standard time-stepping or discontinuous
Galerkin schemes [14, 18]. Thus, the reduced space-time scheme cannot compete with, e.g., a
spatial POD combined with a standard Runge-Kutta solver. However, in finite-time optimal
control problems, the time is a global variable and, as we will show by numerical examples,
the space-time Galerkin discretization becomes very competitive.
The need and the potential of also reducing the time dimension of a reduced order model
have been discussed in [6]. There – similar to our observation that an SVD of a matrix of
measurements also reveals compressed time information – it is proposed to use the right
singular vectors of a classical snapshot matrix for forecasting.
We want to point out that the method of Proper Generalized Decomposition (PGD) is
related to the proposed space-time Galerkin POD only in so far as for PGD also space-time
(and parameter) tensor bases are used for the modelling; see, e.g., [8]. However, the PGD
approach seeks to successively build up the bases by collocation, greedy algorithms, and fixed-
point iteration, whereas our approach reduces a given basis on the base of measurements.
For the same reasons, the connection of the presented approach to other tensor-based low-
dimensional approximation schemes [11, 16] as well as to Reduced Basis approaches [21] is
only marginal.
This paper is organized as follows. At first, we introduce the mathematical framework
and rigorously prove the optimality of the reduced space and time bases. Then we illustrate
how the reduced bases can be used for low-dimensional space-time Galerkin approxima-
tions. In particular, we address how to treat quadratic nonlinearities, how to incorporate
initial and terminal values, and how to set up the bases for a general PDE by means of
standard approximation schemes. Finally, we illustrate the performance of the space-time
Galerkin POD approach for the optimal control of Burgers’ equation and compare it to
well-established gradient-based methods combined with standard POD.
2 Space-Time Galerkin POD
In this section, we provide the analytical framework for space-time POD. We introduce the
considered function spaces and directly prove the optimality of the POD projection in the
respective space-time L2 norm. For a time interval (0, T ) and a spatial domain Ω, consider
the space-time function space L2(0, T ;L2(Ω)). Let
S = span{ψ1, . . . , ψs} ⊂ L2(0, T ) and Y = span{ν1, . . . , νq} ⊂ L2(Ω)
be finite dimensional subspaces of dimension s and q, respectively, and let
X = S · Y ⊂ L2(0, T ;L2(Ω)). (2)
The space-time L2-orthogonal projection x¯ := ΠS·Yx of a function x ∈ L2(0, T ;L2(Ω))
onto X is given as
x¯(ξ, τ) =
s∑
j=1
q∑
i=1
xi·jνi(ξ)ψj(τ), (3)
where the coefficient xi·j are the entries of the matrix
X =
[
xi·j
]j=1,...,s
i=1,...,q := M
−1
Y
((x, ν1ψ1))S·Y . . . ((x, ν1ψs))S·Y... . . . ...
((x, νqψ1))S·Y . . . ((x, νqψs))S·Y
M−1S , (4)
2
where
((x, νiψj))S·Y := ((x, νi)Y , ψj)S :=
∫ T
0
( ∫
Ω
x(ξ, τ)νi(ξ) dξ
)
ψj(τ) dτ.
Here, M−1Y and M
−1
S are the inverses of the mass matrices with respect to space and
time,
MY :=
[
(νi, νj)Y
]j=1,...,q
i=1,...,q and MS :=
[
(ψi, ψj)S
]j=1,...,s
i=1,...,s . (5)
Remark 2.1. We will refer to X = S · Y as the measurement space, to the basis functions
of Y and S as measurement functions, and to X as the measurement matrix. This means
that a function in L2(0, T ;L2(Ω)) can be measured in X , e.g. via its projection on X , and,
the other way around, an element X of X can be seen as a measurement of some functions
in L2(0, T ;L2(Ω)).
We introduce some representations of the inner product and the norm of functions in
S · Y.
Lemma 2.2 (Space-time discrete L2-product). Let
x1 =
s∑
j=1
q∑
i=1
x1i·jνiψj ∈ S · Y, x2 =
s∑
j=1
q∑
i=1
x2i·jνiψj ∈ S · Y,
then, with
x` = [x`1·1, . . . ,x`q·1,x`1·2, . . . ,x`q·2, . . . ,x`1·s, . . . ,x`q·s]T =: vec(X`), ` = 1, 2,
the inner product in S · Y is given as
((x1, x2))S·Y =
∫ T
0
∫
Ω
x1x2 dξ dτ = (x1)T (MS ⊗MY)x2 (6)
and the induced norm as
‖x`‖2S·Y := ((x`, x`))S·Y = ‖x`‖2MS⊗MY = ‖M1/2Y X`M1/2S ‖2F , ` = 1, 2, (7)
where ‖·‖MS⊗MY denotes the Euclidean vector norm weighted by MS ⊗MY .
Proof. Straight-forward calculations.
Remark 2.3. In practical applications, one uses a Cholesky-factorization of the mass matrices
(5) rather than the square-root.
Corollary 2.4. Let MS = LSLTS and MY = LYLTY be given in factored form. Then, for a
given x ∈ S · Y with its coefficient matrix X and vector x = vec (X) it holds that
‖x‖2S·Y = ‖x‖2MS⊗MY = ‖LTYXLS‖2F . (8)
Proof.
‖x‖2MS⊗MY = xT(MS ⊗MY)x = xT(LS ⊗ LY) · (LTS ⊗ LTY)x
= ‖(LTS ⊗ LTY)x‖22 = ‖vec(LTYXLS)‖22 = ‖LTYXLS‖2F ,
as it follows from basic properties and relations between the Kronecker product, the vector-
ization operator, and the Frobenius norm.
From now on, we will always consider the factorized form. In theory, one can always
replace the factors by the square roots of the respective mass matrices.
Next, we will consider a given function x ∈ S · Y and determine low-dimensional sub-
spaces of Y and S that can provide low-dimensional approximations to x in a norm-optimal
way.
3
Lemma 2.5 (Optimal low-rank bases in space). Given x ∈ S · Y and the associated matrix
of coefficients X. The best-approximating qˆ-dimensional subspace Yˆ in the sense that ‖x−
ΠS·Yˆx‖S·Y is minimal over all subspaces of Y of dimension qˆ is given as span{νˆi}i=1,...,qˆ,
where 
νˆ1
νˆ2
...
νˆqˆ
 = V Tqˆ L−1Y

ν1
ν2
...
νq
 , (9)
where Vqˆ is the matrix of the qˆ leading left singular vectors of the matrix
LTYXLS .
Proof. For the time dimension at fixed index j, we consider
y :=
q∑
i=1
xi·jνi =
[
x1·j . . . xq·j
] ν1...
νq
 ∈ Y.
Next, we determine the orthogonal projection of y onto Yˆ. Therefore, we write y as a
function in Yˆ and a reminder Rˆ in the orthogonal complement:
y =
[
x1·j . . . xq·j
] ν1...
νq
 = [β1 . . . βqˆ]
νˆ1...
νˆqˆ
+ Rˆ.
We determine the coefficients βk, k = 1, . . . , qˆ by testing against the basis functions of Yˆ.
By mutual orthogonality of νˆi, i = 1, . . . , qˆ and their orthogonality against Rˆ, it follows that
βk = (
qˆ∑
i=1
βiνˆi, νˆk)Y = (Rˆ+
qˆ∑
i=1
βiνˆi, νˆk)Y = (
q∑
i=1
xi·jνi, νˆk)Y
(∗)=
[
xi·j . . . xq·j
]
MYL−TY Vqˆ,k
=
[
xi·j . . . xq·j
]
LYVqˆ,k,
where in (∗)= we have used that νˆk =
[
ν1 . . . νq
]
L−TY Vqˆ,k and where Vqˆ,k is the k-th column
of Vqˆ in (9). Thus, we find that the coefficients of the orthogonal projection of y onto Yˆ in
the bases of Yˆ and Y are given through
yˆ =
qˆ∑
i=1
βiνˆi =
[
β1 . . . βqˆ
] νˆ1...
νˆqˆ
 = [x1·j . . . xq·j]LYVqˆ
νˆ1...
νˆq

=
[
x1·j . . . xq·j
]
LYVqˆV Tqˆ L−1Y
ν1...
νq

=:
[
xˆ1·j . . . xˆq·j
] ν1...
νq
 .
Noting that
[
x1·j . . . xq·j
]T makes up the j-th column of the matrix X associated with
x, we conclude that the matrix Xˆ of coefficients associated with ΠS·Yˆx is given as
Xˆ = L−TY VqˆV Tqˆ LTYX
4
and, by Corollary 2.4, we have that
‖x−ΠS·Yˆx‖S·Y = ‖LTYXLS − LTYXˆLS‖F = ‖LTY [X− Xˆ]LS‖F
= ‖LTYXLS − VqˆV Tqˆ LTYXLS‖F
which is minimized over all Vqˆ ∈ Rq,qˆ matrices by taking Vqˆ as the matrix of the qˆ leading
left singular vectors of LTYXLS .
The same arguments apply to the transpose of X:
Lemma 2.6 (Optimal low-rank bases in time). Given x ∈ S · Y and the associated matrix
of coefficients X. The best-approximating sˆ-dimensional subspace Sˆ in the sense that ‖x−
ΠSˆ·Yx‖S·Y is minimal over all subspaces of S of dimension sˆ is given as span{ψˆj}j=1,...,sˆ,
where 
ψˆ1
ψˆ2
...
ψˆsˆ
 = UTsˆ L−1S

ψ1
ψ2
...
ψs
 , (10)
where Usˆ is the matrix of the sˆ leading right singular vectors of
LTYXLS .
Remark 2.7. The approximation results Lemma 2.5 and Lemma 2.6 hold in the space-time
L2 norm, which is the appropriate norm for the considered functions and which is not part
of the standard POD approach. However, the need for the right norms have been accounted
for through the use of weighted inner products or weighted sums. If one lets S degenerate
to a set of Dirac deltas, then Lemma 2.5 reduces to the optimality result [19, Thm. 1.8] for
the standard POD approximation in the case that the inner product is weighted with the
FEM mass matrix. If one chooses S such that the induced time Galerkin scheme resembles a
time discretization by the trapezoidal rule (in fact, for any Runge-Kutta scheme and choice
of discretization points there exists a corresponding (discontinuous) Galerkin scheme), then
Lemma 2.5 reduces to the optimality conditions for the continuous POD approach given in
[19, Sec. 1.3].
Remark 2.8. The idea of generalized measurements also works as a generalization of POD
for model order reduction in space. Consider the dynamical system (1), and define XS :=
[(vi, ψj)S ]j=1,...,si=1,...,q , where vi is the i-th component of the vector-valued solution. Then the
leading left singular vectors of the matrix XSL−1S are generalized POD modes and a projec-
tion of (1) onto the space spanned by those modes yields a POD-reduced dynamical system
as we have previously described it under the term gmPOD in [4].
3 Space-Time Galerkin Schemes
In this section, we briefly describe how to formulate a general space-time Galerkin approx-
imation to a generic PDE. This regression is then followed by the discussion of low-rank
space-time Galerkin schemes on the base of POD reductions of standard Galerkin bases.
Let {ψˆ1, . . . , ψˆsˆ} ⊂ H1(0, T ) and {νˆ1, . . . , νˆqˆ} ⊂ H10 (Ω) be the POD bases in space
and time, respectively. Then, a space-time Galerkin approximation of the generic equation
system
v˙ −∆v +N(v) = f on (0, T ]× Ω, (11a)
v
∣∣
∂Ω = 0 on (0, T ], (11b)
v
∣∣
t=0 = v0 on Ω, (11c)
is given as follows:
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The approximate solution vˆ is assumed in the product space Sˆ · Yˆ := span{ψˆj νˆi}j=1,...,sˆi=1,...,qˆ .
We introduce the formal vectors of the coefficient functions
Υˆ :=
νˆ1...
νˆqˆ
 and Ψˆ :=
ψˆ1...
ψˆsˆ

and write vˆ as [
ψˆ1 . . . ψˆqˆ
]⊗ [νˆ1 . . . νˆsˆ] vˆ = [ΨˆT ⊗ ΥˆT]vˆ, (12)
where vˆ ∈ Rsˆqˆ is the vector of coefficients. We determine the coefficients by requiring
them to satisfy the Galerkin projection of (11a) for every basis function νˆiψˆj , i = 1, . . . , qˆ,
j = 1, . . . , sˆ ∫ T
0
∫
Ω
νˆiψˆj ˙ˆv + ψˆj∇νˆi∇vˆ + νˆiψˆjN(vˆ) dx dt =
∫ T
0
∫
Ω
νˆiψˆjf dx dt.
The latter equations combined give a possibly nonlinear equation system for the vector
vˆ of coefficients, which is assembled as follows: For the term with the time derivative we
compute∫ T
0
∫
Ω
[Ψˆ⊗ Υˆ]∂vˆ
∂t
dx dt =
∫ T
0
∫
Ω
[Ψˆ⊗ Υˆ][∂Ψˆ
T
∂t
⊗ ΥˆT]vˆ dx dt
=
∫ T
0
∫
Ω
[Ψˆ∂Ψˆ
T
∂t
⊗ ΥˆΥˆT] dx dtvˆ
=
[∫ T
0
Ψˆ∂Ψˆ
T
∂t
dt⊗
∫
Ω
ΥˆΥˆT dx
]
vˆ =: [dMSˆ ⊗MYˆ ]vˆ.
By the same principles, for the term with the spatial derivatives, we obtain∫ T
0
∫
Ω
[Ψˆ⊗∇Υˆ]∇vˆ dx dt =
∫ T
0
∫
Ω
[Ψˆ⊗∇Υˆ][ΨˆT ⊗∇ΥˆT]vˆ dx dt
=
[∫ T
0
ΨˆΨˆT dt⊗
∫
Ω
∇Υˆ∇ΥˆT dx]vˆ := [MSˆ ⊗KYˆ ]vˆ.
Note that in higher spatial dimensions ∇vˆ as well as ∇νˆi is a vector and, thus, in the
preceding derivation, ∇Υˆ has to be interpreted properly.
Summing up, we can write the overall system as
[dMSˆ ⊗MYˆ +MSˆ ⊗KYˆ ]vˆ+HSˆYˆ(vˆ) = fSˆYˆ , (13)
where
MSˆ := [
(
νˆi, νˆj
)
]i,j=1,...,sˆ, (14a)
dMSˆ := [
(
νˆi, ˙ˆνj
)
]i,j=1,...,sˆ, (14b)
MYˆ := [
(
ψˆl, ψˆk
)
]l,k=1,...,qˆ, (14c)
KYˆ := [
(∇ψˆl,∇ψˆk)]l,k=1,...,qˆ, (14d)
HSˆYˆ(vˆ) := [
((
νˆiψˆl, N(vˆ)
))
]i=1,...,sˆ; l=1,...,qˆ, (14e)
and
fSˆYˆ := [
((
νˆiψˆl, f
))
]i=1,...,sˆ; l=1,...,qˆ, (14f)
are the Galerkin projections of the system operators and the source term assembled in the
corresponding inner products.
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Remark 3.1. In the space-time Galerkin POD context, the reduced bases are projections of
standard finite element bases. Concretely, by virtue of Lemma 2.5 and Lemma 2.6 one has
that
Ψˆ = UTsˆ L−1S Ψ and Υˆ = V Tqˆ L
−1
Y Υ,
where the columns of Usˆ and Vqˆ are orthonormal and where LS and LY are factors of the
mass matrices associated with Ψ and Υ. Accordingly the coefficients in (14) are given as
MSˆ := U
T
sˆ L−1S
[∫ T
0
ΨΨT ds
]
L−TS Usˆ = UTsˆ L
−1
S MSL
−T
S Usˆ = Isˆ, (15a)
dMSˆ := U
T
sˆ L−1S
[∫ T
0
ΨΨ˙T ds
]
L−TS Usˆ, (15b)
MYˆ := V
T
qˆ L−1Y
[∫
Ω
ΥΥT dx
]
L−TY Vqˆ = V Tqˆ L
−1
Y MYL
−T
Y Vqˆ = Iqˆ, (15c)
KYˆ := V
T
qˆ L−1Y
[∫
Ω
∇Υ∇ΥT dx]L−TY Vqˆ. (15d)
Note that, despite their larger size, stiffness matrices of the standard finite element
discretization, as they appear in (15b) and (15d), may be assembled much faster than the
stiffness matrices dMSˆ and KYˆ in the formulation given in (14b) and (14d).
4 Implementation Issues
In this section, we adress how to compute the measurement matrices by means of standard
tools, how to incorporate the initial and terminal values in the time discretization, and how
to preassemble quadratic nonlinearities.
4.1 Computation of the Measurements
We explain how the measurements (cf. Remark 2.1) that are needed for the computation
of the optimal low-rank bases (cf. Lemma 2.5 and Lemma 2.6) can be obtained in practical
cases.
In the standard method-of-lines approach, a Y will be used as the FE space for a Galerkin
spatial discretization that approximates (11a) by an ODE. In a second step, a time integra-
tion scheme is employed to approximate coefficients v1, . . . , vq : (0, T ]→ R of the solution
v¯ : (0, T ]→ Y : t 7→
q∑
i=1
vi(t)νi
of the resulted ODE. With this and with a chosen time measurement space S, a numerical
computed measurement in S · Y of the actual solution v of (11a), is given as
X =
(v1, ψ1)S . . . (v1, ψs)S... . . . ...
(vq, ψ1)S . . . (vq, ψs)S
M−1S . (16)
Remark 4.1. Since in (16), the matrix X is computed from a function with values in Y, the
inner products in Y and the inverse of MY realizing the L2-projection onto Y in (4) are not
present.
Remark 4.2. For smooth trajectories and for measurements using delta distributions cen-
tered at some tj ∈ (0, T ), j = 1, . . . , s, with
∫ T
0 viδ(tj) dt = vi(tj) the matrix (16) degen-
erates to the standard POD snapshot matrix. In this case, since the delta distributions are
not element of L2(0, T ), there is no way to define an optimal time basis as in Lemma 2.6.
However, one can define an optimal low-rank spatial basis by Lemma 2.5 which reduces to
the standard POD optimality result with MS = I, cf. Remark 2.7 and 2.8.
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4.2 Treatment of the Initial Value
The initial value (11c) requires a special consideration. Firstly, like the solution of the PDE
is only well defined when the initial condition is specified, also the space-time Galerkin
discretized system (13) is uniquely solvable if an initial condition is provided. Secondly,
in particular in view of optimal control, the initial value can be subject to changes which
should be realizable in the discretized model.
To maintain the prominent role of the initial condition also in the time discretization,
we proceed as follows:
1. We choose an S that is spanned by a nodal basis {ψ1, . . . , ψs} and that ψ1 is the basis
function associated with the node at t = 0.
2. For a given function, we compute X0 as in (4) or (16) setting ψ1 = 0 and Usˆ,0 as the
matrix of the sˆ− 1 leading right singular vectors of LTYX0LS .
3. We set
Usˆ =
LTS

1
0
...
0
 Usˆ,0

and compute the reduced basis as in Lemma 2.6 as
ψˆ1
ψˆ2
...
ψˆsˆ
 = UTsˆ L−1S

ψ1
ψ2
...
ψs
 .
By this construction we obtain that ψˆ1 = ψ1 will be associated with the initial value, whereas
ψˆ2(0) = . . . = ψˆsˆ(0) = 0 will still optimally approximate the trajectory.
4.3 Assembling of Quadratic Nonlinearities
As an example, we consider the nonlinearity in the Burgers’ equation
1
2∂xz(t, x)
2 (17)
with the spatial coordinate x ∈ (0, 1), and the time variable t ∈ (0, 1].
In the time-space Galerkin projection (12), the il-component of the discretized nonlin-
earity (14e) in the case of (17), is given as
Hil (vˆ) =
1
2
∫ 1
0
∫ 1
0
νˆiψˆl · ∂xvˆ2 dx dt
= 12
∫ 1
0
∫ 1
0
νˆiψˆl · ∂x(([ΨˆT ⊗ ΥˆT]vˆ)2) dx dt
= vˆT[
∫ 1
0
νˆiΨˆΨˆT dt⊗ 12
∫ 1
0
ψˆl∂x(ΥˆΥˆT)2 dx]vˆ,
where we have used the linearity of the Kronecker product and that
vˆ2 = ([ΨˆT ⊗ ΥˆT]vˆ)2 = vˆT[Ψˆ⊗ Υˆ][ΨˆT ⊗ ΥˆT]vˆ = vˆT[ΨˆΨˆT ⊗ ΥˆΥˆT]vˆ.
Thus, the evaluation of the discretized nonlinear term can be assisted by precomputing∫ 1
0
νˆiΨˆΨˆT dt and
1
2
∫ 1
0
ψˆl(Υˆ∂xΥˆT + ∂x(Υˆ)ΥˆT) dx
for all νˆi, i = 1, . . . , sˆ and ψˆl, l = 1, . . . , qˆ.
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Remark 4.3. If Vqˆ is the matrix of the spatial POD modes that transform the FEM basis Υ
into the reduced basis Υˆ via Υˆ = V Tqˆ L−1Y Υ, then the spatial part of the reduced nonlinearity
fulfills
1
2
∫ 1
0
ψˆl(Υˆ∂xΥˆT + ∂x(Υˆ)ΥˆT) dx =
1
2V
T
qˆ L−1Y
∫ 1
0
ψˆl(Υ∂xΥT + ∂x(Υ)ΥT) dxL−TY Vqˆ,
where the inner matrix of the latter expression might be efficiently assembled in a FEM
package. The same idea applies to the time-related part.
5 Application in PDE-Constrained Optimization
We consider a generic optimal control problem.
Problem 5.1. For a given target trajectory x∗ ∈ L2(0, T ;L2(Ω)) and a penalization param-
eter α > 0, we consider the optimization problem
J (x, u) := 12‖x− x
∗‖2L2 +
α
2 ‖u‖
2
L2 → min
u∈L2(0,T ;L2(Ω))
(18)
subject to the generic PDE
x˙−∆x+N(x) = f + u on (0, T ]× Ω, (19a)
x
∣∣
∂Ω = 0 on (0, T ], (19b)
x
∣∣
t=0 = x0 on Ω. (19c)
If the nonlinearity is smooth, then necessary optimality conditions with respect to Prob-
lem 5.1 for (x, u) are given through u = 1αλ, where λ solves the adjoint equation
−λ˙−∆λ+DxN(x)Tλ+ x = x∗ on (0, T ]× Ω, (20a)
λ
∣∣
∂Ω = 0 on (0, T ], (20b)
λ
∣∣
t=T = 0 on Ω, (20c)
where Dx denotes the Frechét derivative, which is coupled to the state equation (19) through
x and u; see [17].
Given low-dimensional spaces Sˆ := span{ψˆ1, . . . , ψˆsˆ}, Rˆ := span{φˆ1, . . . , φˆrˆ} ⊂ H1(0, T )
and Yˆ := span{νˆ1, . . . , νˆqˆ}, Λˆ := span{λ1, . . . , λpˆ} ⊂ H10 (Ω), a tensor space-time Galerkin
discretization of the coupled system (19)-(20) reads
[dMSˆ ⊗MYˆ +MSˆ ⊗KYˆ ]vˆ+HSˆYˆ(vˆ)−
1
α
[MSˆRˆ ⊗MYˆΛˆ]λˆ = fSˆYˆ , (21a)
[−dMRˆ ⊗MΛˆ +MRˆ ⊗KΛˆ]λˆ+DxNTΛˆRˆ(vˆ)λˆ+ [MRˆSˆ ⊗MΛˆYˆ ]vˆ = [MRˆSˆ ⊗MΛˆYˆ ]vˆ∗, (21b)
with the coefficients dMRˆ, MRˆ, MΛˆ, KΛˆ and the nonlinearity DxNTΛˆRˆ(vˆ)λˆ defined as in
(13), with MSˆRˆ, MRˆSˆ , MYˆΛˆ, MΛˆYˆ denoting the mixed mass matrices like
MSˆRˆ := [
(
ψˆ`, φˆk
)
]`=1,...,sˆk=1,...,rˆ ∈ Rsˆ,rˆ,
with vˆ∗ representing the target v∗ projected onto Sˆ · Yˆ, with the spatial boundary conditions
resolved in the ansatz spaces, and with accounting for the initial and terminal conditions
via requiring
vˆ(0) =
sˆ∑
j=1
qˆ∑
i=1
x1i·j νˆiψˆj(0) = ΠYˆx0 and λˆ(T ) =
rˆ∑
j=1
pˆ∑
i=1
x1i·j µˆiφˆj(T ) = 0,
cf. Chapter 4.2.
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6 Numerical Experiments
We consider the optimal control of a Burgers’ equation as it was described in [10, 12].
Therefore, in Problem 5.1, we replace the generic PDE (19) by Burgers’ equation, namely:
x˙− ν∂ξξx+ 12∂ξ(x
2) = u on (0, T ]× (0, L), (22a)
x
∣∣
ξ=0,ξ=L = 0 on (0, T ], (22b)
x
∣∣
t=0 = x0 on (0, L), (22c)
where L and T denote the length of the space and time interval and where ν > 0 is a
parameter. We set T = 1 and L = 1 and, as the initial value, we take the step function
x0 : (0, 1)→ R : ξ 7→
{
1, if ξ ≤ 0.5
0, if ξ < 0.5
. (23)
As for the target, we define x∗ via x∗(t) = x0, which means that the optimization is designed
to keep the system in its initial state.
Thus the concrete problem reads as follows:
Problem 6.1. Given parameters ν and α, find u ∈ L2(0, 1;L2(0, 1)) such that
1
2
∫ 1
0
∫ 1
0
(x(t, ξ)− x0)2 dξ dt+ α2
∫ 1
0
∫ 1
0
u2(t, ξ) dξ dt→ min
u∈L2(0,1;L2(0,1))
(24)
subject to Burgers’ equation (22).
6.1 Space-time Generalized POD for Optimal Control
The general procedure is as follows:
1. Do at least one forward solve of the state equation (22) and at least one backward
solve of the adjoint equation (20) to setup generalized measurement matrices of the
state and the costate as explained in Section 4.1.
2. Compute optimized space and time bases for the state and the costate as defined in
Lemma 2.5 and 2.6. To account for the initial and the terminal value, one may resort
to the procedure explained in Section 4.2.
3. Set up the projected closed-loop optimality system (21) and solve for the optimal
costate λˆ of the reduced system.
4. Lift uˆ = 1α λˆ up to the full space-time grid and apply it as suboptimal control to the
actual problem.
The procedure is defined by several parameters. In the presented examples, we fix Y = Λ
and S = R, corresponding to the initial space and time discretizations, and investigate the
influence of the other parameters on the numerical solution of the optimal control problem.
See Table 1 for an overview of the parameters and their default values.
We will measure the performance of the approach through:
• The time walltime it takes to solve the reduced optimality system (21) for λˆ, reporting
the best number out of 5 runs.
• The difference ‖xˆ− x0‖L2 between the target state and the state xˆ achieved by using
the suboptimal control uˆ on the base of λˆ in the simulation of the full model.
• The value J (xˆ, uˆ) of the cost function (24).
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Parameter Description Base Value Range
Y, Λ Space of piecewise linear finite ele-
ments on an equidistant grid of di-
mension q, p
q = p = 220 –
S, R Space of linear hat functions on an
equidistant grid of dimension s, r
s = r = 120 –
Yˆ, Λˆ POD reductions of Y and Λ of di-
mension qˆ, pˆ; cf. Lemma 2.5
qˆ = pˆ = 12 6 – 24
Sˆ, Rˆ POD reductions of S and R of di-
mension sˆ, rˆ; cf. Lemma 2.6
rˆ = sˆ = 12 6 – 24
α Regularization parameter in the cost
functional (24)
1 · 10−3 2.5 · 10−4 – 1.6 · 10−2
ν Viscosity parameter in the PDE (22) 2 · 10−3 5 · 10−4 – 1.6 · 10−2
Table 1: Description and values of the parameters of the numerical examples of Section 6.1
The spatial discretization is carried out with the help of the FEM library FEniCS [13]. For
the time integration, we use SciPy’s builtin ODE-integrator scipy.integrate.odeint. To
solve the nonlinear system (21) for λˆ, we use SciPy’s routine scipy.optimize.fsolve. The
norms are approximated in the used FEM space. The implementation and the code for all
tests as well as the documentation of the hardware are available from the author’s public
git repository [9]; see also the section on code availability on page 16.
Choice of the measurements. The computation of the measurements and the choice
of the reduced bases is an important parameter of the approach. Generally the basis of Sˆ · Yˆ
should be well suited to approximate the state, whereas the basis Rˆ · Λˆ should well represent
the adjoint state. In the optimization case, where the suboptimal input is defined through
1
α λˆ and its lifting to the full-order space, two other conditions emerge. Firstly, the reduced
basis of the adjoint state, should also well approximate the optimal control. Secondly, the
bases of the state and the adjoint must not be orthogonal or “almost” orthogonal such that
the joint mass matrix [MSˆRˆ ⊗MYˆΛˆ] degenerates and the contribution of the input in (21a)
vanishes.
As illustrated in the plots in Figure 1, the straight-forward approach of constructing the
bases for the state by means of state measurements and the basis for the adjoint by means
of measurements of the adjoint, well approximates the state and the adjoint but not the
closed-loop problem. It turned out that taking the state measurements to also construct
the reduced space for the adjoint gave a better approximation to the optimality system
while, naturally, only poorly approximating the adjoint. The best result were obtained in
combining state and adjoint state measurements to construct the bases.
Thus, for the computation of the optimal bases for the following tests, we combined the
measurements obtained from one forward solve with no control and one backward solve with
the state from the forward solve and the target state.
Overall Number of Modes. In these tests we examine how the number of modes,
i.e. the dimension of the reduced order system, affects the time needed to solve the reduced
order system and the value of the cost functional (24) achieved through the suboptimal
control.
We fix ν = 0.005 and set qˆ = pˆ = rˆ = sˆ = Kˆ/4, with Kˆ ∈ {24, 36, 48, 72, 96}. Thus,
for every setup, the nonlinear system (21) of dimension Kˆ has to be solved for the optimal
costate λˆ. The results of these tests are reported in Table 2.
As expected, the larger the reduced model, the lower the achieved values of the cost
functional. Also, with growing order of the reduced model, the time needed to solve the
corresponding nonlinear system increases drastically.
Space vs. Time Reduction From the previous tests, we found that in the considered
setup, an overall number of Kˆ = 48 modes is a good compromise between accuracy and
computation time. In this section, we examine how the distribution of modes between
space and time affects the quality of the suboptimal control. Therefore, and for a varying
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Figure 1: Illustration of the effect of the choice of the snapshots on the performance of the
low-dimensional approximations of the state (a), the adjoint state (b), and on how outcome
of the optimization matches the target state (c). The second row (d-f) corresponds to the
case that snapshots of the state and the adjoint are used to approximate the state and the
adjoint, respectively. For the results depicted in the third row (g-i), the optimized basis
for the state was used also for the adjoint. The results depicted in the last row (j-l) were
obtained by combining state and adjoint snapshots for the computation of the reduced bases.
For a comparable illustration we have used color maps with linear intensity on the intervals
[−0.1, 1.1] for the states and [−0.5, 0.5] for the adjoint states. Values that exceeded these
margins were cropped.
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increment/decrement j, we set qˆ = pˆ := 12∓ j and sˆ = rˆ := 12± j. Accordingly, the overall
number of degrees of freedom stays constant throughout the tests but we add weight on the
approximation of either the time or the space component.
The results are listed in Table 3. It turns out that up to a certain level, it is beneficial
to emphasize on the space as opposed to the time resolution. In the considered setup, the
distribution of 16 degrees of freedom in space versus 8 in time gave the best results in terms
of performance of the corresponding suboptimal control. Interestingly, also the timings
walltime vary significantly. This variance is due to different convergence behavior of the
optimization algorithm used to solve the nonlinear system.
Reduced Order Model vs. Viscosity Parameter In these tests, we examine how
the low-rank space-time Galerkin approach performs over a range of viscosity parameters
ν. It is known that for low values of ν, the problem is convection dominated and hard to
approximate by POD bases. In the considered setup, where the target state is a nonsmooth
function, we also expect a decreasing performance for larger values of ν, since the diffusion
makes the step in the target untrackable.
The results are listed in Table 4 for (qˆ, sˆ) = (pˆ, rˆ) = (16, 8), which was the optimal
distribution as found in the previous tests, and in Table 5 for (qˆ, sˆ) = (pˆ, rˆ) = (12, 12). The
optimal distribution (16, 8) has its performance peak at ν = 8 · 10−3. It also shows the
expected pattern that for lower values of ν, for which the nonlinearity gets more emphasis,
the time for the solution of the nonlinear system increases. The results of the runs with
equally distributed numbers of space and time modes (12, 12) are listed in Table 5. The
comparison to the distribution (16, 8) does not give a clear conclusion. For higher viscosities
the (12, 12)-case is worse in all categories. For low viscosities, it outperforms the (16, 8) case
in terms of computation time and, for the lowest investigated value of ν, even in terms of
approximation quality.
Regularization Parameter In this section, we examine the influence of the regular-
ization parameter α onto the performance. Therefore we fix ν = 5 · 10−3, (qˆ, sˆ) = (pˆ, rˆ) ∈
{(16, 8), (12, 12)}, and vary α which defines the penalization of the control magnitude in the
cost functional (24).
The results are listed in Table 6 for the (16, 8)-case and in Table 7 for the (12, 12)-
case. For higher values of α, for both cases, the optimization performs similarly well in
approximating the control problem, with a clear advantage of the (16, 8) distribution in
terms of computation time. For lower values of α the (16, 8) setup outperforms the (12, 12)
by far. Interestingly, for the smallest α, the tracking error 12‖xˆ− x0‖2L2 increases again.
6.2 Gradient-based Classical POD-reduced Optimal Control
In this section we consider the suboptimal numerical solution of Problem 6.1 based on a
(spatial) POD reduction in a classicalmethod-of-lines approach, cf. [12]. After finite element
discretization in space, we consider (22) in semi-discretized form,
MY∂tx(t) + νKYx(t) +HY(x)−MΛu(t) = 0, (25a)
x(0) = x0, (25b)
where mass and stiffness matrices are defined in the same way as their reduced-order coun-
terparts in (14a)-(14f). Classical POD is based on an SVD of the so-called snapshot matrix
taken from s distinct time instances,
X = [x(t1), ...,x(ts)] ∈ Rq×s. (26)
For Uqˆ being the matrix that consists of the qˆ leading left singular vectors of (26), we
introduce the reduced state variable via x(t) ≈ Uqˆxˆ(t). Similarly, a reduced-order control
variable uˆ can be introduced. A suboptimal solution to Problem 6.1 can be obtained by
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Kˆ 24 36 48 72 96
1
2‖xˆ− x0‖2L2 0.0330 0.0280 0.0192 0.0121 0.0104J (xˆ, uˆ) 0.0351 0.0309 0.0234 0.0177 0.0152
walltime [s] 0.1 0.48 1.81 18.7 155
Table 2: Performance of the suboptimal control versus varying resolutions of space and
time.
(qˆ, sˆ)/(pˆ, rˆ) (18, 6) (17, 7) (16, 8) (14, 10) (12, 12) (10, 14) ( 8, 16)
1
2‖xˆ− x0‖2L2 0.0138 0.0125 0.0117 0.0137 0.0192 0.0326 0.0339J (xˆ, uˆ) 0.0184 0.0173 0.0167 0.0184 0.0234 0.0364 0.0364
walltime 0.98 1.84 1.19 1.57 1.81 1.49 1
Table 3: Performance of the suboptimal control versus varying distributions of space and
time resolutions.
ν 5 · 10−4 1 · 10−3 2 · 10−3 4 · 10−3 8 · 10−3 1.6 · 10−2 3.2 · 10−2
1
2‖xˆ− x0‖2L2 1.1072 0.1368 0.0188 0.0126 0.0098 0.0111 0.0198J (xˆ, uˆ) 1.8489 0.1994 0.0225 0.0173 0.0150 0.0168 0.0268
walltime 2.95 7.13 1.91 1.04 1.07 1 1.64
Table 4: Performance of the suboptimal control versus varying diffusion parameters ν for
(qˆ, sˆ) = (pˆ, rˆ) = (16, 8).
ν 5 · 10−4 1 · 10−3 2 · 10−3 4 · 10−3 8 · 10−3 1.6 · 10−2 3.2 · 10−2
1
2‖xˆ− x0‖2L2 0.0236 0.0259 0.0263 0.0217 0.0153 0.0123 0.0210J (xˆ, uˆ) 0.0269 0.0293 0.0299 0.0256 0.0201 0.0176 0.0281
walltime 1.60 2.06 1.76 1.24 1.64 1.8 1.9
Table 5: Performance of the suboptimal control versus varying diffusion parameters ν for
(qˆ, sˆ) = (pˆ, rˆ) = (12, 12).
α 2.5 · 10−4 5 · 10−4 1 · 10−3 2 · 10−3 4 · 10−3 8 · 10−3 1.6 · 10−2
1
2‖xˆ− x0‖2L2 0.0137 0.0121 0.0117 0.0124 0.0144 0.0179 0.0237J (xˆ, uˆ) 0.0158 0.0155 0.0167 0.0196 0.0240 0.0305 0.0398
walltime 1.12 0.96 1.18 1.4 1.59 1.82 1.88
Table 6: Performance of the suboptimal control versus varying regularization parameters α
for (qˆ, sˆ) = (pˆ, rˆ) = (16, 8).
α 2.5 · 10−4 5 · 10−4 1 · 10−3 2 · 10−3 4 · 10−3 8 · 10−3 1.6 · 10−2
1
2‖xˆ− x0‖2L2 0.0488 0.0293 0.0192 0.0148 0.0145 0.0168 0.0215J (xˆ, uˆ) 0.0504 0.0318 0.0234 0.0213 0.0239 0.0301 0.0393
walltime 1.31 1.59 1.81 1.97 2.02 2.5 3.73
Table 7: Performance of the suboptimal control versus varying regularization parameters α
for (qˆ, sˆ) = (pˆ, rˆ) = (12, 12).
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minimizing the corresponding fully discretized POD-reduced Lagrangian function,
Lˆ(xˆ0, ..., xˆnt , uˆ0, ..., uˆnt , λˆ1, ..., λˆnt)
=
nt∑
j=0
δt
(
1
2 xˆ
T
jMYˆ xˆj − (xˆ∗j )Txˆj +
α
2 uˆ
T
jMΛˆuˆj
)
+
nt−1∑
j=0
λˆ
T
j+1
[
MYˆ
(
xˆj+1 − xˆj
δt
)
+ νKYˆ xˆj+1 +HY(Uqˆxˆj+1)−MΛˆuˆj+1
]
, (27)
where we refer the reader to [2, 10] for a detailed derivation. In the following numerical
experiments, we use nt time steps for an implicit Euler time integration, and use a gradient-
based optimization scheme for minimizing (27). The gradient ∇uˆLˆ is computed using the
adjoint approach of [10, Algorithm 6.1] which is solved backwards in time. To compare with
the results in Section 6.1 as best as possible, we use the same base parameters, namely
s = 120 equidistantly distributed snapshots in (26), and a linear finite element basis of
dimension q = 220 for the spatial component of the full-order model (25). In Table 2,
we use the BFGS implementation [15] with a stopping criterion that targets the objective
function values achieved in Table 2. When qˆ = nt are increased, we observe that the objective
funtion value improves at a linear cost. These results can be improved when DEIM [7] at a
fixed dimension of 25 DEIM points is used to approximation the nonlinear term in (27). A
comparison with the gradient-based SPG method [5] is given in [2] and yields similar results.
In a second experiment we mimic the experiments reported in Table 3. Therefore, we
vary the ratio of POD dimension pˆ versus number of Euler time integration steps nt. Also
here, the best results are obtained when the spatial dimension is large compared to the time
discretization.
In the previous two experiments, BFGS was terminated based on a priori knowledge.
In Table 10, we chose a stopping criterion based on a tolerance for the gradient of the
Lagrangian (27). The timings presented in Table 10 are for the case qˆ = nt = 18 and
indicate that the configuration used in Table 8 is close to optimal.
7 Conclusion and Outlook
We have presented a novel approach to low-rank space-time Galerkin approximations that
bases on a generalization of classical snapshot-based POD which then can be extended to
POD reduction of time discretizations. We have proved optimality of the reduced bases in
the relevant function spaces and discussed the numerical implementation.
The space-time Galerkin POD reduction applies well to optimal control problems, as we
have illustrated it for the optimal control of a Burgers’ equation. Both in terms of computa-
tion time for and efficiency of a suboptimal control, the new approach can compete with the
combination of classical POD/DEIM for model reduction and BFGS for the optimization.
For an optimized distribution of space and time modes, our new approach even dominates
the POD/BFGS implementation by achieving better accuracy in less time.
One major potential of the new low-rank space-time Galerkin approach to optimization
problems is that it solves the boundary value problem in one shot rather than decoupling
forward and backward time like all gradient-based methods do.
Further possible improvements and issues to future work concerning the proposed space-
time POD in application to optimal control problems lye in the freedom of the choice of the
measurement functions [4]. Moreover, the underlying tensor structure is readily extended
to include further directions of the state space like parameter dependencies [3] or inputs.
Another issue that needs to be addressed is the treatment of general nonlinearities that can
not treated by preassembling like in the presented quadratic case. Then, an inclusion of
empirical interpolation (EIM) [1] might be needed to achieve efficiency of the reduction.
Moreover, it seems worth investigating whether the principles of space-time POD can be
used to construct optimized bases for the interpolation.
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POD POD-DEIM
qˆ = nt 6 9 12 18 24 6 9 12 18 24
1
2‖xˆ− x0‖2L2 0.0355 0.0306 0.0216 0.0130 0.0131 0.0353 0.0305 0.0223 0.0157 0.0103J (xˆ, uˆ) 0.0363 0.0318 0.0240 0.0178 0.0175 0.0356 0.0310 0.0234 0.0182 0.0153
#BFGS 45 62 93 134 203 30 47 77 117 168
walltime 0.20 0.41 0.80 1.78 3.80 0.13 0.28 0.60 1.43 2.81
Table 8: Performance of suboptimal control based on a classical spatial POD and POD-
DEIM reduction for the state and control variable. BFGS is terminated based on targeting
the suboptimal value of J (xˆ, uˆ) in Table 2. We fix ν = 0.005 and α = 0.001 .
(qˆ, nt) (18, 6) (17, 7) (16, 8) (14, 10) (12, 12) (10, 14) (8, 16)
1
2‖xˆ− x0‖2L2 0.0217 0.0216 0.0209 0.0218 0.0216 0.0205 0.0184J (xˆ, uˆ) 0.0238 0.0236 0.0236 0.0237 0.0240 0.0236 0.0235
#BFGS 70 72 85 84 93 95 111
walltime 0.37 0.43 0.55 0.66 0.80 0.88 1.10
Table 9: Performance of the POD-Lagrangian suboptimal control for varying spatial POD
reduction and temporal integration.
tol∇ 1e-2 5e-3 1e-3 5e-4 1e-4 5e-5 1e-5
J (xˆ, uˆ) 0.0738 0.0738 0.0487 0.0487 0.0173 0.0163 0.0162
#BFGS 7 7 23 23 138 186 259
walltime 0.10 0.11 0.32 0.32 1.83 2.38 3.14
Table 10: Performance of POD-Lagrangian suboptimal control for qˆ = nt = 18. BFGS is
stopped when ‖∇uˆLˆ‖∞ ≤ tol∇, as provided in [15].
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