Many machine learning problems can be seen as inferring the parameters (J and the latent variables Z of some model given the observed data X, where the latent variables are quantities related to each data sample that cannot be observed directly. Thus, the number of latent variables is proportional to the number of observations, while the parameters (J are shared between all data samples. The Bayes' rule can be used for this inference task in the form which gives us the posterior probability distribution of unknowns (J and Z.
which gives us the posterior probability distribution of unknowns (J and Z.
The prior p((J, Z) in Equation (1) can be interpreted as our knowledge of the model parameters before the data X is observed while the posterior p((J, Z IX) gives us the parameter distribution after the data is observed. Thus, the observation of the data can be seen as changing our prior beliefs about the parameters.
The evidence p(X) in (1) can be evaluated to be
The central issue in Bayesian inference is that, apart from the simplest models, this integral is intractable. Also, for example the evaluation of the predictive distribution p (YIX) , that is the distribution of a new observation Y given the observed data X, becomes intractable as it requires integration over the posterior distribution.
Variational methods attempt to overcome intractable integrals such as (2) by approximating the true posterior distribution p((J, ZIX) by another distribution q((J, Z). We use the Kullback-Leibler divergence to measure the misfit i ; ( 
(J ZIX) == p(XI(J, Z)p((J, Z) p , p(X)
and become more efficient with massively parallel hardware. Also, some algorithms are easier to be implemented locally, that is, they could be implemented as neural systems. Also, gradient-based algorithms can trivially be used for online learning. The rest of the paper is as follows. Section II gives an introduction to VB and the VB EM algorithm. Section III describes gradient-based algorithms for VB. Section IV describes the variational mixture of Gaussians model and how the different algorithms are implemented for it. Section V gives experimental results with both artificial data and natural images, after which we conclude.
I. INTRODUCTION
Variational Bayesian (VB) inference (see e.g. [3] ) is a tool for machine learning of probabilistic models that is more accurate than traditional point estimates (least squares, maximum likelihood, maximum a posteriori) but still very fast compared to sampling (MCMC) methods. VB is especially useful with latent variable models where the number of unknown variables is often very large which makes point estimates overfit on one hand, and sampling methods very slow on the other. VB takes into account the uncertainty of the unknown variables by estimating a probability distribution q for them. In this paper, we use a parameterized distribution q.
The standard way to do VB inference is the VB expectation-maximization (EM) algorithm. While the VB EM algorithm provides a straightforward way of learning models in the conjugate-exponential family, there are more complicated models for which the VB EM algorithm is not available such as the nonlinear state-space model (NSSM) of [14] . In such cases, it is still possible to compute (or at least approximate) the VB cost as a function of the variational parameters e and minimize using a suitable optimization method. Recently in [6] , such a method was tailored for VB, but it has not been compared to the VB EM algorithm. This paper does the comparison using the mixture of Gaussians (MoG) problem which is known to be well-fitted for the VB EM algorithm.
We show in this paper that a gradient-based algorithm can be made competitive with the VB EM algorithm in computation time. Each update is more costly, but the number of required iterations before convergence is lower. Having more than one algorithm for the same problem can be useful in many ways. Different algorithms end up in different locally optimal solutions. Some algorithms are easier to parallelize 978-1-4244-3553-1/09/$25.00 ©2009 IEEE (3) between these distributions, defined as
where E q {-} denotes the expectation over distribution q.
As the true posterior p(O , Z IX) in (3) is unknown , we will subtract the log-evidence, which is a constant, from this to obtain the true cost function C used in the learning process :~p
The VB EM algorithm alternates between two update steps, the E-step finds the optimal q(Z) assuming that q(0) is fixed, and the M-step finds the optimal q(0) assuming that q(Z) is fixed. It is shown for example in [3] that the solutions are
A. The VB EM Algorithm
Let us assume that the approximate posterior q(0, Z) will factorize between the parameters 0 and the latent variables Z, that is (8) Fig. I . Grad ient and conjugate gradient updates are applied to finding the maximum of the posterior p (x , y) ex ex p[-9 (x y -l )2 _ x 2 _ y 2J. The step sizes that maximize p are used. Note that the first steps are the same, but the following gradient updates are orthogon al whereas conj ugate gradient finds a much better direction .
A. Gradient Descent
The simplest nonlinear optimization technique is the gradient descent. In that method, one first evaluates the negative gradient of the cost function Pk = -\7C(e k)' then performs a line search in the direction of Pk to obtain a step size >. and finally updates the paramete rs using this step size e k+l = e k +>'Pk· Instead of line search, the step size>. can also be set to some sufficiently small constant or adjusted adaptively.
B. Conjugate Gradient Descent
There are many speed-ups to the basic gradient descent algorithm one of which is the conjugate gradien t (CG) method . Figure 1 shows a comparison of gradient and conjugate gradient updates in a simple problem .
In the CG method , the search direction is set to the negative of the gradient on the first iteration just like in gradient descent but on subsequent iterations, the search direction is (4)
Because the Kullback-Leibler divergence is non-negative, the negative cost function -C is a lower bound on the log model evidence Inp(X).
To make the integral in (4) tractable one has to somehow restrict the form of the distribution q(0 , Z). One way to accomplish this is to select the functional form of the distribution q(O , Z) governed by some parameters ewhich we will denote by q(O , Z le). A popular choice for this fixed form solution is a factorized Gaussian distribution.
VB learning has recently become popular in inference tasks due to its capability to automatically select the complexity of the model and mostly avoid overfitting the data while still being computationally efficient enough to be able to solve real world problems.
(6) (7) where gk = \7C(e k), Pk-l is the previous search direction and 13k can be calculated using the Polak-Ribiere formula [10] (9)
These steps are repeated until convergence is achieved, which is determined by evaluating the cost function (4) on each iteration.
It was proposed in [7] that cyclic parameter update algorithms such as VB EM could be accelerated using a technique called pattern searches. The idea is that after every few cyclic updates , a line search is performed in the direction defined by the difference of the current estimate of the unknowns and the old estimate one update cycle before that.
III. GRAD IENT-BAS ED L EAR NING ALGORITHMS
The VB cost function C = C(e) in (4) is a function of the variational parameters ethat define the distribution q once the functional form of q is fixed. As a results, VB inference can also be done using standard nonlinear optimization techniques to find the minimum of C.
-((gk
The convergence of the algorithm can only be guaranteed if 13k is restricted to be non-negative [13] . In practice , we reset the search direction Pk to the negative gradient each time the Polak-Ribiere formul a returns a negative 13k.
C. Natural Gradient Descent
Natural gradient descent [2] is based on differential geometry where the geometry of the parameter space is not Euclidean. Changing the parameters by a certain amount might have a relatively small or large effect on the distribution that the parameters define, and the natural gradient can take this difference into account. Figure 2 shows a comparison of gradient and natural gradient directions in a simple problem . 
D. Natural Conjugate Gradient Descent
The natural and conjugate gradient methods can be combined by using conjugate directions as described in Section III-B by replacing the gradient in (8) It was shown to lead to faster convergence and better minima than the standard CG descent in MLP training [4] , and to significantly improve the performance in learning a nonlinear state-space model [6] .
Note that the vector operations in (9) are performed in the Riemannian sense, using Equations (10) and (11). The costly vector-matrix multiplications can be avoided by noting that (10) (11) where G = (gij) is called the Riemannian metric tensor of the manifold 5 at point p [9] . As a consequence of (10) , the squared norm of vector v in a Riemannian manifold is which is analogous with the squared norm in Euclidean space
We call this combination the natural conjugate gradient (NCG) descent.
Thus, the gradient descent method of section III-A becomes
If the geometry of the parameter space of C(e) is considered Riemannian, the direction of the steepest ascent is given, instead of the gradient, by the natural gradient [2] (19) In the case of the MoG model, the latent variables Z discussed in Section II-A are the information on which one of the K Gaussian components has generated a particular observation x n . This information will be represented with a K -dimensional binary vector Z n whose elements Znk are either 0 or 1 where 1 denotes the component responsible for generating the observed data point X n in question. It should be noted that only one component can be responsible for generating a single observation and thus the elements of the vector Z n sum to unity. Let N denote the total number of observed data points. Now, all the N latent variables of the model can be regarded as forming a latent variable matrix
IV. VARIATIONAL MIXT UR E OF GAUSSIA NS
The mixture of Gaussians is a probability distribution which is a linear combination of K Gaussian distributions [3] (15) (13) (14) Using information geometry, the parameter space eof probability distributions q((), Zle) can be regarded as a Riemannian manifold whose Riemannian metric tensor G is given by the Fisher information matrix [ I] , [9] .
This is called the natural gradient descent algorithm.
Original applications [2] of the natural gradient were based on the geometry of p(XI()) to update the point estimates of the model parameters (). For applications to learning MLP networks, it was proposed [5] that the dependencies between weights in different layers would be ignored, making the approximate matrix G block diagonal and hence easier to invert, since only the separate blocks need to be inverted . Our approach, proposed in [6] , is that natural gradient could be applied to update both the model parameters and where q(1r) == Dir(1rla) (27) 
k=l
The joint distribution over all the random variables of the model is then given by where D is the dimensionality of the data and 1jJ (.) is the digamma function which is defined as the derivative of the log of the gamma function.
Using these definitions, the parameters rnk of the approximate posterior over latent variables q(Z) which are updated in the E-step are given by where
The parameters r nk are called responsibilities because they represent the responsibility the kth component takes in explaining the nth observation. The responsibilities are nonnegative and their sum over k is one. They can be arranged into a matrix R == (rnk).
The parameter update equations for the M-step are then given by ak == ao + Nk (37) 13k == 130 + Ni.
In expressing the update rules for the distribution parameters in Equations (26), (28) and (29), we will find the following definitions useful:
Given the mixing coefficients zr, the probability distribution over the latent variables is given by 
and use Equations (6) and (7) along with Equation (24) to first update q(Z) (E-step) and subsequently update q(rr, M, A) (M-step). The resulting approximate posterior distributions are
A. VB EM for the Mixture of Gaussians Model
The VB EM treatment of the mixture of Gaussians model described here is completely based on [3] . Because of this, some details of the derivation will be omitted here and we will concentrate only on the most important results.
We now make the factorizing approximation described by Equation (5)
where Tr(A) denotes the trace of matrix A and Hq{A k } is the entropy of the distribution q(A k ) .
The cost function C given by Equation (42) can be used to determine when the VB EM algorithm has converged. The cost function will decrease during each iteration and when the difference between the previous cost function value Ck-1 and the current value Ck becomes sufficiently small we can assume that the learning process has converged.
(53) As a result, the number of degrees of freedom in the responsibilities of the model is not the number of responsibilities N K but instead N (K -1). When we are using the parametrization (47), this means that we can regard the parameters "t-,« as constants and only optimize the cost function with respect to parameters rnk, n == 1 ... N, k == 1 ... K -1. This is especially important when using the natural gradient.
The gradient of the cost function (42) with respect to rni, is given by In order to use the natural gradient, we need to know the Riemannian metric tensor G of the parameter space (m, I).
The matrix G is given by Equation (13) . The resulting matrix is a block diagonal matrix with blocks A k == {3kvk W k for each cluster and blocks B n == -r~rn + diagfr.,) for each sample, where r n is the nth row of the responsibility matrix
diag(a) is used here to denote a square matrix which has the elements of vector a on its diagonal. 
These expectations can be evaluated to give [3] c
. Natural Conjugate Gradient for Mixture of Gaussians
To be able to compare the VB EM and NCG algorithms, we assume that the approximate posterior distribution q(Z, tt , JL, A) takes the same functional form as in the case of the VB EM algorithm. Thus, the fixed form posterior distributions are given by Equations (26), (28) and (29) and the cost function which is to be minimized by the NCG algorithm is given Equation (42). In this work, we optimize only the responsibilities r nk and the means mi, using gradientbased methods. All the other model parameters, namely the parameters G-k of the Dirichlet distribution, the parameters 13k controlling the covariance of the component means as well as the parameters W k and Vk of the Wishart distribution, are updated using the VB EM update Equations (37), (38), (39) and (41).
There are a few things that have to be taken into account when deriving gradient-based algorithms for the mixture of Gaussians model. Firstly, using the softmax parametrization the quality of the optimum can be improved while NCG further improves the performance. It should be emphasized that the time scale of Figure 4 (a) is logarithmic. Standard gradient is thus over 100 times slower than NCG. In contrast to other experiments discussed here, this experiment was conducted using the values N = 500, e = 10-7 N and the initial number of components K = 5 in order to make the standard gradient converge in a reasonable time . Out of these algorithms, only NCG is used in further experiments.
When the performance of NCG, VB EM and VB EM which is accelerated using pattern searches is compared using cluster data with R = 0.3, all the algorithms find the same solution. The computational performance of NCG and VB EM with pattern searches is quite similar while the performance of VB EM is slightly inferior to these two algorithms.
The same algorithms can also be compared with different values of R. 2) Spiral Data: Using the spiral data , it can be seen both by looking at the learning curves of Figure 4 (b) and the convergence results of Figure 4 (e) that NCG is able to find much better optima than the other algorithms. It should be especially noted that none of the VB EM runs are able to locate the best optima found by NCG .
The results of this experiment are however greatly affected by the location and scaling of the dataset. If the helix is moved to the upper half space, the performance of NCG is further improved while scaling of the z-coordinate to the interval [-1, 1] makes the algorithms mostly converge to the same optima. The inverse of matrix G required for the evaluation of the natural gradient is easily calculated by inverting the individual blocks A k , k = 1 . . . K and B n , n = 1 .. . N. We can now also motivate our earlier discussion about the number of degrees of freedom in responsibilities. Had we considered the number of degrees of freedom to be N K, the row vector r n would have consisted of the whole nth row of matrix R. This would have made the matrices B n singular and we would not have been able to evaluate the natural gradient.
It was shown in [12] that the M-step of the VB EM algorithm can be regarded as natural gradient descent. Consequently, it is straightforward to show that the natural gradient update of the mean mj, equals the VB EM update equation All the experiments are repeated 30 times with different initial means because the performance of the algorithms can be greatly affected by the choice of initial values. The algorithms were considered to have converged when C k -1 -Ck < e for two consecutive iterations where e = 10-8 N unless otherwise mentioned.
A. Artificial Data
The artificial datasets used to compare the different algorithms are shown in Figure 3 . The cluster data shown in Figure 3(a) is drawn from a mixture of 5 Gaussians. All the components are spherical and the center points of the components are (0,0) and (±R, ±R ) where R can be changed. The data shown in Figure 3(a) has R = 0.3.
All the components have mixing coefficient 7rk = 0.2 and the number of data points is N = 1000 unless otherwise mentioned. The spiral data shown in Figure 3 (b) is a three dimensional helix which is not drawn from a mixture of Gaussians. This dataset also has N = 1000 data points . 
B. Image Data
In order to be able to compare the different algorithms using real world data , the algorithms were applied to the task of image segmentation. The goal is to divide a digital image into meaningful regions so that some characteristic of the image significantly changes on the boundary of two regions. This can be achieved for example by fitting a MoG to the image data which is interpreted so that each pixel of the image is a five dimensional data point with three color coordinates and two spatial coordinates. Segmented regions of the image can then be constructed using the responsibilities as measure of which region each pixel should be part of. It should be noted that in the variational approach the number of regions does not have to be determined beforehand but is instead selected automatically during learning. It should also be emphasized that there exists many other algorithms more suitable for image segmentation than the ones used here. Image segmentation is used here simply in order to easily obtain real world data where the results of the experiments are easily visualized . Figure 5(a) shows a 100 x 66 pixel image of a swan where the desired outcome of the segmentation is clearly the separation of the swan and the background. The image data is scaled so that it is within the five dimensional hypercube which has its center point in the origin of the space and a side length of 2.
Comparison of VB EM, VB EM with pattern search and NCG using the image data produces results shown on Figures 4(c) and 4(f) . From the median learning curves of Figure  4 (c), it can be seen that the initial convergence of NCG is faster than with the other algorithms but nevertheless no big differences in the convergence speed to the final optimum are noted. Examination of Figure 4 (f) however reveals an interesting phenomenon. The best optimum is reached with 16 NCG runs out of a total of 30 while both in the case of VB EM and pattern search only 3 runs reached the best optimum. Although the difference in the cost function value of these optima is small, there is a big difference in the outcome of the segmentation task. This can be seen by plotting the responsibilities of each component in the final solution. This is done in Figure 5 where white repre sents responsibility I and black responsibility O. It can be seen that the best optimum corresponds to the desired solution of segmentation into two regions while the second best optimum corresponds to a situation where the image is segmented into three regions. However, with some other images (not reported here) , NCG found worse local minima than VB EM.
VI. DISC USSIO N
By looking at the experimental results of Section V, it can be said that NCG clearly outperforms other gradientbased algorithms. This is in line with previous results using (a) Image data learning models in the conjugate-exponential family. When compared to the standard algorithm for performing variational inference in this family of models, the variational Bayesian expectation-maximization algorithm, we acquired experimental data which suggests that the NCG algorithm is highly competitive with VB EM when used to learn the mixture of Gaussians model. Especially the quality of the optima found using NCG seems to outperform VB EM in some cases. It should also be emphasized that while being a fairly complex algorithm to derive and implement, NCG generalizes to a broader family of models than VB EM.
On the question of which one of the compared algorithms is the best choice for learning the mixture of Gaussians model, it is fairly easy to conclude that given its simplicity and good performance across a wide range of data sets VB EM accelerated with pattern searches is the best choice . However, with certain types of data NCG might help finding a better local optimum.
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It might be possible to further improve the performance of NCG. The CPU time required by the algorithm is mainly spent on two things: on the evaluation of the gradient and on performing the line search. Therefore it would be worthwhile to study how various other line search methods compare against the quadratic polynomial interpolation based line search used here. It might also be possible to completely eliminate the need for a line search by using a scaled conjugate gradient algorithm [8] with natural gradient.
Further research is also required on determining exactly what kind of data is most suitable for the NCG algorithm. It is known that EM-like algorithms are prone to slow convergence in situations where the inference of latent variables is difficult, such as in the case of the cluster data with small values of R [II] . Based on the results shown in Figure 4 (d), it can be said that NCG seems to be superior to VB EM in such cases. Interestingly, the pattern search method seems to also remarkably improve the performance of VB EM with such data.
VII . CONCLUSIONS
The aim of this work was to gain knowledge on the performance of the natural conjugate gradient algorithm on
