Artificial neural network as a model for ionospheric TEC map to serve the single frequency receiver  by El-naggar, Aly M.
Alexandria Engineering Journal (2013) 52, 425–432Alexandria University
Alexandria Engineering Journal
www.elsevier.com/locate/aej
www.sciencedirect.comORIGINAL ARTICLEArtiﬁcial neural network as a model for ionospheric
TEC map to serve the single frequency receiverAly M. El-naggar *Transportation Department, Faculty of Engineering, Alexandria University, EgyptReceived 4 March 2013; revised 11 May 2013; accepted 25 May 2013
Available online 25 June 2013*
E-
Pe
U
11
htKEYWORDS
TEC
Ionosphere
ANNTel.: +20 3 426 9483; fax: +
mail address: aly_m_gad@ya
er review under responsibility
niversity.
Production an
10-0168 ª 2013 Production
tp://dx.doi.org/10.1016/j.aej.220 3 426
hoo.com
of Facu
d hostin
and hosti
013.05.0Abstract Ionospheric refraction is one of the most damaging effects on GPS signal. This effect is
proportional to the Total Electron Content (TEC), which is the number of free electrons contained
in the ionospheric layer. Once the TEC is known, it is possible to determine the delay caused by the
ionosphere on GPS signal. This ionospheric delay is particularly a problem for single frequency
receivers, which cannot eliminate the ionospheric delay by combining observations at two frequen-
cies. Single frequency users rely on applying corrections based on prediction models or on regional
models formed based on actual data collected by a network of receivers.
It is necessary to use models that tell the single frequency users how large the ionospheric refrac-
tion is. Such is the case of which the GPS broadcast message carries parameters of the Klobuchar
model. One other alternative to single frequency users is to create a regional model based on IGS
TEC maps. In this case, the regional behavior of ionosphere is modeled in a way that it is possible to
estimate the TEC values inside or near this region. This regional model can be based on artiﬁcial
neural network. In this paper, an approach to modeling the ionospheric Total Electron Content
(TEC) based on artiﬁcial neural network is presented.
The goal of this paper is to estimate Vertical Total Electron Content (VTEC) for void areas and
to avoid the gap which occurs between the results of the Global Ionosphere Map (GIM) from two
consecutive sessions using ANN to produce high resolution ionospheric model to serve the single
frequency receiver.
The estimation method and test results of the proposed method indicate that the difference
between predicted and observation values of VTEC is very small.
ª 2013 Production and hosting by Elsevier B.V. on behalf of Faculty of Engineering, Alexandria
University.5324.
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071. Introduction
Global Positioning System (GPS) measurements can be cor-
rupted by several error sources. These errors are categorized
as biases and random errors, i.e., ionosphere, troposphere, sa-
tellite clock, receiver clock offsets, receiver noise, and multi-
path. After the turn-off of the Selective Availability (SA), theaculty of Engineering, Alexandria University.
426 A.M. El-naggarionosphere effect has become the largest error source in GPS
positioning and navigation [1].
The ionospheric delay in the propagation of Global Posi-
tioning System (GPS) signals is one of the main sources of
error in GPS precise positioning and navigation. A dual-
frequency GPS receiver can eliminate (to the ﬁrst order) the
ionospheric delay through a linear combination of the L1
and L2 observations.
Direct measurements of TEC using radio waves transmitted
from the Global Positioning System (GPS) satellites have been
collected. Thus, GPS-based TEC data are now available to
construct empirical models of TEC. Meanwhile, Artiﬁcial
Neural Network (NN) techniques have been applied to a vari-
ety of topics in the study of upper atmosphere [11].
One of the largest error sources in a single frequency GPS
solution is due to the ionosphere which both slows and refracts
GPS signals as they propagate through it. This unknown prop-
agation delay is highly variable and dependent upon several
factors, such as time of day, latitude, solar activity, and season.
The effect is proportional to the Total Electron Content (TEC)
[1].
This corresponds to the number of free electrons contained
in the ionospheric layer. TEC is deﬁned as the number of free
electrons contained within a one meter squared column, along
the path of the signal through the ionosphere. It is a number
associated with a slant trajectory with respect to the local ze-
nith, as a function of the elevation angle of the satellite. In
addition to that, the signal goes through the ionosphere at
coordinates different from those of the station, at the iono-
spheric piercing point [8].
Due to high spatial variability of the ionosphere, the iono-
spheric delay determined at one location cannot directly be
used for ionospheric correction at another location, where a
single frequency receiver is deployed. However, the goal of
providing correction to single frequency users can be achieved
by employing a given mathematical model to describe the ion-
osphere using GPS data as model observations; this data can
be derived from a number of dual-frequency GPS receivers
within a GPS network [10].
The paper is organized as follows. Section 2 discusses a
TEC and ionospheric maps. While the description of artiﬁcial
neural network model is presented in Sections 3. Section 4 clar-
iﬁes the data used and TEC map. Numerical results and per-
formance analysis are provided in Section 5. Conclusions are
given in Section 6.2. TEC and ionospheric models
The ionosphere is a shell of electrons and electrically charged
atoms and molecules that surrounds the Earth, stretching from
a height of about 50 km to more than 1000 km. It owes its exis-
tence primarily to ultraviolet radiation from the sun.
This portion of the atmosphere is ionized and contains plas-
ma which is referred to as the ionosphere. In plasma, the neg-
ative free electrons and the positive ions are attracted to each
other by the electromagnetic force, but they are too energetic
to stay ﬁxed together in an electrically neutral molecule.
Ionization depends primarily on the Sun and its activity.
The amount of ionization in the ionosphere varies greatly with
the amount of radiation received from the sun. Thus, there is a
diurnal (time of day) effect and a seasonal effect. The localwinter hemisphere is tipped away from the Sun; thus, there
is less received solar radiation. The activity of the sun is asso-
ciated with the sunspot cycle, with more radiation occurring
with more sunspots. Radiation received also varies with geo-
graphical location (polar, auroral zones, mid-latitudes, and
equatorial regions) [1].
It is well known that ionosphere refraction is one of the ma-
jor error sources in GPS signal propagation. This ranging er-
ror caused by ionospheric refraction is proportional to the
Total Electron Content (TEC), which is the number of free
electrons along the path the signal is traveling. Once the
TEC value is known, it is possible to determine the delay of
the GPS signals caused by the ionosphere refraction. As the
ionosphere is a dispersive medium for radio signals, the delay
of the GPS signal is a function of the carrier frequency of the
signal. Therefore, the TEC quantity and the delay of the signal
can be calculated using the measurements from a dual-fre-
quency receiver, and the refraction effect of the ionosphere
can be mitigated or removed from the dual-frequency ranging
observations. For single frequency receivers, one alternative
for mitigating the effect is to calculate the TEC value via a
TEC model [9].
The amount of the ionospheric delay or advance of the GPS
signal can vary from a few meters to more than 20 m within
1 day. Generally, it is difﬁcult to model the ionospheric effects
due to complicated physical interactions among the geomag-
netic ﬁeld and solar activities. However, the ionosphere is a
dispersive medium, i.e., the ionospheric effect is frequency
dependent. Using this property, the GPS system is designed
with several working frequencies, so that ionospheric effects
can be measured or corrected.
Several attempts have been made to specify the ionospheric
electron density using theoretical and empirical approaches.
Considerable effort has resulted in the continuous develop-
ment and improvement of the International Reference Iono-
sphere (IRI), which describes the density at various heights
for any speciﬁed geophysical conditions, based on long-term
observations [11].
An ionospheric model is a mathematical description of the
ionosphere as a function of location, altitude, day of year,
phase of the sun spot cycle, and geomagnetic activity. Geo-
physically, the state of the ionospheric plasma may be de-
scribed by four parameters: electron density, electron
temperature and ion temperature and, since several species of
ions are present, ionic composition. Radio propagation de-
pends uniquely on electron density. The model may be based
on basic physics of the interactions of the ions and electrons
with the neutral atmosphere and sun light, or it may be a sta-
tistical description based on a large number of observations or
a combination of physics and observations. One of the most
widely used models is the International Reference Ionosphere
(IRI), which is based on data and speciﬁes the four parameters
just mentioned. The IRI is an international project sponsored
by the Committee on Space Research (COSPAR) and the
International Union of Radio Science (URSI). IRI is updated
yearly. IRI is accurate in describing the variation of the elec-
tron density from bottom of the ionosphere to the altitude of
maximum density than in describing the Total Electron Con-
tent (TEC).
GPS analysis centers provide GIMs (Global Ionosphere
Maps) on a daily basis. The widely used GPS-derived GIMs
provided by the International GPS Service (IGS) have a spatial
Figure 1 A neural network processing node.
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tively, and a 2-h temporal resolution. Thus, although IGS sup-
ports the scientiﬁc community with quality GPS products, IGS
GIMs cannot reproduce local, short-lasting processes in the
ionosphere. In addition, the resolution of these products might
not be sufﬁcient to support high quality GPS positioning, espe-
cially in the presence of local ionospheric disturbances. The
need to produce high resolution regional ionosphere models,
supporting navigation, static positioning and space weather re-
search, is commonly recognized [12].
Many efforts of ionospheric model studies have been in-
vested in developing innovative mathematical approaches to
produce better modeling performance and to generate near
real-time ionospheric updates [10].
2.1. Global model – GIM
Global Ionosphere Maps (GIM) in the IONEX format are reg-
ular product of the International GNSS Service (IGS) since
1998. The GIMs provide the ionosphere Total Electron Con-
tent (TEC) on a 5 by 2.5 grid in longitude and latitude with
a 2-h time resolution and daily sets of GPS satellite (and recei-
ver) hardware differential code bias (DCB) values. Currently,
ﬁve IGS Ionosphere Analysis Centers contribute to the IGS
ionosphere products (CODE, ESA, JPL, NRCan, and UPC).
The computation of these TEC maps and DCB sets is based
on the routine evaluation of GPS dual-frequency tracking data
recorded by the global IGS tracking network [6].
2.2. European regional model – SWACI
The objective of Space Weather Application Centre Iono-
sphere (SWACI) project is to provide a permanent service,
based on GNSS and space weather observations. The system
provides in the generation of value-added products such as
TEC maps and derivative products covering the European
and Polar regions, post-processing and analysis of iono-
spheric/space weather information, analysis of ionospheric/
space weather effects, user beneﬁt analysis, etc. A system for
regularly processing ground-based GPS measurements from
the IGS network and producing TEC maps over the European
region (20W–40E; 32.5N–70N) has been operating since
1995.
The operational TEC maps provided by SWACI are de-
rived from 27 real-time stations of GPS networks [6].
The current update rate of the maps is 5 min, but can be re-
duced to 1 min or even less.
3. Artiﬁcial neural network model
ANNs are interconnected groups of artiﬁcial neurons that are
used to learn data patterns using computational modeling gi-
ven both known input and output parameters. ANN consists
of input, hidden, and output layers. In each layer, there are
nodes or units that calculate numerical values which are depen-
dent on the number of units present in the entire network con-
nection. The main advantage of ANNs is that given enough
historic data, they are capable of learning and generalizing
physical aspects which exhibit non-linear behavior when iden-
tical but not necessarily the same data are introduced [3].The basic element of an ANN is the processing node
(Fig. 1), which corresponds conceptually to the neuron of
the human brain. Each processing node receives and sums a
set of input values and passes this sum through an activation
function providing the output value of the node, which in turn
forms one of the inputs to a processing node in the next layer
of the ANN.
While activation functions are used to decrease the number
of iterations, they introduce nonlinearity into the network.
Thus, they increase the performance of the network. An acti-
vation function is required to avoid saturation of a processing
node, caused by extremely large positive or negative internal
summations. A sigmoid function [Eq. (1)] is generally used in
the literature for this purpose.
fðNETÞ ¼ 1
1þ eNET ð1Þ
where NET is the sum of weighted input values to the process-
ing node.
ANN processing nodes make up a set of fully intercon-
nected layers, except that there are no interconnections
between nodes within the same layer in the standard feed-
forward back-propagation ANNs. The structure of a feed-
forward ANN includes three types of layers: input, output,
and hidden layers (Fig. 2). The input layer introduces the dis-
tribution of the data for each class or group to the ANN. The
output layer is the ﬁnal processing layer that has a set of values
(or codes) to represent the classes to be recognized. The hidden
layers between the input and output layers, of which there may
be only one, perform the basic calculations. It is through these
layers that the internal representations of the input patterns
can be produced. All inter-node connections have associated
weights, which are usually randomized at the beginning of
the training. When a value passes through an interconnection,
it is multiplied by the weight associated with that interconnec-
tion. In fact, the weights in the network determine class bound-
aries in the feature space. However, there is evidence that the
initial values of the weights may inﬂuence the results
signiﬁcantly.
The mathematical steps of analysis using ANN can be illus-
trated as follow.
1. The output of the hidden layer (treating the bias as another
input):
hj ¼
X3
i¼1
wi;j  Ii ð2Þ
Figure 2 Structure of ANN.
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2. For the output layer calculate:
h0k ¼
X3
j¼1
wj;k  S ð4Þ
Ok ¼ fðh0kÞ ð5Þ
where Ii are the network inputs; Ok the network outputs; wi,j
represents the weight connecting neuron i in layer 1 to neuron
j in layer 2; wj,k represents the weight connecting neuron j in
layer 2 to neuron k in layer 3; f (x) the neuron transfer func-
tion. For example a sigmoid: f ðxÞ ¼ 1
1þex; hj represents the
Summation of inputs multiplied by weights wi,j; h
0
k represented
the Summation of inputs multiplied by weights wj,k; and Sj rep-
resents the output of the hidden layer.
Training such a network involves using a database of exam-
ples which are values for the input and output of the NN. The
NN would learn by adjusting the weights to minimize the error
of the outputs. The error function is the objective of the min-
imization procedure and deﬁned as:
SSE ¼
Xpmax
p¼1
Xkmax
k¼1
ðtp;k Op;kÞ2 ð6Þ
where Op,k is the NN output k for pattern p and tp,k is the out-
put training pattern p for output k.
The reported RMS Error is calculated as:
RMS ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
SSE
pmax
s
ð7Þ4. Data used and TEC map
Due to the dispersive characteristic of the ionosphere, the de-
lay is a function of the frequency. Using the observations of
two frequencies of a GPS receiver, it is possible to compute
the TEC value for the local where the receiver is. Single fre-
quency receiver users can use a regional model of TEC, gener-
ated by using data from a tracking network of dual-frequency
receivers. A network of receivers can generate a spatially dis-
tributed grid of TEC values. Using this grid, it can be created
a model from which is possible to estimate a TEC value to any
position inside or near the region covered by the trackingnetwork. Once the local TEC value is estimated, it is possible
to correct the single frequency receiver observations [7].
The IGS network alone has over 200 GPS receivers which
have a good global distribution (Fig. 3). Triangles indicate
locations of GPS receivers of the IGS and other organizations.
Circles around the triangle indicate the portion of the iono-
sphere visible from the site assuming shell height of 450 km
and an elevation cutoff of 10. This data are excellent for
monitoring global and regional ground movement, earth ori-
entation, and tropospheric and ionospheric properties. The
dual-frequency nature of the GPS signal allows one to extract
ionospheric Total Electron Content (TEC) (i.e., integrated free
electron density) information along the line-of-sight between
the satellite and receiver. Thus, GPS data provide continuous
globally well distributed ionospheric TEC data available in a
timely fashion. This data are currently being used at the Jet
Propulsion Laboratory to produce regional and global maps
of ionospheric electron content [4].
Detailed information about the IGS in general can be
found on the IGS Central Bureau Web page: http://
igscb.jpl.nasa.gov. The Iono_WG commenced working in June
1998. The working group’s main activity currently is the rou-
tine production of ionosphere Total Electron Content (TEC)
maps with a 2-h time resolution and daily sets of GPS satellite
and receiver hardware differential code bias (DCB) values. The
TEC maps and DCB sets are derived from GPS dual-fre-
quency tracking data recorded with the global IGS tracking
network.
Several Ionosphere Associate Analysis Centers (IAACs)
provide 13 global TEC maps per day that refer to a 450 km
shell height and have a time resolution of 2 h. In addition, each
IAAC provides a set of GPS satellite and ground receiver
DCBs daily. The IONEX format ﬁles are used to disseminate
these data. Each IAAC sets up a daily IONEX ﬁle that con-
tains its 13 global TEC maps and the set of DCB values for
that day. Currently, ﬁve IAACs contribute with ionosphere
products:
- CODE, Center for Orbit Determination in Europe, Astro-
nomical Institute, University of Berne, Switzerland.
- ESOC, European Space Operations Centre of ESA, Darms-
tadt, Germany.
- JPL, Jet Propulsion Laboratory, Pasadena, California,
USA.
- NRCan, Natural Resources Canada, Ottawa, Ontario,
Canada.
- UPC, Technical University of Catalonia, Barcelona, Spain
[2].
Figure 3 GPS global network [4].
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mean IGS TEC maps are given in the form of global grids,
with a 2.5_ grid width in latitude and a 5.0_ grid width in
longitude.
Performance analysis was conducted using data from Glo-
bal Ionospheric Maps (GIM) in ionex format which is a regu-
lar product of International GNSS Services (IGS).
5. Methodology and analysis
The use of ANNs is complicated, basically due to problems
encountered in their design and implementation. From the
design perspective, the speciﬁcation of the number and size
of the hidden layer(s) is critical for the network’s capability
to learn and generalize. A further difﬁculty in the use of A
Multi-Layer Perceptron (MLPs) is the choice of appropriate
values for network parameters that have a major inﬂuence
on the performance of the learning algorithm. It is often
the case that a number of experiments are required to ascer-
tain the selection of the parameter values that give the high-
est accuracy. A trial-and-error strategy is frequently
employed to determine appropriate values for these param-
eters. This extends the already-slow process of ANN train-
ing. Signiﬁcant parameters to be deﬁned are as follows: the
range of the initial weights, the learning rate, the value of
the momentum term and the number of training iterations,
all of which relate to the question of when and how to stop
the training process. Furthermore, speciﬁc encoding tech-
niques are required for the representation of both input
and output information.
An appropriate number of training samples is also required
to deﬁne the nature of a particular problem. This number is
mainly dependent on the ANN structure and the level of com-
plexity of the problem. In addition to these uncertainties, it is
not known exactly how ANNs learn particular problems and
apply the extracted rules to unseen cases, or how conclusions
can be drawn from the trained networks [5].
In this paper, application is made by means of WinNN,
which is a commercial software. WinNN software uses a sim-
ple back-propagation algorithm to adjust the weights; thisalgorithm is an iterative one. WinNN trains in BATCH mode
with a variable EPOCH length. That is it sums the weight
adjustments over all the training patterns in an epoch and then
adjusts the weights [13].
In this part of the research, a case study will be provided.
The best parameters of the neural network will be obtained
and some tests will be carried out.
5.1. Preparing for the network
A pattern ﬁle should be prepared that contains many solved
examples of the problem to feed the network with, and a test
ﬁle that contains many solved examples to test the network
efﬁciency.
So, it is need to:
- Determine what will be the inputs and outputs in both ﬁles.
- Determine the pattern ﬁle and test ﬁle layout.
- Determine the number of solved example for the pattern set
in the pattern ﬁle and the test ﬁle.
- Prepare the previously determined number of different
solved examples to be entered in the pattern ﬁle and test ﬁle.
- Determine the best normalization range that gives the best
network results.
- Normalize the data to be in a range, which the network
deals with.
- Enter the data in the pattern and test ﬁle.
- Determine the best neural network parameters that give the
best network learning results.
5.2. The inputs
In this section, four cases of study were considered.
The inputs consist of elements according to the case study
as shown in Table 1.
Where case 1 in case of compute VTEC in current time and
different position, case 2 in case of compute VTEC in different
time and different position, case 3 in case of compute VTEC in
Table 1 Cases of study.
Case 1 Case 2 Case 3 Case 4
Inputs Latitude Latitude Time Latitude
Longitude Longitude Longitude
Time in day Day
Time in day
430 A.M. El-naggardifferent time and current position, and case 4 in case of com-
pute VTEC in different time and different position.
The presented neural network model was created to esti-
mate the VTEC for a certain position. The input parameters
of the neural network model for case 1 of study for example
are latitude and longitude, while the output parameter is the
VTEC.
Because the TEC map is divided into 12 sessions for each
day with a session length of 2 h, and to avoid the gap which
occurs between the results of the models from two consecutive
sessions, TEC is considered as a function of longitude, latitude,
and time f(k,U, t), as for case 2 of current study.
5.3. The outputs
5.3.1. The outputs consist of VTEC
Once the model is adjusted VTEC can be estimated to any po-
sition inside or near the region covered by the GPS network to
the given time.Case 1 Case 2 Case 3 Case 4
The content of pattern and test ﬁle
n 2 1 n 3 1 n 1 1 n 4 1
U1 k1
VTEC
U1 k1 t1
VTEC
t1 VTEC U1 k1 d1 t1
VTEC
U2 k2
VTEC
U1 k1 t2
VTEC
t2 VTEC U1 k1 d1 t2
VTEC
U3 k3
VTEC
. . . t3 VTEC . . .
. . . U2 k2 t1
VTEC
. . . U1 k1 d2 t1
VTEC
. . . U2 k2 t2
VTEC
. . . U1 k1 d2 t2
VTEC
. . . . . .
. . . U2 k2 d1 t1
VTEC
U2 k2 d1 t2
VTEC
. . .5.4. Pattern ﬁle and test ﬁle layout
As seen above, the ﬁrst line contains three numbers:
- The ﬁrst number (n) is the number of training set in the ﬁle.
- The second number is the number of inputs.
- The third number is the number of outputs.
The second line and the third and so on. . . are the lines for
node data and each of them consists of inputs and the outputs
(the last number) and the sufﬁx number for each variable (1, 2,3, . . .) is just an indication for the node number in the pattern
set.
5.5. Number of training example in training set
Different number of example was considered to test the neural
network with each to determine the network efﬁciency due to
number of examples in the training. The numbers of training
example for different cases are as shown in Table 2.
5.6. Selecting the best network parameters
Some tests were made to determine the best network parame-
ters by trying a speciﬁc training set with a ﬁxed normalization
but with different network parameters and comparing the re-
sults for each test.
Trial training were made and compared with its results
based on the resulting RMS of the test ﬁle.
All these trial trainings are made to determine the best of
all:
- Number of example in pattern ﬁle.
- Normalization range.
- Neural network parameters.
To determine the best number of example in Pattern ﬁle,
many trial training had made using different training sets but
with ﬁxed normalization range and ﬁxed network parameters.
For each case, training sets were created, each with differ-
ent pattern ﬁle and test ﬁle, and the best number of training
example in pattern ﬁle is for each case as shown in Table 3.
5.7. Determining the normalization range
To determine the best normalization range, many trial train-
ings were made using different normalization range but with
ﬁxed network parameters and the same training set for the
each one of the normalization range.
From these trials, the best normalization range is from 0.0
to 1.0
5.8. Determining the neural network parameters
The neural network has many parameters that control their
efﬁciency and accuracy. The most important of these parame-
ters are the following:
- Target error.
- Eta (g).
Where g is a term called the learning rate, also referred to as
the step size, that must be set by the user. It is used to control
the degree of the change in the weights in response to errors in
the output during each cycle. The learning rate determines the
size of the steps taken toward the global minimum of the error
throughout the training process. It can be considered as the
key parameter for a successful ANN application because it
controls the learning process.
- Alpha (a).
Table 2 Number of training example for different cases.
Case 1 Case 2 Case 3 Case 4
# of training example
80 8 point · 12 time = 96 10 day · 12 time = 120 5 day · 12 time · 8 point = 480
48 8 point · 11 time = 88 9 day · 12 time = 108 4 day · 12 time · 8 point = 384
24 8 point · 10 time = 80 8 day · 12 time = 96 3 day · 12 time · 8 point = 288
8 8 point · 9 time = 72 7 day · 12 time = 84 2 day · 12 time · 8 point = 192
Table 3 Best number of training example cases.
Case 1 Case 2 Case 3 Case 4
Best # of training example cases 8 72 84 192
Artiﬁcial neural network as a model for ionospheric TEC map to serve the single frequency receiver 431- Which is the momentum term uses the previous weight con-
ﬁguration to determine the direction of the global minimum
of the error.
- Net size.
- Number of neuron in hidden layer.
- So, some trial trainings were made to test each of these
parameters by ﬁxing the other parameters and changing
the value of the parameter under test.
- From these trials, the best value of Eta (g) is 0.1, Alpha (a)
is 0.8, and net size is 3 layers.
5.9. Data analysis
From all the previous trial trainings, the best training param-
eters were known and network settings. Thus, the selected
parameters for the ﬁnal network are the following:
 Layers: 3 (1 hidden layer).
 Hidden layer size: 10 Neurons
 Neuron Func.: Sigmoid
 Number of example in Pattern ﬁle was different for each
case study (as shown in Table 3)
 Eta (g): 0.1.
 Alpha (a): 0.8.
 Min. range for initial weight: 1
 Max. range for initial weight: +1
 Normalization range: from 0.0 to 1.0.
After determining the best training set, the best normaliza-
tion, and the network parameters by using many training, dif-
ferent tests and comparison of their results, it was easy to make
the ﬁnal training and get its result and then analyze it to deter-
mine whether it has really succeeded as a model for computing
VTEC. After the training process, the model was used to esti-Table 4 VTEC from ANN and from GIM for each case.
Case # (VTEC)n (VTEC)t Diﬀ. Diﬀ.%
Case 1 238.62 239 0.38 0.16
Case 2 237.51 239 1.49 0.63
Case 3 236.43 239 2.57 1.08
Case 4 234.22 239 4.78 2mate the VTEC value for the test station without any further
modiﬁcation. This estimate value is then compared with the
GPS derived VTEC value. The difference is the estimation er-
ror of the neural network model.
The values of VTEC from GIM model and the output from
ANN model for each case as shown in Table 4.
5.10. Comparison of second order polynomial with ANN
The second ordered polynomial for estimation the TEC at any
point of k and U can be expressed as follow
TECðk;UÞ ¼ ao þ a1kþ a2Uþ a3kUþ a4k2 þ a5U2 ð8Þ
Once the model coefﬁcients were obtained by least square
method, the obtained model parameters are used to calculate
the VTEC value for the concerned station. The two models de-
rived (second order polynomial and ANN) can be compared to
its known VTEC; the comparison between ANN and second
order polynomial results for case study 1 is provided in Table
5.
6. Conclusion
The accuracy of single frequency data beneﬁts from calibration
of the Total Electron Content (TEC) of the ionosphere below
the satellite. Data from a global network of Typically, one
does not know the actual refractive index proﬁle at a particular
location, so prediction models are often used to account for
neutral atmosphere delay.
Based on the experimental results obtained, the following
conclusions can be drawn:
 The results indicate that ANN model values are closely fol-
lowing with actual data. It is found that the prediction error
is 0.38 TECU for case 1, 1.49 TECU for case 2, 2.57 TECU
for case 3, and 4.78 TECU for case 4.Table 5 Actual and estimated values of VTEC for two models
(ANN and second order polynomial).
Method (VTEC)n (VTEC)t Diﬀ. Diﬀ.%
ANN (Case 1) 238.62 239 0.38 0.16
2nd polynomial (case 1) 237.11 239 1.89 0.79
432 A.M. El-naggar An alternative methodology has been proposed to estimate
The TEC at any GPS station from GIM model at any time
to serve single frequency receiver.
 A sophisticated method based on ANN was introduced to
improve the performance with the regional maps since it
is available with higher resolution, both in time and
position.
 It can be concluded that according to this results, the new
model is adequate to predict VTEC values.
 In this paper, it has been shown that ANNs can be used to
predict GPS TEC values at locations that were not neces-
sarily included in the ANN training.
References
[1] A. El-naggar, Enhancing the accuracy of GPS point positioning
by converting the single frequency data to dual frequency data,
Alexandria Engineering Journal 50 (2011) 237–243.
[2] J. Feltens, The activities of the Ionosphere working group of the
International GPS Service (IGS), GPS Solutions 7 (2003) 41–46.
[3] J. Habarulema, L. McKinnell, P. Cilliers, D. Opperman,
Application of Neural Networks to South African GPS TEC
Modelling. Department of Physics and Electronics, Rhodes
University, Grahamstown 6140, South Africa, 2009.
[4] B. Iijima, I. Harris, C. Ho, U. Lindqwister, A. Mannucci, X. Pi,
M. Reyes, L. Sparks, B. Wilson, Automated daily process for
global ionospheric total electron content maps and satellite
ocean altimeter ionospheric calibration based on Global
Positioning System data, Journal of Atmospheric and Solar-
Terrestrial Physics 61 (1999) 1205–1218.[5] T. Kavzoglu, M. Saka, Modelling local GPS/levelling geoid
undulations using artiﬁcial neural networks, Journal of Geodesy
78 (2005) 520–527.
[6] A. Le, C. Tiberius, H. Marel, N. Jakowski (Eds.), Use of global
and regional ionosphere maps for single-frequency precise point
positioningM.G. Sideris (Ed.), International Association of
Geodesy Symposia, vol. 133, Springer-Verlag Berlin
Heidelberg, 2009.
[7] R. Leandro, M. Santos, Regional Computation of TEC using a
Neural Network Model. University of New Brunswick,
Department of Geodesy and Geomatics Engineering,
Fredericton, N.B., E3B 5A3, Canada, 2004.
[8] R. Leandro, M. Santos, A Neural Network Approach for
Regional Vertical Total Electron Content Modeling.
Department of Geodesy and Geomatics Engineering,
University of New Brunswick, P.O. Box 4400, Fredericton,
N.B., E3B 5A3, Canada, 2006.
[9] J. Liu, R. Chen, Z. Wang, H. Zhang, Spherical cap harmonic
model for mapping and predicting regional TEC, GPS Solution
15 (2011) 109–119.
[10] Z. Liu, S. Skone, Y. Gao, A. Komjathy, Ionospheric modeling
using GPS data, GPS Solutions 9 (2006) 63–66.
[11] T. Maruyama. Using Neural Network to Construct Regional
Reference Total Electron Content Model. National Institute of
Information and Communications Technology. 2-1 Nukuikita
4-chome, Koganei, Tokyo, 184-8795 Japan, 2009.
[12] P. Wielgosz, D. Brzezinska, I. Kashani, Regional ionosphere
mapping with Kriging and multiquadric methods, Journal of
Global Positioning Systems 2 (1) (2003) 48–55.
[13] WinNN32 copyright ª Danon software. User Guide. 50 Haglad
st., Arad 89034, Israel, 1995.
