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In a recent paper, Kiritsis and Li presented a holographic model to study the competition between
different orders at finite doping in holographic superconductors. In the present work, we introduce
fermions into such model and study the fermionic spectral functions in the normal phase at zero and
finite temperatures. Combining analytic and numerical methods, we found that there is a crossover
from a strange metal with short lived excitations at small doping, into a Fermi liquid with well
defined quasiparticles at large doping. The critical doping at which excitations becomes long lived
increases with temperature. The emerging phase diagram is qualitatively similar to that of High
Temperature Superconductors.
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2I. INTRODUCTION
The study of strongly correlated electron systems is one of the most fascinating topics in Modern Physics. A good
example are the high critical temperature (or high Tc) superconductors. Even though they were discovered more
than 30 years ago [1], the mechanisms giving rise to high critical temperatures are still debated. Being a strongly
coupled system it lies outside the range of validity of traditional methods used by the Condensed Matter community,
such as electronic band theory and perturbation theory. For instance, the BCS theory [2] that has been so successful
to explain conventional superconductors breaks downs in the case of high Tc superconductors. Although there have
been important progress on the last 30 years (see for instance Ref. [3] and references therein) we are still lacking a
complete understanding of these fascinating materials.
One of the main difficulties in the study of high Tc superconductors is the complexity of their electronic phase dia-
gram. For instance, in the case of the cuprates the phase diagram include several regions, such as an antiferromagnetic
phase, the pseudogap region, the d-wave superconducting phase, the strange metal region and the usual Landau-Fermi
liquid region (see Figure 2 in Ref. [3]). In particular, in the pseudogap region there is a coexistence and competition
of various order parameters (which can be static or fluctuating), such as charge density waves, spin density waves and
pair density waves [4]. On the other hand, the “normal phase” (where there is no order) is also complex. Although
for high doping the normal phase is a Landau-Fermi liquid (similarly to the normal phase appearing in conventional
superconductors), for intermediate doping there is a strange metal phase, where the Fermi-liquid picture breaks down.
The strange metal phase has been observed in different experiments, especially in angle-resolved photoemission
spectroscopy (ARPES). In a set of very nice and precise experiments, Chatterjee et al. [5] studied the energy spectra
for fixed momentum in Bi2Sr2CaCu2O8+δ at several dopings and temperatures. For a fixed temperature (see Fig.
1E in [5]) the energy distribution curves are qualitatively different as the doping varies. For large doping δ > 0.17,
one can see a sharp peak at the Fermi Energy, indicating long-lived excitations and therefore the presence of well
defined quasiparticles as in the usual Landau-Fermi liquid state observed in conventional metals. On the other hand,
as the doping decreases, one can observe a broad spectrum in energy, meaning that the lifetime of the excitations
are very short and therefore there are not well defined quasiparticles, and the system lies outside of the familiar
Fermi-liquid state. This state has been called the “strange metal phase”. Moreover, at even lower dopings one can see
the appearance of a spectral gap in the energy distribution curves, signaling the entering in the pseudogap phase. The
study of the transition between the Fermi-liquid and the strange metal phases as a function of doping and temperature
will be the focus of this paper.
In the last 10 years or so, the AdS/CFT correspondence (also known as holography and gauge/gravity duality) [6–8]
has been used as an alternative to study strongly interacting systems in Condensed Matter (see for instance Refs. [9–
12] and references therein). Although in its original form [6] the correspondence is between a specific supersymmetric
gauge theory and a string theory, it is widely believed that such a statement is true more generally, and that a wide class
of strongly coupled systems (described by strongly interacting quantum field theories) in D-dimensions are equivalent
(dual) to weakly coupled systems (in the presence of gravity) in (D + 1)-dimensions, where the number of degrees of
freedom of the D-dimensional quantum field theory is the same as in the (D + 1)-dimensional theory with gravity.
Examples of systems where the AdS/CFT correspondence have been used include: holographic hydrodynamics (also
known as fluid/gravity correspondence) [13, 14], where it was shown that there exists a minimal bound for the ratio
between the shear viscosity and entropy [15] in a relativistic fluid, holographic superconductors [16–18], which capture
many features of high Tc superconductors such as the existence of a critical temperature, a charged condensate and
a gap in the optical conductivity, and holographic entanglement entropy [19–22], where it was conjectured that the
entanglement entropy in a strong coupled theory can be calculated in the dual gravitational theory computing the
minimal surface area in the bulk. A particular instance of a successful application of the AdS/CFT correspondence
in Condensed Matter systems is in the study of non-Fermi liquids. These liquids are in general strongly coupled (and
critical) and cannot be described by the usual Landau Fermi theory [23–28].
In the present work we focus on a specific holographic model recently introduced by Kiritsis and Li [29] to study the
competition of different orders. In their model, Kiritsis and Li describe four different phases: an antiferromagnetic
phase, a superconducting phase, a striped phase and a normal (metallic) phase. Within their model, we will investigate
the crossover from the Fermi-liquid phase to the strange metal phase, which was not address in Ref. [29]. To study such
a crossover we introduce probe fermions in the holographic model and compute their corresponding Green function.
As it was shown by Faulkner and collaborators in a serie of seminal papers [24, 25, 30] the properties of the Green
function allow us to determine if the system is in the Fermi-liquid or in the strange metal phase.
This paper is organized as follows. In Sec. II we introduce the holographic model given in Ref. [29] and define the
different parameters that enter in the model. In Sec. III A we display the crossover from the Fermi-liquid phase to the
strange metal phase at zero temperature. In Sec. III B we repeat the analysis for finite temperatures and established
the curve that divides both phases as a function of doping and temperature. In Sec. IV we discuss our results, present
our conclusions and final remarks. The details of the calculations are presented in various Appendices.
3II. HOLOGRAPHIC METALS IN THE DOPED MODEL.
According to the proposal of [29], doping can be introduced in the holographic setup by including two gauge fields
A and A¯, which are dual to the electron (intrinsic to the material) and the added charge densities in the boundary
theory respectively. In the normal (not ordered) phase, the dynamics can be described by a Maxwell term for each
gauge field coupled to an Einstein-Hilbert term for the gravitational field 1
Sbackground =
1
2κ2
∫
d4x
√−g
(
R+
6
l2
− l2 (Fµν Fµν + F¯µν F¯µν)) . (1)
Here Fµν = ∂µAν − ∂νAµ, F¯µν = ∂µA¯ν − ∂νA¯µ and l is the AdS scale related to the cosmological constant by
Λ = −3/l2. Any solution to the equations of motion of (1) is a solution to the extended model introduced in [29], in
the region of parameters in which all the remaining fields out of the gravity and gauge fields vanish. In particular, the
background dual to a boundary field configuration with chemical potentials µ for the electrons and xµ for the added
charges, is given by a doubly charged version of the AdS-Reissner-No¨rdstrom planar black hole, with metric
ds2 =
r2
l2
(−f(r) dt2 + dx2 + dy2)+ l2
r2 f(r)
dr2 ,
f(r) ≡ 1−
(
1 +
l4µ2
r2h
(
1 + x2
))(rh
r
)3
+ l4µ2
(
1 + x2
) r2h
r4
, (2)
and gauge fields
A = µ
(
1− rh
r
)
dt ,
A¯ = xµ
(
1− rh
r
)
dt . (3)
The horizon sits at r = rh such that f(rh) = 0, and the black hole charges were adjusted in order to have vanishing
gauge fields At(rh) = A¯t(rh) = 0 at the horizon, which guarantees a smooth Euclidean continuation.
In terms of the boundary theory, the solution above is dual to a state with chemical potentials µ and xµ associated
to two independently conserved particle numbers. We identify the quotient x of those chemical potentials with the
doping parameter. The temperature of the dual state is identified with the Hawking temperature
T ≡ r
2
h f
′(rh)
4pi l2
=
rh
4pil2
(
3− l
4µ2
r2h
(
1 + x2
))
, (4)
in terms of the chemical potential and the doping parameter.
Spinor perturbations Ψ coupled to the above defined background would be the dual of fermionic operators in the
boundary field theory. Their dynamics is controlled by the Dirac action
Sprobe = −
∫
d4x
√−g Ψ¯ (/D −m) Ψ . (5)
Here /D is the covariant derivative, and we are omitting boundary terms (whose detailed form is explained in the
Appendix A). In (5) the covariant derivative contains the gravitational and electromagnetic couplings, as
/D = /∇− i q /A− i q¯ /¯A , (6)
where /∇ contains the spin connection (see Appendix A) and q and q¯ are the probe charges with respect to each
electromagnetic field. Concentrating first in the electromagnetic terms, after replacing explicitly the doubly charged
Reissner-Nordstro¨m background (3) we get
q /A+ q¯ /¯A = Γt
(
q µ
(
1− rh
r
)
+ q¯ xµ
(
1− rh
r
))
=
= Γt µ (q + q¯ x )
(
1− rh
r
)
. (7)
1 Our conventions can be related to those of [30] by re-scaling the gauge fields A→ g A and A¯→ g¯ A¯
4In the above formulas we notice that defining µeff qeff ≡ µ (q + q¯ x) we get an effective electromagnetic coupling which
is identical to that of a Dirac spinor of charge qeff moving in the electromagnetic field of a standard (singly charged)
Reissner-Nordstro¨m black hole, with chemical potential µeff . This encourages us to search for a similar identification
on the gravitational couplings, that would map the metric (2) into that of a standard Reissner-Nordstro¨m black hole.
Indeed, the definition µ2eff = µ
2(1 + x2) does the desired job. Notice that the temperature of such a black hole would
be Teff = rh/(4pil
2)(3− l4µ2eff/r2h) = T . In summary, the change of variables
Teff = T ,
qeff =
q + x q¯√
1 + x2
, (8)
maps the problem of a Dirac spinor charged with respect to two electromagnetic fields with probe charges q and q¯
moving in the background of a doubly charged black hole with temperature T , into the problem of a Dirac spinor
charged with probe charge qeff with respect to a single electromagnetic field, moving in the background of a standard
Reissner-Nordstro¨m black hole with temperature Teff . Such problem was extensively studied in the literature, see for
example [30].
In [30], a spinor perturbation moving in a standard Reissner-Nordsto¨m background was shown to be dual to a
fermionic excitation of the dual theory. Such boundary theory has a Fermi surface, with fermionic excitations whose
lifetime is given by τ ∼ ω−2νk at zero temperature, or by τ ∼ T−2νk at finite temperature (details in Appendix A).
Here the exponent νk is given by
2
νk =
√√√√1
6
(
m2 l2 +
l4 k2
r2h
√
1− 4pil2Teff/3rh
− q
2
eff
2
)
. (9)
Notice that the index νk in (9) must be evaluated at the Fermi surface k = kF . Here the momenta kF ’s are identified
with the poles (at Teff = 0) or the maxima (at Teff > 0) of the spectral function at zero frequency. We will focus on
the primary Fermi surface, i.e. the one with the largest kF . Mapping back to the original variables, we get a lifetime
controlled by the index νk which is now written as
νk =
√√√√1
6
(
m2 l2 +
l4 k2
r2h
√
1− 4pil2T/3rh
− (q + x q¯)
2
2(1 + x2)
)
, (10)
and it is a function of the temperature T and doping x that define the background fields, as well as of the probe
charges q and q¯ and mass m. Notice that, other than the explicit dependence on those variables, there is an implicit
one when evaluated at the Fermi momentum kF .
The important point here is that the metallic behavior is directly controlled by the temperature T and doping
x through the index νkF . In regions of the phase diagram such that νkF ≥ 1, we have a “quasi Landau” Fermi
liquid. Instead, when the parameters are such that 1/2 < νkF < 1, we get a Fermi surface with stable quasiparticles,
whose lifetime scales with the frequency or temperature differently from what is expected from Landau-Fermi liquid
theory [31]. Finally, in regions of the phase diagram such that νkF ≤ 1/2, we have a Fermi surface without stable
quasiparticles, a characteristic feature of strongly correlated systems which is expected for the strange metal phase.
We solved the Dirac equation for a spinor with charge qeff in a standard Reissner-Nordstro¨m background with
temperature Teff and chemical potential µeff , and identified the Fermi momentum kF as the maximum of the spectral
function at zero frequency. We replaced the resulting value for kF in equation (10) to obtain the value of the exponent
νkF . Then we map back to our problem and draw a phase diagram in the plane T vs. x, characterizing the metallic
properties at each point. The results are detailed in the next section.
III. STRANGE METAL CROSS-OVER.
In this section we summarize our results. To carry out computations, we take l as our lenght unit and so fix l = 1
and then, with the help of a scale invariance derived from the original AdS scale symmetry, we set rh = 1 as well,
2 See equation (D26) in Appendix D and equation (A31) in [30].
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FIG. 1. The index νkF as a function of the doping x. Each plot corresponds to a fixed value of the spinor mass m and charge
q¯, and shows different values of the charge q decreasing from the top curve to the bottom one. The dashed horizontal lines
denote νkF = 1/2 and νkF = 1. In all cases, there is a critical value of the doping at which νkF reaches the value 1/2 and
long lived quasiparticles begin to exist. When the mass m is non-vanishing, there is a larger value of the doping at which νkF
reaches the value 1 and the quasiparticle lifetime scales with the frequency as that of a Landau Fermi liquid.
see appendix E. The background is thus effectively defined in terms of only two independent parameters, which we
choose to be the doping variable x and the temperature T
T =
1
4pi
(
3− µ2 (1 + x2)) = 1
4pi
(
3− µeff 2
)
. (11)
We first explore the problem at zero temperature (µeff
2 = 3), and then at finite temperature (µeff
2 < 3).
A. Zero temperature
In Figure (1) we show curves of the index νkF as a function of the doping parameter x for different values of q, at
fixed values q¯ and m, at zero temperature. We observe that when x→∞ all the curves approach the same value, as
expected since the coupling q to the gauge field A is not relevant in that limit.
We see that, as the doping x grows, there is a transition from a region where νkF < 1/2 to a region where νkF > 1/2.
As was explained in Section II, this corresponds to the appearance of long lived quasiparticles, characteristic of the
Fermi-liquid behavior. Yet, this is not a Landau Fermi liquid, since the scaling of the quasiparticle lifetime τ as a
6function of frequency ω is different than the expected τ ∼ ω−2. Such Landau scaling is reached for larger values of x,
as long as the probe mass m is non-vanishing.
B. Finite temperature
In Figures 2 and 3 we show the T vs. x plane, with the values of νkF depicted as a color gradient, for different
values of the probe charges q and q¯ and mass m = 0 and m > 0 respectively. Darker regions correspond to smaller
νkF and lighter regions correspond to larger νkF , while νkF becomes complex in the regions that were left white. The
dashed green line depicts the curve νkF = 1/2, at the right of which excitations are stable and can be identified with
fermionic quasiparticles. The dashed red line on the other hand, denotes the νkF = 1 curve, at which the scaling of
the excitation lifetime τ as a function of temperature corresponds to that of a Landau quasiparticle τ ∼ T−2.
We see that, as the temperature is increased, the transition from the strange metal behavior νkF < 1/2 to the Fermi
liquid one νkF > 1/2 occurs at a higher critical doping. Moreover, even if the precise value of the doping at which
the transition occurs for a given temperature depends on the specific values of q, q¯ and m, the qualitative behavior is
independent of such variables.
(a) m = 0, q = 0.1, q¯ = 2 (b) m = 0, q = 0.1, q¯ = 3
FIG. 2. The T vs. x plane, shaded according to the values of νkF . Darker regions correspond to smaller νkF , while lighter
regions correspond to larger values. In the white regions νkF is complex. The dashed green line depict the value νkF = 1/2,
at the right of which stable quasiparticles exist. Notice that the line is tilted to the right, implying that the critical value of x
increases with temperature. Both plots correspond to vanishing probe mass m = 0; notice that, in agreement with the T = 0
plots, there is no region in the plane in which the value νkF = 1 is reached.
IV. DISCUSSION.
In this work we investigated further the holographic model proposed by Kiritsis and Li in Ref. [29] for a dual field
theory at finite doping. Such model presents a phase diagram which in a region of parameters is qualitatively similar
to that of high temperature superconductors.
By introducing fermions into the model, we were able to study the spectral function and use it to analyze the
metallic behavior. We focus on the scaling of the fermionic excitation lifetime τ as a function of temperature T (or
frequency ω when the temperature vanishes). We showed that, as the doping is increased, such scaling flows smoothly
from values that correspond to short lived excitations, into values that give rise to long lived Landau quasiparticles.
This can be interpreted as a crossover from a strange metal phase with short-lived excitations into a Fermi Liquid
region with well defined quasiparticles. The critical value of the doping at which quasiparticles begin to exist increases
with temperature. Although the model has a set of arbitrary parameters, such as the probe charges q and q¯ and
mass m, this qualitative behavior is independent of their specific values. In Figure 4 we sketch the phase diagram for
7(a) m = 0.1, q = 0.5, q¯ = 3 (b) m = 0.2, q = 1, q¯ = 3
(c) m = 0.3, q = 1.4, q¯ = 3
FIG. 3. The T vs. x plane, shaded according to the values of νkF . Darker regions correspond to smaller νkF , while lighter
regions correspond to larger values. In the white regions νkF is complex. The dashed green line depict the value νkF = 1/2,
at the right of which stable quasiparticles exist. Notice that the line is tilted to the right, implying that the critical value of
x increases with temperature. The dashed red line depict the value νkF = 1, at which the lifetime of the quasiparticles scales
like that of a Landau Fermi liquid.
the doped holographic superconductor model proposed in Ref. [29] supplemented with the results obtained for the
metallic phase.
All the above mentioned qualitative features are in remarkable agreement with the expected behavior of the metallic
phases according to the phase diagrams observed in the copper oxides high Tc superconductors. For instance, see the
similarity between the phase diagram in Figure 4 and the phase diagram shown in Figure 2 in Ref. [3].
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FIG. 4. Schematic phase diagram for the doped holographic superconductor model
Appendix A: Conventions
We consider an asymptotically AdS metric of the form,
g = gtt(r) dt
2 + grr(r) dr
2 + gxx(r) dx
2 + gyy(r) dy
2 = ηab ω
a ωb (A1)
where we defined the vierbein and dual vector basis as:
ω0 ≡√−gtt(r) dt , e0 ≡ 1√−gtt(r) ∂∂t
ω1 ≡√gxx(r) dx , e1 ≡ 1√
gxx(r)
∂
∂x
ω2 ≡√gyy(r) dy , e2 ≡ 1√
gyy(r)
∂
∂y
ω3 ≡√grr(r) dr , e3 ≡ 1√
grr(r)
∂
∂r
(A2)
The non-zero components of the spin connection are given by
ω03 = −ω03 = +ω30 = e3
(
ln
√
−gtt(r)
)
ω0
ω13 = +ω13 = −ω31 = e3
(
ln
√
gxx(r)
)
ω1
ω23 = +ω23 = −ω32 = e3
(
ln
√
gyy(r)
)
ω2 (A3)
The action of a Dirac spinor of (non-negative) mass m coupled to gauge fields A and A¯ with charges q and q¯ respectively
is
Sprobe = −
∫
d4x
√−g Ψ¯ (ΓaDa −m) Ψ∓
∫
r→∞
d3x
√−h Ψ¯± Ψ∓ , (A4)
where h = hµν(x) dx
µ dxν is the induced metric on the boundary r → ∞, (xµ) ≡ (t, x, y) are the space-time
coordinates on the boundary, and the covariant derivative is defined by
DaΨ =
(
ea +
i
2
ωbca Sbc − i q Aa − i q¯ A¯a
)
Ψ (A5)
Here the local gamma-matrices obey {Γa,Γb} = 2 ηab and Sab ≡ 14 i [Γa,Γb] are the generators in the spinorial
representation of the local Lorentz group in 1 + 3 dimensions. In (A4) Ψ¯ ≡ Ψ† C where we take the conjugation
matrix to be C ≡ iΓ0 . Furthermore, the boundary term is needed to have a well defined variational principle and it
depends on the boundary conditions to be imposed [32]. By direct computation it is straightforward to see that the
up (down) term corresponds to fix on the boundary the value of the right (left) component of the spinor with respect
to Γ3, i.e. Ψ+ ≡ P+ Ψ (Ψ− ≡ P−Ψ), where P± ≡ 12 (1± Γ3); we choose this possibility.
9The resulting equations of motion read,
(ΓaDa −m) Ψ = 0 . (A6)
In this paper we consider the rotational invariant case gxx = gyy, and assume that only the temporal component of
the gauge fields are non zero. To solve (A6) we find convenient to work in momentum space. Denoting (kµ) = (kt ≡
−ω, kx ≡ k cos θ, ky ≡ k sin θ), we introduce the bi-spinors {ψ(α)ω,k(r), α = 1, 2} as follows,
Ψ(x, r) ≡ (−g grr)− 14
∫
d3k
(2pi)3
ei kµ x
µ
ei θ(
~k)S12
(
ψ
(1)
ω,k(r)
ψ
(2)
ω,k(r)
)
(A7)
Also we adopt a pure imaginary representation for the Γ-matrices,
Γ0 ≡
(
i σ1 0
0 i σ1
)
, Γ1 ≡
( −σ2 0
0 σ2
)
, Γ2 ≡
(
0 σ2
σ2 0
)
, Γ3 ≡
( −σ3 0
0 −σ3
)
(A8)
So P+ = diag(0, 1, 0, 1) and P− = diag(1, 0, 1, 0), and therefore to fix Ψ+(x, r) = P+ Ψ(x, r) at the boundary corre-
sponds to fix the spin down component of ψ
(α)
ω,k(r) at infinity.
Equation (A6) then yields in momentum space,
(∂r +m
√
grr σ3) ψ
(α)
ω,k(r) =
√
grr
gxx
((−)α k σ1 + i uω(r)σ2) ψ(α)ω,k(r) , α = 1, 2 (A9)
where
uω(r) ≡
√
−gxx
gtt
(
ω + q At + q¯ A¯t
)
(A10)
From (A9) it follows that ψ
(2)
ω,k(r) ∝ ψ(1)ω,−k(r) 3. So we need to focus only in one equation, for instance, in the α = 1
equation.
Appendix B: The AdS/CFT prescription for the computation of retarded Green functions
Near the AdS boundary, the general solution to (A6) in arbitrary d+ 1 dimensions behaves as,
Ψ(x, r)
r→∞−→ r− d2+ml ψ+(x) + ...+ r− d2−ml ψ−(x) + ... (B1)
where ψ±(x) are right and left handed with respect to Γd, Γd ψ±(x) = ±1. If we define the QFT fermionic operator
O dual to Ψ as coupled to the source ψ+ in the standard way Ssource[ψ¯+, ψ+] =
∫
ddx (O¯(x)ψ+(x) + ψ¯+(x)O(x)) then
the AdS/CFT prescription in the limit of a large number of degrees of freedom (the “large N” limit) dictate us to
identify the on-shell bulk fermionic action (A4) with the generating function of connected correlation functions in the
field theory, i.e.
G[ψ¯+, ψ+] ≡ Son shellprobe = −l−d
∫
ddx ψ¯+(x)ψ−(x) (B2)
where in the last equality we used (B1) and the AdS1,d metric. The two-point function in momentum space G˜R(k) is
introduced by
− i 〈O˜(k) O˜†(p)〉connected ≡ (2pi)d δd(p− k) G˜R(k) = C−1 δ
2G[ψ¯+, ψ+]
δψ˜†+(k) δψ˜+(p)
C−1 (B3)
The retarded Green function we are interested in is then obtained from (B2) as,
G˜R(k) = C
−1
∫
ddp
(2pi)d
δ2Son shellprobe
δψ˜†+(k) δψ˜+(p)
C−1 (B4)
3 We can certainly take a basis of solutions of (A9) related by interchanging k → −k, but due to the ingoing b.c. to be imposed at the
horizon it follows that the solution we search for is unique up to normalization.
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by imposing ingoing boundary conditions at the horizon. In our case of interest, d = 3, and with the conventions
given in (A8), the eq. (B1) can be written as:
(
ψ
(1)
ω,k(r)
ψ
(2)
ω,k(r)
)
r→∞−→ r+ml

0
a(1)(ω, k)
0
a(2)(ω, k)
+ ...+ r−ml

b(1)(ω, k)
0
b(2)(ω, k)
0
+ ... (B5)
Using this notation, the fermionic action is expressed as
Son shellprobe =
∫
d4k
(2pi)4
(
a(1)∗(ω, k) b(1)(ω, k) + a(2)∗(ω, k) b(2)(ω, k)
)
(B6)
Then from (B4) we get,
G˜R(k) = diag(GR(ω, k), 0, GR(ω,−k), 0) , b(α)(ω, k) ≡ GR(ω, (−)1+αk) a(α)(ω, k) (B7)
We remark that ingoing boundary conditions at the horizon completely fix the solution for given non zero a(α)(ω, k);
in view of the linearity of the equations, b(α)(ω, k) ∝ a(α)(ω, k), and the value of the source is irrelevant in computing
G˜R(k) in (B7).
Appendix C: A fermionic Schro¨dinger equation
Writing
ψ
(1)
ω,k(r) ≡
(
yω,k(r)
zω,k(r)
)
(C1)
from (A9) we get a coupled system of equations given by:
0 = (∂r +m
√
grr) yω,k(r) +
√
grr
gxx
(−uω(r) + k) zω,k(r)
0 = (∂r −m√grr) zω,k(r) +
√
grr
gxx
(+uω(r) + k) yω,k(r) (C2)
From the second equation we have that:
yω,k(r) = −
√
gxx
grr
(uω(r) + k)
−1 (∂r −m√grr) zω,k(r) (C3)
By plugging the above expression into the first equation in eq. (C2) get a second order differential equation given by:
z′′ω,k(r) + Pω,k(r) z
′
ω,k(r) +Qω,k(r) zω,k(r) = 0 (C4)
where we have defined:
Pω,k(r) = −∂r ln
(√
grr
gxx
(uω(r) + k)
)
Qω,k(r) = − grr
gxx
(k2 − uω(r)2) +m√grr ∂r ln
(
uω(r) + k√
gxx
)
−m2 grr (C5)
Making the change of variable r → s, such that:
s′′(r) + Pω,k(r) s′(r) = 0 −→ s′(r) = s′(r0) e−
∫ r
r0
dr′ Pω,k(r′) (C6)
and using (C5) we find,
s(r) = s0
∫ r
∞
dr′
√
grr
gxx
(uω(r) + k) (C7)
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where s0 is an arbitrary constant that puts the scale of s. With this change of variable eq. (C4) takes the form of the
Schro¨dinger equation for z˜ω,k(s) ≡ zω,k(r)|r(s),
z˜′′ω,k(s)− Vω,k(s) z˜ω,k(s) = 0 , Vω,k(s) ≡ −
Qω,k(r)
s′(r)2
∣∣
r(s)
(C8)
Explicitly the effective potential is,
Vω,k(s) ≡ 1
s02 (uω(r) + k)2
(
k2 − uω(r)2 −m gxx√
grr
∂r ln
(
uω(r) + k√
gxx
)
+m2 gxx
) ∣∣
r(s)
(C9)
Appendix D: Low energy spectral function
It will be convenient in the analysis of this section to re-consider equations (C2) by introducing the components
y±ω,k by means of the following rotation,
ψ
(1)
ω,k(r) =
(
yω,k(r)
zω,k(r)
)
≡ 1√
2
(1− i σ1)
(
y+ω,k(r)
y−ω,k(r)
)
=
 1√2 (y+ω,k(r)− i y−ω,k(r))
−i√
2
(
y+ω,k(r) + i y
−
ω,k(r)
)  (D1)
Equations (C2) are now,
0 =
(
∂r + i
√
grr
gxx
uω(r)
)
y+ω,k(r) + f
+
k (r) y
−
ω,k(r)
0 =
(
∂r − i
√
grr
gxx
uω(r)
)
y−ω,k(r) + f
−
k (r) y
+
ω,k(r) (D2)
where we have defined,
f±k (r) ≡ k
√
grr
gxx
∓ im√grr (D3)
From the first/second equation in (D2) we can write y∓ω,k(r) in terms y
±
ω,k(r) as follows,
y∓ω,k(r) = −
1
f±k (r)
(
∂r ± i
√
grr
gxx
uω(r)
)
y±ω,k(r) (D4)
By plugging it in the second/first equation we get two second order differential equations,
∂2ry
±
ω,k(r)− ∂r ln f±k (r) ∂ry±ω,k(r) + q±ω,k(r) y±ω,k(r) = 0 (D5)
where,
q±ω,k(r) ≡
grr
gxx
(
uω(r)
2 − k2)−m2 grr ± i (∂r (√ grr
gxx
uω(r)
)
−
√
grr
gxx
uω(r) ∂r ln f
±
k (r)
)
(D6)
To get the QFT retarded fermionic Green function we have to solve (D5) imposing ingoing boundary conditions
at the horizon, and then apply the AdS/CFT recipe. This task cannot be done analytically in general and we have
to resort to numerical computations. However in some cases as the one we have at hand where, in the near extremal
T = 0 limit, the IR is essentially an AdS2 black hole, it is possible to get explicitly the low frequency, low temperature
behavior by using a matching method pioneered many years ago in string contexts [8]. In the following, we closely
follow [25] and [30].
The idea is to divide the domain of the coordinate r in an “inner” and an “outer” region, and then match the
solutions in each region in a low frequency expansion. To this end, while the horizon is defined as the point rh such
that f(rh) = 0, we also introduce the point r∗ such that f ′(r∗) = 0. From equation (4) it is clear that both points
coincide at T = 0. More explictly, we will focus on the AdS-RN black hole solution defined by,
− gtt = 1
grr
=
r2
l2
(
1−
(
1 +
l4 µ2
r2h
) (rh
r
)3
+
l4 µ2
r2h
(rh
r
)4)
, gii =
r2
l2
; At = µ
(
1− rh
r
)
(D7)
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The temperature T ≡ |g′tt(rh)|4pi is determined by the horizon position,
T
µ
=
3
4pi
rh
l2 µ
(
1− l
4 µ2
3 rh2
)
=
√
3
2pi
sinh ln
√
3 rh
l2 µ
(D8)
In terms of the temperature, rh and r∗ are given by,
rh
l2 µ
=
1√
3
(√
1 + t¯2 + t¯
)
=
1√
3
(
1 + t¯+ o(t¯2)
)∣∣∣∣
t¯= 2pi T√
3µ
r∗
l2 µ
=
1√
3
1√
1 + t¯2 − t¯2
=
1√
3
(
1 +
t¯
2
+ o(t¯2)
)∣∣∣∣
t¯= 2pi T√
3µ
(D9)
where we have displayed their low temperature expansions, from where we see that both of them go to the same
constant value l
2 µ√
3
at T = 0. Instead, at high temperatures Tµ  1 the horizon position diverges linearly as 4pi l
2 T
3
while that r∗ goes to zero as l
2 µ2
pi T . From equations (D9) it follows that,
rh − r∗ = pi
3
l2 T
(
1 + o
(
T
µ
))
≥ 0 (D10)
Outer region
It is defined as the region where r∗ + σ l2
2
 < r < ∞, where σ and  are small but otherwise arbitrary parameters,
and l2 is defined in (D20). The boundary region r → ∞ is in this outer region, and according to (B5) the solution
there behaves like,
ψ
(1)
ω,k(r)
r→∞−→ a(1)(ω, k) rml
(
0
1
)
+ · · ·+ b(1)(ω, k) r−ml
(
1
0
)
+ . . . (D11)
By fixing at the boundary the source
(
0
a(1)(ω, k)
)
≡ lim
r→∞ r
−ml ψ(1)ω,k(r), the retarded Green function of the fermionic
operator dual to ψ
(1)
ω,k is computed according to the AdS/CFT recipe (B7)
GR(ω, k) =
b(1)(ω, k)
a(1)(ω, k)
(D12)
In general there are two independent solutions to (A9) (or to (D5), (D4)); let us call them η±ω,k(r) in the outer region.
Then we can write,
ψ
(1)
ω,k(r) = η
+
ω,k(r) + Gk(ω) η−ω,k(r) (D13)
where Gk(ω) is the relative normalization. Given that in the outer region equation (D5) is well behaved around ω = 0,
we can choose both solutions to be holomorphic in ω, η±ω,k(r) =
∑∞
p=0 η
±
p,k(r)ω
p, and expand (D13) in powers of ω,
ψ
(1)
ω,k(r) =
∞∑
p=0
(
η+p,k(r) + Gk(ω) η−p,k(r)
)
ωp (D14)
Notice that the relative normalization is independent of the order p, a crucial fact to carry out the matching procedure.
According to (D1), the spinors η±p,k are computed in terms of the y
±
p,k’s obtained by solving the (infinite) set of equations
derived from (D5) order by order in ω 4. Explicitly, if we write,
y±ω,k(r) ≡
∞∑
p=0
y±p,k(r) ω
p ; q±ω,k(r) ≡ q±0,k(r) + q±1,k(r)ω + q±2,k(r)ω2 (D15)
4 We recall that we should solve for, i.e. y+ω,k, obtaining two independent solutions; then y
−
ω,k is given by the relation (D4).
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where the functions {q±i,k(r), i = 0, 1, 2} are read from (D6), then the system for the y±p,k’s result,(
d2
dr2
− ∂r ln f±k (r)
d
dr
+ q±0,k(r)
)
y±p,k(r) = −q±1,k(r) y±p−1,k(r)− q±2,k(r) y±p−2,k(r) , p = 0, 1, . . . (D16)
where by definition y±−1,k(r) = y
±
−2,k(r) = 0. Thus the lowest order functions y
±
0,k verify homogeneous linear equations,
while the subleading orders are determined by inhomogeneous equations. Once we define y±0,k(r), the solutions at
higher orders are completely determined by imposing that there is no homogeneous contribution proportional to
y±0,k(r).
The near-boundary behavior (D11) is,
η±p,k(r)
r→∞−→ a±p (k) rml
(
0
1
)
+ · · ·+ b±p (k) r−ml
(
1
0
)
+ . . . (D17)
Then from (D11), (D14), (D12) we can write,
GR(ω, k) =
b+(ω, k) + Gk(ω) b−(ω, k)
a+(ω, k) + Gk(ω) a−(ω, k) (D18)
where we have defined the holomorphic coefficients,
a±(ω, k) =
∞∑
p=0
a±p (k) ω
p ; b±(ω, k) =
∞∑
p=0
b±p (k) ω
p (D19)
We emphasize that they are univocally determined order by order in ω once the spinors η±ω,k(r) are completely defined.
This is made once a condition in the IR is imposed, that is, by fixing the homogeneous part of the subleading orders
in (D16). We will do it below when discussing the matching procedure.
Inner region
The problem of computing (D12) relies in connecting the UV behavior (D11) with the IR solution. If the IR solution
is known (and this is the crucial point!), the matching procedure that we briefly explain below allows to compute
(D12) in the low frequency and low temperature regime.
The inner region is defined by introducing the coordinates ξ and τ by,
r ≡ r∗ + σ l2
2
ξ
↔ ξ ≡ σ l2
2
r − r∗ ,  < ξ < ξh
τ ≡ σ l
rh
t ,
l2
l22
≡ rh
2 f ′′(rh)
2
= d (d− 1) (D20)
where the last equality is valid for the AdS-RN black hole solution (D7). We will be interested in the limit σ → 0
and → 0 with σ → 0, holding the parameter
ξh ≡ σ l2
2
rh − r∗ =
σ
2pi T
(
1 + o
(
T
µ
))
(D21)
fixed, where we used (D10).
In terms of the coordinates (D20) we have,
f(r) = σ2
l2 l2
2
rh2
f˜
(
ξ
ξh
)
ξ2
(1 + o(σ)) , f˜(x) ≡ 1− x2 (D22)
The background fields take the form,
g =
l2
2
ξ2
−f˜ ( ξ
ξh
)
dτ2 +
dξ2
f˜
(
ξ
ξh
)
+ rh2
l2
(
dx2 + dy2
)
+ o(σ)
A = dτ
e3
ξ
(
1− ξ
ξh
)
+ o(σ) , e3 ≡ µ l2
2
l
(D23)
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We recognize the leading order terms in σ as the AdS2 ×<2 black hole solution. With respect to τ , the temperature
of this black hole is Tτ =
1
2pi ξh
; together with the frequency defined by ω t ≡ ωτ τ they are related to the original
ones by,
T = σ Tτ ; ω ≡ σ l
rh
ωτ (D24)
These relations show that in the limit σ → 0 at fixed ωτ and Tτ , ω and T goes to zero while ω/T remains fixed. In
this limit the low temperature regime T/µ << 1 implies a low frequency expansion in the sense ω/µ << 1. Since we
are interested in this low energy, low temperature regime, we will keep the leading order terms in T/µ. At leading
order in σ, the fermionic equation (D5) becomes,
0 =
ξ2 ∂2ξ +
2− 1
f˜
(
ξ
ξh
)
 ξ ∂ξ + v±ω,k ( ξξh
) y±ω,k(r)
v±ω,k(x) ≡
x2
f˜(x)2
(
W ξh + E3
(
1
x
− 1
))2
− Kˆ
2 + Mˆ2
f˜(x)
∓ i x
f˜(x)2
(W ξh − E3 (1− x)) (D25)
where we have introduced W ≡ lrh ωτ and the three dimensionless constants, Kˆ ≡ l l2rh k, Mˆ ≡ ml2, E3 ≡ lrh e3 = l2
2
rh
µ.
In terms of them we also introduce the index,
νk ≡
{ √
ν2k , ν
2
k ≥ 0
−i√−ν2k , ν2k < 0 with ν2k ≡ Kˆ2 + Mˆ2 − E32 (D26)
We give below the solutions to the equation (D25) for temperature zero and non-zero.
Case T = 0
Let us define the following functions,
W± (ξ; ν,W,E) ≡ (i 2W ξ)−
1
2 W∓ 12−iE,ν (i 2W ξ) (D27)
where Wλ,ν(z) is the Whittaker function [33]. It has the following behaviors,
W± (ξ; ν,W,E)
ξ→0+−→ Γ(−2ν)
Γ( 12 ± 12 − ν + iE)
(i 2W ξ)ν + · · ·+ Γ(2ν)
Γ( 12 ± 12 + ν + iE)
(i 2W ξ)−ν + . . .
W±(ξ; ν,W,E)
ξ→∞−→ (i 2W ξ)− 12∓ 12−iE e−iWξ
(
1 + o
(
1
ξ
))
(D28)
Then the general solution to (D25) can be written as,
y±ω,k(r) = A
±
ω,kW±(ξ; νk,W,E3) +B
±
ω,kW∓(ξ; νk,W,E3) (D29)
But from the second line in (D28), and since e∓iWξ-terms are outgoing/ingoing waves near the horizon ξ → ∞,
imposing ingoing boundary conditions implies A±ω,k = 0. Then by using the first equation in (D28) we get the
following expression at the boundary of the AdS2 black hole,
y±ω,k(r)
ξ→0+−→ B±ω,k
(
Γ(−2 νk)
Γ( 12 ∓ 12 − ν − iE3)
(−i 2W ξ)ν + · · ·+ Γ(2 νk)
Γ( 12 ∓ 12 + ν − iE3)
(−i 2W ξ)−ν + . . .
)
(D30)
However y±ω,k(r) are not independent because of the relations (D4), that in the inner variables read,
y±ω,k(r) =
1
Kˆ ± i Mˆ
(
ξ ∂ξy
∓
ω,k(r)± i (E3 +W ξ) y∓ω,k(r)
)
(D31)
In particular from the low ξ behavior (D30), equations (D31) imply,
A+ω,k = −
(
Kˆ − i Mˆ
)
A−ω,k ; B
−
ω,k = −
(
Kˆ + i Mˆ
)
B+ω,k (D32)
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which determine y−ω,k(r) in terms of y
+
ω,k(r).
With the help of (D32), from (D1) and (D31) we get,
ψ
(1)
ω,k(r)
ξ→0+−→ aω,k
(
ξ
σ
)−νk
v−k + bω,k
(
ξ
σ
)νk
v+k (D33)
where we have introduced the spinors,
v±k ≡
( ±νk + Mˆ
Kˆ + E3
)
(D34)
and the constants,
aω,k = − (−i 2ω)−νk Γ(2 νk)
Γ(1 + νk − i E3)
(
1 + i
νk + Mˆ
Kˆ + E3
)
B+ω,k√
2
bω,k = − (−i 2ω)νk Γ(−2 νk)
Γ(1− νk − i E3)
(
1 + i
−νk + Mˆ
Kˆ + E3
)
B+ω,k√
2
(D35)
According to (B7) one can introduce a two-dimensional Green function of fermionic operators defined as dual to the
source in (D33),
G(2)k (ω) ≡
bω,k
aω,k
= e−i pi νk
Γ(−2 νk)
Γ(2 νk)
Γ(1 + νk − i E3)
Γ(1− νk − i E3)
νk + Mˆ + i (E3 + Kˆ)
−νk + Mˆ + i (E3 − Kˆ)
(2ω)2 νk (D36)
Case T > 0
Let us define the following function,
F (x; ν,W,E) ≡
(
1− x
1 + x
)−i(W2 −E) ( 2x
1− x
)ν
2F1
(
ν − iE, 1
2
+ ν + i (W − E) ; 1 + 2 ν;− 2x
1− x
)
(D37)
where 2F1(α, β; γ; z) is the hypergeometric function [33]. It has the following behaviors,
F (x; ν,W,E)
x→0+−→ (2x)ν + . . .
F (x; ν,W,E)
x→1−−→ Γ(1 + 2 ν) Γ(
1
2 + iW )
Γ( 12 + ν + i (W − E)) Γ(1 + ν + i E)
(
1− x
2
)−iW2
+ . . .
+
Γ(1 + 2 ν) Γ(− 12 − iW )
Γ(ν − i E) Γ( 12 + ν − i (W − E))
(
1− x
2
) 1
2+i
W
2
+ . . . (D38)
Then the solution to (D25) can be written as,
y±ω,k(r) = A
±
ω,k F
(
ξ
ξh
;−νk,±W ξh,±E3
)
+B±ω,k F
(
ξ
ξh
; +νk,±W ξh,±E3
)
(D39)
By using the first equation in (D38) we get the following expression in the boundary of the AdS2 black hole,
y±ω,k(r)
ξ→0+−→ A±ω,k
(
2
ξ
ξh
)−νk
+ · · ·+B±ω,k
(
2
ξ
ξh
)+νk
+ . . . (D40)
As in the case of zero temperature, the y±ω,k(r) are not independent due to the relations in (D4), that in the inner
variables read as:
y±ω,k(r) =
1
Kˆ ± i Mˆ
(
f˜(ξ) ξ ∂ξy
∓
ω,k(r)± i
(
E3 +
(
W − E3
ξh
)
ξ
)
y∓ω,k(r)
)
(D41)
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In particular from the large ξ behavior (D40) we get that,
A−ω,k =
Kˆ + i Mˆ
−νk + i E3 A
+
ω,k ; B
−
ω,k =
Kˆ + i Mˆ
+νk + i E3
B+ω,k (D42)
which determines y−ω,k(r) in terms of y
+
ω,k(r).
On the other hand, to get the near horizon behavior we must use the second equation in (D38). The terms with the
(1−x)−i W2 -dependence correspond to ingoing waves while those with (1−x)+i W2 -dependence are outgoing waves. By
imposing ingoing boundary conditions these last terms should cancel, what leads to the following relations between
the coefficients,
A+ω,k
B+ω,k
=
Γ(+2 νk)
Γ(−2 νk)
Γ(−νk − i E3)
Γ(+νk − i E3)
Γ( 12 − νk − i (W ξh − E3))
Γ( 12 + νk − i (W ξh − E3))
A−ω,k
B−ω,k
=
Γ(+2 νk)
Γ(−2 νk)
Γ(1− νk − i E3)
Γ(1 + νk − i E3)
Γ( 12 − νk − i (W ξh − E3))
Γ( 12 + νk − i (W ξh − E3))
(D43)
It is straight to check the compatibility between (D42) and (D43).
With the help of (D42), from (D1) we get a near-boundary expansion analogous to (D33) with v±k as in (D34) and
the constants given by,
aω,k = − (4pi T )
−νk
−νk + i E3
(
1 + i
νk + Mˆ
Kˆ + E3
)
A+ω,k√
2
bω,k = − (4pi T )
νk
νk + i E3
(
1 + i
−νk + Mˆ
Kˆ + E3
)
B+ω,k√
2
(D44)
with A+ω,k and B
+
ω,k related by the first equation in (D43). According to (B7) the two-dimensional Green function of
fermionic operators defined as dual to the source in (D33) results,
G(2)k (ω) =
Γ(−2 νk)
Γ(2 νk)
Γ( 12 + νk − i(Wτ − E3)
Γ( 12 − νk − i(Wτ − E3)
Γ(1 + νk − i E3)
Γ(1− νk − i E3)
−νk + Mˆ − i (E3 + Kˆ)
νk + Mˆ − i (E3 + Kˆ)
(4pi T )2 νk (D45)
It is worth to note that as it was remarked in [25], the cut in ω at T = 0 (equation (D36)) transmutes in an infinite
set of poles at T > 0 (equation (D36)); however we can show that G(2)k (ω)|T>0/G(2)k (ω)|T=0
ξh→∞−→ 1.
The matching procedure
To determine completely the fermionic solution, we have to match the inner solution at ξ = → 0+ with the outer
solution at r = r∗ + σ l2
2
 → rh. The most straight way to do it is the following one. With the help of (D36), (D45)
let us write the behavior of the leading order inner solution (D33) in the form,
ψ
(1)
ω,k(r)
ξ→0+−→ aω,k v−ω,k
(
ξ
σ
)−νk
+ · · ·+ G(2)k (ω) aω,k v+ω,k
(
ξ
σ
)νk
(D46)
where the spinors v±ω,k are given in (D34). Now let us consider the leading order outer solution, the p = 0 term in
(D14). It is not difficult to see that the equations verified by the functions η±0,k(r) are exactly the same ones as the
verified by the inner solutions in the limit ξ → 0+. Therefore from (D33) we see that the matching is automatically
realized if:
• We define η±0,k(r) by imposing the IR normalization,
η±0,k(r)
r→rh−→ aω,k v∓ω,k
(
r − r∗
l22
)±νk
+ . . . (D47)
• We identify the relative normalization in (D13) with the retarded Green function in the IR CFT dual to AdS2×<2
background, i.e. Gk(ω) ≡ G(2)k (ω).
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By carrying out these steps the Green function (D18) at low frequencies is given by the following expression:
GR(ω, k) =
b+0 (k) + b
+
1 (k)ω + · · ·+ (b−0 (k) + . . . ) G(2)k (ω)
a+0 (k) + a
+
1 (k)ω + · · ·+ (a−0 (k) + . . . ) G(2)k (ω)
(D48)
where the coefficients a±p (k), b
±
p (k) are real and have to be obtained from (D17) by solving (D16).
Appendix E: Computation of the retarded Green function.
We focus on the upper bi-spinor ψ
(1)
ω,k(r). In order to carry out numerical computations, it is convenient to use the
spinor variable,
ζω,k(r) ≡ yω,k(r)
zω,k(r)
(E1)
which from (C2) obeys the non-linear equation,√
gii
grr
∂rζω,k(r) = uω(r)− k − 2m√gii ζω,k(r) + (uω(r) + k) ζω,k(r)2 (E2)
where
uω(r) = f(r)
− 12
(
ω + µeff(T ) qeff(x¯; q, q¯)
(
1− rh
r
))
(E3)
The function ζω,k allows to compute directly the retarded Green function from the relation,
GR(ω, k) = lim
r→∞ r
ml ζω,k(r) (E4)
that follows from the definitions (D11) and (D12). On the other hand, (E2) must be solved with ingoing b.c. in the
IR, more precisely, with the b.c. dictated by the ingoing b.c. imposed on yω,k and zω,k. These b.c. follow from the
following IR behaviors:
Case T = 0 −→ f(r) = f ′′(rh)2 (r − rh)2 + ... = l
2
l22
ρ2 (1 + o(ρ))
ψ
(1)
ω,k(r)
r→rh−→

a+(0, k) v
+
k ρ
−νk + ...+ a−(0, k) v−k ρ
+νk + ...
∣∣∣ρ= rrh−1 , ω = 0
a+(ω, k)
( −i
1
)
e
−i l22 ωrh ρ + ...+ a−(ω, k)
(
+i
1
)
e
+i
l2
2 ω
rh ρ + ...
∣∣∣ρ= rrh−1 , ω 6= 0 (E5)
where νk is defined in (D26), the spinors v
±
k in (D34) and l2 ≡
√
2
rh2 f ′′(rh)
l = l√
6
.
Ingoing b.c. impose that a+(ω, k) = 0; then we have for ζω,k(r) that,
ζω,k(rh) =
{
Mˆ−νk
Kˆ+E3
, ω = 0
i , ω 6= 0 (E6)
Case T > 0 −→ f(r) = f ′(rh) (r − rh) + ... = 3 TTM ρ (1 + o(ρ))
ψ
(1)
ω,k(r)
r→rh−→

a+(0, k)w
+
k e
−k
√
rh ρ
pi l2
2 T + ...+ a−(0, k)w−k e
+k
√
rh ρ
pi l2
2 T + ...
∣∣∣ρ= rrh−1 , ω = 0
a+(ω, k)
( −i
1
)
ρ+i
ω
4pi,T + ...+ a−(ω, k)
(
+i
1
)
ρ−i
ω
4pi,T + ...
∣∣∣ρ= rrh−1 , ω 6= 0 (E7)
where k = νk|E3=0 =
√
Kˆ2 + Mˆ2 > 0 and w±k = v
±
k |E3=0 =
( ±k + Mˆ
Kˆ
)
.
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Also in this case ingoing b.c. impose that a+(ω, k) = 0, and then we get,
ζω,k(rh) =
{
Mˆ−k
Kˆ
, ω = 0
i , ω 6= 0 (E8)
In order to solve (E2) with the corresponding boundary conditions (E6) or (E8), we start fixing the scale unit l = 1,
i.e. the mass unit is taken to be l−1. Afterwards, we note that if we make the scaling transformation,
(xµ, r)→
(
xµ
γ
, γ r
)
(E9)
the system is invariant if we also re-scale the parameters as follows 5,
(rh, µ)→ γ (rh, µ) (E10)
If we take γ = rh it is clear that we work in the system with rh = 1 and parameters
µ
rh
, Trh , etc.. Then we will fix
rh = 1 and omit the rh-factors in the rest of the parameters. The temperature is then tuned by changing the chemical
potential,
T =
1
4pi
(
3− µ2) (E11)
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