For a given visual cryptography scheme, it is possible to present a basis matrices for it and most of constructions are based on basis matrices. In this paper we introduce a lower bound for the pixel expansion of visual cryptography schemes with basis matrices. To make the main theorem more flexible, we will introduce a lower bound based on induced matchings of hypergraph of qualified sets. As an application, we present an algebraic proof for the fact that the pixel expansion of basis matrices of any k out of k scheme is at least 2 k−1 . In the sequel, we present a lower bound for the pixel expansion of a given graph access structure in term of maximum number of edges in an induced matching. Finally, we show that the minimum pixel expansion of basis matrices of graph access structure P n is exactly ⌈ n+1 2 ⌉ and this shows the lower bound mentioned in the main theorem is sharp.
Introduction
A special kind of secret sharing schemes are visual cryptography schemes(VCS). Visual cryptography was first introduced by Naor and Shamir [7] . A VCS is a method to secretly share an image among a given group of participants. A VCS for a set P of n participants encodes a secret image into n shadow images which constitute the shares given to the n participants. The shares given to participants in X ⊆ P are xeroxed onto transparencies. If X is qualified then the participants in X can visually recover the secret image by stacking their transparencies without any cryptography knowledge and without performing any cryptographic computation. If X is forbidden then its participants have no information on the secret image. Naor and Shamir [7] have proved that the pixel expansion of any visual k out of k scheme must be at least 2 k−1 . Also, they have presented a visual k out of k scheme with pixel expansion 2 k−1 .
In this paper we introduce a lower bound for the pixel expansion of visual cryptography schemes with basis matrices. To make the main theorem more flexible, we will introduce a lower bound based on induced matchings of hypergraph of qualified sets. As an application, we present an algebraic proof for the fact that the pixel expansion of basis matrices of any k out of k scheme is at least 2 k−1 . In the sequel, we present a lower bound for the pixel expansion of a given graph access structure in term of maximum number of edges in an induced matching. Finally, we show that the minimum pixel expansion of basis matrices of graph access structure P n is exactly ⌈ n+1 2 ⌉ and this shows the lower bound mentioned in the main theorem is sharp. First, we mention some of the definitions and notations which are referred to throughout the paper. Let M be an n × m Boolean matrix and denote the ith row vector of M by M i . Let M i • M j be the bit-wise OR of vectors M i and M j . Suppose X = {i 1 , i 2 , . . . , i q } is a subset of a participant set P = {1, 2, . . . , n}, and define
. . , m}] denotes the |X|×m matrix obtained from M by considering only the rows corresponding to participants in X. Denote the Hamming weight of row vector v by w(v). For two vectors u and v, denote their inner product by u · v. Let T be a set of vectors. The vector space generated by T is denoted by span(T ). For a set X, denote its complement byX. Let P = {1, 2, . . . , n} be a set of elements called participants and let 2 P denote the set of all subsets of P . A family X of subsets A ⊆ P is said to be monotone if for any A ∈ X and any B ⊆ P such that A ⊆ B, it holds that B ∈ X. Let Q, F ⊂ 2 P , where Q ∩ F = ∅, Q ∪ F = 2 P and Q is monotone. It is referred to members of Q and F as qualified sets and forbidden sets, respectively. We call Γ = (P, Q, F ) the access structure of the scheme. In visual cryptography schemes we assume that the message consists of a collection of black and white pixels. Each pixel appears in n versions called shares, one for each transparency. Each share is a collection of m black and white subpixel. The resulting structure can be described by an n × m Boolean matrix M = [m ij ] where m ij = 1 iff j-th subpixel in the i-th transparency is black. The resultant shares need to satisfy the properties of visual cryptography. The conventional definition for VCS is as follows, Definition 1. Let Γ = (P, Q, F ) be an access structure. Two collections (multisets) C 0 and C 1 of n × m Boolean matrices constitute a (Γ, m)-VCS if there exist a value α(m) > 0 and a set {(X, t X )} X∈Q satisfying, 1. Any qualified set X = {i 1 , i 2 , . . . , i q } ∈ Q can recover the shared image by stacking their transparencies. Formally, for any
Any forbidden set X = {i 1 , i 2 , ..., i q } ∈ F has no information on the shared image. Formally, the two collections D t , t ∈ {0, 1}, of q × m matrices obtained by restricting each n × m matrix in M ∈ C t to rows i 1 , i 2 , . . . , i q , are indistinguishable in the sense that they contain the same matrices with the same frequencies.
The value m is called pixel expansion, the value α(m) is called contrast. The first and second conditions are called contrast and security, respectively. ♠ Constructions in this paper are realized using two n × m matrices, S 0 and S 1 called basis matrices and the collections C 0 and C 1 are obtained by permuting the columns of the corresponding basis matrix S 0 and S 1 , respectively, in all possible ways.
Definition 2. Let Γ = (P, Q, F ) be an access structure. A (Γ, m)-VCS is realized using two basis matrices S 0 and S 1 of n × m Boolean matrices if there exist a value α(m) > 0 and a set {(X, t X )} X∈Q satisfying, 1. Any qualified set X = {i 1 , i 2 , . . . , i q } ∈ Q can recover the shared image by stacking their transparencies. Formally,
2. Any forbidden set X = {i 1 , i 2 , ..., i q } ∈ F has no information on the shared image. Formally, the two q × m matrices obtained by restricting S 0 and S 1 to rows i 1 , i 2 , . . . , i q are equal up to a column permutation.
The value m is called pixel expansion, the value α(m) is called contrast. The first and second conditions are called contrast and security, respectively. ♠ Consider a (Γ, m)-VCS, it is possible to construct basis matrices S 0 and S 1 for access structure Γ, by concatenating matrices of C 0 and matrices of C 1 , respectively. Most papers on visual cryptography mainly focus on two parameters, the pixel expansion, which represents the number of subpixels in the encoding of the original image, that should be as small as possible, and the contrast which measures the "difference" between a black and a white pixel in the reconstructed image. In particular, several results on the contrast and the pixel expansion of VCSs can be found in [1, 2, 3, 4, 7, 8] . The problem of determining the best visual contrast(regardless of pixel expansion) is completely resolved [5, 6] so that, for the sake of completeness, it is interesting to find good lower bound for the pixel expansion.
As is always the case, we are interested in the minimum value m for which such a VCS with basis matrices exists and we will use the notation m * (Γ) to denote the minimum expansion of basis matrices of Γ-VCS and called the best pixel expansion. In this note we introduce a lower bound for the best pixel expansion of general access structure.
Theorem 1. Let Γ = (P, Q, F ) be an access structure. If there exist forbidden
Proof. Let S 0 and S 1 be n × m * (Γ) basis matrices of access structure Γ = (P, Q, F ). Consider the sets,
We claim that the vectors of T 0 (resp. T 1 ) are linearly independent over the real numbers. Suppose there are some coefficients a F i such that,
are equal up to a permutation of columns,
On the other hand, for every 2
are equal up to a permutation of columns, accordingly S 0
, which implies that a F 1 = 0. Similarly, for every 2 ≤ i ≤ t, a F i = 0, consequently dim(span(T 0 )) = dim(span(T 1 )) = t. In addition,
) and matrices S 0 [Y ] and S 1 [Y ] are equal up to a permutation of columns, then it is easy to check that dim(span(
In the language of hypergraph theory, for a given access structure Γ = (P, Q, F ) and an induced matching of hypergraph (P, Q), one can introduce a lower bound for the pixel expansion of Γ.
Theorem 2. Let Γ = (P, Q, F ) be an access structure. Also, assume that there exist disjoint qualified sets A 1 , . . . , A t such that for any qualified set
Proof. Suppose S 0 and S 1 are n × m * (Γ) basis matrices for access structure Γ = (P, Q, F ). Let |A i | = r i and
By considering the sequence, F 11 , . . . , F 1(2 r 1 −1 −1) , F 21 , . . . , F 2(2 r 2 −1 −1) , . . . , F t(2 r t −1 −1) , it is straightforward to check that F ij 's and F ′ ij 's satisfy Theorem 1, consequently
Access structure Γ = (P, Q, F ) with |P | = k and Q = {P } is well-known as k out of k scheme. Theorem 2 presents a simple proof that the pixel expansion of basis matrices of k out of k scheme is at least 2 k−1 .
Corollary 1 Let Γ = (P, Q, F ) be a k out of k scheme then m * (Γ) ≥ 2 k−1 .
A graph access structure is an access structure for which the set of participants is the vertex set V (G) of a graph G = (V (G), E(G)), and the sets of participants qualified to reconstruct the secret image are precisely those containing an edge of G. A subgraph H of a graph G is said to be induced if for any pair of vertices u and v of H, {u, v} is an edge of H if and only if {u, v} is an edge of G. A matching M in G is a set of pairwise non-adjacent edges; that is, no two edges share a common vertex. The following corollary is a special case of Theorem 2.
Corollary 2 Let G be a graph access structure and e 1 , . . . , e t be an induced matching of the graph G then m * (G) ≥ t + 1.
Define P n to be a path with n vertices. In what follows, we show that the lower bound presented in Theorem 1 is sharp.
Corollary 3 Let P n be the graph access structure then m * (P n ) = ⌈ n+1 2 ⌉.
Proof. Assertion is clear for n = 1. Consider the graph access structure P n , n ≥ 2, with the vertex set {v 1 , v 2 , · · · , v n } and the edge set
It is easy to see that F i 's and F ′ i 's satisfy theorem 1, consequently m * (P n ) ≥ ⌈ n+1 2 ⌉. Hence, it is sufficient to present n × (⌈ n+1 2 ⌉) basis matrices of the access structure P n . The n × (⌈ n+1 2 ⌉) basis matrices of the access structure P n are constructed by induction. Note that matrices 0 1 0 1 and 0 1 1 0 are basis matrices of access structure P 2 . Assume S ′0 and S ′1 are basis matrices of P n−1 scheme. Basis matrices S 0 and S 1 of access structure P n are constructed according to the parity n.
• If n is odd then construct S 0 and S 1 by concatenating row (0, 0, . . . , 0, 1), as n-th row, to both of (n − 1) × ⌈ n 2 ⌉ matrices S ′0 and S ′1 , respectively. • If n is even, set
First, construct matrices S ′′0 and S ′′1 by concatenating the matrix U to both of matrices S ′0 and S ′1 , respectively, as ⌈ n+1 2 ⌉-th column. Finally, concatenate the matrices (0, . . . , 0, 1) and (1, 0, . . . , 0), as n-th row, to matrices S ′′0 and S ′′1 , respectively. In fact, we have, 
It is straightforward to check that matrices S 0 and S 1 are basis matrices of access structure of P n .
