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We study fluctuation theorems for open quantum systems with a non-Markovian heat bath using
the approach of quantum master equations and examine the physical quantities that appear in those
fluctuation theorems. The approach of Markovian quantum master equations to the fluctuation
theorems was developed by Esposito and Mukamel [Phys.Rev.E 73, 046129 (2006)]. We show that
their discussion can be formally generalized to the case of a non-Markovian heat bath when the
local system is linearly connected to a Gaussian heat bath with the spectrum distribution of the
Drude form. We found by numerically simulating the spin-boson model in non-Markovian regime
that the “detailed balance” condition is well satisfied except in a strongly non-equilibrium transient
situation, and hence our generalization of the definition of the “entropy production” is almost
always legitimate. Therefore, our generalization of the fluctuation theorem seems meaningful in
wide regions.
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2I. INTRODUCTION
The research of non-equilibrium statistical physics has been energetically developed for the last decade in the context
of fluctuation theorems and the Jarzynski equality [1–8]. In particular, the case of open quantum systems, where a
reservoir with an infinite number of degrees of freedom is attached to a local quantum system with a finite number of
degrees of freedom, is of great interest presently [3, 9–16]. The most common approach to discussing the fluctuation
theorems for an open quantum system is by the twice energy measurement on the local system together with the
reservoir. There, one often assumes that the coupling between the local system and the reservoir is weak. This
approach, since the measurements are done on both the local system and the reservoir, can be viewed as manipulating
the total isolated system.
In contrast, we here consider whether there exist any fluctuation theorems for an open quantum system that are
expressed solely in terms of quantities of its local system. Fluctuation theorems of such kind were indeed proposed by
Esposito and Mukamel [14] under the context of Markovian quantum master equations. Their approach is a quantum
analog to the fluctuation theorems of classical stochastic processes discussed by Crooks [17, 18] and Seifert [19]. Note,
however, that the entropy production that appears in their formalism is not a thermodynamic entropy production; it
is an information entropy production. We will use the term entropy production in this sense in the following.
In the present paper, we will first show that we can formally generalize the discussion by Esposito and Mukamel
to the case of the dynamics in a non-Markovian heat bath. To this end, we employ a method called hierarchy
equations of motion, which describes the reduced dynamics in a non-Markovian heat bath. The generalization to the
non-Markovian dynamics in classical systems was already done in Refs. [20–22].
When we discuss the fluctuation theorems, defining the work, the heat, and the entropy production is also an
essential problem [7, 15, 23–25]. As was done by Esposito and Mukamel [14], we can proceed with formal definitions
based on quantum analogs to classical stochastic processes as working assumptions. However, it is necessary to examine
whether the definitions are indeed appropriate quantum-mechanically. We will examine the validity of the “entropy
production,” the “entropy flow,” and the “heat” that appear in the fluctuation theorems under our generalization
by analyzing the spin-boson model, numerically in the non-Markovian regions and analytically in the limit where
the Born-Markov approximation and the rotating-wave approximation are applicable. We will find that the “entropy
production” indeed vanishes in equilibrium, and thus we can regard that our fluctuation theorem is legitimate even
in non-Markovian regions except for strongly non-equilibrium transient states.
As another point, if the “entropy flow” is related to the “heat” by the “microscopic reversibility,” then we can
rewrite our fluctuation theorem into the Crooks-type when the initial and the final states are the canonical states.
We will find, however, that the “microscopic reversibility” is broken in wide parameter regions although it does hold
in the limit where the Born-Markov approximation and the rotating-wave approximation are applicable in the driving
protocols that we will investigate in the present paper. Furthermore, we will find that the “detailed balance” is almost
satisfied in some parameter regions.
The paper is organized as follows. In Sec. II, we will derive the fluctuation theorems for a quantum master equation
in a non-Markovian heat bath. In this Section, we will assume that the heat bath is composed of the ensemble of
harmonic oscillators that are linearly connected to the local system, but the Hamiltonian of the local system can
be arbitrary. In Sec. III, we will show our numerical results for the spin-boson model; we will demonstrate the time
evolution of the deviation from the “detailed balance.” In equilibrium states, the “detailed balance” condition means
that the “entropy production” is zero. We will also analyze the case where the local system is weakly driven by a
Zeeman magnetic field periodically. The “entropy flow” and the “entropy production” are well-defined in this case,
although they might be ill-defined when we drive the local system strongly or in different schedules. We will also
examine whether any other useful relation holds; we will find that, although the “microscopic reversibility” which we
will discuss in detail below, does not hold in general, there exist a case where the equation of the “detailed balance”
instead is almost satisfied.
3II. FLUCTUATION THEOREMS FOR A QUANTUM MASTER EQUATION IN A NON-MARKOVIAN
HEAT BATH
We consider a local system which is linearly connected to a Gaussian heat bath. The Hamiltonian of the total
system reads
Hˆ = HˆS + HˆB + Hˆint, (1)
HˆB(bˆα, bˆ
†
α) =
∑
α
~ωαbˆ
†
α bˆα, (2)
Hˆint = Vˆ
∑
α
c˜αxˆα =: Vˆ
∑
α
cα(bˆα + bˆ
†
α). (3)
The Hamiltonian of the local system HˆS is arbitrary. The heat-bath Hamiltonian HˆB(bˆα, bˆ
†
α) consists of the harmonic
oscillators of an infinite number of modes ωα, where bˆ
†
α and bˆα are the creation and annihilation operators of each
mode. We omitted the ground-state energy of the harmonic oscillators. The interaction between the system and the
heat bath Hˆint is linear in the position of the harmonic oscillator of each mode xˆα =
√
~/2mαωα (bˆ
†
α + bˆα) with the
coupling strength c˜α = cα
√
2mαωα/~. The operator Vˆ is an arbitrary one of the local system which depends on time
in general. We approximate that the spectral distribution of the bath mode J(ω) =
∑
α(c
2
α~/2mαωα)δ(ω − ωα) is of
the Drude form:
J(ω) =
~
2ζ
πω0
γ2ω
ω2 + γ2
, (4)
which is the Ohmic distribution with the Lorentzian cutoff γ and a coefficient ζ. The cutoff γ gives the decay rate
of the canonical time correlation function of the heat bath, whereas ζ is the coefficient related to the system-bath
coupling strength cα. For the region where the Born-Markov approximation is appropriate, i.e. ,
min
[
γ,
2π
β
]
≫ ζ, (5)
we refer to it as a Markovian heat bath; otherwise we refer to it as a non-Markovian heat bath.
Esposito and Mukamel [14] started their discussion with a Markovian quantum master equation of the form
d
dτ
|ρˆ(τ)〉〉 =
ˆˆ
K(τ)|ρˆ(τ)〉〉, (6)
where |ρˆ(τ)〉〉 is the reduced density matrix of the local system and they used the following notation:
|a, b〉〉 ≡ |a〉〈b|, (7)
〈〈a, b|c, d〉〉 ≡ 〈a|c〉〈d|b〉. (8)
In (6),
ˆˆ
K is a dynamical semi-group acting on the reduced Liouville space of the local system. (We use the single-
hatted letter as an operator acting on the Hilbert space and the double-hatted letter as an operator acting on the
Liouville space.) The evolution of the reduced density matrix does not directly lead to the fluctuation theorem.
In order to investigate the fluctuation theorem analogously to classical stochastic processes, they translated the
Markovian quantum master equation in a form of a classical master equation using a time-dependent basis. They
then constructed a “quantum trajectory” for the dynamics and discussed the forward and backward probabilities of
the trajectory. The time-dependent basis is a basis which diagonalizes the reduced density matrix at each time, and
hence the reduced density matrix is represented as
〈m′τ |ρˆ(τ)|mτ 〉 = 〈〈m
′
τmτ |ρˆ(τ)〉〉 = Pτ (m)δm′m,
|ρˆ(τ)〉〉 =
∑
m
|mτ 〉Pτ (m)〈mτ |, (9)
where we suppressed the subscript τ for mτ and m
′
τ on the right-hand side. Then we can regard the basis {|mτ 〉} as
a set of states with probability {Pτ (m)} at time τ . By connecting these states, Esposito and Mukamel were able to
construct a quantum trajectory (Fig. 1 in Ref. [14]) of the local system. Under this basis, they [14] had the classical
master equation representation of the quantum master equation (6):
dPτ (m)
dτ
=
∑
m′( 6=m)
(
Wτ (m,m
′)Pτ (m
′)−Wτ (m
′,m)Pτ (m)
)
, (10)
4where
Wτ (m,m
′) ≡ 〈〈mτmτ |
ˆˆ
K(τ)|m′τm
′
τ 〉〉. (11)
We will show that the discussion above by Esposito and Mukamel [14] can be formally generalized to the dynamics
in the non-Markovian heat bath. In their discussion, it was essential that the equation of motion is expressed in a
time-local form. In order to keep the time-local form for the non-Markovian heat bath, we employ a set of master
equations called hierarchy equations of motion [26–29]. In the formalism of the hierarchy equations of motion, a state
of the system is expressed with a set of infinite matrices in an extended space instead of a reduced density matrix.
Thereby we can obtain a time-local equation of motion by taking account of the time correlation of the heat bath in
the form of correlations among the matrices.
A. Hierarchy equations of motion
In the formalism of the hierarchy equations of motion [26–29], a state of the local system is expressed as a set of
an infinite number of matrices as follows:
ρˆ
(0)
0,0,...(τ)⊗ ρˆ
(1)
0,0...(τ)⊗ ρˆ
(1)
1,0...(τ) ⊗ · · · ⊗ ρˆ
(n)
j1,...,jk,...
(τ)⊗ · · ·
=: |ρˆ
(0)
0,0,...(τ), ρˆ
(1)
0,0...(τ), ρˆ
(1)
1,0...(τ), · · ·〉〉 =: |ρˆ(τ); {σˆl(τ)}〉〉,
ρˆ
(0)
0,0,...(τ) ≡ ρˆ(τ), ρˆ
(1)
0,0,...(τ)⊗ ρˆ
(1)
1,0,...(τ) · · · =: {σˆl(τ)}, (12)
where ρˆ
(0)
0,0...(τ) is the reduced density matrix ρˆ(τ) in the usual sense, while {σˆl(τ)} are the set of auxiliary matrices
which possess the information of non-Markovian effects. These matrices follow from the equations of motion (A15)–
(A18) in Appendix A. The auxiliary matrices {σˆl(τ)} are introduced for computational purposes only and possess
no physical meaning themselves. The superscript n indicates the nth correction with respect to the decay rate of
the heat bath γ and the subscript {jk|k = 1, 2, . . .} indicates the corrections with respect to the temperature, i.e. the
Matsubara frequencies νk = 2πk/β~. We define its inner product as
〈〈ρˆ(τ); {σˆl(τ)}|ρˆ
′(τ); {σˆ′l(τ)}〉〉
≡ Tr
(
ρˆ†(τ)ρˆ′(τ)
)
+
∞∑
l=1
Tr
(
σˆ†l (τ)σˆ
′
l(τ)
)
. (13)
Then the hierarchy equations of motion (A15)–(A18) can be formally expressed as
d
dτ
|ρˆ(τ); {σˆl(τ)}〉〉 =
ˆˆ
Lhier(τ)|ρˆ(τ); {σˆl(τ)}〉〉, (14)
where
ˆˆ
Lhier(τ) is the generator that represents all the operations on the right-hand sides of Eqs. (A15)–(A18). Note
that Eq. (14) is derived under the assumption that the local system is linearly coupled to the Gaussian heat bath (2)
with the spectrum distribution of the Drude form (4). This setting is often assumed when we derive a Markovian
quantum master equation microscopically.
B. Birth-death master equation for the hierarchy equations of motion
Analogously to Ref. [14], let {|mτ ,mτ ; {0ˆ}〉} be the states that satisfy
〈〈mτ ,mτ ; {0ˆ}|ρˆ(τ); {σˆl(τ)}〉〉 = Tr |mτ 〉〈mτ |ρˆ(τ)|mτ 〉〈mτ |
= Pτ (m), (15)
where {0ˆ} = {0ˆ, 0ˆ, . . . } denotes an infinite set of zero matrices in the space of the auxiliary matrices. Our purpose is
to extract out the equation of motion for the probability Pτ (m). Taking the inner product with 〈〈mτmτ ; {0ˆ}| in (14),
we have
〈〈mτmτ ; {0ˆ}|
d
dτ
|ρˆ(τ); {σˆl(τ)}〉〉
= 〈〈mτmτ ; {0ˆ}|
ˆˆ
Lhier(τ)|ρˆ(τ); {σˆl(τ)}〉〉. (16)
5Next, we decompose |ρˆ(τ); {σˆl(τ)}〉〉 into the following form:
|ρˆ(τ); {σˆl(τ)}〉〉 =
∑
m
[
(〈mτ |ρˆ(τ)|mτ 〉) |mτ 〉〈mτ | ⊗
∞∏
l=1
σˆl(τ)
]
=
∑
m
|mτmτ ; {σˆl(τ)}〉〉Pτ (m). (17)
In the first equality of (17), we used the completeness relation for the reduced density matrix ρˆ(τ). In the formalism
of Ref. [14], it reads
|ρˆ(τ)〉〉 =
∑
m
(|mτ ,mτ 〉〉〈〈mτ ,mτ |) |ρˆ(τ)〉〉
=
∑
m
|mτ 〉〈mτ |ρˆ(τ)|mτ 〉〈mτ |. (18)
Using (17) in the right-hand side of (16), we have
〈〈mτmτ ; {0ˆ}|
d
dτ
|ρˆ(τ); {σˆl(τ)}〉〉
=
∑
m′
〈〈mτmτ ; {0ˆ}|
ˆˆ
Lhier(τ)|m
′
τm
′
τ ; {σˆl(τ)}〉〉Pτ (m
′). (19)
The left-hand side of (19) can be also recast as
〈〈mτmτ ; {0ˆ}|
d
dτ
|ρˆ(τ); {σˆl(τ)}〉〉
= Tr
(
|mτ 〉〈mτ |
d
dτ
ρˆ(τ)
)
+
∞∑
k=1
Tr
(
0ˆ
d
dτ
σˆl(τ)
)
=
d
dτ
Pτ (m)−
(
d
dτ
〈mτ |mτ 〉
)
Pτ (m)
=
d
dτ
Pτ (m). (20)
Then we have
dPτ (m)
dτ
=
∑
m′
〈〈mτmτ ; {0ˆ}|
ˆˆ
Lhier(τ)|m
′
τm
′
τ ; {σˆl(τ)}〉〉Pτ (m
′). (21)
Defining
Wτ (m,m
′; {σˆl(τ)}) ≡ 〈〈mτmτ ; {0ˆ}|
ˆˆ
Lhier(τ)|m
′
τm
′
τ ; {σˆl(τ)}〉〉, (22)
we can rewrite (21) as
d
dτ
Pτ (m) =
∑
m′
Wτ (m,m
′; {σˆl(τ)})Pτ (m
′). (23)
Conservation of the probability during the evolution leads to
0 =
d
dτ
Tr ρˆ(τ) =
d
dτ
∑
m
Pτ (m)
=
∑
m′
(∑
m
Wτ (m,m
′; {σˆl(τ)})
)
Pτ (m
′). (24)
Then we have ∑
m
Wτ (m,m
′; {σˆl(τ)}) = 0, (25)
6i.e.
Wτ (m
′,m′; {σˆl(τ)}) = −
∑
m 6=m′
Wτ (m,m
′; {σˆl(τ)}). (26)
We thereby obtain an equation of motion for the hierarchy equations of motion in the form of a classical birth-death
master equation:
d
dτ
Pτ (m) =
∑
m′( 6=m)
[
Wτ (m,m
′; {σˆl(τ)})Pτ (m
′)
−Wτ (m
′,m; {σˆl(τ)})Pτ (m)
]
. (27)
This is a generalization of Eq. (10) to the case of a non-Markovian heat bath. It is essential to consider an open
system, since we can easily show that the “transition rate” Wτ (m,m
′; {σˆl(τ)}) becomes zero for an isolated system;
see Appendix B. Indeed, the transition of the local system occurs thanks to the coupling to the heat bath.
Note, however, that the positivity of the “transition rate” Wτ (bτ , aτ ) in (22) is not guaranteed. For the birth-
death master equation in classical stochastic processes, we construct the equation of motion based on physically given
transition rates; the transition rate there is positive by definition. In contrast, Eq. (27) is the equation that we derived
from the Liouville-von Neumann equation of the total system; Eq. (27) does not necessarily have the meaning of the
birth-death master equation in the sense of stochastic processes.
Algebraically, Eq. (27) is correct in any parameter regions, except for the restriction that the local system is linearly
coupled to the Gaussian heat bath with the spectrum distribution of the Drude form. Our calculation starts from
the exact Liouville-von Neumann dynamics of the total system and uses no approximations before arriving at (27).
Therefore, the simulations that we will show in Sec. III are numerically exact.
C. Forward and Backward Trajectories
Equation (27) naturally implies a quantum trajectory analogous to the trajectory in classical stochastic processes.
We can regard the basis {|mτ 〉} as a set of states with probability {Pτ (m)} and the local system hops from a state to
another with the “transition rate” Wτ (m
′,m; {σˆl(τ)}) at time τ . We can construct a forward quantum trajectory by
labeling the times τj (j = 1, 2, · · · , N) when the transitions occur and connecting these states (Fig. 1):
n(τ) = n0 → n1 → n2 · · · → nN , (28)
where nj represents the state after the jth transition at time τj . Hence, n(τ) = nj for τj ≤ τ < τj+1 when j < N and
n(τ) = nN for τN ≤ τ ≤ t. We set τ0 = 0 and τN+1 = t.
Similarly, we can construct a backward trajectory corresponding to the forward one. The label of time for the
backward trajectory is related to the forward one as τ˜j ↔ τN−j+1 and the value (duration) of the time is related as
τ˜j = t− τN−j+1. The label of the state is related as n˜j−1 = nN−j+1, so that the backward trajectory corresponding
to n(τ) is (Fig. 1)
n˜(τ˜ ) = n˜0 → n˜1 → n˜2 · · · → n˜N
= nN → nN−1 → nN−2 · · · → n0, (29)
where we set τ˜0 = t and τ˜N+1 = 0.
The probabilities for the forward and backward quantum trajectories are obtained just by replacing Wτj (nj , nj−1)
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FIG. 1. (color online) A quantum trajectory n(τ ) for N = 3 in the case of a two-level system. Precisely speaking, the state
m0 and m1 are time-dependent, and hence the axis should be dynamically modified, but it is suppressed here for simplicity.
The labels with tilde represent the backward process.
with Wτj (nj , nj−1; {σˆl(τj)}) in Eqs. (62) and (66) of Ref. [14]:
µF[n(τ)] = P0(n0)
×
[
N∏
i=1
exp
(
−
∑
m
∫ τi
τi−1
dτ ′Wτ ′(m,ni−1; {σˆl(τ
′)})
)
×Wτj (nj , nj−1; {σˆl(τj)})
]
× exp
(
−
∑
m
∫ t
τN
dτ ′Wτ ′(m,nN ; {σˆl(τ
′)})
)
, (30)
µB[n˜(τ˜)] = P˜0(n˜0)
×
[
N∏
i=1
exp
(
−
∑
m˜
∫ τ˜i
τ˜i−1
dτ ′ W˜τ ′(m˜, n˜i−1; { ˜ˆσl(τ ′)})
)
× W˜τ˜j (n˜j , n˜j−1; {
˜ˆσl(τ˜j)})
]
× exp
(
−
∑
m˜
∫ 0
τ˜N
dτ ′ W˜τ ′(m˜, n˜N ; { ˜ˆσl(τ ′)})
)
. (31)
Hereafter, we set the probability of the final state of the forward trajectory equal to the probability of the initial state
of the backward trajectory, i.e. P˜0(n˜0) = Pt(nN ).
In the argument in Ref. [14], the dynamics that gives the backward process was a hypothetical one; the real time-
reversed dynamics does not satisfy the relation W˜τ˜ (m˜, m˜
′) =Wt−τ˜ (m˜, m˜
′) because the quantum master equation with
the Markov approximation breaks the time reversal symmetry. In contrast, the backward process that we consider in
(31) is truly the process of the time-reversed dynamics because the hierarchy equations of motion formally solve the
total system and do not break the time reversal symmetry. Then we exactly have
W˜τ˜ (m˜, m˜
′; { ˜ˆσl(τ˜ )}) =Wt−τ˜ (m˜, m˜′; {σˆl(t− τ˜ )}). (32)
Note that this condition dictates that the auxiliary matrices {σˆl(τ)} also evolve backward because the dynamics of
the heat bath must be also reversed. Therefore, precisely speaking, the backward process which satisfies (32) also
becomes a hypothetical one if we truncate the hierarchy, although it would be effectively a real time-reversed process
if the conditions (A11) and (A19) in Appendix A are satisfied.
8D. Fluctuation theorems
By repeating the same argument as in Ref. [14], we can show the fluctuation theorem for the dynamics in a
non-Markovian heat bath.
We define the entropy change ∆s(t), the “entropy flow” ∆se(t), and the “entropy production” ∆si(t) along a single
trajectory as
∆s(t) ≡
∫ t
0
dτ
− P˙τ (n)
Pτ (n)
∣∣∣∣∣
n(τ)
−
N∑
j=1
δ(τ − τj) ln
Pτ (nj)
Pτ (nj−1)

= lnP0(n0)− lnPt(nN ), (33)
∆se(t) ≡ −
∫ t
0
dτ
N∑
j=1
δ(τ − τj) ln
Wτ (nj , nj−1; {σˆl(τ)})
Wτ (nj−1, nj ; {σˆl(τ)})
= −
N∑
j=1
ln
Wτj (nj , nj−1; {σˆl(τj)})
Wτj (nj−1, nj ; {σˆl(τj)})
, (34)
∆si(t) ≡
∫ t
0
dτ
(
−
P˙τ (n)
Pτ (n)
∣∣∣∣∣
n(τ)
−
N∑
j=1
δ(τ − τj) ln
Pτ (nj)Wτ (nj−1, nj ; {σˆl(τ)})
Pτ (nj−1)Wτ (nj , nj−1; {σˆl(τ)})
)
= ∆s(t)−∆se(t). (35)
This type of definitions were first introduced by Schnakenberg [30] and used by Seifert [19] in order to discuss the
fluctuation theorems in classical stochastic processes. Esposito and Mukamel [14] extended these definitions for the
classical dynamics to the ones for the Markovian quantum dynamics. Our definitions (33)–(35) are their generalization.
We also define the logarithm of the ratio of the probabilities for a forward trajectory and a backward trajectory as
rF(t) ≡ ln
µF [n(τ)]
µB[n˜(τ˜ )]
, rB(t) ≡ −rF(t), (36)
where F and B stand for the forward process and the backward process, respectively. Substituting (30) and (31) into
(36), we have
ln
µF [n(τ)]
µB[n˜(τ˜ )]
= ln
P0(n0)
Pt(nN )
−
N∑
j=1
ln
Wτj (nj−1, nj ; {σˆl(τj)})
Wτj (nj , nj−1; {σˆl(τj)})
= ∆s(t)−∆se(t) = ∆si(t). (37)
This relation immediately leads to the integrated fluctuation theorem
∑
n(τ)
µF[n(τ)]e
−∆si(t) =:
〈
e−∆si(t)
〉
F
= 1, (38)
where the average 〈· · ·〉F is the one over all forward trajectories.
The detailed fluctuation theorem also holds. The probability that rF(t) is equal to a value of the “entropy produc-
tion” Ω(t) is
pF(Ω(t)) = 〈δ(Ω(t) −∆si(t))〉F
=
∑
n(τ)
µF[n(τ)]δ(Ω(t) − rF(t)); (39)
9then (37) leads to our fluctuation theorem
pF(Ω(t)) =
∑
n(τ)
µB[n˜(τ˜ )]e
∆si(t)δ(Ω(t)−∆si(t))
= eΩ(t)
∑
n˜(τ˜)
µB[n˜(τ˜ )]δ(Ω(t) − rF(t))
= eΩ(t)
∑
n˜(τ˜)
µB[n˜(τ˜ )]δ(Ω(t) + rB(t))
=: eΩ(t)pB(−Ω(t)), (40)
where we used
∑
n˜(τ˜) =
∑
n(τ). Although Eq. (40) is formally the same as the fluctuation theorem for the case in a
Markovian heat bath, the “transition rate” Wτ (m,m
′; {σˆl(τ)}) contains the effect of non-Markovian properties in the
auxiliary matrices {σˆl(τj)}.
Note that the derivation of the fluctuation theorems here are totally formal; we need to examine whether the
definition of the “entropy production” (35) is physically legitimate.
E. Points to be checked
It is crucial for a fluctuation theorem whether the quantities ∆si(t) and ∆se(t) that we defined above are indeed
appropriate as the entropy production and the entropy flow, respectively. We here list two points to be checked in
Sec. III.
First, as a property of the entropy production, we expect it to be zero in equilibrium. Therefore, ∆si(t) defined in
(35) should vanish there, i.e.
Pτ (nj)Wτ (nj−1, nj ; {σˆl(τ)})
Pτ (nj−1)Wτ (nj , nj−1; {σˆl(τ)})
= 1, (41)
which is nothing but a detailed balance condition. If this condition is satisfied and the “transition rate”Wτ (m,m
′; {σˆl(τ)})
is positive, then we can regard the formal equality (37) as the fluctuation theorem. Otherwise, (37) is an equality
without any meanings of entropies. As we mentioned at the end of Sec. II B, the “transition rate” Wτ (m,m
′; {σˆl(τ)})
can be negative; we will numerically demonstrate in Sec. III A that it indeed becomes negative during a strongly
non-equilibrium transient state. In such a case, the definition (35) of the entropy production as well as (34) of the
entropy flow are inappropriate because the inside of the logarithm of (35) and (34), or the left-hand side of (41),
becomes negative. Remarkably, we will find in Sec. III B that except for the transient case, the “transition rate”
Wτ (m,m
′; {σˆl(τ)}) is almost always positive and the “detailed balance” is almost satisfied. Furthermore, we will show
in Appendix C that the “transition rate” Wτ (m,m
′; {σˆl(τ)}) is always positive and the equilibrium state satisfies the
“detailed balance” in the limit where the Born-Markov approximation (5) and the rotating-wave approximation (C1)
are applicable.
Next, following Ref. [14], we define the “heat” that flows out of the local system along a trajectory by
q˜S(t) ≡
N∑
j=1
(
〈nj |HˆS(τj)|nj〉 − 〈nj−1|HˆS(τj)|nj−1〉
)
. (42)
As a property of the entropy flow, we expect that it satisfies the following equality:
∆se(t) = −β q˜S(t). (43)
After defining q˜(nj , nj−1, τj) = 〈nj |HˆS(τj)|nj〉−〈nj−1|HˆS(τj)|nj−1〉 to be q˜S(t) =:
∑N
j=1 q˜(nj , nj−1, τj), we can recast
our expectation (43) to
Wτj (nj−1, nj ; {σˆl(τj)})
Wτj (nj , nj−1; {σˆl(τj)})
= exp [βq˜(nj , nj−1, τj)] . (44)
The equality (44) is what we call the “microscopic reversibility.” Note that this relation does not affect the validity of
(37). Although the probability distributions of the initial and the final states are arbitrary in general, when they are
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both the canonical state, i.e. , P0(n0) = exp[−β(E(0) − F (0))] and Pt(nN ) = exp[−β(E(t) − F (t))], we can rewrite
(37) into the form of the Crooks-type fluctuation theorem:
µF [n(τ)]
µB[n˜(τ˜ )]
= exp[−β(w˜(t)−∆F )], (45)
where ∆F ≡ F (t)− F (0) and we defined the “work”
w˜(t) ≡ ∆E − q˜(t), (46)
where ∆E ≡ E(t)− E(0). Note that we can only check the consistency of the “entropy flow” ∆se(t) and the “heat”
q˜(nj , nj−1, τj); while the left-hand side of (44) is not an established quantity as the ratio of the transition rates as we
mentioned at the end of Sec. II B, the “heat” q˜(nj , nj−1, τj) on the right-hand side is also a hypothetical quantity. In
Sec. III B and in Appendix C, we will show that the equality (44) holds when the Born-Markov approximation (5)
and the rotating-wave approximation (C1) are appropriate, although it does not hold in general.
In the following section, we will numerically examine the “detailed balance” (41) and the “microscopic reversibility”
(44).
III. NUMERICAL EXAMINATION OF THE “DETAILED BALANCE”
AND THE “MICROSCOPIC REVERSIBILITY”
In order to examine the above points numerically, let us consider the spin-boson model:
Hˆ = HˆS(ψˆ, ψˆ
†) + HˆB(bˆα, bˆ
†
α)
+ Hˆint(ψˆ, ψˆ
†, bˆα, bˆ
†
α) + Hˆcounter(ψˆ, ψˆ
†), (47)
HS(ψˆ, ψˆ
†) =
~ω0
2
σˆz =
~ω0
2
(ψˆ†ψˆ − ψˆψˆ†), (48)
HˆB(bˆα, bˆ
†
α) =
∑
α
~ωαbˆ
†
α bˆα, (49)
Hˆint(ψˆ, ψˆ
†, bˆα, bˆ
†
α) = Vˆ (ψˆ, ψˆ
†)
∑
α
cα(bˆα + bˆ
†
α), (50)
Vˆ (ψˆ, ψˆ†) = V1σˆx + V2σˆz = V1(ψˆ
† + ψˆ) + V2(ψˆ
†ψˆ − ψˆψˆ†), (51)
Hˆcounter(ψˆ, ψˆ
†) =
∑
α
c2αVˆ (ψˆ, ψˆ
†)2
2mαω2α
. (52)
The operators σˆx and σˆz are the Pauli matrices and V1 and V2 are the corresponding coefficients. The local system
Hamiltonian HˆS(ψˆ, ψˆ
†) is the two-level system with its energy difference ~ω0. We added a counter-term Hˆcounter(ψˆ, ψˆ
†)
to the local system Hamiltonian in order to maintain the translation invariance of the system with respect to the heat
bath [31, 32]. We set ~ = 1 below.
In numerical simulation of the hierarchy equations of motion, the set of parameters (N,K) in (A11) and (A19) (see
Appendix A) determines the accuracy of the calculation. As we take the values of (N,K) larger, the physical quantities
converge to a certain value, which is numerically exact. The present paper is based on the program nonMarkovian09,
which is distributed on the web site of Yoshitaka Tanimura [33].
We will mainly examine Eq. (41) in Sec. III A and examine Eq. (44) in Sec. III B, while we will also investigate
some other properties of the dynamics. We again stress that the calculation is numerically exact in the sense that we
did not use any approximations in deriving Eq. (14). In the region where the Born-Markov approximation and the
rotating wave approximation are applicable, we can analytically investigate the behavior with the quantum optical
master equation (Appendix C), and therefore we will compare our results to those cases.
A. Thermalization after the energy measurement and the “detailed balance”
Let us consider the following protocol: we measure the energy of the isolated two-level system at τ = 0 and find
it in the ground state. Then we connect the two-level system to the heat bath which is in the thermal equilibrium
state at the inverse temperature β and let the total system evolve without any other perturbation. As long as the
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coupling between the local two-level system and the bath contains a non-vanishing term of V1, the local two-level
system exchanges the energy with the heat bath and relaxes to a stationary state. Since we are not perturbing the
total system with any external fields, we take this stationary state as the equilibrium state. Note that the equilibrium
state of the two-level system differs from the canonical state in general; the total system should be in the canonical
state in thermal equilibrium, but the reduced system is not.
The relation that we examine here is the “detailed balance” (41), or equivalently
Wτ (a, b; {σˆl(τ)})
Wτ (b, a; {σˆl(τ)})
?
=
Pτ (a)
Pτ (b)
≡
〈aτ |ρˆ(τ)|aτ 〉
〈bτ |ρˆ(τ)|bτ 〉
. (53)
The set of states {|aτ 〉, |bτ 〉} is the basis that diagonalizes the reduced density matrix at time τ . We label the elements
of the basis |aτ 〉 and |bτ 〉 in the non-decreasing order of the eigenvalues of ρˆ(τ). We denote the ratio of the “transition
rate” between the states aτ and bτ (the left-hand side of (53)) as
DBL(τ) :=
Wτ (a, b; {σˆl(τ)})
Wτ (b, a; {σˆl(τ)})
, (54)
while the ratio of the probability of the state at time τ (the right-hand side of (53)) as
DBR(τ) :=
〈aτ |ρˆ(τ)|aτ 〉
〈bτ |ρˆ(τ)|bτ 〉
. (55)
In general, the detailed balance condition is expected to hold in the case of Markovian dynamics in thermal equilibrium.
We simulate the time evolution of the ratio DBL(τ)/DBR(τ) in order to examine whether such a condition holds in
generic cases. We will show that the equality holds after the system reached the equilibrium state, although the
“transition rate” (22) can be negative during the transient state.
We examine the case of σx-coupling (i.e.V1 = 1 and V2 = 0) to the bath as well as the case of (σx + σz)-coupling
(i.e.V1 = V2 = 1). Figures 2a and 2b show the time evolution of the ratio DBL(τ)/DBR(τ) for the parameter region
where the the Born-Markov approximation (5) and the rotating-wave approximation (C1) are relatively appropriate
in the cases of σx-coupling and (σx + σz)-coupling, respectively: γ = 100ω0, 2π/β ≃ 120ω0, and ζ = 0.001ω0.
For any cases of σx-coupling, the basis is time-independent because no off-diagonal element comes out if the state
before the thermalization is diagonal. We can understand this from (A3) in the Feynman-Vernon theory; because the
coupling is linear in the bath coordinate and the bath is Gaussian, the transition always occurs in even orders of σˆx,
and thus it causes no off-diagonal elements. In contrast, the case of the (σx + σz)-coupling is the one where the basis
can be time-dependent. The time evolution of DBL(τ)/DBR(τ) in Fig. 2b is fluctuating compared to Fig. 2a. This
fluctuation is due to the time evolution of the basis.
All the results of the simulations show that the “detailed balance” (53) holds once the system reaches the equilibrium
state: τ & 90 in Fig. 2a and τ & 9 in Fig. 2b. The detailed balance is a sufficient condition, but not a necessary
condition for the equilibrium state. Therefore, this is a highly nontrivial result. It means that the “entropy production”
that we defined in (35) satisfies the important requirement of the entropy production; it vanishes in the equilibrium
state.
Although everything seems fine in the equilibrium states, as we can see from the result of the simulation,
Wτ (m,m
′; {σˆl(τ)}) can be negative (i.e. DBL(τ)/DBR(τ) < 0) in transient states of the non-Markovian region.
Hence we cannot always regard Wτ (m,m
′) as the transition rate of the classical birth-death master equation. More
importantly, it implies that the “entropy flow” (34) and the “entropy production” (35) can be ill-defined because the
arguments of the logarithms becomes negative. In contrast, we can prove that the “transition rate” Wτ (m,m
′) is
always positive in the case of the quantum optical master equation (Appendix C), i.e. , the Born-Markov approxima-
tion (5) and the rotating-wave approximation (C1) are applicable. For the results of Figs. 2a and 2b, we expect that
(5) and (C1) are appropriate as is shown above and hence the “transition rate” would be always positive. The system
during the transient state, however, must be in a non-Markovian region after the strong perturbation of the energy
measurement. This is indeed indicated by the fact that the ratio DBL(τ)/DBR(τ) changes drastically as we include
more temperature corrections of the hierarchy equations of motion, i.e. , increasing the number of K. Except for such
strongly non-equilibrium cases, our definitions of the entropy change, the entropy flow, and the entropy production
seem legitimate as well as our fluctuation theorems (37), (38), and (40).
B. The “microscopic reversibility” and other possibilities of equality
In order to see whether the definition of the “entropy flow” (34) and the “heat” (42) are legitimate, we examine the
“microscopic reversibility” (44). Just as the “detailed balance,” the microscopic reversibility is a general relation in
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FIG. 2. (color online) The evolution of the ratio DBL(τ )/DBR(τ ) in the cases of (a) σx-coupling and (b) (σx + σz)-coupling
after the energy measurement at τ = 0. The parameter values are γ = 100ω0, βω0 = 0.05, and ζ = 0.001ω0 , which is the case
where we expect the Born-Markov approximation (5) and the rotating-wave approximation (C1) to be relatively appropriate;
min [γ, 2pi/β]≫ ζ, and ω0 ≫ ζ. The time step is 10
−4 in the simulation time. The lines indicate, from the top to the bottom,
(N,K) = (4, 1), (5, 2), (6, 3), (7, 4), (8, 5), (9, 6), and (10, 7). The line converges to the case where an infinite number of
auxiliary matrices are taken into account, i.e. the full solution.
the case of Markovian dynamics. We cannot expect such a relation to exist out of the Markovian limit; nevertheless,
it is worth testing. We also investigate whether any quantities are related to the ratio of the “transition rate” DBL(τ)
other than the “microscopic reversibility” (44).
The energy-measurement protocol of Sec. III A was suitable to see the non-equilibrium behavior, but it is difficult
to investigate the non-Markovian behavior because the convergence with respect to the hierarchy of the hierarchy
equations of motion gets extremely slow.
We here consider the following protocol instead: we prepare the total system in the thermal equilibrium state at
time τ = 0 and drive the local two-level system by a sinusoidal external field for τ ≥ 0. In other words, we add to the
Hamiltonian of the total system (1), the Hamiltonian of the external field
Hˆext(ψˆ, ψˆ
†, τ) = h(τ)σˆz = h(τ)(ψˆ
†ψˆ − ψˆψˆ†) (56)
with
h(τ) = A sin(ωext τ), (57)
where ωext is the angular frequency of the external field. Therefore, the local system does not go to equilibrium but
to a stationary state at best. In the following, we consider the case of the (σx + σz)-coupling to the bath.
In the present Subsection, we compare the ratio of the “transition rates” DBL(τ) in (54) with the following three
quantities. First, we compare it with DBR(τ), the right-hand side of the “detailed balance” as we defined in (55).
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The equality
DBL(τ)
?
= DBR(τ) (58)
means that the “detailed balance” (41) is satisfied even in the non-equilibrium state. Note that one cannot expect
the “detailed balance” to hold out of equilibrium in general.
The second quantity that we compare with DBL(τ) is
DB
(eq)
R (h(τ)) :=
〈a′τ |ρˆ
eq(h(τ))|a′τ 〉
〈b′τ |ρˆ
eq(h(τ))|b′τ 〉
, (59)
where {|a′τ 〉, |b
′
τ 〉} is the basis that diagonalizes the equilibrium reduced density matrix ρˆ
eq(h(τ)). In actual calculation,
we prepare the instantaneous equilibrium state ρˆeq(h(τ)) by simulating the dynamics with h(τ) fixed. Although
DB
(eq)
R (h(τ)) appears to be similar to DBR(τ) in (55), we calculate the ratio of the equilibrium probability with the
parameter h(τ), the fixed value of the external parameter at time τ . If the density matrix of the local system is equal
to the equilibrium density matrix, we have
DBR(τ)
?
= DB
(eq)
R (h(τ)). (60)
As is shown in Sec. III A, the “detailed balance” DBL(τ) = DBR(τ) should be satisfied in the equilibrium state, and
thus we call that the system is in the quasi-equilibrium state when DBL(τ) ≃ DB
(eq)
R (h(τ)) is satisfied. We can
regard that the difference between DBL(τ) and DB
(eq)
R (h(τ)) as an indicator of how close the system is to the thermal
equilibrium.
The third quantity that we compare with DBL(τ) is MRR(τ) := exp[−βq˜(b, a, τ)]. The equality
DBL(τ)
?
= MRR(τ) (61)
means the “microscopic reversibility” (44). As is shown in Appendix C, the “microscopic reversibility” (44) holds in
the case of the quantum optical master equation, i.e. , when the Born-Markov approximation (5) and the rotating-wave
approximation (C1) are applicable.
Among these quantities that we compare, DBL(τ), DBR(τ), and DB
(eq)
R (h(τ)) are the quantities that are related to
the birth-death master equation (27), while MRR(τ) = exp[−βq˜(b, a, τ)] is a (hypothetical) thermodynamic quantity
suggested by Esposito and Mukamel [14].
In order to check the consistency, let us first consider the parameter region where the Born-Markov approximation
(5) and the rotating-wave approximation (C1) are relatively appropriate: γ = 100ω0, 2π/β ≃ 120ω0, and ζ = 0.001ω0.
The result in Fig. 3a shows that the state almost satisfies the “detailed balance” (58) as well as (60), so that the system
is in a quasi-equilibrium state. It indicates that the break of the “microscopic reversibility” (61) is very small, and
thus the “heat” q˜(b, a, τ) and the “entropy flow” ∆se(t) should indeed satisfy the relation (43), or equivalently, are
legitimate as the heat and the entropy flow in the limit of the Born-Markov approximation (5) and the rotating-wave
approximation (C1). The result is completely consistent with the result of the quantum optical master equation in
Appendix C.
Figure 3b is for the parameter region where the Born-Markov approximation (5) and the rotating-wave approxi-
mation (C1) do not work at all: γ = 5ω0, 2π/β ≃ 12ω0, and ζ = ω0. Although the frequency of the external field
ωext is not very fast compared to the typical relaxation time of the reduced density matrix, Fig. 3b indicates that
the difference of DB
(eq)
R (h(τ)) from DBL(τ) is of the same order as the amplitude of DB
(eq)
R (h(τ)) itself and thus the
system is out of equilibrium significantly.
It is then remarkable that the deviation of DBR(τ) from DBL(τ) is much smaller than that of DB
(eq)
R (h(τ)) in the
present case; even though the system is in a strongly non-equilibrium situation, not even in the quasi-equilibrium
state, the “detailed balance” (58) is almost satisfied. Note that it does not mean the “entropy production” (35) is
almost equal to zero since the system is out of equilibrium and P˙τ (n) in (35) is nonzero. The only case that we have
found so far where the definition (34) and (35) is inappropriate in principle is the transient state in Sec. III A.
Finally, in contrast to Fig. 3a, MRR(τ) largely differs from DBL(τ), and thus the “microscopic reversibility” (44)
does not hold at all in our sense. It means that, in the region where the Born-Markov approximation (5) and the
rotating-wave approximation (C1) are inappropriate, our definitions of the “heat” q˜(b, a, τ) and the “entropy flow”
∆se(t) are not legitimate and do not satisfy the Crooks-type fluctuation theorem (45).
14
DBL (τ )
DBR
(eq) (τ )
DBR (τ )
(N ,K ) = (6, 3)
ω
ext = 10
−3
(σ
x
+ σ z )-coupling
ω τ
MRR (τ )
(a)
(N ,K ) = (11,4)
ω
ext = 10
−3
(σ
x
+ σ z )-coupling
?MRR (τ )
DBR (τ )?
DBL (τ )
?
DBR
(eq) (τ )?
ω
extτ
(b)
FIG. 3. (color online) (a) The time evolution of DBL(τ ) (solid line), DBR(τ ) (△ dots), DB
(eq)
R (h(τ )) (× dots), and MRR(τ )
(+ dots) for A = 0.25ω0 and ωext = 10
−3. The time step is 10−3 in the simulation time. The horizontal axis is scaled as ωextτ .
The parameter values are γ = 100ω0, βω0 = 0.05, and ζ = 0.01ω0, which is also the case where the Born-Markov approximation
and the rotating-wave approximation are appropriate; min [γ, 2pi/β]≫ ζ, and ω0 ≫ ζ. (b) The time evolution of DBL(τ ) (solid
line), DBR(τ ) (dots), DB
(eq)
R (h(τ )) (solid line), and MRR(τ ) (solid line) for A = 0.25ω0 and ωext = 10
−3. The time step is 10−4
in the simulation time. The horizontal axis is scaled as ωextτ . The parameter values are γ = 5ω0, βω0 = 0.5, and ζ = ω0, which
is the case where the Born-Markov approximation and the rotating-wave approximation are inappropriate. In both cases, the
hierarchy of (N,K) is well converged.
IV. CONCLUSION
We formally generalized the fluctuation theorems for the Markovian quantum master equation to the case of the
master equation in a non-Markovian heat bath in the case of a system linearly coupled to a Gaussian heat bath
with the spectrum distribution of the Drude form. These fluctuation theorems are based on the analogy with the
classical stochastic processes. Since it was unclear whether the complete analogy holds, we numerically investigated
the properties of the birth-death master equation (27). The numerical results of Sec. III showed that the “detailed
balance” (41) holds in equilibrium (Sec. III A). Therefore, the “entropy production” (35) is indeed zero in equilibrium
and our fluctuation theorems (37), (38), and (40) are legitimate. Furthermore, remarkably, the “detailed balance”
almost holds even in the weakly non-equilibrium state (Sec. III B). We do not have a complete interpretation about
this fact yet. The only exception that we found is that the “transition rate” (22) on the quantum trajectory can
be negative in the strongly transient dynamics after the energy measurement, and thus we cannot regard it as the
transition rate in the sense of the classical stochastic processes. For such a state, the “entropy flow” and the “entropy
production” may be ill-defined because the arguments of the logarithms of (34) and (35) become negative.
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From the dynamics of the sinusoidally driven system by the Zeeman field, we confirmed that the “microscopic
reversibility” (44) does not hold in the parameter region out of the Born-Markov limit, although it does hold in the
quantum optical master equation, which is the case where the Born-Markov approximation (5) and the rotating-wave
approximation (C1) are applicable (Appendix C). One of the possibilities that we can think of is that the definition
of the “heat” (42) is inappropriate in the non-Markovian regions.
In summary, the “entropy production” (35) that appears in the fluctuation theorem (37) is appropriate other than
in the strongly transient state. We cannot, however, rewrite (37) into the form of the Crooks-type fluctuation theorem
with the definition of the “heat” (42). A proper definition of the heat in the non-Markovian regions might exist so
that the Crooks-type fluctuation theorem may hold.
It is difficult to investigate a state very far from equilibrium numerically, because we require a large set of (N,K)
in order to make the result converge. We need a more efficient methodology in order to explore the properties of the
dynamics on the quantum trajectory beyond the parameter regions that we computed here.
ACKNOWLEDGEMENTS
It is a pleasure to acknowledge discussions with M. Esposito himself. One of us (T.K) is grateful to Y. Tanimura
for fruitful comments about the hierarchy equations of motion. The present study is supported by Grant-in-Aid for
Scientific Research (B) No. 22340110 as well as by CREST, JST.
Appendix A: Hierarchy equations of motion
Although the hierarchy equations of motion are described well in Refs. [26–29], we here give a brief review in order
to make our description more self-contained and clarify the notations.
1. The Feynman-Vernon theory
The hierarchy equations of motion describe the dynamics of the reduced density matrix of an arbitrary local system
which is linearly connected to a Gaussian heat bath, i.e. , the Hamiltonian of (1)–(3). We assume that the initial state
of the total density matrix is a product state and the density matrix of the heat bath is in the canonical state, i.e. ,
ρˆtot(0) = ρˆ(0)⊗
1
ZB
e−βHˆB , ZB = TrB e
−βHˆB , (A1)
where TrB denotes the trace with respect to the bath degrees of freedom. According to the Feynman-Vernon theory
[34, 35], the time evolution of an element of the reduced density matrix ρ(ψ, ψ, τ) := 〈ψ|TrBρˆtot(τ)|ψ〉 with the above
initial state is expressed as
ρ(ψf , ψ
′
f , τ)
=
∫
dψidψidψ
′
idψ
′
i
×
∫ ψ(τ)=ψ
f
,ψ(τ)=ψf,ψ′(τ)=ψ′f ,ψ
′(τ)=ψ′
f
ψ(0)=ψ
i
,ψ(0)=ψi,ψ′(0)=ψ′i,ψ
′(0)=ψ′
i
DψDψDψ′Dψ′
× e
i
~
(SS[ψ,ψ]−SS[ψ′,ψ
′])FFV[ψ, ψ, ψ′, ψ
′]ρ(ψi, ψ
′
i , 0), (A2)
where ψ and ψ′ are the coherent states, SS is the action of the local system, and the functional FFV is the influence
functional which contains all the information of the heat bath. Using the fact that the heat bath is Gaussian and the
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coupling to the local system is linear, the influence functional reads
FFV[ψ, ψ, ψ′, ψ
′]
= exp
{
−
1
~2
∫ ∞
0
dω
∫ τ
0
dτ1 V
×(τ1)
[
−i
∫ τ1
0
dτ2J(ω) sin[ω(τ1 − τ2)]V
◦(τ2)
+
∫ τ1
0
dτ2J(ω) cos[ω(τ1 − τ2)] coth
(
β~ω
2
)
V ×(τ2)
]}
× exp
(
−
i
~2
∫ ∞
0
dω
J(ω)
ω
∫ τ
0
dτ1 V
◦(τ1)V
×(τ1)
)
, (A3)
where
J(ω) =
∑
α
c2α~
2mαωα
δ(ω − ωα), (A4)
V ×(τ) := V (ψ, ψ, τ)− V (ψ′, ψ′, τ), (A5)
V ◦(τ) := V (ψ, ψ, τ) + V (ψ′, ψ′, τ). (A6)
2. Equations of motion
In the case of the spectrum distribution of the Drude form (4), the influence functional becomes
FFV[ψ, ψ, ψ′, ψ
′] = exp
[∫ τ
0
dτ1
∫ τ1
0
dτ2Φ(τ1)Θ(τ2)γ e
−γ(τ1−τ2)
]
×
∞∏
k=1
exp
[∫ τ
0
dτ1
∫ τ1
0
dτ2Φ(τ1)Ψk(τ2)νk e
−νk(τ1−τ2)
]
× exp
(
−
iζγ
2ω0
∫ τ
0
dτ1 V
◦(τ1)V
×(τ1)
)
, (A7)
Φ(τ) = iV ×(τ), (A8)
Θ(τ) =
iζ
β~ω0
[
−i
β~γ
2
V ◦(τ) +
β~γ
2
cot
(
β~γ
2
)
V ×(τ)
]
, (A9)
Ψk(τ) =
iζ
β~ω0
2γ2
ν2k − γ
2
V ×(τ), (A10)
where νk = 2πk/β~ is the Matsubara frequency. In the form (A7) of the influence functional, the time scale of each
element is clear. Hence, for k (≥ K + 1) that satisfies νk ≫ ω0, we may approximate
νk e
−νk(τ−τ
′) ≃ δ(τ − τ ′) (k ≥ K + 1). (A11)
In other words, the Markovian approximation is valid in the levels k ≥ K +1, but not in the lower levels. After some
calculations, under the constraint that 0 < β~γ/2 < π, we arrive at
FFV[ψ, ψ, ψ′, ψ
′]
= exp
{
−
∫ τ
0
dτ1
[
Φ(τ1)e
−γτ1
(
−
∫ τ1
0
dτ2 γΘ(τ2)e
γτ2
)
+ Ξ(τ1)
]}
×
K∏
k=1
exp
{
−
∫ τ
0
dτ1
[
Φ(τ1)e
−νkτ1
(
−
∫ τ1
0
dτ2 νkΨk(τ2)e
νkτ2
)
+Φ(τ1)Ψk(τ1)
]}
,
(A12)
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where we defined
Ξ(τ) ≡
ζ
β~ω0
[
1−
β~γ
2
cot
(
β~γ
2
)]
V ×(τ)V ×(τ) + i
ζ
β~ω0
β~γ
2
V ◦(τ)V ×(τ). (A13)
Now we introduce the following matrices:
ρ
(n)
j1,...,jK
(ψf , ψ
′
f , τ) =
∫
dψidψidψ
′
idψ
′
i
∫ ψ(τ)=ψ
f
,ψ(τ)=ψf ,ψ′(τ)=ψ′f ,ψ
′(τ)=ψ′
f
ψ(0)=ψ
i
,ψ(0)=ψi,ψ′(0)=ψ′i,ψ
′(0)=ψ′
i
DψDψDψ′Dψ′
×
[
e−γτ
(
−
∫ τ
0
dτ ′ γΘ(τ ′)eγτ
′
)]n
×
[
e−νkτ
(
−
∫ τ
0
dτ ′ νkΨk(τ
′)eνkτ
′
)]jk
× e
i
~
SS[ψ,ψ] FFV[ψ, ψ, ψ′, ψ
′]e−
i
~
SS[ψ′,ψ
′]ρ(ψi, ψ
′
i , 0). (A14)
The element with (n, j1, . . . , jK) = (0, 0, . . . , 0) represents the original reduced density matrix. Hereafter, we omit the
subscript f for the final state. We can express the derivative of the influence functional in terms of these matrices,
and thus the formal time derivative leads to the following hierarchy structure:
∂
∂τ
ρ
(0)
0,...,0(ψ, ψ
′; τ) = −
(
iLˆ+
K∑
k=1
ΦˆΨˆk + Ξˆ
)
ρ
(0)
0,...,0(ψ, ψ
′; τ)
− Φˆρ
(1)
0,...,0(ψ, ψ
′; τ)−
K∑
k=1
Φˆρ
(0)
0,...,1,...,0(ψ, ψ
′; τ), (A15)
∂
∂τ
ρ
(1)
0,...,0(ψ, ψ
′; τ) = −
(
iLˆ+ γ +
K∑
k=1
ΦˆΨˆk + Ξˆ
)
ρ
(1)
0,...,0(ψ, ψ
′; τ)
− Φˆρ
(2)
0,...,0(ψ, ψ
′; τ)− γΘˆρ
(0)
0,...,0(ψ, ψ
′; τ)
−
K∑
k=1
Φˆρ
(1)
0,...,1,...,0(ψ, ψ
′; τ), (A16)
∂
∂τ
ρ
(0)
1,0,...,0(ψ, ψ
′; τ) = −
(
iLˆ+ ν1 +
K∑
k=1
ΦˆΨˆk + Ξˆ
)
ρ
(0)
1,0...,0(ψ, ψ
′; τ)
− Φˆρ
(1)
1,0,...,0(ψ, ψ
′; τ) −
K∑
k=1
Φˆρ
(0)
1,0,...,1,...,0(ψ, ψ
′; τ)
− ν1Ψˆ1ρ
(0)
0,...,0(ψ, ψ
′; τ), (A17)
...
∂
∂τ
ρ
(n)
j1,...,jK
(ψ, ψ′; τ) = −
[
iLˆ+ nγ +
K∑
k=1
(jkνk + ΦˆΨˆk) + Ξˆ
]
ρ
(n)
j1,...,jK
(ψ, ψ′; τ)
− Φˆρ
(n+1)
j1,...,jK
(ψ, ψ′; τ)− nγΘˆρ
(n−1)
j1,...,jK
(ψ, ψ′; τ)
−
K∑
k=1
Φˆρ
(n)
j1,...,jk+1,...,jK
(ψ, ψ′; τ)
−
K∑
k=1
jkνkΨˆkρ
(n)
j1,...,jk−1,...,jK
(ψ, ψ′; τ). (A18)
In the above equations, Φˆ, Θˆ, Ψˆk, and Ξˆ are given in (A8), (A9), (A10), and (A13) with the replacement V
×(t)→ Vˆ ×
and V ◦(t)→ Vˆ ◦, where Vˆ ×f ≡ V f − fV and Vˆ ◦f ≡ V f + fV . We can summarize (A15)–(A18) formally as (14).
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3. Terminators
In principle, the set of above equations contains the hierarchy that continues infinitely. Nevertheless, for the matrices
with (n, j1, j2, · · · jK) that satisfy
nγ +
K∑
k=1
jkνk ≫ ω0, (A19)
we can approximate that such matrices obey the following equation of motion:
∂
∂τ
ρ
(n)
j1,...,jK
(ψ, ψ′; τ) ≃ −
(
iLˆ+
K∑
k=1
ΦΨk + Ξ
)
ρ
(n)
j1,...,jK
(ψ, ψ′; τ). (A20)
This is written solely in terms of the matrix with (n, j1, . . . , jK), and thus the hierarchy is truncated here. The
matrices which obey (A20) are called the terminators.
For the numerical calculation, we set
N ≡ n+
K∑
k=1
jk ≫
ω0
min(γ, ν1)
(A21)
as a number that satisfies (A19).
4. Numerical implementation
Analytical calculation of the hierarchy equations of motion turns out to be quite difficult in most cases, and thus
it is usual to obtain the result with numerical simulations. In the above formulation, we can obtain the exact result
if we take N in (A21) and K in (A11) infinite so that the approximations in (A20) and (A11) may become exact.
We cannot, however, implement this because it requires an infinite set of equations to solve. Hence we simulate with
finite values of (N,K), which produces of course an approximate result. Nevertheless, if we increase N and K, the
physical quantity that we are calculating converges to a certain value. We can regard this value as the numerically
exact result since the simulations with the higher set of (N,K) would only give negligible differences.
Appendix B: Isolated system
We will show in the present Appendix that the “transition rate” Wτ (m,m
′) vanishes for isolated systems. In the
case of an isolated quantum system, we do not need to use the method of the hierarchy equations of motion, and
thus we take over the formalism by Esposito and Mukamel [14] (see Eqs. (6)–(11) in Sec. II). The system obeys the
Liouville-von Neumann equation
d
dτ
|ρ(τ)〉〉 =
ˆˆ
L|ρ(τ)〉〉 = −i[H(τ), ρ(τ)] (B1)
and the corresponding “transition rate” is
Wτ (m,m
′)
≡ 〈〈mτ |
ˆˆ
L|m′τ 〉〉
= −i
(
〈mτ | [H, |m
′
τ 〉〈m
′
τ |] |mτ 〉
)
= −i
(
〈mτ |H |m
′
τ 〉〈m
′
τ |mτ 〉 − (〈mτ |H |m
′
τ 〉〈m
′
τ |mτ 〉)
∗
)
= 0. (B2)
Thus, no transitions take place. The picture of the quantum trajectory appears obviously due to the interaction with
the reservoir.
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Appendix C: “Detailed balance” and “Microscopic reversibility”
of the quantum optical master equation
In order to compare with our results in Sec. III, we will show that the “detailed balance” (41), or equivalently
(53), and show that the “microscopic reversibility” (44) holds for the spin-boson model within the Born-Markov
approximation (5) and the rotating-wave approximation. The condition of the rotating-wave approximation reads
ω0 ≫ ζ, (C1)
where ω0 is the energy spacing of the local system and ζ is the coefficient, which is related to the system-bath coupling
strength cα in Eq. (3). These approximations are common in studies of the reservoir of the photon field, and hence
we here treat such a case. As we did in Sec. III, we discuss in the Schro¨dinger picture and set ~ = 1.
1. Quantum optical master equation and the ratio of the “transition rate”
For the Hamiltonian of the local system of HˆS = ω(τ)σ3/2, the equation of motion for the reduced density matrix
ρˆ(τ) is given by the quantum optical master equation [32]
d
dτ
ρˆ(τ) = −i[HˆLS, ρˆ(τ)]
+ γd(τ)(N + 1)
(
σˆ−ρˆ(τ)σˆ+ −
1
2
σˆ+σˆ−ρˆ(τ) −
1
2
ρˆ(τ)σˆ+σˆ−
)
+ γd(τ)N
(
σˆ+ρˆ(τ)σˆ− −
1
2
σˆ−σˆ+ρˆ(τ) −
1
2
ρˆ(τ)σˆ−σˆ+
)
(C2)
=: −i[HˆLS, ρˆ(τ)] +
ˆˆ
D|ρˆ(τ)〉〉 =: (
ˆˆ
LLS +
ˆˆ
D)|ρˆ(τ)〉〉. (C3)
In deriving (C3), we used the Born-Markov approximation (5) and the rotating-wave approximation (C1). The
operator HˆLS is the Hamiltonian with the Lamb-Stark shift and
ˆˆ
LLS is its Liouvillian,
ˆˆ
D is referred to as the dissipator,
σˆ+ = (σˆx + iσˆy)/2, σˆ− = (σˆx − iσˆy)/2, and
γd(τ) =
4ω(τ)3|~d|2
3c3
, N := N(ω(τ)) =
1
exp
(
βω(τ)
)
− 1
. (C4)
The factor c is the speed of light and ~d is the off-diagonal element of the dipole operator,
~Ddipole(τ) = ~dσˆ−e
−iω(τ)τ + ~d∗σˆ+e
iω(τ)τ . (C5)
This corresponds to the case of σx-coupling in Sec. III. In the current model and approximations, the (σx+σz)-coupling
would only cause the energy shift from the case of σx-coupling.
Since Eq. (C3) is of the form (6), we follow Esposito and Mukamel [14] here. The general solution of the density
matrix is expressed as
ρˆ(τ) = e−iτHˆLS
1
2
(1 + 〈~σ(τ)〉 · ~σ)eiτHˆLS
= e−iτHˆLS
(
1
2 (1 + 〈σ3(τ)〉) 〈σˆ−(τ)〉
〈σˆ+(τ)〉
1
2 (1 − 〈σ3(τ)〉)
)
eiτHˆLS . (C6)
The angular bracket means 〈· · ·〉 = TrS(· · · ρˆ(τ)), where TrS is the trace over the local system. Each of these averaged
values evolves as
d
dτ
〈σ1(τ)〉 = −
γd(τ)[2N + 1]
2
〈σ1(τ)〉, (C7)
d
dτ
〈σ2(τ)〉 = −
γd(τ)[2N + 1]
2
〈σ2(τ)〉, (C8)
d
dτ
〈σ3(τ)〉 = −γd(τ)[2N + 1]〈σ3(τ)〉 − γd(τ). (C9)
20
Since the coupling is weak under the present approximations, the initial equilibrium state is well approximated as
ρˆ(0) =
(
e−
1
2
βω(0) 0
0 e
1
2
βω(0)
)
. (C10)
Thus, the density matrix in the interaction picture is a diagonal matrix all the time, which means that the time-
dependent basis (15) becomes time independent:
|aτ 〉 =
(
a1
a2
)
=
(
1
0
)
, |bτ 〉 =
(
b1
b2
)
=
(
0
1
)
. (C11)
Because 〈〈bτ |
ˆˆ
LLS|aτ 〉〉 = 0 as we see from (B2), the ratio of the “transition rate” Wτ (bτ , aτ ) in (11) reads
Wτ (bτ , aτ ) ≡ 〈〈bτ |
ˆˆ
D|aτ 〉〉 (C12)
= γdN
(
|a1|
2|b2|
2 + |a2|
2|b1|
2
)
+ γd|a2|
2|b1|
2. (C13)
The second term is asymmetric with respect to the process reversal aτ ↔ bτ . We also see that the “transition rate”
Wτ (bτ , aτ ) is real and positive unlike the general expression (22). Substituting the specific form N = (e
βω(τ) − 1)−1
into (C13), we have for Eq. (54)
DBL(τ) =
Wτ (a, b)
Wτ (b, a)
=
eβω(τ)|a2|
2|b1|
2 + |a1|
2|b2|
2
eβω(τ)|a1|2|b2|2 + |a2|2|b1|2
= e−βω(τ). (C14)
2. “Detailed balance”
Let us consider the time evolution from the ground state of the two-level system with ω(τ) = ω0, just as in Sec. III A.
According to (C6)–(C9), the time evolution of the density matrix ρˆ(τ) reads
ρˆ(τ) =
(
1
2 (1 + 〈σ3(τ)〉) 0
0 12 (1− 〈σ3(τ)〉)
)
(C15)
with
〈σ3(τ)〉 =
2(N(ω0) + 1)
2N(ω0) + 1
e−γd(2N(ω0)+1)τ −
1
2N(ω0) + 1
. (C16)
Thus we have for Eq. (54)
DBR(τ) =
〈aτ |ρˆ(τ)|aτ 〉
〈bτ |ρˆ(τ)|bτ 〉
=
1 + 〈σ3(τ)〉
1− 〈σ3(τ)〉
. (C17)
As τ →∞, we have DBR(τ)→ exp(−βω0). Therefore, the “detailed balance” (41), or (53) holds in equilibrium under
the present approximations.
3. “Microscopic reversibility”
For the case where the local system is driven by the Zeeman magnetic field as in Sec. III B, the right-hand side of
(44) reads
〈bτ |HS(τ)|bτ 〉 = −
~ω(τ)
2
, 〈aτ |HS(τ)|aτ 〉 =
~ω(τ)
2
, (C18)
exp(β[〈bτ |HS(τ)|bτ 〉 − 〈aτ |HS(τ)|aτ 〉]) = e
−β~ω(τ). (C19)
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Comparing (C19) with (C14), we see that the “microscopic reversibility” (44) holds in this case. Note, however, that
it does not generally hold even if we use the Born-Markov approximation and the rotating-wave approximation, when
we drive the system with the external field other than the Zeeman magnetic field.
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