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1 Introduction
We consider the following regularized minimization problem:
min
x
F (x) := f (x) + ψ (x) , (1)
where f is block-wise Lipschitz-continuously differentiable (defined below)
but not necessarily convex, and the regularizer ψ is convex, extended-valued,
proper, closed, and block-separable, but possibly nondifferentiable. We assume
F is lower-bounded and denote the solution set by Ω, which is assumed to be
nonempty. For simplicity, we assume x ∈ Rn, but our methods can be applied
to matrix variables too. We decompose x ∈ Rn into N blocks such that
x = (x1, x2, . . . , xN ) ∈ Rn, xi ∈ Rni , ni ∈ N,
N∑
i=1
ni = n,
and assume throughout that the function ψ can be decomposed as
ψ(x) =
N∑
i=1
ψi(xi),
where all ψi have the properties claimed for ψ above. Many regularized empir-
ical risk minimization (ERM) problems in machine learning have this struc-
ture with ni > 1 for all i; see, for example, [32,15,4,8,27,9]. For the block-
separability of x, we use the column submatrices of the identity denoted by
U1, U2, . . . , UN , where Ui corresponds to the indices in the ith block of x. Thus
we have
xi = U
>
i x, x =
N∑
i
Uixi, and ∇if = U>i ∇f.
The block-wise Lipschitz-continuously differentiable property is that there ex-
ist constants Li > 0, i = 1, 2, . . . , N such that
‖∇if(x+ Uih)−∇if(x)‖ ≤ Li‖h‖, ∀h ∈ Rni , ∀x ∈ Rn. (2)
We consider randomized block-coordinate-descent (BCD) type methods to
optimize (1), where only one block of variables is updated each time. Moreover,
we define subproblems with varying quadratic terms, and use possibly non-
uniform sampling to select the block to be updated. To accommodate general
quadratic terms and complicated regularizers ψi, we also allow inexactness in
computation of the update step.
The kth iteration of the “exact” version of our approach proceeds as fol-
lows. Given the current iterate xk, we pick a block i, according to some discrete
probability distribution over {1, . . . , N}, and minimize a quadratic approxima-
tion of f plus the function ψi for that block, to obtain the update direction
dki . That is, we have
dki := arg min
d∈Rni
Qx
k
i (d) , (3)
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where
Qki (d) := ∇if
(
xk
)>
d+ 12d
>Hki d+ ψi
(
xki + d
)− ψi (xki ) , (4)
and Hk is some positive-definite matrix that can change over iterations, and
Hki ∈ Rni×ni is the ith diagonal block of Hk. A backtracking line search along
dki is then performed to determine the step. We denote the objective in (4) by
Qi when discussing the internal workings of some iteration k.
Methods of this type have been discussed in existing works [16,24,5], but
under various assumptions that may be impractical for some problems. [16]
require the prior knowledge of the component-wise Lipschitz constants, and
assume that (3) is solved to optimality, which is usually possible only when
ψi possesses some simple structure and H
k is diagonal. [24] restricts Hk to
be fixed over iterations. The extension [5] is close to our framework, but (as
they point out) their subproblem termination condition may be expensive to
check except for specific choices of ψ. By contrast, we aim for more general
applicability by requiring only that (3) is solved inexactly, in a sense defined
below in (5), that does not even need to be checked. Moreover, these works
consider only uniform sampling for the regularized problem in which ψ 6≡ 0.1
Since [16] showed possible advantages of non-uniform sampling in the non-
regularized case, we wish to consider non-uniform sampling in the regularized
setting too. Others studied the cyclic version of the block-coordinate approach
under various assumptions [3,22,26,33], but the cyclic variant is significantly
slower than the randomized one in the worst case [23].
This paper contributes to both theory and practice. From the practical
angle, we extend randomized BCD for regularized functions to a more flexible
framework, involving variable quadratic terms and line searches, recovering
existing BCD algorithms as special cases. Knowledge of blockwise Lipschitz
constants is not assumed. Our algorithms are thus more practical, applicable
to wider problem classes (including nonconvex ones), and significantly faster
in practice. The theoretical contributions are as follows.
1. For convex problems, our analysis reflects a phenomenon that is widely
observed in practice for BCD on convex problems: fast Q-linear convergence
in the early stages of the algorithm, until a modest degree of suboptimality
is attained. This result can be used to strongly weaken the dependency of
the iteration complexity on the initial objective value.
2. We show that global linear convergence holds under an assumption weaker
than strong convexity. By combining this fact with the fast rate above, even
for strongly convex problems, we can get iteration complexities sharper
than existing analyses.
3. Our convergence analysis allows arbitrary sampling probabilities for the
blocks; we show that non-uniform distributions can reduce the iteration
complexity significantly in some cases.
4. Inexactness in the subproblem solution affects the convergence rates in a
benign way. It follows that if approximate solutions can be obtained cheaply
1 For the special case ψ ≡ 0, works including [24] considered arbitrary samplings.
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for the subproblems, overall running time of the algorithm can be reduced
significantly.
Special cases of our algorithm of diagonal H extends existing analysis for
smaller classes of problems, showing that for (1), with the additional informa-
tion of blockwise Lipschitz constants, sampling with probability proportional
to the value of these constants Li enjoys the same improvement of the conver-
gence by a factor of Lmax/Lavg over uniform sampling, where
Lmax := max
1≤i≤N
Li, Lavg :=
1
N
N∑
i=1
Li, Lmin := min
1≤i≤N
Li.
This result is novel in the regularized setting (1), to our knowledge. The same
sampling strategy produces similar advantages for nonconvex problems, an
observation that is novel even for the non-regularized case.
We introduce our assumptions and the proposed algorithm in Section 2.
Section 3 provides detailed convergence analysis for various classes of prob-
lems, including nonconvex problems and problems for which our algorithm
enjoys global linear convergence. The special case of traditional BCD with
non-uniform sampling is studied in Section 4. We discuss related works in
Section 5 and efficient implementation of our algorithm for a wide class of
problems in Section 6. Computational results are shown in Section 7 and con-
cluding remarks appear in Section 8.
2 Proposed Algorithm
We focus throughout this paper on the case in which (3) is difficult to solve in
closed form, so is solved inexactly by an iterative method, such as coordinate
descent, proximal gradient, or their accelerated variants. We assume that dki
is an η-approximate solution to (3) for some η ∈ [0, 1) fixed over all k and all
i, satisfying the following condition:
η
(
Qki (0)−
(
Qki
)∗) ≥ Qki (dki )− (Qki )∗ , (5)
where (Qki )
∗ := infdQki (d). Note that the setting η = 0 corresponds to the
special case in which the subproblems are solved exactly. In general, we do not
need to know the value of η or to verify the condition (5) explicitly; we merely
need to know that such a value exists. For example, if the algorithm used to
solved (3) has a global linear convergence rate, and if we run this method for a
fixed number of iterations, then we know that (5) is satisfied for some value of
η, even if we do not know this value explicitly. Further discussions on how to
achieve this condition can be found in, for example, [2,12]. Our analysis can be
extended easily to variable, adaptive choices of η, which might lead to better
iteration complexities, but for the sake of interpretability and simplicity, we
fix η for all k in the discussion below.
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Algorithm 1 Inexact variable-metric block-coordinate descent for (1)
1: Given β, γ ∈ (0, 1), η ∈ [0, 1), and x0 ∈ Rn;
2: for k = 0, 1, 2, . . . do
3: Pick a probability distribution p1, . . . , pN > 0,
∑
i pi = 1, and sample i accordingly;
4: Compute ∇if(xk) and choose a positive-definite Hki ;
5: Approximately solve (3) to obtain a solution dki satisfying (5);
6: Compute ∆i by (7) with x = x
k and di = d
k
i ; Set α
k ← 1;
7: while (6) is not satisfied do
8: αk ← βαk;
9: end while
10: xk+1 ← xk + αkUidki ;
11: end for
At the current iterate x, a block i is chosen according to some discrete prob-
ability distribution over {1, 2, . . . , N}, with probabilities p1, p2, . . . , pN > 0.
For the selected block i, we compute the partial gradient ∇if and choose a
positive-definite Hi, thus defining the subproblem (4). The selection of Hi is
application-dependent; possible choices include the (generalized) Hessian, 2 its
quasi-Newton approximation, and a diagonal approximation to the Hessian. A
diagonal damping term may also be added to Hi. After finding an approximate
solution di to (3) that satisfies (5) for some η ∈ [0, 1), we conduct a backtrack-
ing line search, as in [26]. The following sufficient decrease condition must be
satisfied: Given β, γ ∈ (0, 1), we let α be the largest value in {1, β1, β2, . . . }
such that
F (x+ αUidi) ≤ F (x) + αγ∆i, (6)
where
∆i := ∇if (x)> di + ψi (xi + di)− ψi (xi) . (7)
Then the iterate is updated to x + αUidi. Our algorithm is summarized in
Algorithm 1.
3 Convergence Analysis
Our convergence analysis extends that of [12], which can be considered as a
special case of our framework with N = 1 blocks. Nontrivial modifications are
needed to allow for multiple blocks and non-uniform sampling. The following
result about lower bound on the step size tracks [12, Corollary 4] and its proof
is therefore omitted.
Lemma 1 If the ith block is selected, Hi  miI for some mi > 0, and (5)
holds, then we have
∆i ≤ − 1
1 +
√
η
d>i Hidi ≤ −
mi
1 +
√
η
‖di‖2. (8)
2 Since ∇if is Lipschitz continuous, it is differentiable almost everywhere. Therefore, we
can at least define a generalized Hessian as suggested by [7].
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Moreover, the backtracking line search procedure in Algorithm 1 terminates
finitely with a step size lower bounded by
α ≥ α¯i := min
{
1,
2β (1− γ)mi
Li
(
1 +
√
η
) } . (9)
The bound α¯i in (9) is a worst-case guarantee. For properly selected Hi (for
example, when Hi includes true second-order information about f confined to
the ith block), the steps will usually be closer to 1 because the last inequality
in (8) is typically loose.
We proceed to deal with the case that F is convex and that F is not
necessarily convex, respectively.
3.1 Convex Case
We define the optimal set strong convexity condition proposed by [12] required
for showing global linear convergence of Algorithm 1.
Definition 1 Given any function F whose minimum value F ∗ is attainable,
and for any x, define PΩ(x) as the projection of x onto the solution set Ω. We
say that F satisfies the optimal set strong convexity condition with parameter
µ ≥ 0, if for any x and for any λ ∈ [0, 1], the following holds.
F (λx+(1− λ)PΩ(x))
≤ λF (x) + (1− λ)F ∗ − 12µλ (1− λ) ‖x− PΩ (x)‖2 . (10)
The following technical lemma is crucial for both the convergence rate
proofs and for motivating the choice of pi, i = 1, 2, . . . , N .
Lemma 2 If f and ψ are convex and F satisfies (10) for µ ≥ 0, then for any
x, matrices Hi  0 with Hi ∈ Rni×ni , i = 1, . . . , N , probability distribution
{pi}N1 > 0, and step sizes {αi}Ni=1 > 0, by defining
P := diag (p1In1 , . . . , pNInN ), A := diag (α1In1 , . . . , αNInN ),
H := diag (H1, . . . ,HN ),
we have for Qi defined by (4) that the following holds for all λ ∈ [0, 1] and all
θ such that 0 ≤ θ ≤ αipi, i = 1, . . . , N :
Ei [αiQ∗i |x] ≤ θλ (F ∗ − F (x))− 12µθλ (1− λ) ‖x− PΩ (x)‖2 +
1
2θ
2λ2 (x− PΩ (x))> P−1A−1H (x− PΩ (x)) . (11)
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Proof Given any d ∈ Rn, let d˜ := APd. We can then obtain by change of
variables that
Ei[αiQ∗i |x]
= min
d
∇f (x)>APd+ 12d>HAPd+
N∑
i=1
αipi (ψi (xi + di)− ψi (xi))
= min
d˜
∇f (x)> d˜+ 12 d˜>P−1A−1Hd˜+
N∑
i=1
αipi
(
ψi
(
xi +
d˜i
αipi
)
− ψi (xi)
)
≤ min
d˜
min
θ:θ∈[0,1], θαipi≤1,∀i
∇f (x)>
(
θd˜
)
+ 12
(
θd˜
)>
P−1A−1H
(
θd˜
)
+
N∑
i=1
αipi
(
ψi
(
xi +
θd˜i
αipi
)
− ψi (xi)
)
. (12)
Next, from the convexity of f , we have
∇f (x)> θd˜ = θ
(
∇f (x)> d˜
)
≤ θ
(
f
(
x+ d˜
)
− f (x)
)
,
and from θ/(αipi) ≤ 1 for all i and the convexity of ψ, we obtain
ψi
(
xi +
θd˜i
αipi
)
≤
(
1− θ
αipi
)
ψi (xi) +
θ
αipi
ψi
(
xi + d˜i
)
=
θ
αipi
(
ψi
(
xi + d˜i
)
− ψi (xi)
)
+ ψi (xi) .
Therefore, we have
min
d˜
min
θ:θ∈[0,1], θαipi≤1,∀i
∇f (x)>
(
θd˜
)
+ 12
(
θd˜
)>
P−1A−1H
(
θd˜
)
+
N∑
i=1
αipi
(
ψi
(
xi +
θd˜i
αipi
)
− ψi (xi)
)
≤ min
d˜
min
θ:θ∈[0,1], θαipi≤1,∀i
θ
(
F (x+ d˜)− F (x)
)
+
θ2
2
d˜>P−1A−1Hd˜
≤ min
λ∈[0,1]
min
θ:θ∈[0,1], θαipi≤1,∀i
θ (F (x+ λ (PΩ (x)− x))− F (x)) +
θ2λ2
2
(PΩ (x)− x)> P−1A−1H (PΩ (x)− x) . (13)
The result (11) then follows from combining (12), (13), and (10). uunionsq
By the positive-definiteness of H, (6) implies that
F (x+ αiUidi)− F (x) ≤ γαi
(
∆i +
1
2d
>
i Hidi
)
= γαiQi(di)
≤ (1− η)γαiQ∗i . (14)
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Thus Lemma 2 can be applied to the right-hand side of this bound to obtain
an estimate of the decrease in F at the current step.
We are ready to state the result concerning the rate of convergence. Given
any x0, we define
R0 := sup
x:f(x)≤f(x0)
‖x− PΩ(x)‖ . (15)
For the case of general convex problems, we make the assumption that for any
x0, the value of R0 defined in (15) is finite. We obtain the following results for
convergence rates.
Theorem 1 Assume that f and ψ are convex and (2) holds. Suppose that at
all iterations of Algorithm 1, (5) is satisfied with a fixed η ∈ [0, 1), and Hki are
chosen such that
Hki  miI, k = 0, 1, . . . , (16)
for some mi > 0 for all i.
1. At the kth iteration, given any probability distribution {pki }Ni=1 > 0 for
choosing the block ik to update, denote by {αki }Ni=1 > 0 the step sizes
generated by the backtracking line search for different blocks. (These are
guaranteed to be bounded away from zero, by Lemma 1.) Define
Pk := diag (pk1In1 , . . . , pkNInN ), Ak := diag (αk1In1 , . . . , αkNInN ),
Hk := diag (Hk1 , . . . ,H
k
N ),
and
pik := min
1≤i≤N
αki p
k
i . (17)
If
F
(
xk
)− F ∗ ≥ (xk − PΩ (xk))> P−1k A−1k Hk (xk − PΩ (xk))pik,
the convergence rate of the expected objective value is Q-linear:
Eik
[
F
(
xk+1
)− F ∗∣∣ xk]
(F (xk)− F ∗) ≤
(
1− (1− η) γpi
k
2
)
. (18)
2. Assume in addition that there exist Mi ≥ mi, i = 1, . . . , N with
M := diag (M1In1 , . . . ,MNInN ), A¯ := diag (α¯1In1 , . . . , α¯NInN ),
where α¯i are defined in Lemma 1. Given a probability distribution {pi} > 0,
define
p¯i := min
1≤i≤N
α¯ipi (19)
and
k0 := arg min
{
k : F
(
xk
)− F ∗ < ‖P−1A¯−1M‖p¯iR20} . (20)
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If for all k ≥ k0, we have that the sampling of ik follows the distribution
{pi},3 and in addition that
MiI  Hki  miI, i = 1, . . . , N, (21)
then the expected objective follows a sublinear convergence rate, as follows:
Eik0 ,ik0+1,...,ik−1
[
F
(
xk
)∣∣ xk0]− F ∗ ≤ 2‖P−1A¯−1M‖R20
2N + (1− η)γ(k − k0) . (22)
3. Suppose that a fixed probability distribution {pi}Ni=1 > 0 is used throughout
to sample the blocks and (21) holds at all iterations. We then have that for
all k < k¯0, where
k¯0 :=
max
0,
log
F(x0)−F∗
‖P−1A¯−1M‖p¯iR20
log
(
2
2−(1−η)γp¯i
)

 , (23)
(with p¯i defined in (19)) the expected objective satisfies
Ei0,...,ik−1
[
F
(
xk
)− F ∗∣∣x0] ≤ (1− (1− η)γp¯i
2
)k (
F
(
x0
)− F ∗) , (24)
and for all k ≥ k¯0, the expected objective satisfies
Ei0,...,ik−1
[
F
(
xk
)− F ∗∣∣x0] ≤ 2 ∥∥P−1A¯−1M∥∥R20
2N + (1− η)γ(k − k¯0)
. (25)
Proof Consider Lemma 2. For the general convex case, we have µ = 0 in (10),
so that (11) reduces to
Eik
[
αkik
(
Qkik
)∗∣∣∣xk] (26)
≤ θλ (F ∗ − F (xk))+ θ2λ2
2
(
xk − PΩ
(
xk
))> P−1k A−1k Hk (xk − PΩ (xk)) ,
for all λ ∈ [0, 1] and all θ ∈ [0, pik]. We then set θ = pik because the whole pos-
sible range of the right-hand side of (26) remains unchanged by manipulating
λ alone. Since the right-hand side of (26) is a strongly convex function of λ
for x /∈ Ω, we can find the maximizing λ explicitly as follows
λ = min
{
1,
F
(
xk
)− F ∗
(xk − PΩ (xk))> P−1k A¯−1k Hk (xk − PΩ (xk))pik
}
. (27)
By this choice, when
F
(
xk
)− F ∗ ≥ (xk − PΩ (xk))> P−1k A−1k Hk (xk − PΩ (xk))pik,
3 Note that in contrast, one can use different probability distributions before reaching the
bound in (20). The probability distribution is required to be fixed only after k ≥ k0.
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we have λ = 1 and (26) becomes
Eik
[
αkik
(
Qkik
)∗] ≤ 12pik (F ∗ − F (xk)) . (28)
By combining (28) and (14), we have proved (18).
Consider (26) with αkik replaced by α¯ik (so that Ak is replaced by A¯) and
pkik replaced with pik (so that Pk is replaced by P from Lemma 2). For any
k ≥ k0, we define
δk := Eik0 ,...,ik−1
[
F
(
xk
)− F ∗∣∣xk0] .
By taking expectations on both sides of (26) over ik0 , . . . , ik−1 conditional on
xk0 , we have by the definition (15) and the bound (16) that
Eik0 ,...,ik
[
α¯ik
(
Qkik
)∗∣∣∣xk0] ≤ −θλδk + θ2λ2
2
∥∥P−1A¯−1M∥∥R20. (29)
Setting θ = p¯i in (29), we have from (20) that since Algorithm 1 is a descent
method, δk < p¯i
∥∥P−1A¯−1M∥∥R20, for all k ≥ k0. Therefore, we can use
λ =
δk
p¯i
∥∥P−1A¯−1M∥∥R20
in (29) to obtain
Eik0 ,...,ik
[
α¯ik
(
Qkik
)∗∣∣∣xk0] ≤ − p¯i δ2k
2p¯i
∥∥P−1A¯−1M∥∥R20
= − δ
2
k
2
∥∥P−1A¯−1M∥∥R20 . (30)
Therefore, by taking expectation on (14) over ik0 , . . . , ik, conditional on x
k0
and using (30), we get
δk+1 ≤ δk − (1− η) γδ
2
k
2
∥∥P−1A¯−1M∥∥R20 . (31)
By dividing both sides of (31) by δkδk+1 and noting from Lemma 1 and (6)
that {F (xk)} and therefore {δk} is descending, we obtain
1
δk
≤ 1
δk+1
− (1− η) γδk
2δk+1
∥∥P−1A¯−1M∥∥R20 ≤ 1δk+1 − (1− η) γ2 ∥∥P−1A¯−1M∥∥R20 . (32)
By summing and telescoping (32), we obtain
1
δk
≥ 1
δk0
+ (k − k0) γ (1− η)
2
∥∥P−1A¯−1M∥∥R20 . (33)
Finally, note that because α¯i ∈ [0, 1] for i = 1, . . . , N , (20) implies that
1
δk0
≥ 1
p¯i
∥∥P−1A¯−1M∥∥R20 ≥ 1mini pi ∥∥P−1A¯−1M∥∥R20 . (34)
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Next, it is straightforward that the solution to
min
p1,...,pN
1
min1≤i≤N pi
subject to
N∑
i=1
pi = 1, pi ≥ 0, i = 1, . . . , N
is pi ≡ 1/N , and the corresponding objective value is N . Therefore, (34) is
improved to
1
δk0
≥ N∥∥P−1A¯−1M∥∥R20 .
Combining the inequality above with (33) then proves (22). uunionsq
The rate indicated by the first part of Theorem 1 has been observed fre-
quently in practice, and some restricted special cases without a regularizer has
been discussed in the literature [11,30]. However, to our knowledge, this is the
first time that a theoretical proof for BCD-type methods on general regular-
ized problems (1) is given. Other works in the literature usually have global
convergence bounds that depend on R20 +F (x
0)−F ∗. Our results significantly
weaken the dependency on the initial objective value.
We can see from the second item of Theorem 1 that the optimal probability
distribution after k0 iterations is
pi =
Miα¯
−1
i∑
jMjα¯
−1
j
. (35)
It is possible to replace α¯i and Mi with the values α
k
i and ‖Hki ‖ (respectively),
to obtain adaptive probabilities and sharper rates. Note that although in Al-
gorithm 1, pi can change over iterations, we fix the probability over iterations
for more succinct analysis.
We now consider the case that F satisfies the quadratic growth condition
F (x)− F ∗ ≥ µ
2
‖x− PΩ (x)‖2 (36)
for some µ > 0. This is a condition implied by (10) but not vice versa. We can
obtain global Q-linear convergence, as shown in the following theorem.
Theorem 2 Assume that f and ψ are convex and (2) and (36) hold for some
L1, . . . , LN , µ > 0. If at the kth iteration of Algorithm 1, (5) is satisfied with
some η ∈ [0, 1) and Hk is chosen such that (16) holds for some mi > 0 for all
i so that the step sizes αki are all lower bounded away from 0 as indicated by
Lemma 1. Then given any probability distribution {pki } > 0, with pik defined
as in (17), we have that the expected decrease at iteration k, which is
Eik
[
F
(
xk+1
)− F ∗∣∣ xk]
F (xk)− F ∗ , (37)
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is bounded by the following quantities:
1− (1− η)γpi
k
2
, if
F
(
xk
)− F ∗
(xk − PΩ (xk))> P−1k A−1k Hk (xk − PΩ (xk))
≥ pik,
(38a)
1− (1− η)γµ
4‖P−1k A−1k Hk‖
, if
µ
2‖P−1k A−1k Hk‖pik
≤ 1, (38b)
1− (1− η)γ
(
pik
(
pik‖P−1k A−1k Hk‖
µ
− 1
))
, otherwise. (38c)
Proof The first case (38a) is directly from Theorem 1. We consider the remain-
ing two cases (38b) and (38c). By (14), (26), the Cauchy-Schwarz inequality,
and (36), we have
Eik
[
F
(
xk+1
)− F (xk) | xk]
≤ γ(1− η)Eik
[
αkik
(
Qkik
)∗]
≤ γ(1− η)θ (F (xk)− F ∗)(−λ+ θλ2 ∥∥P−1k A−1k Hk∥∥
µ
)
, (39)
for all λ ∈ [0, 1] and all θ ∈ [0, pik]. By the same argument as in the previous
proofs, we let θ = pik. By minimizing the right-hand side of (39), we obtain
the two cases (38b) and (38c). uunionsq
For problems satisfying (10), we have a faster convergence result.
Theorem 3 Assume that f and ψ are convex and (2) and (10) hold for some
L1, . . . , LN , µ > 0. If at the kth iteration of Algorithm 1, (5) is satisfied with
some η ∈ [0, 1) and Hk is chosen such that (16) holds for some mi > 0 for
all i so that the step sizes αki are all lower bounded away from 0 as indicated
by Lemma 1. Then given any probability distribution {pki } > 0, and with pik
defined as in (17), the expected relative decrease at iteration k defined by
Eik
[
F
(
xk+1
)− F ∗∣∣ xk]
F (xk)− F ∗ (40)
is bounded as follows:
1− (1− η)γpi
k
2
, if
F
(
xk
)− F ∗
(xk − PΩ (xk))> P−1k A−1k Hk (xk − PΩ (xk))
≥ pik, (41a)
1− (1− η)γ
1
pik
+ maxi
‖Hki ‖
µαki p
k
i
, otherwise. (41b)
Proof The first case (41a) follows directly from Theorem 1. To prove the second
case (41b), we let λ = µ/(µ+ ‖P−1A−1H‖θ) to cancel out the last two terms
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in (11), and this value of λ is clearly within the range [0, 1]. This together with
setting θ = pik then implies
Eik
[
αik
(
Qkik
)∗] ≤ µθ
µ+
∥∥P−1k A−1k Hk∥∥ θ
(
F ∗ − F (xk))
=
1
1
θ +
‖P−1k A−1k Hk‖
µ
(
F ∗ − F (xk))
=
1
1
pik
+ maxi
‖Hki ‖
µαki p
k
i
(
F ∗ − F (xk)) . (42)
By combining (42) and (14), we obtain the desired result. uunionsq
As we have noted in the respective theorems, for problems on which Theo-
rem 2 or 3 holds, Theorem 1 is also applicable, and the early linear convergence
rate is significantly faster than the global rates described in Theorems 2 and 3.
Thus, we can sharpen the global iteration complexity for problems satisfying
(10) with µ > 0 by combining Theorems 3 and 1. We also notice that the rate
in Theorem 3 is faster than that in Theorem 2, which is why we consider these
two conditions separately.
Note too that with knowledge of αi and ‖Hki ‖, we could in principle min-
imize the expected gap Eik
[
F
(
xk+1
)− F ∗∣∣ xk] by minimizing the denomi-
nator in the right-hand side of (41) and (38) with respect to pki over p
k
i > 0
and
∑
i p
k
i = 1. Such an approach is not practical except in the special cases
discussed below, as it is unclear how to find αki and ‖Hki ‖ in general for the
blocks not selected.
Theorems 1 and 3 suggest that larger step sizes αi lead to faster conver-
gence. When Hki incorporates curvature information of f , we tend to have
much larger step sizes than the lower bound predicted in Lemma 1, and thus
the practical performance of using the Hessian or its approximation usually
outperforms using a multiple of the identity as Hi.
All the results here can be combined with Markov’s inequality to get high-
probability bounds for the objective value. The proofs are straightforward and
therefore omitted.
3.2 Nonconvex Case
When f is not necessarily convex, we cannot use Lemma 2 to estimate the ex-
pected model decrease at each iteration, and we cannot guarantee convergence
to the global optima. Instead, we analyze the convergence of certain measures
of stationarity.
The first measure we consider is how fast the optimal objective of the
subproblem (3) converges to zero. Since the subproblems are strongly convex,
this measure is zero if and only if the optimal solution is the zero vector,
implying the iterates will not change anymore. These claims are verified in the
following lemma.
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Lemma 3 Assume Hi  miI for some mi > 0, i = 1, 2, . . . , N in (3)-(4),
and that (2) is satisfied for some L1, L2, . . . , LN . Then for any positive step
sizes {αi}Ni=1 > 0 and any probability distribution {pi}Ni=1 > 0, we have
Ei[αiQ∗i ] = 0 ⇔ Q∗i = 0, i = 1, . . . , N ⇔ 0 ∈ ∂F (x) , (43)
where ∂F (x) = ∇f(x) + ∂ψ(x) is the generalized gradient of F at x.
Proof From (8) in Lemma 1, by setting η = 0 we see that Q∗i ≤ 0 for all i,
proving the first equivalence in (43).
To prove the second equivalence, we first notice that since Qi are all
strongly convex and Qi(0) ≡ 0, Q∗i = 0 if and only if d∗i = 0, where
d∗i := arg min
d
Qi(d).
Therefore, it suffices to prove that
d∗i = 0 ⇔ −∇if (x) ∈ ∂ψi (xi) , i = 1, . . . , N. (44)
Now consider the optimality condition of (3). By setting the derivative to zero,
we get
− (∇if (x) +Hid∗i ) ∈ ∂ψi (xi + d∗i ) . (45)
When d∗i = 0, (45) implies that −∇if(x) ∈ ∂ψi(xi). Conversely, assume
−∇if(x) ∈ ∂ψi(xi). (46)
We have from the convexity of ψi that
ψi (xi + d
∗
i ) ≥ ψi (xi) + h>d∗i , ∀h ∈ ∂ψi (xi) ,
ψi (xi) ≥ ψi (xi + d∗i )− r>d∗i , ∀r ∈ ∂ψi (xi + d∗i ) .
By combining these inequalities with (45) and (46), we obtain
ψi (xi + d
∗
i ) ≥ ψi (xi)−∇if(x)>d∗i ,
ψi (xi) ≥ ψi (xi + d∗i ) +∇if(x)>d∗i + (d∗i )>Hid∗i .
By summing up these two inequalities, we obtain 0 ≥ (d∗i )>Hid∗i , so that
d∗i = 0 by the positive definiteness of Hi. uunionsq
The second measure of convergence is the gradient mapping, defined as
Gk := arg min
d
∇f(xk)>d+ 12d>d+ ψ(xk + d). (47)
From Lemma 3, it is clear that Gk = 0 if and only if 0 ∈ ∂F (xk), and this
gradient mapping can serve as an indicator for closeness to stationarity.
Now we show convergence rates for these measures.
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Theorem 4 For Algorithm 1, assume there exists η ∈ [0, 1) such that (5)
holds for all iterations. Given any probability distributions {pki }Ni=1 > 0, let
{αki }Ni=1 > 0 be the step sizes generated by the line search procedure. If Hki  0
for all i and k, for any given x0, we have
min
0≤k≤T
∣∣Ei0,...,ik [αkikQkik (dkik)∣∣x0]∣∣ ≤ F
(
x0
)− F ∗
γ (T + 1)
, ∀T ≥ 0. (48)
Moreover, Ei0,...,ik
[
αkikQ
k
ik
(dkik)
∣∣x0] converges to 0 as k approaches infinity.
Proof Take expectation on (14) over ik, we get that
Eik
[
F
(
xk+1
)∣∣xk]− F (xk) ≤ γEik [αikQkik (dkik)∣∣xk] . (49)
By taking expectation on (49) over i0, . . . , ik−1 conditional on x0 and summing
from k = 0 to k = T , and noting from (5) and Lemma 1 that Qki (d
k
i ) ≤ 0 for
all k and all i, we get
γ
T∑
k=0
∣∣Ei0,...,ik [αikQkik (dkik)∣∣x0]∣∣
= − γ
T∑
k=0
Ei0,...,ik
[
αikQ
k
ik
(
dkik
)∣∣x0]
≤
T∑
k=0
{
Ei0,...,ik−1
[
F
(
xk
)∣∣x0]− Ei0,...,ik [F (xk+1)∣∣x0]}
= F
(
x0
)− Ei0,...,iT [F (xT+1)∣∣x0] ≤ F (x0)− F ∗. (50)
The proof for the convergence rate is then concluded by the fact that
T∑
k=0
∣∣Ei0,...,ik [αikQkik (dkik)∣∣x0]∣∣ ≥ (T + 1) min0≤k≤T ∣∣Ei0,...,ik [αikQkik (dkik)∣∣x0]∣∣
That
∣∣Ei0,...,ik [αikQkik (dkik)∣∣x0]∣∣ converges to 0 is straightforward from its
summability implied by (50). uunionsq
Unlike previous results, the result above is independent of how accurately
the subproblem is solved, the probability distributions for sampling the blocks,
and the step sizes. We next consider the second measure (47) and show that
its convergence is relevant to these factors. We need the following lemma from
[26].
Lemma 4 ([26, Lemma 3]) Given xk and assume Hk satisfies (21) for all
i, we have
∥∥U>i Gk∥∥ ≤ 1 + 1mi +
√
1− 2 1Mi + 1m2i
2
Mi
∥∥dk∗i ∥∥ , where dk∗i := arg minQki .
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By using Lemma 4 and Theorem 4, we are able to show the convergence
speed of min1≤k≤T Ei0,...,ik [‖Gk‖|x0] for any given x0.
Corollary 1 Assume that (5) holds at all iterations for some η ∈ [0, 1). For
Algorithm 1, assume that Hk satisfies (21) for all k ≥ 0. Given any probability
distributions {pki }Ni=1 > 0 and letting {αki }Ni=1 > 0 be the step sizes generated
by the line search procedure for all k, we have
min
0≤k≤T
Ei0,...,ik−1
[
‖Gk‖2
∣∣∣x0]
≤ F
(
x0
)− F ∗
2(1− η)γ(T + 1) max0≤k≤T, 1≤i≤N
M2i
(
1 + 1mi +
√
1− 2 1Mi + 1m2i
)2
pki α
k
imi
. (51)
Proof Considering Theorem 4, let k¯ the iteration that achieves the minimum
on the left-hand side of (48). We have from (5) and Theorem 4 that
F
(
x0
)− F ∗
γ (T + 1)
≥
∣∣∣Ei0,...,ik¯ [αk¯ik¯Qk¯ik¯ (dk¯ik¯)∣∣∣x0]∣∣∣
≥ −(1− η)Ei0,...,ik¯
[
αk¯ik¯
(
Qk¯ik¯
)∗∣∣∣x0] . (52)
Since Hki  miI from (21) and since the ψi are convex, we have that for all
i, Qki for all k are mi-strongly convex and therefore satisfy (36) with µ = mi.
We thus have
− (Qki )∗ ≥ mi2 ∥∥dk∗i ∥∥2 , for all k and all i = 1, 2, . . . , N . (53)
Apply (53) and Lemma 4 to (52), we get
F
(
x0
)− F ∗
(1− η)γ (T + 1)
≥
N∑
i=1
pk¯i α
k¯
imiEi0,...,ik¯−1
[∥∥∥dk¯∗i ∥∥∥2∣∣∣∣x0]
2
(54)
≥
N∑
i=1
pk¯i α
k¯
imi
M2i
2(
1 + 1mi +
√
1− 2 1Mi + 1m2i
)2Ei0,...,ik¯−1 [∥∥U>i Gk¯∥∥2∣∣∣x0]
≥ 2Ei0,...,ik¯−1
[
‖Gk¯‖2
∣∣∣x0] min
1≤i≤N
pk¯i α
k¯
imi
M2i
(
1 + 1mi +
√
1− 2 1Mi + 1m2i
)2 , (55)
where in (55), we use the fact that ‖x‖2 = ∑Ni=1 ‖U>i x‖2 for any x ∈ Rn. The
result (51) is proved by noting that
min
0≤k≤T
Ei0,...,ik−1
[‖Gk‖2∣∣x0] ≤ Ei0,...,ik¯−1 [‖Gk¯‖2∣∣x0] . uunionsq
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Corollary 1 reveals that line search can help improve the convergence speed,
and it is also possible to consider non-uniform sampling to obtain faster con-
vergence.
4 Special Case: Traditional Randomized BCD
We now discuss how to extend the result of non-uniform sampling of the blocks
for the non-regularized case (ψ ≡ 0) in [16] to the regularized problem (1),
using results in Section 3. In the non-regularized case, the update for the
ith block described in [16] is −∇if(x)/Li, which can be viewed as either the
solution of
min
d
∇if(x)>d+ 12Lid>d
with unit step size, or as the solution of
min
d
∇if(x)>d+ 12d>d
with step size 1/Li. In this section, we do not use backtracking; an appropriate
choice for αi is available without performing this part of the algorithm, given
the additional knowledge of Li.
Both viewpoints above result in the same update in the non-regularized
case, but with the presence of ψ in (1), the two interpretations lead to different
update rules. We first use a more general setting to show that both approaches
achieve a guaranteed degree of function value decrease.
Lemma 5 Assume that (2) holds. If the ith block is selected, and Hi  ciI in
(4) for some ci ∈ (0, Li], then αˆi := ci/Li satisfies
F (x+ αUid)− F (x) ≤ αQi(d), for all d ∈ Rni and all α ∈ [0, αˆi]. (56)
Proof Because ci ∈ (0, Li], we have αˆi = ci/Li ∈ (0, 1]. Thus from (2) and the
convexity of ψ, we have for any α ∈ [0, αˆi] that
F (x+ αUid)
= f (x+ αUid) + ψ (x+ αUid)
≤ f (x) + α∇if (x)> d+ 12Liα2 ‖d‖2 + αψ (x+ Uid) + (1− α)ψ (x)
= f (x) + ψ (x) + α
[
∇if(x)>d+ 12Liα2 ‖d‖2 + ψ (x+ Uid)− ψ (x)
]
≤ F (x) + αQi (d) .
In the last inequality, we used the fact that for the term Hi appearing in Qi(d),
we have
Hi  ciI = αˆiLiI  αLiI. uunionsq
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Algorithm 2 Inexact Randomized BCD with Unit Step Size for (1)
1: Given η ∈ [0, 1) and x = x0 ∈ Rn;
2: for k = 0, 1, 2, . . . do
3: Pick a probability distribution p1, . . . , pN > 0,
∑
i pi = 1, and sample i accordingly;
4: Compute ∇if(x) and let Hi = LiI;
5: Approximately solve (3) to obtain a solution di satisfying (5);
6: x← x+ Uidi;
7: end for
Algorithm 3 Inexact Randomized BCD with Short Step Size for (1)
1: Given η ∈ [0, 1) and x = x0 ∈ Rn;
2: Properly scale f such that Lmin ≥ 1;
3: for k = 0, 1, 2, . . . do
4: Pick a probability distribution p1, . . . , pN > 0,
∑
i pi = 1, and sample i accordingly;
5: Compute ∇if(x) and let Hi = I;
6: Approximately solve (3) to obtain a solution di satisfying (5);
7: x← x+ 1
Li
Uidi;
8: end for
We assume without loss of generality that Li ≥ 1 for all i, so that for
H = I we can directly apply αi = 1/Li. (This assumption can be satisfied
via scaling the whole problem by a constant factor L−1min.) We summarize the
two variants of BCD we described above in Algorithms 2 and 3. In those two
cases, since the step sizes and the eigenvalues of H are all known in advance,
we can use the probability given in (35) to get better convergence rates. This
will be the focus of our discussion in this section.
With the help of Lemma 5, we can discuss the iteration complexities of
randomized BCD with different sampling strategies. We first consider the in-
terpretation in Algorithm 2, starting from the case in which f is convex. The
results below are direct applications of Theorem 1.
Corollary 2 Consider Algorithm 2 and assume that (2) holds. If f is convex
and (5) holds at every iteration for some η ∈ [0, 1), the expected objective value
satisfies the following.
1. When the uniform sampling pi ≡ 1/N is used, we have
1.1. If F
(
xk
)− F ∗ ≥ (xk − PΩ (xk))> L (xk − PΩ (xk)), where
L := diag (L1In1 , . . . , LNInN ), (57)
we have
Eik
[
F
(
xk+1
)− F ∗ | xk] ≤ (1− (1− η)
2N
)(
F
(
xk
)− F ∗) .
1.2. For all k ≥ k0, where k0 := arg min{k : F
(
xk
) − F ∗ < LmaxR20}, we
have
Eik0 ,...,ik−1
[
F
(
xk
) | xk0]− F ∗ ≤ 2NLmaxR20
2N + (1− η)(k − k0) .
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2. When pi are defined as
pi =
Li
NLavg
, i = 1, 2, . . . , N, (58)
we have the following.
2.1. If F
(
xk
)− F ∗ ≥ Lmin ∥∥xk − PΩ (xk)∥∥2, then
Eik
[
F
(
xk+1
)− F ∗ | xk] ≤ (1− Lmin (1− η)
2NLavg
)(
F
(
xk
)− F ∗) .
2.2. For all k ≥ k0, where k0 := arg min{k : F
(
xk
) − F ∗ < LminR20}, we
have
Eik0 ,...,ik−1
[
F
(
xk
) | xk0]− F ∗ ≤ 2NLavgR20
2N + (1− η)(k − k0) .
The strategy (58) is referred to henceforth as “Lipschitz sampling.” We
notice that in Algorithms 2 and 3, we always have that
‖Hi‖
αi
= Li,
so that (58) matches the optimal probability distribution (35), resulting in
‖P−1A−1M‖ = NLavg.
We next consider the case in which (10) holds for some µ > 0.
Corollary 3 Consider Algorithm 2 and assume that (2) holds. For problems
satisfying (10) with µ ∈ (0, Lmin], if (5) holds at every iteration for some
η ∈ [0, 1), the iteration complexity for reaching an expected -accurate solution
is as follows:O
(
N
(1−η)
(
1 + Lmaxµ
)
log(1/)
)
, if pi ≡ 1/N ,
O
(
NLavg
(1−η)µ log(1/)
)
, if (58) is used.
Proof As shown in Lemma 5, this choice of Hi and αi satisfies (14) with γ = 1.
Thus the case of uniform sampling is directly obtained from Theorem 3 and
the known fact that for Q-linear convergence rate of 1− τ with τ ∈ (0, 1), the
iteration complexity for obtaining an -accurate solution is O(τ−1 log(1/)).
For (58), we derive a different result from (11). We first get that ‖P−1A−1H‖ =
NLavg, and by letting λ = 1/2 and θ = µ/(NLavg), (11) leads to
Eik
[
αikQ
∗
ik
∣∣xk] ≤ µ
2NLavg
(
F ∗ − F (xk)) . (59)
The remainder of the proof tracks the proof of Theorem 3 to get a Q-linear
convergence rate. uunionsq
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When η = 0, the rates in Corollaries 2 and 3 are similar to the result
in [16] for the non-regularized case with the same sampling strategies, if we
interpret their result in the Euclidean norm. We can clearly see the advan-
tage of the Lipschitz sampling over the uniform sampling. Therefore, our re-
sult here can be viewed as an extension of Nesterov’s analysis for Lipschitz
sampling to the regularized problem (1). Note that [16] discusses the case of
constrained optimization, which can be treated as a special case of regularized
optimization. In this special case, Nesterov shows a O(1/k) convergence rate
of the objective value when the objective is convex, but the rate depends on
(R20/2+F (x
0)−F ∗). Here, we weaken the dependency on the initial objective
value by showing linear convergence in the early stages of iteration. The case in
which F satisfies (36) can also provide linear convergence for Algorithm 2, but
the consequent rates do not suggest clear advantages of the Lipschitz sampling,
and the derivations are trivial. We therefore omit these results.
When f is not convex, Algorithm 2 still benefits from Lipschitz sampling,
as we now discuss.
Corollary 4 Consider Algorithm 2 and assume that (2) holds. If (5) holds
at every iteration for some η ∈ [0, 1), then we have
min
0≤k≤T
Ei0,...,ik−1
[
‖Gk‖2
∣∣∣x0] ≤ 2(F (x0)− F ∗)
(1− η)(T + 1) max1≤i≤N
Li
pi
.
Therefore, when uniform sampling is used, we get
min
0≤k≤T
Ei0,...,ik−1
[
‖Gk‖2
∣∣∣x0] ≤ 2NLmax(F (x0)− F ∗)
(1− η)(T + 1) ,
and when Lipschitz sampling is used, we get
min
0≤k≤T
Ei0,...,ik−1
[
‖Gk‖2
∣∣∣x0] ≤ 2NLavg(F (x0)− F ∗)
(1− η)(T + 1) .
Our result here for the case of uniform sampling is similar to that in [19],
but we show that Lipschitz sampling can improve the convergence rate by
considering a slightly different measure of stationarity.
Now we turn to Algorithm 3 which can also be viewed as an extension of
the sampling strategy in [16] to regularized problems (1).
Corollary 5 Consider Algorithm 3 and assume that (2) holds. Assume (5)
holds for some η ∈ [0, 1) for all iterations. Then
1. For pi = 1/N we have
min
0≤k≤T
Ei0,...,ik−1
[
‖Gk‖2
∣∣∣x0] ≤ 2NLmax(F (x0)− F ∗)
(1− η)(T + 1) .
2. If f is convex, for pi = 1/N we have
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2.1. When F (xk)− F ∗ ≥ (xk − PΩ(xk))>L(xk − PΩ(xk))/Lmax, the con-
vergence of the expected objective value is Q-linear:
Eik
[
F
(
xk+1
)− F ∗∣∣ xk] ≤ (1− (1− η)
2NLmax
)(
F
(
xk
)− F ∗) .
2.2. For all k ≥ k0, where k0 := arg min{k : F
(
xk
) − F ∗ < R20}, the
expected objective follows a sublinear convergence rate
Eik0 ,...,ik−1
[
F
(
xk
)∣∣ xk0]− F ∗ ≤ 2NLmaxR20
2N + (1− η)(k − k0) .
3. If F satisfies (10) for some µ > 0, then for pi = 1/N we have
Eik
[
F (xk+1)− F ∗∣∣ xk] ≤ (1− (1− η)(1 + 1/µ)−1
NLmax
)(
F (xk)− F ∗) .
4. With pi chosen from (58), results in the first and the third parts hold,
with NLmax improved to NLavg. The second part becomes the following for
convex f .
4.1. When F (xk)−F ∗ ≥ ∥∥xk − PΩ(xk)∥∥2, the convergence of the expected
objective value is Q-linear:
Eik
[
F
(
xk+1
)− F ∗∣∣ xk] ≤ (1− (1− η)
2NLavg
)(
F
(
xk
)− F ∗) .
4.2. For all k ≥ k0, where k0 := arg min{k : F
(
xk
) − F ∗ < R20}, the
expected objective follows a sublinear convergence rate
Eik0 ,...,ik−1
[
F
(
xk
)∣∣ xk0]− F ∗ ≤ 2NLavgR20
2N + (1− η)(k − k0) .
It is clear that no matter whether (10) holds, in terms of convergence rates,
the bounds indicate a potential speedup of Lmax/Lavg when (58) is used.
An advantage of Algorithm 2 over Algorithm 3 is that when the solution
exhibits some partial smoothness structure, it may be able to identify the low-
dimensional manifold on which the solution lies, as it is the case for the cyclic
variant shown in [29]. We can see that the convergence rate bounds for ‖Gk‖
are the same in both algorithms, and the convergence in the general convex
case after k0 iterations is the same as well, although the definition of k0 can
be different and the early linear convergence conditions and rates also differ
slightly. Thus, except when partial smoothness is present, the convergence
behavior of the two algorithms appears to be similar. We will confirm this
observation empirically in Section 7.
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5 Related Works
One of the (serial, deterministic) algorithms considered in our recent paper [12]
is a special case of Algorithm 1 with only one block (N = 1). The technique
for measuring inexactness is borrowed from [12], but the extension described
above, to randomized BCD and arbitrary sampling probabilities, requires novel
convergence analysis. Moreover, our BCD algorithm is empirically much faster
for certain problems.
The case in which (3) is solved exactly is discussed in [26]. This paper uses
the same boundedness condition for Hk as ours, and the blocks are selected
either under a cyclic manner (with an arbitrary order), or a Gauss-Southwell
fashion. For the cyclic variant, The convergence rate of the special case in
which Q forms an upper bound of the objective improvement is further sharp-
ened by [22,13]. The relaxation to approximate subproblem solutions, with an
inexactness criterion different from ours, is analyzed in [3]. The latter paper
shows linear or a certain type of sublinear convergence, but the relation be-
tween convergence rates and either the measure of inexactness or the choice
Hk is unclear. We note too that the cyclic ordering of blocks is inefficient in
certain cases: [23] showed that the worst case of cyclic BCD is O(N2) times
slower than the expected rate for randomized BCD.
The Gauss-Southwell variant discussed in [26] can be extended to the inex-
act case via straightforward modification of the analyses for inexact variable-
metric methods (see for example [12,21,6,2,20]), giving results close to what
we obtain here with uniform sampling. It might be possible to utilize tech-
niques for single-coordinate descent in [18] to obtain better rates by consid-
ering a norm other than the Euclidean norm, as was done in [17], but this is
beyond the scope of the current paper.
The special case of Algorithm 2 that we discussed in Section 4 has received
much attention in the literature. The non-regularized case of ψ ≡ 0 in (1)
was first analyzed in [16] for convex and strongly convex f . That paper uses a
quadratic approximation of f that is invariant over iterations, together with a
fixed step size. Since it is relatively easy to solve the subproblem to optimal-
ity in the non-regularized case, inexactness is not considered. The sampling
strategy of using the probability pi = L
α
i /
∑
j L
α
j for some power α ∈ [0, 1]
was analyzed in that work. The two extreme cases of α = 0 and α = 1 cor-
respond to uniform sampling and (58), respectively. The ith block update is
di = −∇if(x)/Li, so we obtain from the blockwise Lipschitz continuity of ∇f
that
Ei [f (x+ Uidi)− f (x)] ≤
∑
i
pif (x)− pi
2Li
‖∇if(x)‖2 − f (x)
≤ −min
i
pi
2Li
‖∇f(x)‖2 .
This bound suggests that if we use pi = 1/N , the complexity will be related
to NLmax, whereas when pi is proportional to Li, the complexity is related to
the smaller quantity NLavg, consistent with our discussion in Section 4. The
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case in which ψ is an indicator function of a convex set is also analyzed in [16],
with an extension in [14] to convex and strongly convex regularized problems,
but both analyses are limited to Algorithm 2 with uniform sampling pi ≡ 1/N .
The case that f is not necessarily convex in (1) is analyzed in [19] again under
uniform sampling. Our results allow broader algorithm choices and show that
non-uniform sampling can accelerate the optimization process. (The advantage
of non-uniform sampling will be confirmed empirically in Section 7.)
In [34], the analysis for Algorithm 2 is extended to the special case of the
dual of convex regularized ERM, where each ψi is strongly convex, with non-
uniform samplings for the blocks. Some primal-dual properties of the convex
regularized ERM problems are used in [34] to derive the optimal probabil-
ity distribution for the primal suboptimality. However, generalization to other
classes of problems is unclear. Our recent work [10] shows a convergence rate
of o(1/k) of Algorithm 2 when f is convex, under arbitrary non-uniform sam-
pling of the blocks, and without the assumption of finite R20. However, [10]
does not show convergence improvement for non-uniform sampling like the
improvement shown for (58). Moreover, our early linear convergence rates in
the convex case also provides sharper convergence speed.
The paper [24] describes inexact extensions of [16] to convex versions of (1).
This paper uses a different inexactness criterion from ours, and their frame-
work fixes Hi over all iterations, using small steps based on Li rather than a
line search. Thus, their algorithm requires knowledge of the parameters Li. In
the regularized case of ψ 6= 0, their algorithm is compatible only with uniform
sampling. [5] tries to address the limitations of [24] by allowing variable Hi and
backtracking line search, but under a different sampling strategy in which a
predefined number of blocks is sampled at each iteration from a uniform distri-
bution. Besides this different sampling strategy, the major difference between
our algorithm and theirs is that their inexactness condition can be expensive
to check except for special cases of ψ (see their Remark 5). Our improvements
over [5] include (1) a more practical framework that allows general ψ, (2) non-
uniform sampling that may lead to significant acceleration when additional
information is available, (3) sharper convergence rates, and (4) convergence
rate results for nonconvex f .
6 Efficient Implementation for Algorithm 1
An important concern in assessing the practicality of Algorithm 1 is whether
the operations of partial gradient evaluation and line search can be carried
out efficiently, and whether there are natural choices of the variable metrics
Hki that can be maintained efficiently. In this section and the computational
section to follow, we consider problems in which the f part has the form
f(x) = g(Ax) (60)
for a given matrix A ∈ R`×n and a function g : R` → R that is block-
separable, and the evaluation of g(z) costs O(`) operations. This structure
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includes many problems seen in real-world applications, including the regu-
larized ERM problem in machine learning and its Lagrangian dual. We also
discuss the practicality of non-uniform sampling in this section.
One key to efficient implementation of Algorithm 1 is to maintain explicitly
the matrix-vector product Ax, updating it during each step. Updates have the
form
A(x+ Uidi) = Ax+Aidi,
where di ∈ Rni is the update to the ith block and Ai := AUi is the column
submatrix of A that corresponds to this block. The partial gradient has the
form
∇if(x) = ATi ∇g(Ax),
so can be evaluated at the cost of evaluating ∇g (typically O(`) operations)
together with a matrix-vector product involving Ai.
To perform the line search in Algorithm 1, we need to evaluate ψi(xi+αdi)
for each value of α, along with f(x+ αUidi) = g(Ax+ αAidi). Once Aidi has
been calculated (once), the marginal cost of performing this operation for
each α is the O(`) operations needed to calculate Ax + αAidi and the O(`)
operations needed to evaluate g.
A natural choice for the Hessian term Hki in subproblem (4) is the ith
diagonal block of the true Hessian, which is
[∇2f(x)]ii = ATi ∇2g(Ax)Ai. (61)
The block-separability of g makes ∇2g(Ax) block-diagonal, and actually di-
agonal in many applications. Thus the matrix (61) has a particularly simple
form. We note moreover than when iterative methods are used to (approxi-
mately) minimize (4), we do not need to know this matrix explicitly, but we
do need to be able to compute matrix-vector products of the form Hki vi (for
various vi) efficiently. This can be done at the cost of two matrix-vector multi-
plications involving Ai, together with the (typically O(`)) cost of multiplying
by ∇2g(Ax).
There are two concerns in implementing non-uniform samplings such as
the Lipschitz sampling. The first is simply the cost of sampling from a non-
uniform distribution, for which a naive method may cost O(N) operations.
Fortunately, there are efficient methods such as that proposed in [28] for non-
uniform sampling such that given a fixed distribution, after O(N) cost of
initialization, each run costs the same as sampling two points uniformly ran-
domly. Note that changing probability distributions nullify the efficiencies and
thus the sampling can become the bottleneck especially when the update itself
is inexpensive. For completeness, details our implementation of non-uniform
sampling is given in Appendix A.
The second concern is that the cost per iteration is different under different
sampling strategies. Especially when the data are sparse, the value of Li may
be positively correlated to the density of the corresponding data point. In this
case, sampling according to Li may increase the cost per iteration significantly.
However, if one can estimate ‖Hi‖, the step sizes, and the cost of updating
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Fig. 1: Comparison of different sampling strategies using fixed step sizes in
terms of epochs. The prefix “H” refers to the choice Hi = LiI, while “I”
means H = I.
Data set #instances n Lmax/Lavg C
cpusmall scale 8, 192 12 1.29 .001
covtype.binary.scale 581, 012 54 8.58 .001
epsilon normalized 400, 000 2, 000 5.49 .2
Table 1: Data sets used in the LASSO problems.
each block in advance, it is not hard to compare the expected cost increase
and the expected convergence improvement to decide if non-uniform sampling
should be considered. When such information is unavailable or hard to obtain,
uniform sampling can still be used.
7 Computational Results
This section reports on the empirical performance of Algorithm 1 on two sets
of experiments. In the first set, we compare uniform sampling and the Lips-
chitz sampling for the traditional randomized BCD approaches discussed in
Section 4, on both Algorithms 2 and 3. In the second set of experiments, we
investigate Algorithm 1 in which the ith diagonal block of the true Hessian is
used as Hki in (4). In both experiments, we report the relative objective value
difference to the optimum, defined as
F (x)− F ∗
F ∗
,
where F ∗ is obtained by running our algorithm with a tight termination con-
dition.
7.1 Traditional Block Coordinate Descent
We first illustrate the speedup of Lipschitz sampling over uniform sampling
using the simple LASSO problem [25]
min
x∈Rn
C
2
l∑
i=1
(a>i x− bi)2 + ‖x‖1, (62)
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Fig. 2: Comparison of fixed and variable quadratic terms for solving (63) with
C = 1. Top row: epochs, bottom row: running time.
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where (ai, bi) ∈ Rn×R, i = 1, . . . , l, are the training data points and C > 0 is a
parameter to balance the two terms. Note that the corresponding subproblem
(3) has a closed-form solution when H is a multiple of identity, so we can
assume that η = 0 in (5).
Our goal here is not to propose an optimal first-order algorithm for (62)
but merely to compare sampling strategies. We choose C so that among the
final solutions generated by different variants we compare, the sparsest one
has a sparsity of around 50%. Statistics of the data sets and the value of C
are listed in Table 1. We test both Algorithms 2 and 3, and both uniform
and Lipschitz samplings. We present convergence in terms of epochs, where
one epoch corresponds to the time to process N blocks. Most of the results
in Figure 1 show a clear advantage for Lipschitz sampling, consistent with
our convergence analysis, and the only exception is Algorithm 3 on the data
set epsilon, where the two sampling strategies give similar performance. The
major reason for this exception is that different sampling strategies identified
the correct active set at different stages, and these differences affect the overall
convergence behavior.
We also observe that Algorithms 2 and 3 seem to possess similar conver-
gence behavior, with the former being slightly faster when the effects of active
set identification are discounted. We can also clearly observe the early linear
convergence result described in Theorem 1 in all variants on all data sets.
7.2 Variable Metric Approach
We show the advantage of using variable quadratic terms Hki in (4), in com-
parison with a fixed term. For this purpose, we consider the group-LASSO
regularized squared-hinge loss problem defined by
min
x∈Rn
C
l∑
i=1
max
{
1− bia>i x, 0
}2
+
dn/5e∑
i=1
√√√√min{5,n−5(i−1)}∑
j=1
x25(i−1)+j , (63)
where (ai, bi) ∈ Rn × {−1, 1}, i = 1, . . . , l are the training data points and
C > 0 is a parameter to balance the two terms. Each set of five consecutive
coordinates is grouped into a single block to form the regularizer. We compare
the following variants.
– VM-x: the proposed variable metric approach in Algorithm 1, with H being
the real Hessian plus 10−10I to ensure that the strong convexity condition
(21) is satisfied. We use uniform sampling of the blocks and the SpaRSA
approach of [31] to solve the subproblem, with x being the number of
SpaRSA iterations applied to each subproblem, with x ∈ {5, 10, 20}.
– FM: the fixed metric approach considered in [24]. We use a global up-
per bound of the Hessian as the fixed metric. As H are precomputed, we
consider both the sampling in (35) and uniform sampling for the blocks.
– RCD: Algorithm 2 with η = 0. We use both Lipschitz sampling (58) and
uniform sampling.
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Data set #instances n
w8a 49, 749 300
real-sim 72, 309 20, 958
news20 19, 996 1, 355, 191
rcv1 test 677, 399 47, 236
Table 2: Data sets used in the group-LASSO regularization experiment.
– FISTA [1]: the accelerated proximal gradient approach that does not ex-
ploit the block-separable nature of the problem.
The FISTA approach is included as a comparison with state of the art for
problems without block separability. We do not include the approach of [5]
in our comparisons, as their subproblem solver inexactness condition can be
expensive to check on this problem.
We consider the data sets in Table 2, obtained from the LIBSVM website,4
with C = 1. Results are shown in Figure 2. We first observe that the varying
number of SpaRSA iterations used in VM-5, VM-10, and VM-20 have little
impact on the convergence in terms of both epochs and running time, but
that all these variants are significantly faster than the competition, showing
the advantages of solving the subproblems inexactly with variable metrics. For
news20, the fixed-metric RCD approaches in Algorithm 2 with Lipschitz sam-
pling are the fastest in terms of epochs, but the running times are much slower
than the proposed variable metric approach. The reason is that news20 is a
very sparse data set, with the size of the Lipschitz constants highly correlated
to the density of each feature, making the average number of nonzero elements
processed per epoch much higher when Lipschitz sampling is considered.
We also observe that for both the fixed metric approach and Algorithm 2,
using Lipschitz sampling is always faster than using uniform sampling in terms
of epochs, confirming our analysis. But in terms of running time the situa-
tion may differ. We also observe that FISTA performs better in running time
than in epochs, mainly because it updates the variables and the gradient less
frequently, and its memory access is always sequential and therefore faster.
Finally, we can observe the early linear convergence in the variable metric
approach, the fixed metric approach, and Algorithm 2, verifying the result in
Theorem 1 empirically.
We also notice that the variable metric approach is the only one that
requires line search, but it is still the fastest in terms of running time, showing
that line search does not occupy a significant portion of the running time.
8 Conclusions
Starting with a strategy for regularized optimization using regularized quadratic
subproblems with variable quadratic terms, we have described a stochastic
block-coordinate-descent scheme that is well suited to large scale problems
4 https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/.
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with general structure. We provide detailed iteration complexity analysis, and
our framework allows arbitrary sampling schemes. A special case of our theory
extends known results for a sampling strategy based on blockwise Lipschitz
constants for randomized gradient-coordinate descent from the non-regularized
setting to the regularized problem (1). Computational experiments show em-
pirical advantages for our variable metric approaches.
References
1. Beck, A., Teboulle, M.: A fast iterative shrinkage-thresholding algorithm for linear in-
verse problems. SIAM Journal on Imaging Sciences 2(1), 183–202 (2009)
2. Bonettini, S., Loris, I., Porta, F., Prato, M.: Variable metric inexact line-search-based
methods for nonsmooth optimization. SIAM Journal on Optimization 26(2), 891–921
(2016)
3. Chouzenoux, E., Pesquet, J.C., Repetti, A.: A block coordinate variable metric forward–
backward algorithm. Journal of Global Optimization 66(3), 457–485 (2016)
4. Crammer, K., Singer, Y.: On the learnability and design of output codes for multiclass
problems. Machine Learning 47(2–3), 201–233 (2002)
5. Fountoulakis, K., Tappenden, R.: A flexible coordinate descent method. Tech. Rep. 2
(2018)
6. Ghanbari, H., Scheinberg, K.: Proximal quasi-Newton methods for regularized convex
optimization with linear and accelerated sublinear convergence rates. Computational
Optimization and Applications 69(3), 597–627 (2018)
7. Hiriart-Urruty, J.B., Strodiot, J.J., Nguyen, V.H.: Generalized hessian matrix and
second-order optimality conditions for problems with C1,1 data. Applied Mathematics
& Optimization 11(1), 43–56 (1984)
8. Lebanon, G., Lafferty, J.D.: Boosting and maximum likelihood for exponential models.
In: Advances in neural information processing systems, pp. 447–454 (2002)
9. Lee, C.p., Lin, C.J.: A study on L2-loss (squared hinge-loss) multi-class SVM. Neural
Computation 25(5), 1302–1323 (2013)
10. Lee, C.p., Wright, S.J.: First-order algorithms converge faster than O(1/k) on convex
problems (2018). URL http://www.optimization-online.org/DB_HTML/2018/12/6993.
html.
11. Lee, C.p., Wright, S.J.: Random permutations fix a worst case for cyclic coordinate
descent. IMA Journal of Numerical Analysis (2018)
12. Lee, C.p., Wright, S.J.: Inexact successive quadratic approximation for regularized op-
timization. Computational Optimization and Applications 72, 641–674 (2019)
13. Li, X., Zhao, T., Arora, R., Liu, H., Hong, M.: On faster convergence of cyclic block
coordinate descent-type methods for strongly convex minimization. Journal of Machine
Learning Research 18(1), 6741–6764 (2017)
14. Lu, Z., Xiao, L.: On the complexity analysis of randomized block-coordinate descent
methods. Mathematical Programming 152(1-2), 615–642 (2015)
15. Meier, L., Van De Geer, S., Bu¨hlmann, P.: The group LASSO for logistic regression.
Journal of the Royal Statistical Society: Series B (Statistical Methodology) 70(1), 53–71
(2008)
16. Nesterov, Y.: Efficiency of coordinate descent methods on huge-scale optimization prob-
lems. SIAM Journal on Optimization 22(2), 341–362 (2012)
17. Nutini, J., Laradji, I., Schmidt, M.: Let’s make block coordinate descent go fast: Faster
greedy rules, message-passing, active-set complexity, and superlinear convergence. Tech.
rep. (2017). ArXiv:1712.08859
18. Nutini, J., Schmidt, M., Laradji, I., Friedlander, M., Koepke, H.: Coordinate descent
converges faster with the gauss-southwell rule than random selection. In: International
Conference on Machine Learning, pp. 1632–1641 (2015)
19. Patrascu, A., Necoara, I.: Efficient random coordinate descent algorithms for large-scale
structured nonconvex optimization. Journal of Global Optimization 61(1), 19–46 (2015)
30 Ching-pei Lee, Stephen J. Wright
20. Peng, W., Zhang, H., Zhang, X.: Global complexity analysis of inexact successive
quadratic approximation methods for regularized optimization under mild assumptions.
Tech. rep. (2018)
21. Scheinberg, K., Tang, X.: Practical inexact proximal quasi-Newton method with global
complexity analysis. Mathematical Programming 160(1-2), 495–529 (2016)
22. Sun, R., Hong, M.: Improved iteration complexity bounds of cyclic block coordinate
descent for convex problems. In: Advances in Neural Information Processing Systems,
pp. 1306–1314 (2015)
23. Sun, R., Ye, Y.: Worst-case complexity of cyclic coordinate descent: O(n2) gap with
randomized version. Technical Report, Department of Management Science and Engi-
neering, Stanford University, Stanford, California (2016). ArXiv:1604.07130
24. Tappenden, R., Richta´rik, P., Gondzio, J.: Inexact coordinate descent: complexity and
preconditioning. Journal of Optimization Theory and Applications 170(1), 144–176
(2016)
25. Tibshirani, R.: Regression shrinkage and selection via the LASSO. Journal of the Royal
Statistical Society Series B 58, 267–288 (1996)
26. Tseng, P., Yun, S.: A coordinate gradient descent method for nonsmooth separable
minimization. Mathematical Programming 117(1), 387–423 (2009)
27. Tsochantaridis, I., Joachims, T., Hofmann, T., Altun, Y.: Large margin methods for
structured and interdependent output variables. Journal of machine learning research
6(Sep), 1453–1484 (2005)
28. Walker, A.J.: An efficient method for generating discrete random variables with general
distributions. ACM Transactions on Mathematical Software 3(3), 253–256 (1977)
29. Wright, S.J.: Accelerated block-coordinate relaxation for regularized optimization.
SIAM Journal on Optimization 22(1), 159–186 (2012)
30. Wright, S.J., Lee, C.p.: Analyzing random permutations for cyclic coordinate descent.
Tech. rep., Department of Computer Sciences, University of Wisconsin-Madison (2017).
ArXiv:1706:00908
31. Wright, S.J., Nowak, R.D., Figueiredo, M.A.T.: Sparse reconstruction by separable ap-
proximation. IEEE Transactions on Signal Processing 57(7), 2479–2493 (2009)
32. Yuan, M., Lin, Y.: Model selection and estimation in regression with grouped variables.
Journal of the Royal Statistical Society: Series B (Statistical Methodology) 68(1), 49–67
(2006)
33. Yun, S.: On the iteration complexity of cyclic coordinate gradient descent methods.
SIAM Journal on Optimization 24(3), 1567–1580 (2014)
34. Zhao, P., Zhang, T.: Stochastic optimization with importance sampling for regularized
loss minimization. In: Proceedings of the 32nd International Conference on Machine
Learning (2015)
A Efficient Implementation of Nonuniform Sampling
We describe our implementation of non-uniform sampling. The O(N) initialization step is
described in Algorithm 4. After the initialization, each time to sample a point from the
given probability distribution, it takes only 2 independent uniform sampling as described in
Algorithm 5.
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Algorithm 4 Initialization for non-uniform sampling
1: Given a probability distribution p1, . . . , pN > 0;
2: i← 1;
3: Construct U ← {u | pu > 1/N}, L← {l | pl ≤ 1/N};
4: while L 6= φ do
5: Pop an element l from L;
6: Pop an element u from U ;
7: upperi ← u, loweri ← l, thresholdi ← pl/(1/N);
8: pu ← pu − (1/N − pl);
9: if pu > 1/N then
10: U ← U ∪ {u};
11: else
12: L← L ∪ {u};
13: end if
14: i← i+ 1;
15: end while
Algorithm 5 Nonuniform sampling after initialization by Algorithm 4
1: Sample i and j independently and uniformly from {1, . . . , N};
2: if j/N ≥ thresholdi then
3: Output upperi;
4: else
5: Output loweri;
6: end if
