We consider a competitive reaction diffusion model of two species in a bounded domain which are identical in all aspects except for their birth rates which differ according to a function g. Under fairly weak hypothesis, the semitrivial solutions always exist. Our analysis provides a description of the stability of these solutions as a function of the diffusion rate µ and the difference between the birth rates g. In the case in which the magnitude of g is small we provide a fairly complete characterization of the stability in terms of the zeros of a single function. In particular, we are able to show that for any fixed number n, one can choose the difference function g from an open set of possibilities in such a way that the stability of the semitrivial solutions changes at least n times as the diffusion µ is varied over (0, ∞). This result allows us to make conclusions concerning the existence of co-existent states. Furthermore, we show that under these hypothesis, co-existent states are unique if they exist.
The biological implication is that the there is a delicate balance between resource utilization and dispersal rates which can have a dramatic impact with regards to extinction. Furthermore, we show that there is no optimal form of resource utilization.
To be more precise, given a fixed diffusion rate and a particular spatially dependent utilization of resources which are expressed in terms of the birth rate, there always exists a birth rate which on average is the same but differs pointwise which allows the corresponding species to invade.
Introduction
We study the following semilinear parabolic system 1b) in Ω×(0, ∞), where Ω is a bounded region in R N with smooth boundary ∂Ω. On ∂Ω×(0, ∞), we impose the homogeneous Neumann boundary condition
where n is the outward unit normal vector on ∂Ω. The diffusion rate µ is a positive constant, while the intrinsic growth rates α(x), β(x) are non-constant functions in Ω.
To motivate this work, consider first the single equation
in Ω, ∂u ∂n = 0 on ∂Ω.
(1.2)
If Ω α > 0 and α is Hölder continuous in Ω, then it is well known that there exists a unique positive equilibrium solutionũ satisfying µ∆ũ +ũ(α −ũ) = 0 in Ω, ∂ũ ∂n = 0 on ∂Ω.
(1.3)
Furthermore,ũ depends smoothly on µ, is asymptotically stable, and is the global attractor for the set of nontrivial, nonnegative initial conditions. In a slight abuse of language we shall refer to a solution with this property as a global attractor. When it is important to express the dependence on µ we will writeũ(x, µ). Equations of this form have attracted considerable attention in biology, where u might represent the density of an organism. The fact thatũ is a global attractor can be interpreted as a statement that the species survives. One of the fundamental driving forces in evolution is competition. An elementary, but not unreasonable, approach to understanding the relative fitness of two such organisms is to couple two equations of the form of (1.2) in a competitive manner. Using the classical Lotka-Volterra interaction terms we are led to the following system
assuming Neumann boundary conditions again. In a suitable ordering, (1.4) defines a strongly monotone semiflow on the cone of continuous vector functions with both components positive. This has strong implications on the global dynamics. In particular, combining general results on monotone semiflows with special features of (1.4), one can prove that either there is a coexistence steady state (that is, a steady state with both components positive) or else for each solution in the cone one of the components tends to 0 as t → ∞ (see [He, HSW] ). Our goal here is to gain an understanding of the relationship between diffusion rates, spatial heterogeneity and competitive coupling. In the tradition of bifurcation theory, this suggests looking for a system which is an organizing center for these parameters. With this in mind consider the following degenerate version of (1.4).
(1.5)
Obviously in this system u and v play an identical role, and hence, for each fixed µ there is a set of nonnegative equilibria {(sũ, (1 − s)ũ) | 0 ≤ s ≤ 1}. Furthermore, this set of equilibria is the global attractor for the set of nontrivial nonnegative initial conditions. Thus, the ultimate goal would be to provide a complete unfolding of the degenerate system in the directions of the general systems taking the form of (1.4). This would provide us with detailed information concerning the existence, multiplicity and stability of the equilibria, along with an understanding of the global dynamics. Unfortunately, we are far from attaining this goal. However this paper can be viewed as a natural addition to a series of work [HLMV, DHMP, HLM, HMP] in which we have obtained partial results. In particular, in [DHMP] the case of b = c = 1 and β = α was analyzed. Without loss of generality assume that ν > µ (otherwise (1.5) is recovered). The result, under no further hypotheses, is that (ũ, 0) is the global attractor for the set of positive initial conditions. Observe that this implies that there are no other equilibria in the cone of positive functions. Biologically this suggests that if the two species interact identically with the environment, then the slower diffuser always survives and the faster diffuser is always driven to extinction. As is shown in [HMP] , corresponding results are not always true if, in addition, one assumes that the reproductive rate α is periodic in time.
To gain an understanding of the importance of this phenomena as compared to the effects of relative strengths of competition, the case of ν > µ, b > 1, c < 1, and α = β was considered in [HLM] . Here we wish to consider similar questions, however our focus is on the interaction between diffusion rates and the form of the heterogeneity of the environment. This justifies the assumption that b = c = 1. Furthermore, to make progress on this problem we have assumed that µ = ν, which results in system (1.1).
This system was studied in [HLMV] , motivated by the following biological question. Consider a species with spatially dependent reproductive rate β(x). The form of β may be regarded as reflecting the manner in which the resources are utilized. Suppose now that there is a mutation leading to another phenotype with a spatially distinct reproductive rate α(x), but otherwise identical. Typically, the initial population of the mutant species will be very small. Problem (1.1) may be taken to be a model representing the first stage in speciation, with different species differing only in the spatial dependence of their reproductive rate. A well known example is the different beak size in 'Darwin's finches' [G] . There are two key questions. First, under what circumstances will this mutant invade? Second, if it does invade, will it go to fixation, i.e. force extinction of the original phenotype, or will there be coexistence, which one would regard as a speciation event? Mathematically this leads to the system (1.1). The analysis of such a system when the difference between α and β is small occupies a major portion of the present paper. Our results go some way towards clarifying the question of the existence of a coexistence state and its dependence on the size of the difference between α and β and on the value of the diffusion coefficient. In a number of situations we are able to give a complete description of the global dynamics. We shall return to a discussion of the implications of our results at the end of this section.
Turning now to a description of the results, we start by recalling a few conclusions from [HLMV] . Letṽ be a positive solution of µ∆ṽ +ṽ(β −ṽ) = 0
in Ω, ∂ṽ ∂n = 0 on ∂Ω.
(1.6)
As was remarked earlier, if Ω β > 0, and β is Hölder continuous in Ω, thenṽ is uniquely determined and depends smoothly on µ. Observe that the solutionsũ of (1.2) andṽ of (1.6) define equilibria (ũ, 0) and (0,ṽ) of (1.1). It was shown in [HLMV] that if Ω α > Ω β > 0, then for large enough µ, (ũ, 0) is a global attractor. Thus, in particular, (ũ, 0) is asymptotically stable and (0,ṽ) is unstable. From the biological perspective this implies that the species u always drives the species v to extinction, no matter what the initial data may be. On the other hand, [HLMV] also Figure 1: Expected bifurcation diagram of coexistence states of (1.1): for µ > µ 0 , (ũ, 0) is the global attractor of (1.1); for µ < µ 0 , (1.1) has a coexistence state which is stable and possibly the global attractor of (1.1). demonstrates that if α + − β + (α + denotes the positive part of α) changes sign, then for small enough µ both semi-trivial states (ũ, 0) and (0,ṽ) of (1.1) are unstable. This in turn implies that there is at least one stable coexistence state of (1.1), i.e. an equilibrium (u, v) of (1.1) with u, v > 0 on Ω. The simplest interpretation of these results suggest the following scenario. As µ decreases from a large value, a branch of coexistence states of (1.1) bifurcates from (ũ, 0) at some value µ 0 and remains in the interior of the positive cone for all µ < µ 0 : see Figure 1 . This would suggest some type of monotone relation between the stability of (ũ, 0) and the rate of diffusion. Surprisingly, according to [HLMV] , numerical computations show that this simple situation is not always the case. For reasonable choices of α and β, the branch of coexistence states bifurcating from (ũ, 0) at µ 0 can reach (0,ṽ), which becomes globally attracting for some range of µ as µ decreases. Eventually another branch of coexistence states of (1.1) bifurcates from (0,ṽ) and remains in the positive cone for the rest of µ: see Figure 2 .
It is worthwhile comparing these figures. In Figure 1 , the species u can always invade when rare, that is, (0,ṽ) is unstable for any µ; in Figure 2 , the species u cannot invade when rare if µ ∈ (µ 2 , µ 1 ), and indeed (0,ṽ) is the global attractor of (1.1) for this range of µ. This is surprising because for the above mentioned numerical computations species u was chosen to have better on average reproductive rate resource utilization than species v, i.e., it was assumed that Ω α > Ω β. These numerical results also show that there need not be a monotone relation between stability (in the case of (0,ṽ)) and the rate of diffusion. Furthermore, the coexistent states can appear and disappear as a function of the diffusion rate.
These observations suggest that the task of characterizing the equilibria for (1.1) will not be trivial. In fact, recall that given the degenerate equation (1.5) and letting µ vary over (0, ∞) one has a two-dimensional set of degenerate equilibria. Setting
and treating both τ and µ as parameters, one might be inclined to conclude that the structure of the set of possible equilibria and their stability obtained from an arbitrary perturbation would be beyond a simple description. Remarkably, as we shall demonstrate, this is not the case. Using (1.7) we rewrite (1.1) as
where τ > 0. The following assumption guarantees the existence of semitrivial solutions for all diffusion rates.
A1. β is a C 1 non-constant function on Ω and Ω β(x) dx > 0.
On occasion we will make use of the slightly stronger condition:
Observe that if g(x) > 0 for all x ∈ Ω, then α(x) > β(x). As was mentioned above, this case has been studied in [HLMV] . Here we concentrate on the case when g changes sign.
Although not assumed explicitly, this property is a consequence of the hypotheses of most of our theorems.
We remark that our regularity requirement on β, g can be relaxed at several places. For the sake of simplicity, however, we assume β, g ∈ C 1 (Ω) throughout the paper. Though unmotivated at the moment, it will soon become clear that the following function plays an essential role in all our analysis. Let G : [0, ∞) → R be defined by
(1.9)
The fact thatṽ 2 (x, µ) is a smooth function of µ and [HLMV, Theorem 4 .1] implies that G is differentiable on (0, ∞) and continuous at 0. Note in particular that, under condition A2 + , G can assume a nonpositive value only if g changes sign.
We begin our study by analyzing the stability of (0,ṽ) and confirm the numerical indication that the stability can change, and indeed can do so more than once, as the diffusion rate µ is varied. Theorem 1.1. Suppose that A1 and A2 + hold. If G(0) < 0, then there exists a unique τ 0 > 0 such that:
1. τ > τ 0 implies that (0,ṽ) is unstable for any µ; 2. while τ < τ 0 implies that (0,ṽ) changes stability 1 at least twice as µ varies from zero to infinity.
As mentioned earlier, the instability of (0,ṽ) means that the species u with low density can successfully invade. Theorem 1.1 qualitatively illustrates how the invasion of species relies on its diffusion rate and the difference between its intrinsic growth rate and that of its competitor. The invasion of species has always been an active and important subject in biology, and we refer to [SK] , [CC] , and references therein for some recent biological and mathematical development. In general, these are hard questions to answer, but for small τ we shall give fairly complete answers, and shall obtain some partial understanding when τ is large.
For small τ , the roots of G approximate the values of µ where (0,ṽ) and (ũ, 0) change stability. Stated differently, if (0,ṽ) or (ũ, 0) changes stability at µ = µ τ , then as τ → 0+, either µ τ → 0 or µ τ →μ with G(μ) = 0. With some further minor assumptions on G the converse is also true. The precise statement is given in the following theorem (see Figure 3) .
Then, there exists some τ 0 > 0 and functions 
Figure 3: Bifurcation diagram of coexistence states of (1.8) when τ is small and µ is bounded away from zero.
Moreover, for µ ≥ η, any coexistence state of (1.8) is the global attractor of (1.8).
Under the stricter assumption A2 + , µ * k (τ ) can be chosen such that (1.8) has no coexistence states for µ > µ * k (τ ), and (ũ, 0) is the global attractor.
We remark that A2 is not needed for the first statement of the theorem. If g is strictly positive, then G −1 (0) = ∅ and hence the theorem is vacuously true. A more subtle point is the assumption that G ′ (µ i ) = 0. Recall that µ enters into the definition of G indirectly, viaṽ(x, µ), thus it is neither evident that this is a generic condition nor that G can have arbitrarily many roots. We clarify these issues in the next proposition.
Let C 1 (Ω) be equipped with the standard norm:
Let U be an open set in C 1 (Ω). We say that a statement holds for generic g ∈ U, if the set of functions g for which the statement holds contains the intersection of countably many open and dense subsets of U. Such an intersection is dense by the Baire's theorem.
ii) For generic β ∈ U = {β ∈ C 1 (Ω) : Ω β > 0} the following holds: given any nonnegative integer k, there exists g ∈ U such that G has at least k nondegenerate zeros. Theorem 1.2 handles the case where τ is small and µ is bounded away from zero. What happens when both τ and µ are small? As was indicated earlier, for fixed τ , both (ũ, 0) and (0,ṽ) are unstable if µ is small enough. In view of Figure 3 , for fixed τ , either (ũ, 0) or (0,ṽ) will change stability at least once when µ ∈ (0, η]. The following result gives a characterization of this bifurcation point when τ and µ are both small. Theorem 1.4. Suppose that A1 and A2 hold and that β > 0 inΩ. Let µ * 1 (τ ) and µ 1, * (τ ) be as in Theorem 1.2. 1) If G(0) < 0, there exists τ 0 > 0 such that for every τ ≤ τ 0 , (ũ, 0) is unstable for µ < µ * 1 (τ ). Furthermore, there exists a unique µ 1 (τ ) ∈ (0, µ 1, * (τ )) such that (0,ṽ) is unstable for µ < µ 1 (τ ) and stable for µ ∈ (µ 1 (τ ), µ 1, * (τ )) (see Figure 4a) . Moreover,
Furthermore, there exists a unique µ 2 (τ ) ∈ (0, µ 1, * (τ )) such that (ũ, 0) is unstable for µ < µ 2 (τ ) and stable for µ ∈ (µ 2 (τ ), µ 1, * (τ )) (see Figure 4b ). Moreover,
(1.12)
From Figure 4a we see that a branch of coexistence states bifurcate from (0,ṽ) at µ = µ 1 (τ ). We suspect that if G(0) < 0 and τ ≪ 1, for 0 < µ < µ 1 (τ ), (1.8) has a unique coexistence state and it is the global attractor of (1.8). We also believe that for µ ∈ (µ 1 , µ 1, * (τ )), (0,ṽ) is the global attractor of (1.8). However, these questions remain open.
Again, motivated by biology the following question is natural. Given a dispersal rate µ, is there a birth rate β(x) that is "optimal" in the sense that an invading mutant with intrinsic growth rate β(x) + τ g(x) necessarily dies out? Mathematically, this is equivalent to asking that (0,ṽ(x, µ) ) is stable for all sufficiently small τ , no matter how g is chosen. In order not to bias the result, e.g. by allowing one phenotype to have a higher reproductive rate at every point, it is reasonable to impose an additional global 'fairness' assumption Ω g(x) dx = 0. However, Theorem 1.2 indicates that the stability of (0,ṽ(x, µ)) is determined by the sign of G(µ). Therefore, if (0,ṽ(x, µ)) is stable under a perturbation in the direction of g(x), then it is unstable under a perturbation in the opposite direction −g(x). In particular, given a particular environment and dispersal rate, there is no optimal birth rate.
The instability of (0,ṽ(x, µ)) indicates that a new mutant can easily invade and suggests the possibility of coexistence. This leads to the following question: For any fixed µ, can one always find g such that there is a coexistence for all small τ > 0. Interestingly, the answer depends on the relation of µ to a single value µ * depending only on β and Ω. Of course, as we know from the previous results, if the coexistence is to hold for all small τ , then g must be chosen such that G(µ) = Ωṽ 2 (·, µ)g = 0.
Theorem 1.5. Assume A1. There exists a unique µ * > 0, depending only on β and Ω, with the following properties: (with the topology induced from C 1 (Ω)) such that (1.8) has a coexistence state that is the global attractor of (1.8), provided g ∈ U and 0 < τ < τ 0 , where τ 0 = τ 0 (g).
Thus µ = µ * is a critical value for the diffusion rate above which if an invasion can occur, then the invading mutant necessarily goes to fixation. Below µ * , invasions leading to either fixations or coexistence are possible, depending on the choice of g.
From the point of view of biology, a possible objection to Theorem 1.5 is that the requirement Ωṽ 2 (·, µ)g = 0 is not generic and therefore statement ii) is not applicable. However, stability properties of coexistence equilibria, examined in detail below, guarantee their persistence. Thus if one chooses τ small but bounded away from zero, then coexistence occurs for nonempty open sets of functions g (not restricted to U) and diffusion rates µ. Furthermore, if one thinks of the change in the birth rate as being caused by a mutation, then it makes sense to think of τ as having some finite, though possibly small, size.
We now turn to the case of large τ . In this setting, assuming A2 + , it is not hard to show that (0,ṽ) is unstable for any µ. On the other hand, (ũ, 0) changes stability at least once as µ varies from ∞ to 0. This prompts the following question: given τ ≫ 1, what is the range of values of µ for which (ũ, 0) changes stability? To this end, set
In the next theorem we shall assume that the closure of Ω − is a nonempty subset of Ω and that β > 0 onΩ. This guarantees that there is a unique value µ 0 > 0 such that the following linear problem
has a solution.
(Ω), ∇g = 0 on Γ, and that β > 0 onΩ. Let µ 0 be the value introduced above. Then, the following statements hold true.
i) There exists τ 0 > 0 such that if τ ≥ τ 0 , then (0,ṽ) is unstable for any µ > 0;
ii) For any ǫ > 0, there exists τ 1 = τ 1 (ǫ) such that if τ ≥ τ 1 , then (ũ, 0) is unstable for µ ≤ µ 0 − ǫ (this implies that (1.8) has a stable coexistence state for µ ≤ µ 0 − ǫ), and (ũ, 0) is the global attractor of (1.8) for µ ≥ µ 0 + ǫ. To have an overview of the results presented here, it may be helpful to the reader to refer to Figure 6 which is sketched from computed results. This shows a sequence of bifurcation curves for various values of τ . This sketch suggests of course a great deal more than we have proved.
We conclude with some remarks on the implications for the biological considerations which motivate this model. The first issue highlighted by the analysis, and one which we suggest is very striking, is the following. We have shown that for a large class of functions g, and for small τ , representing small variations of the phenotype, the stability of the two phenotypes varies with diffusion in a complex manner, and one which appears to be highly unintuitive. In particular, there is no monotonicity with respect to the diffusion rate µ. As is shown in Figure 3 (and proved in Theorem 1.2 and Proposition 1.3) the stability may change back and forth several times as µ changes. Furthermore, unless µ is large, this has no relation to the total resource utilizations, Ω β and Ω (β + τ g). This is surprising. From the observer's point of view, this suggests that without careful measurement and elaborate experiments, it is totally unpredictable which species will survive.
A second comment is that mutation leads to multiple opportunities for coexistence and thus potentially for speciation. For small τ , which is more realistic biologically, this only happens for narrow ranges of µ, but as τ increases, the ranges widen. Nonetheless, it suggests that there is no surprise in finding a large range of coexisting phenotypes which differ only in one, sometimes small, manner, that is the precise manner in which they utilize the resources of the environment. Indeed, Theorem 1.5 ensures, given µ, that there is a large class of functions for which there will be (stable) coexistence.
Finally, we make a comment on the role of the diffusion µ as one of the bifurcation parameters. This appears a relevant mathematical tool for modeling situations when changes in the environment or mutation affect the diffusion rates of the species. One can think of the direct effects caused by changes in climate (temperature, rainfall) or indirect effects of changes in the biotic environment (resources). The bifurcation problem is appropriate in the study of long-term changes -those that occur at a much much slower rate than the growth of the species. If they occur on a comparable time scale, a diffusion problem with time-dependent diffusion coefficients may be a more appropriate model. This paper is organized as follows: In Section 2 we summarize basic material concerning local and global stability of equilibria. In Section 3 we prove Theorem 1.1. We study the τ ≪ 1 case in Section 4, where Theorems 1.2-1.5 are established. In Section 5, we consider the τ ≫ 1 case and prove Theorem 1.6. Some tedious computations needed in the proof of Theorem 1.2 are carried out in Appendix A. Appendix B is devoted to the proof of Proposition 1.3.
Preliminaries
In this section we summarize basic properties of equilibria of (1.8) related to their stability. We start by making more precise the statements given in the introduction regarding the scalar equation
It is well-known that for each α ∈ C(Ω) with Ω α > 0, there exists a unique positive solutionũ ∈ H 2 (Ω) of this problem; it is a classical solution if α is Hölder continuous. It is further known (see, e.g., [He, Sect.III.28] ) thatũ is the global attractor for the corresponding parabolic problem: the solution of (1.2) with any nonnegative nonzero initial condition u 0 ∈ C(Ω) converges as t → ∞ toũ. Alsoũ is linearly stable, which is to say that all eigenvalues of the linearized operator −∆ − (α − 2ũ), under Neumann boundary condition, are positive. In particularũ is a nondegenerate equilibrium, hence, by the implicit function theorem, it depends analytically (as a W 2,p (Ω)-valued function, for any p > 1) on µ ∈ (0, ∞) and α ∈ C(Ω).
At several places below we shall use asymptotic behavior of the positive solutionṽ = v(·, µ) of (1.6) when µ → 0 or ∞. The following properties have been proved in ( [HLMV] ):
Let us now turn to the system (1.8). By standard theory (see, e.g., [L, H1] ), it defines a smooth dynamical system on
We understand the notions of stability and asymptotic stability of equilibria of (1.8) with respect to the topology of X . We restrict our attention to physically relevant solutions, that is, solutions with nonnegative initial conditions. They are positive for all times by the maximum principle. We say an equilibrium (u e , v e ) is the global attractor if it is stable and for each nontrivial
is the solution of (1.8) with the initial conditions
An equilibrium (u e , v e ) with both components positive is called a coexistence state (or coexistence equilibrium); (u e , v e ) is a semitrivial equilibrium if one component is positive and the other one is zero. Let us now assume hypothesis A1 to be satisfied. Then system (1.8) has two semitrivial equilibria (ũ, 0) and (0,ṽ) for each µ > 0 and each τ sufficiently small (for each τ > 0 if also A2 is satisfied). They are given by the unique solutions of the corresponding scalar equations.
Due to the competitive Lotka-Volterra structure of the system, knowledge of equilibria and their stability is in some cases sufficient for complete understanding of the global dynamics of (1.8). We recall a few results to that effect (see [He, Chapt. V Let us now discuss in some detail the linearized stability of an equilibrium (u, v) . We thus consider the eigenvalue problem
It is well known (see e.g. [He] ), that if (u, v) is a coexistence state, one can put this eigenvalue problem in the context of spectral theory of compact strongly positive operators with respect to the order cone
In particular, using the Krein-Rutman theorem [De, He] ), one can show that (2.3) has an eigenvalue λ (called the principal eigenvalue of (2.3)), which has the following properties: it is real, algebraically simple and all other eigenvalues have their real part greater than λ. Moreover, λ corresponds to an eigenfunction in the interior of C, and it is the only eigenvalue with an eigenfunction in C. The linearized stability criterion for (u, v) can be expressed in terms of the principal eigenvalue: (u, v) is asymptotically stable if λ > 0; it is unstable if λ < 0. When (u, v) is a semitrivial equilibrium, for example (u, v) = (u, 0), then (2.3) simplifies to a triangular system
Again one can examine the eigenvalues using a suitable positive operator (see [He] ). This time, however, such a positive operator is not strongly positive (the reason is that the second equation decouples), and one gets weaker conclusions from the general theory. Nonetheless, employing the triangular structure, one can still establish the existence of a principal eigenvalue, that is, a simple real eigenvalue which is smaller than the real part of any other eigenvalue. Specifically, the principal eigenvalue coincides with the principal eigenvalue of the scalar eigenvalue problem (2.4b), (2.4d) (see [HMP, Lemma 3.2] for the proof of this fact; the corresponding eigenfunction for the system is (0, −ψ) ∈ C, where ψ > 0 is the principal eigenfunction of (2.4b), (2.4d)). Similarly, if (u, v) = (0, v) then the principal eigenvalue of (2.3) coincides with the principal eigenvalue of the scalar problem
We remark that since the principal eigenvalue is always simple, it inherits the smoothness properties of the data in the problem. In particular, we consider below the principal eigenvalue of (2.5), v =ṽ(·, µ) being the positive solution of (1.6). As remarked above, v(·, µ) is analytic in µ as a W 1,p (Ω)-valued function (for any p > 1). Therefore, by standard analytic perturbation theory (see [K1] ), the principal eigenvalue of (2.5) is an analytic function of τ > 0 and µ > 0.
Invasion of new species
As pointed out in the introduction, biologically it is important to understand the invasion of new species with low density. Mathematically, the invasion of species is determined by the stability of (0,ṽ). This section is devoted to the study of this, and in particular we are interested in discovering conditions under which (0,ṽ) will change stability twice (or more) as µ varies from ∞ to 0. The principal aim is to prove Theorem 1.1.
Recall thatṽ =ṽ(·, µ) > 0 is the unique positive solution of (1.6). As mentioned in Section 2, for the stability of (0,ṽ), it suffices to determine the sign of the principal eigenvalue, denoted by λ 1 = λ 1 (µ, τ ), of the linear eigenvalue problem
For any µ > 0, set
Lemma 3.1. The following holds under the standing assumption τ > 0:
(3.3c)
Proof. Let ϕ 1 > 0 be an eigenfunction corresponding to the principal eigenvalue λ 1 of (3.1). Set ψ = ϕ 1 /ṽ. It is straightforward to see that ψ > 0 satisfies
Suppose first that Ω gṽ 2 > 0. Dividing (3.4a) by ψ and integrating in Ω we have
so that λ 1 < 0. On the other hand, it is obvious (by taking φ = 1 in (3.2)) that C(µ) = 0. This proves (3.3) when Ω gṽ 2 > 0. The case Ω gṽ 2 = 0 can be handled in a similar way. Next assume Ω gṽ 2 < 0. By the variational characterization (3.2) we know ( [F] ) that C(µ) > 0, and there existsψ > 0 such thatψ satisfies
It is easy to see that λ 1 (µ, 0) = 0 from (3.4) (with corresponding eigenfunction ψ = 1), and it follows from (3.6) that λ 1 (µ, µC(µ)) = 0. Therefore λ 1 (µ, τ ) > 0 for 0 < τ < µC(µ), and λ 1 (µ, τ ) < 0 for τ > µC(µ). This completes the proof of Lemma 3.1.
Proof of Theorem 1.1. The assumptions of the theorem and asymptotic properties (2.2) yield
Hence G(µ) = 0 has at least one positive root. Let µ ≤ µ denote the smallest and largest positive root of G, respectively. Recall that C(µ) > 0 if G(µ) < 0, and C(µ) = 0 if G(µ) ≥ 0 (see the proof of Lemma 2.1). This ensures that C(µ) = 0 for µ ≥μ, and C(µ) > 0 for 0 < µ < µ. Choose φ = 1/ṽ in (3.2): since Ω g > 0 andṽ → β + uniformly as µ → 0, we see that
By the previous argument we know that 0 < τ * < ∞, and the maximum is attained at some µ = µ * , say. Obviously such τ * is unique (µ * may not be unique). If τ > τ * , we have τ > µC(µ) for any µ ∈ (0, ∞). By Lemma 3.1, this implies that (0,ṽ) is unstable for any µ. If 0 < τ < τ * , we claim that τ = µC(µ) has at least two roots µ − ∈ (0, µ * ) and µ + ∈ (µ * , ∞) with the following property: sign[τ − µC(µ)] = −sign[µ − µ − ] for µ close to µ − , and sign[τ − µC(µ)] = sign[µ − µ + ] for µ close to µ + . To prove this assertion, it suffices to exclude the possibility that µC(µ) ≡ τ in some interval of µ, say [µ 1 , µ 2 ]. We argue by the contradiction: if this is the case, by Lemma 3.1 we see that λ 1 (µ, τ ) ≡ 0 for µ ∈ [µ 1 , µ 2 ]. Since λ 1 is an analytic function of µ (see Section 2), λ 1 ≡ 0 for any µ > 0. However, (2.2b), (3.5) and A2
+ imply that λ 1 (µ, τ ) < 0 for large values of µ -a contradiction. Finally, it follows from Lemma 3.1 that (0,ṽ) changes stability at µ = µ − , µ + , respectively.
The above proof shows that if µ > µ then for τ > 0 we have τ > µC(µ), hence (0,ṽ) is unstable. For future reference we state this in a more precise form as Corollary 3.2. Assume A1, A2
+ are satisfied. Further assume that for some µ > 0 one has G(µ) = 0 for µ > µ (hence G(µ) > 0 for µ > µ, by (3.7b)). Then for any µ > µ and τ > 0 the semitrivial equilibrium (0,ṽ) is unstable.
Two similar competing species
In this section we consider the case τ positive but small, i.e., the two competing species are very similar. In Subsect. 4.1 we shall discuss the coexistence states and the dynamics of (1.8) for τ ≪ 1 and µ bounded away from zero. Theorem 1.2 will be proved in this subsection. In Subsection 4.2 we shall establish Theorem 1.4, which covers the remaining case τ ≪ 1 and µ ≪ 1. Finally in Subsection 4.3 we shall address some biological questions and prove Theorem 1.5. As can be seen later, Theorem 1.5 is supplementary to the results of Subsection 4.1 as it gives more detailed information on the bifurcation diagram of coexistence states of (1.8).
4.1 Dynamics of (1.8) for τ ≪ 1 and µ bounded away from zero
The main purpose of this subsection is to prove Theorem 1.2. As will become clear later, Theorem 1.2 is a consequence of the following result.
Theorem 4.1.1. Assume A1. For anyμ > 0 the following statements hold true. i) If G(μ) = 0 then there exists ǫ > 0 such that for µ ∈ (μ − ǫ,μ + ǫ) and τ ∈ (0, ǫ) problem (1.8) has no coexistence states.
ii) If G(μ) = 0 and G ′ (μ) = 0 then for any sufficiently small ǫ > 0, there existsτ = τ (ǫ) > 0 with the following property. For every τ ∈ (0,τ ), there exist µ * < µ * with µ * , µ * ∈ (μ − ǫ,μ + ǫ) such that for µ ∈ [μ − ǫ,μ + ǫ], (1.8) has a coexistence state if and only if µ ∈ (µ * , µ * ); moreover, any coexistence state, if it exists, is the global attractor of (1.8).
A crucial step in the proof of the theorem is a local bifurcation analysis. For τ ≈ 0, we look for triples (u, v, µ) that satisfy 1) and that are close to the curve Υμ × {μ}, where
Note that for any µ, Υ µ × {µ} is a curve of solutions of (4.1) for τ = 0. Also, for any small τ , (4.1) has the semitrivial solutions
whereũ(·, µ, τ ) is the positive solution of (1.3) with α(x) := β(x) + τ g(x).
For the functional analytic framework of the local analysis we introduce the following spaces:
where p > N/2 (so that W 2,p (Ω) ֒→ C(Ω)).
Proposition 4.1.2. Let the hypotheses of Theorem 4.1.1 be satisfied. Then there exist a neighborhood U of the curve Υμ × {μ} in X × (0, ∞) and δ > 0 with the following properties:
i) If G(μ) = 0 then for τ ∈ (0, δ) there are no solutions of (4.1) in U other than the semitrivial solutions (4.2).
ii) If G(μ) = 0 and G ′ (μ) = 0 then for τ ∈ (0, δ) the set of solutions of (4.1) in U consists of the semitrivial solutions and of the set Ξ ∩ U, where Ξ is a smooth curve given by
Here (τ, s) → (u(τ, s), v(τ, s)) ∈ X and (τ, s) → µ(τ, s) ∈ (0, ∞) are smooth functions on [0, δ) × (−δ, 1 + δ) satisfying the following relations:
(4.6)
In other words, a branch of coexistence states bifurcates from the branch of semitrivial solutions (ũ, 0) at µ = µ(τ, 1), and meets the other branch of semitrivial solutions (0,ṽ) at µ = µ(τ, 0). For τ = 0 the branch coincides with with Υμ.
Note that from (4.6) it follows that the functions u(τ, s), v(τ, s), µ(τ, s) have the following expansions for −δ ≤ s ≤ 1 + δ and τ → 0:
where (u 1 , v 1 ) ∈ X andμ 1 ∈ (0, ∞) are smooth functions of s. We will use this expansion below.
Proof of Proposition 4.1.2. For any triple (u, v, µ) near Υμ × {μ}, (u, v) can be written as
where s ∈ R and (y, z) ∈ X 2 , and they are in or near [0, 1] and {(0, 0)}, respectively. We thus look for solutions of (4.1) in this form. For a small δ > 0 let H be the map on
Note that, since X ֒→ C(Ω) × C(Ω) ֒→ Y , H is well defined and smooth (in fact polynomial) as a Y -valued map. To find solutions of (4.1), we need to solve the equation
with (y, z) ∈ X 2 . It will be useful, however, to examine properties of H(y, z, τ, s, µ) for (y, z) ∈ X. From the form of the solutions of (4.1) mentioned above (see (4.2) and the text preceding it), we have
It is a standard consequence of the compactness of the imbedding
is a Fredholm operator of zero index. By (4.10a), the vector (ṽ(·, µ), −ṽ(·, µ)) (that is, the tangent vector of Υ µ ) is in the kernel of L(s, µ). Put differently, (ṽ(·, µ), −ṽ(·, µ)) is an eigenfunction corresponding to the eigenvalue 0 of L(s, µ), when L(s, µ) is viewed as an operator on Y with domain X. Sinceṽ(·, µ) > 0, zero must be a simple eigenvalue (cf. Section 2) and we have:
Let P (s, µ) be the continuous linear projection of Y onto X 1 along the range of L(s, µ) (the range R(L(s, µ)) is a closed subspace of Y of codimension one). We can write P (s, µ) explicitly as follows
To verify this formula, one needs to show that
The first property is obvious, the other two follow from a straightforward computation that is left to the reader. Formula (4.11) in particular implies
Also note that (s, µ) → P (s, µ) is smooth (in the operator norm). Following the LyapunovSchmidt scenario, we now consider the system P (s, µ)H(y, z, τ, s, µ) = 0, (4.12a) (I − P (s, µ))H(y, z, τ, s, µ) = 0, (4.12b)
where (y, z) ∈ X 2 and I is the identity on Y . If µ is sufficiently close toμ (and we make δ small enough for that to hold for all µ ∈ (μ − δ,μ + δ)), then
It follows that L(s, µ) is an isomorphism of X 2 onto Y 2 . By the implicit function theorem, we can thus solve (4.12b) for (y, z), which leads to the following conclusion. There exist δ 1 > 0, a neighborhood V of (0, 0) ∈ X 2 , and a smooth function
such that (y(0, s, µ), z(0, s, µ)) = (0, 0) and (y, z, τ, s, µ) ∈ V × (−δ 1 , δ 1 ) × (−δ 1 , 1 + δ 1 ) × (μ − δ 1 ,μ + δ 1 ) satisfies (4.9) if and only if (y, z) = (y(τ, s, µ), z(τ, s, µ)) and (τ, s, µ) solves the bifurcation equation
In particular, by (4.10c), (4.10c), y and z necessarily satisfy
Defining ζ(τ, s, µ) by
the bifurcation equation is equivalent to ζ(τ, s, µ) = 0. (4.14)
We have the following immediate solutions of (4.14):
These identities hold because for each of the indicated values of (τ, s, µ) ∈ (−δ 1 , δ 1 )×(−δ 1 , 1+ δ 1 ) × (μ − δ 1 ,μ + δ 1 ), there is a solution (y, z) ∈ V of (4.9) (see (4.10), we make δ 1 smaller, if necessary, so that the solutions are indeed contained in V ). It follows that
for some smooth function ζ 1 (τ, s, µ). Solutions of (4.14) different from (4.15) are found by solving
The derivative on the left-hand side is computed from
(recall that R(L(s, µ) = ker P (s, µ)). Using (4.11), we find
i.e.,
To complete the proof, consider first the case G(μ) = 0. Making δ 1 yet smaller, if necessary, we infer from (4.17) that (4.16) has no solution in (−δ 1 , δ 1 ) × (−δ 1 , 1 + δ 1 ) × (μ − δ 1 ,μ + δ 1 ). This implies statement i) of Proposition 4.1.2. Now assume G(μ) = 0. Then
Thus if G ′ (μ) = 0, the implicit function theorem implies that for some δ 2 > 0, all solutions of (4.16) in (−δ 2 , δ 2 ) × (−δ 2 , 1 + δ 2 ) × (μ − δ 2 ,μ + δ 2 ) are given by
where µ(τ, s) is a smooth function satisfying µ(0, s) =μ.
Having solved the bifurcation equation and coming back to the original variables (u, v), we see that the structure of the solutions is as stated in of Proposition 4.1.2 ii) with u(τ, s) = sṽ(·, µ(τ, s)) + y(τ, s, µ(τ, s)), v(τ, s) = (1 − s)ṽ(·, µ(τ, s)) + z(τ, s, µ(τ, s)).
By (4.13) and since µ(0, s) =μ, these functions satisfy the relations (4.4)-(4.6). This completes the proof.
The next lemma shows that by the local analysis we have found all coexistence states.
Lemma 4.1.3. Let the hypotheses of Theorem 4.1.1 be satisfied. Then given any neighborhood U of the curve Υμ × {μ} in X × (0, ∞) there exists δ > 0 such that for τ ∈ (−δ, δ) all solutions (u, v, µ) of (4.1) with u, v ≥ 0 and |µ −μ| ≤ δ are contained in U.
Proof. The conclusion follows once we prove the following claim. If τ j → 0+, µ j →μ and (u j , v j , µ j ) is a sequence of solutions of (4.1) with τ = τ j , µ = µ j such that u j , v j ≥ 0, then (u j , v j ) approaches the curve Υμ.
By the maximum principle, we have the following a priori bound on the nonnegative solutions:
Since τ j → 0+, µ j →μ, by standard elliptic estimates ( [GT] ), passing to a subsequence we may assume that (u j , v j ) → (û,v) in X, whereû,v ≥ 0 inΩ, and
Since any solution (û,v) of (4.18) withû,v ≥ 0 is contained on the curve Υμ, the claim follows.
In the remainder of the subsection, we simplify the notation by writing
For other values of µ we keep the notationṽ(x, µ).
The next crucial step is the stability of coexistence states on the curve Ξ: Let
and consider the corresponding linear eigenvalue problem (2.3). When τ = 0, we have (u, v) = (sṽ, (1 − s)ṽ) and (2.3) has an eigenvalue λ = 0, the corresponding eigenfunction being (ṽ, −ṽ). Sinceṽ > 0, λ = 0 is the principal eigenvalue (see Section 2); in particular, it is (algebraically) simple and all other eigenvalues are positive. By standard spectral perturbation theory [K2] , for |τ | ≪ 1, (2.3) has a unique eigenvalue, denoted by λ(τ, s), such that lim for µ(τ, 0) and µ(τ, 1) are bifurcation points (points of intersections of Ξ with the branches of semitrivial solutions). It is not hard to check that λ τ (0, s) = 0 (see Appendix A) and Proposition 4.1.4 below gives a formula for λ τ τ (0, s); the proof is a straightforward but tedious computational exercise and is given in Appendix A. For the formulation we introduce some notation. Let H = L 2 (Ω) be the usual Hilbert space with norm · and inner product (·, ·). Take the linear subspace spanned byṽ to be Θ and let Θ ⊥ be its orthogonal complement. Denote the domain and kernel of a linear operator L by dom (L) and ker(L) respectively, so L : dom(L) → H. Consider the formally self-adjoint operatorμ∆ + β −ṽ and define in the standard manner the self-adjoint operator on H corresponding to zero Neumann boundary conditions. We thus have the self-adjoint operators
Since the principal eigenvalue of L is 0 (the eigenfunction isṽ), it is straightforward to show that L −ṽ has the bounded inverse (L −ṽ) −1 on H and we define L −1 on Θ ⊥ by setting L −1 φ = ψ if and only if Lψ = φ and φ, ψ ∈ Θ ⊥ .
Proposition 4.1.4. For 0 ≤ s ≤ 1 and 0 < τ ≪ 1, the following statements hold:
where C 1 (τ, s) is some constant uniformly bounded for s ∈ [0, 1] and τ ≪ 1.
ii) Withμ 1 as in (4.7), one has
Note that, by our assumption, G(μ) = gṽ 2 = 0, so that L −1 (gṽ) is well defined.
Lemma 4.1.5. The following holds for any non-trivial
Since L − τṽ is invertible for τ > 0, h is well-defined. We claim that h is strictly increasing. To prove this set Φ = (L − τṽ) −1 ϕ. It is easy to check that
The last inequality in (4.23) is strict since Φ ≡ 0. In particular, we have h(1) > lim
In the following we show that (4.24) for every ϕ ∈ Θ ⊥ , from which (4.20) follows.
To prove (4.24), let Mu :=ṽu for u ∈ H. We always assume that τ > 0 is small, and that C i are strictly positive constants independent of τ . Note that
Consider the equation
We claim that for the solution u of (4.26) (that is, u = (L − τ M) −1 ϕ) we have
To prove this assertion, put u = aṽ + φ, where a ∈ R, φ ∈ Θ ⊥ . Substituting in (4.26), we have
Take the inner product withṽ and use (4.25c) and (4.25d):
Take the inner product of (4.28) with −φ, and use (4.25b), (4.25c) and (4.29) obtaining (4.30) which implies that φ ≤ C 7 ϕ (4.31) if τ is small enough. Estimates (4.29) and (4.31) prove claim (4.27). For u given by (4.26) set
It is easy to check that (4.33) where
Obviously ϕ 1 ≤ C 8 ϕ , so using (4.27) on (4.33) with ϕ 1 , w replacing ϕ, u respectively, we find that w ≤ C 5 ϕ 1 ≤ C 9 ϕ .
Finally, for any ϕ ∈ Θ ⊥ , from (4.32)
Since w is uniformly bounded, we deduce that as required lim
This proves Lemma 4.1.5.
Proof of Theorem 4.1.1. By Proposition 4.1.2 and Lemma 4.1.3, for µ ≈μ and τ ≈ 0, all coexistence states lie on the branch Ξ. On the branch we have
for some smooth function H. By Proposition 4.1.4 and Lemma 4.1.5,μ 1 is a nonconstant affine function, thus for small τ , µ(τ, ·) is strictly monotone. It follows that the first statement of the theorem holds with
and that the coexistence state is unique for each fixed µ ∈ (µ * , µ * ). By Proposition 4.1.4 and Lemma 4.1.5, we also have λ(τ, s) > 0 for small τ , thus the coexistence state is stable. As noted in Section 2, the uniqueness and stability of the coexistence state implies that it is the global attractor. The theorem is proved.
We end this subsection by applying Theorem 4.1.1 to the proof of Theorem 1.2.
Proof of Theorem 1.2. In view of Theorem 4.1.1 and Lemma 4.1.3, by standard compactness argument, the dynamics and the structures of the coexistence state are clear for values of µ in any compact subset of (0, ∞). To complete the proof of Theorem 1.2, it suffices to show that under the stronger assumption A2 + , (ũ, 0) is the global attractor of (1.8) for µ > µ * k (τ ). By Corollary 3.2 and Theorem 4.1.1, we see that (0,ṽ) is unstable for µ > µ * ,k (τ ). Therefore in view of property (a) of system (1.8) (see section 2), it suffices to show that (1.8) has no coexistence state for µ ≥ µ * k (τ ). By Lemma 4.1.3 and Theorem 4.1.1, it suffices to prove this for sufficiently large µ and positive bounded τ . To this end, we argue by contradiction. Suppose that there exist sequences τ j uniformly bounded and µ j → ∞ such that (1.8) has coexistence states
Since τ j is uniformly bounded, by standard elliptic estimates ( [GT] ) and passing to a subsequence we may assume that (û j ,v j ) → (û,v) in C 2 (Ω). Since µ j → ∞ and û j ∞ = v j ∞ = 1, it is easy to see thatû ≡ 1 andv ≡ 1. That is, (û j ,v j ) → (1, 1) uniformly. By Lemma A.1, Ω gu j v j = 0 for all j, i.e., Ω gû jvj = 0. Passing to the limit we get Ω g = 0, which contradicts our assumption Ω g > 0. This completes the proof of Theorem 1.2.
4.2 Dynamics of (1.8) for τ ≪ 1 and µ < µ 1, *
The goal of this subsection is to establish Theorem 1.4. We shall consider the case Ω gβ 2 < 0 only since the case Ω gβ 2 > 0 is very similar. In this subsectionṽ stands forṽ(·, µ), andṽ µ stands for ∂ṽ ∂µ (·, µ).
Proof of Theorem 1.4 . We first consider the stability of (0,ṽ). Recall that C(µ) is defined as in (3.2), C(µ) > 0 if G(µ) < 0, and C(µ) = 0 if G(µ) ≥ 0. Since C(µ) is the principal eigenvalue, it is a smooth function of µ. By Lemma 3.1, it suffices to solve the equation τ = µC(µ) for τ, µ small.
We claim that the following holds.
Note that C * > 0 because Ω gβ 2 < 0. Assuming (4.37), we prove (i) of Theorem 1.4.
, by the implicit function theorem we see that there exists η 1 > 0 such that for every 0 < τ ≤ η 1 , there exists a unique µ 1 = µ 1 (τ ) ∈ (0, η 1 ] such that τ > µC(µ) when 0 < µ < µ 1 , τ = µ 1 C(µ 1 ), and τ < µC(µ) when µ 1 < µ ≤ η 1 . By Lemma 3.1 and Theorem 1.2, this proves that (0,ṽ) is unstable for µ < µ 1 , and stable for µ 1 < µ < µ 1, * .
To prove (1.11), observe that as lim τ →0+ µ 1 (τ ) = 0, we have by (4.37a),
It remains to prove the instability of (ũ, 0) for suitable µ when Ω gβ 2 < 0. It suffices to show that the principal eigenvalue, denoted by λ 1 , of the following problem
is negative. Observe that ϕ/ũ satisfies
Hence λ 1 can be characterized as
By letting ψ ≡ 1 in (4.41), we have λ 1 ≤ τ Ω gũ 2 / Ωũ 2 . Since Ω gũ 2 → Ω gβ 2 < 0 (as lim µ→0+ũ = β), we see that λ 1 < 0 for 0 < µ ≪ 1. This proves the instability of (ũ, 0) for µ close to zero; for µ bounded away from zero but less than µ * 1 , we can argue as in the proof of Theorem 2.1 to show that (ũ, 0) is also unstable. Thus, the theorem follows from (4.37).
Hence it suffices to establish (4.37). Since β > 0 inΩ,ṽ → β uniformly when µ → 0+ (cf. (2.2a)), and thus (4.37a) follows by a standard argument.
For (4.37b), by the definition of C(µ), there exists Φ > 0 such that
for every Ψ ∈ H 1 (Ω). We can normalize Φ so that Φ L 2 (Ω) = 1. Differentiate (4.42) with respect to µ obtaining
for every Ψ ∈ H 1 (Ω), where C ′ = dC/dµ. Letting Ψ = Φ in (4.43), we have 44) where (4.42) has been used again. We first observe that Φ H 1 is uniformly bounded for small µ: to see this, set Ψ = Φ in (4.42). Asṽ → β > 0 uniformly and Φ L 2 = 1, we get ∇Φ L 2 ≤ K 1 , where K 1 is independent of µ when µ ≪ 1. This proves that Φ H 1 is uniformly bounded.
Next we show that Ω gṽ 2 Φ 2 ≥ K 2 > 0 for some K 2 independent of µ. We argue by contradiction: if not, suppose that Ω gṽ 2 Φ 2 → 0 as µ → 0. By the Sobolev embedding theorem ( [A] ), we may assume, passing to a sequence if necessary, that Φ → Φ 0 weakly in H 1 and strongly in L 2 . This implies that Φ 0 ≥ 0 a.e. in Ω, Φ 0 L 2 (Ω) = 1, and by (4.42) Ω β 2 ∇Φ 0 · ∇Ψ = 0 for every Ψ ∈ H 1 . Therefore the only possibility is Φ 0 ≡ 1. However this is impossible since 45) provided that µ ≪ 1. By (4.44) and (4.45), to prove (4.37b) we only need to show that µṽ µ → 0 uniformly as µ → 0+. To this end, differentiating (1.3) with respect to µ we have
Choose x µ ∈ Ω such thatṽ µ (x µ ) = max Ωṽ µ . We have (β − 2ṽ)ṽ µ + ∆ṽ = −µ∆ṽ µ ≥ 0 at x = x µ . This is obvious if x µ ∈ Ω; for x µ ∈ ∂Ω it follows from the boundary condition (cf. Proposition 2.2 of [LN] ).
Note that β − 2ṽ → −β < 0 uniformly as µ → 0. Therefore for 0 < µ ≪ 1, we havẽ v µ (x µ ) ≤ K 4 ∆ṽ ∞ for some positive constant K 4 which is independent of µ. That is, max Ωṽ µ ≤ K 4 ∆ṽ ∞ . Similarly we can show that min
as µ → 0+. This implies that (4.37b) holds.
Remark 4.2.1. We conjecture that for τ small, if there is a coexistence state of (1.8), it is always unique and is the global attractor of (1.8). The following weaker uniqueness result may be proved, but we omit the proof here: suppose that the assumptions in Theorems 1.2 and 1.4 hold. Then for any η > 0, there existsτ (η) > 0 such that if 0 < τ ≤τ and µ ≥ ητ , (1.8) has at most one coexistence state; moreover, if a coexistence state exists, it must be the global attractor of (1.8).
Coexistence or Fixation?
We now turn to the question raised in the introduction as to whether there are mutants (which mathematically are represented by functions g) which invade but always (that is for all small τ > 0) yield coexistence. Recall from the remarks in the introduction that necessarily G(µ) = Ω g(x)ṽ 2 (x, µ) = 0, so the question is to discover whether there are functions g satisfying this requirement which lead to coexistence for all small τ .
To answer this question, first recall that near any µ with G(µ) = 0 and G ′ (µ) = 0, we have shown that there is a branch of positive coexistence states which connects both branches of semi-trivial coexistence states (ũ, 0) and (0,ṽ). Moreover, for each µ, there exists at most one coexistence state; if it exists, it is stable and the global attractor of (1.8). Therefore the question is basically about the location of the two ends of this bifurcation branch. From Proposition 3.1.2, we know that this branch of coexistence states can be represented by a smooth curve as
48) where s ∈ (0, 1). By Proposition 3.1.3 (ii),μ 1 (s) is given as
It is now clear that the answer to the above question depends on whetherμ 1 (0) andμ 1 (1) have opposite signs under the assumption Ω gṽ 2 = 0. It is easy to see that sign(μ 1 (0)) = sign(−G ′ (µ)) since by (4.49),μ
Therefore it remains to find the sign ofμ 1 (1), i.e., the sign of
Note that I(µ, −g) = I(µ, g), thus the sign of g is irrelevant in our computations. It is easy to see that Theorem 1.5 follows from the next result.
Theorem 4.3.1. There exists a (unique) µ * > 0, depending only on β and Ω, with the following properties:
Proof. Consider the following linear eigenvalue problem with weight functionṽ:
Denote the eigenvalues of (4.52) by λ 1 < λ 2 ≤ λ 3 . . . , and the corresponding eigenfunctions by ϕ 1 , ϕ 2 , . . . ; From the definition ofṽ we see that λ 1 ≡ −1 for any µ, and ϕ 1 is a scalar multiple ofṽ. The eigenfunctions can be chosen such that the following hold.
is a basis for the Hilbert space L 2 (Ω,ṽ) := {ψ : Ωṽ ψ 2 < ∞}, with the inner product
(4.53)
Now for any function ϕ satisfying Ω ϕṽ = 0 (and in particular for ϕ = gṽ) ϕ/ṽ is orthogonal toṽ in L 2 (Ω,ṽ). Therefore 54) where the convergence of (4.54) is in the L 2 (Ω,ṽ) norm, which is equivalent to convergence in the L 2 norm. It is easy to check that the following hold: 55) where c i is some constant. Notice that λ i + 1 > 0 for any i ≥ 2 since λ 1 = −1. It follows from (4.55) that
Therefore from (4.54) and (4.56),
In the calculation of (4.57), the terms involving c i vanish because Ω ϕṽ = 0. Note that the λ i depend on µ. Applying (4.57), (4.54) to ϕ = gṽ and noting that I(µ, g) is continuous in g, we see that Theorem 4.3.1 follows from the following lemma.
Lemma 4.3.2. There exists a unique µ
Proof. Recall that ϕ 1 is a multiple ofṽ, thus by the variational characterization of eigenvalues we see that 58) where the set Q µ is defined by
Notice thatṽ → β + uniformly as µ → 0. Therefore by choosing a suitable test function in (4.58) we see that λ 2 (µ) < 0 for sufficiently small µ; on the other hand,ṽ → Ω β/|Ω| uniformly as µ → ∞. Therefore standard arguments imply that λ 2 (µ) > 0 for large µ. In fact, λ 2 (µ)/µ ≥ c > 0 for some constant c > 0 and µ large. This implies that λ 2 (µ) = 0 has at least one root. For the uniqueness, we need the following result. Claim. If λ 2 (µ 0 ) = 0 for some µ 0 > 0, then for µ ≈ µ 0 , λ 2 (µ) < 0 (µ < µ 0 ) and λ 2 (µ) > 0 (µ > µ 0 ). To prove this assertion, consider the operator on is invariant underL(µ), and the functions ϕ i (µ) are orthonormal (note that ϕ i (µ) may not be eigenfunctions ofL(µ)). Now, with respect to the basis ϕ i (µ), the restriction ofL(µ) to X(µ) is represented by the matrix
We have M(µ 0 ) = 0 and
To prove (4.64), observe that (4.65) where in the second equality the self-adjointness of the operator µ∆ + β has been used. Obviously, I → − ∇ϕ 
The case τ ≫ 1
The goal of this section is to study (1.8) with τ ≫ 1, and Theorem 1.6 will be established. Throughout this section, we assume the hypotheses of the theorem to be satisfied.
Lemma 5.1. If τ is sufficiently large, (0,ṽ) is unstable for any µ > 0.
Proof. It suffices to show that the principal eigenvalue, denoted by λ 1 , of the linear eigenvalue problem (2.5) is negative. Note that λ 1 can be characterized by
With ϕ =ṽ in (5.1) we have there existsμ such that if µ ≥μ, Ω gṽ 2 > 0. Therefore for µ ≥μ and τ > 0, λ 1 < 0. Next we consider the case 0 < µ ≤μ: Choose a test function ϕ such that ϕ ≥ 0, ϕ ≡ 0, and supp ϕ ⊏ Ω + . Then by (5.1) and the boundedness ofṽ(·, µ) (see (2.2a)), if τ ≫ 1 and 0 < µ ≤μ, we have
This completes the proof of Lemma 5.1.
The above lemma yields (i) of Theorem 1.6. We next prove (ii).
Proof of (ii), Theorem 1.6. Recall thatũ =ũ(x, µ, τ ) is the unique positive solution of (1.3) with α = β + τ g, and the stability of (ũ, 0) relative to (1.8) is determined by the sign of the principal eigenvalue of the linear eigenvalue problem (2.4b), (2.4d).
Claim. LetΩ be any compact subset of Ω − . Then, as τ → +∞ and τ /µ → +∞,ũ/µ → 0 uniformly with respect to x ∈Ω.
To establish this assertion, choose a domainΩ such thatΩ ⊏⊏Ω ⊏⊏ Ω − , where ⊏⊏ means the inclusion of the closure of a given domain. By Proposition A.1 of [HLM] and the comparison arguments given there, for some k 1 > 0 one hasũ ≤ k 1 τ 2/3 µ 1/3 in Ω − for τ ≫ 1 and τ /µ ≫ 1. Here and below, k 1 , k 2 , . . . are constant independent of τ and µ, provided that both τ and τ /µ are sufficiently large.
Setû =ũ/ τ 2/3 µ 1/3 . Since g < 0 inΩ, we have
for sufficiently large τ and τ /µ. Let w τ be the unique solution of
It can be shown that
for every x ∈Ω, where k 4 and k 5 are positive constants independent of x and large τ and τ /µ. Indeed, for any fixed x ∈Ω, let B x denote the ball centered at x with radius dist(x, ∂Ω). Let z be the unique solution of
By the maximum principle, w τ ≤ k 3 inΩ. Hence by the comparison principle, w τ ≤ z in B x . It is easy to see that z is radially symmetric, from which it can be shown that there are positive constants k 4 , k 5 , independent of τ , τ /µ and x, such that z(x) ≤ k 4 exp −k 5 dist(x, ∂Ω)(τ /µ) 1/2 . This proves (5.6).
By the comparison principle,û ≤ w τ inΩ. Hence forũ we have, as τ /µ → +∞,
for any x ∈Ω ⊏⊏Ω. This proves the claim.
To continue with the proof of assertion (ii), let µ 0 be as in the theorem and fix ǫ > 0. For µ ≤ µ 0 − ǫ and τ sufficiently large we want to choose a ψ such that
which will yield the instability of (ũ, 0). To this end, choose someΩ ⊏⊏ Ω − such that the numberμ, uniquely determined by the requirement that there exists a solution of the following problemμ ∆φ + βφ = 0 inΩ,φ > 0 inΩ,φ| ∂Ω = 0, (5.10)
, µ 0 . We refer here to standard continuity and monotonicity properties of principal eigenvalues (see the definition of µ 0 ). Set
Then it is easy to check that for µ ≤ µ 0 − ǫ, 12) provided that τ ≫ 1 sinceũ → 0 uniformly inΩ. Next we consider the case µ ≥ µ 0 + ǫ and show that (ũ, 0) is the global attractor of (1.8) provided that τ ≫ 1. Since (0,ṽ) is unstable in this case, the result will follow if the existence of a coexistence equilibrium is ruled out. We proceed by contradiction, assuming (u, v) is a coexistence state of (1.8) for a sequence of values µ ≥ µ 0 + ǫ and τ → +∞.
First consider the case when µ/τ → 0. Since v > 0, we see that u/τ is a subsolution to the following problem:
As discussed in Section 2, (5.13) has a unique positive solution w + which is globally attractive for the corresponding logistic parabolic equation. Therefore, by standard super-sub solution method we conclude that u/τ ≤ w + . Similarly, since β ≥ 0 and v ∞ ≤ β ∞ , u/τ is a super solution of
Thus u/τ ≥ w − for the positive solution w − of (5.14). It is not difficult to prove (cp.
[HMP, Proof of Lemma 3.4]) that both w + and w − converge to g + uniformly as τ → ∞ and µ/τ → 0+. This proves that u/τ → g + uniformly as µ/τ → 0 and τ → ∞. Multiplying the equation for v by any ϕ ∈ H 1 (Ω) and integrating it over Ω we have
It is easy to see that v L ∞ and ∇v L 2 , and so v H 1 , are uniformly bounded. Therefore by the Sobolev embedding theorem, passing to a sequence if necessary, v →v weakly in H 1 , strongly in L 2 as µ/τ → 0. Obviously,v ≥ 0 a.e. in Ω. Dividing (5.15) by τ , and passing to the limit, we have Ω g +v ϕ = 0 (5.16) for every ϕ ∈ H 1 . This implies thatv = 0 a.e. in Ω + . Therefore v → 0 weakly in H 1 (Ω + ), and by the trace theorem ( [A] ),v| Γ = 0.
We claim thatv = 0 a.e. in Ω − . To prove this, choose ϕ ∈ C ∞ 0 (Ω − ) in (5.15). For any coexistence state of (1.8), by the comparison principle we have u ≤ũ. Hence it follows from our previous assertion that u/µ → 0 uniformly in any compact subset of Ω − as µ/τ → 0 and τ → ∞. Dividing (5.15) by µ and passing to the limit we have either µ →μ for somē µ ∈ (µ 0 , ∞) and
17) orμ = ∞. Whenμ = ∞, we see thatv is a harmonic function, which together withv| Γ = 0 ensures thatv = 0 a.e. in Ω − . Whenμ < ∞, sincev| Γ = 0, by standard elliptic regularity we see thatv is a classical solution of
To show thatv = 0 a.e. in Ω − , we argue by contradiction: If not, then by the strong maximum principle and the Hopf boundary lemma ( [PW, GNN] ),v > 0 in Ω − and ∂v/∂n < 0, where n is the unit outward normal to ∂Ω. Multiplying (5.18) by ϕ 0 > 0 (a solution of (1.13) corresponding to µ 0 ), and integrating in Ω − we have
which is a contradiction sinceμ > µ 0 . Thereforev = 0 a.e. in Ω − , and thusv = 0 a.e. in Ω. Since v →v in H 1 (Ω), we see that v → 0 weakly in H 1 (Ω), and strongly in L 2 (Ω). We shall use this to reach a contradiction. 
in Ω + . By the strong maximum principle, v * > 0 in Ω − . This implies thatμ = µ 0 , which is a contradiction! When µ = ∞, since u/µ → 0 uniformly in any compact subset of Ω − we see that v * is a harmonic function, which implies that v
It remains to handle the case of µ/τ → γ for some γ ∈ (0, ∞]. For this case, it can be shown, by passing to a sequence if necessary, that u/τ converges to some positive function uniformly. (Arguments here are similar to those used in the case µ/τ → 0 and are omitted.) This implies that β(x)−u−v is strictly negative in Ω for large τ . However, by integrating the equation of v in Ω, we get Ω v(β(x)−u−v) = 0, which is a contradiction since v(β(x)−u−v) is positive in Ω. This completes the proof. Appendix A: Proof of Proposition 4.1.4
The proof of Proposition 4.1.4 is given here after establishing some preliminary computational results. Throughout, (u, v) will be a coexistence state of (1.8),μ 1 , u 1 , v 1 are given by (4.7) and ϕ, ψ are solutions of (2.3) corresponding to the eigenvalue λ(τ, s). Throughout the Appendix we assume that G(μ) = 0, where G is given by (1.9). We normalize (ϕ, ψ) such that Ω ϕ 2 + Ω ψ 2 = 2 Ωṽ 2 and ϕ > 0 > ψ. In particular, for τ = 0 ϕ =ṽ, ψ = −ṽ.
Lemma A1. The following statements hold. i)
Note that by (4.7) and the normalization of (ϕ, ψ), we have for small τ > 0
and Ω g(ϕv + ψu) = (1 + 2s)
In particular, the denominator in (A2) is nonzero for small τ , and (A2) implies λ τ (s, 0) = 0.
Proof of Lemma A1. (i) Multiply equations (1.8a) by v, (1.8b) by u and subtract, obtaining µ(v∆u − u∆v) + τ guv = 0.
The result follows on integrating (A3) over Ω.
(ii) Multiply equations (2.3a) by v, (2.3b) by u and subtract, obtaining
Integrating (A4) over Ω and using (1.8) we deduce that
and expand the eigenfunctions ϕ, ψ in the form ϕ =ṽ + τ ϕ 1 (·, s) + τ 2 ϕ 2 (·, τ, s), (A6a) ψ = −ṽ + τ ψ 1 (·, s) + τ 2 ψ 2 (·, τ, s).
Lemma A2. For some γ i ∈ R, we have i)
ii) 
Adding (A9a) and (A9b) we have in a similar manner
Then (A7) follows from (A10) and (A11) by straightforward manipulation.
(ii) Since λ τ (s, 0) = 0, it is easy to check that ϕ 1 and ψ 1 satisfy the following in Ω, together with zero Neumann boundary conditions 
Adding (A12a) and (A12b), we have by an argument similar to that used in the previous lemma
By (A11), u 1 +v 1 = −A−sB. Substituting this and (A13) in (A12a), we obtain the equation which determines φ 1 up to an additive term γ 4ṽ . Using definitions (A5), it is easy to see that ϕ 1 given by (A8a) satisfies that equation, which verifies (A8a). This and (A13) yield (A8b). since Ω gṽ 2 = 0. Therefore
The result follows from (A15) together with (A7).
Proof of Proposition 4.1.4 . The result is a consequence of the following calculation of the denominator and numerator of (A2). In the following H i (τ, s) denote quantities that are uniformly bounded for s ∈ [0, 1] and small τ . From (A6),
(for example, we can chooseg as a linear combination of the functions in (B1)). Then, for any g in a sufficiently small neighborhood ofg, the function G has at least k zeros (at least one per each interval (µ i , µ i+1 )). By i), we can choose g in this neighborhood such that G has only simple zeros, and, replacingg by −g if necessary, we can in addition takeg ∈ U.
Conclusion ii) thus follows from our claim.
To prove the claim, it is clearly sufficient to show that for each fixed k, the set of all β ∈ U for which (B1) holds is open and dense in U. The openness is obvious, asṽ is a continuous function of β. To prove the density, fix anyβ ∈ U. Arbitrarily close toβ, we have to find β ∈ U for which (B1) holds. To this end let 0 = λ 1 < λ 2 ≤ λ 3 . . . be the eigenvalues of −∆ on Ω under Neumann boundary condition. Let φ 1 , φ 2 , . . . be an orthonormal basis of L 2 (Ω) consisting of the corresponding eigenfunctions. Clearly, we can findβ ∈ U, as close toβ as we wish, such that
that is, the Fourier coefficients ofβ with respect to the eigenfunctions are all nonzero (the first one is positive, asβ ∈ U). We further show that arbitrarily close to 1 there is a constant δ < 1 such that (B1) holds for β = 1 − δ + δβ.
This will complete the proof of density. Denote the solution of (1.6) with β = 1 − δ + δβ byṽ(·, µ, δ). Observe that
is an analytic function. Consider the Gram determinant 
where Qu = u − u is the orthogonal projection with kernel span{φ 1 }. Clearly, (B5) are linearly independent for all small δ > 0 if the functions Qz(·, µ j ) are linearly independent. This is equivalent to the independence of the k + 1 infinite vectors β ℓ µ j λ ℓ + 1 
for some choice of indices ℓ i . We choose the ℓ i such thatλ i := λ ℓ i , i = 1, . . . , k + 1, are mutually distinct. To test for the independence, we compute the determinant of the matrix with rows (B6). It is easy to check by listing the obvious roots of the determinant that det β ℓ i µ jλi + 1 Since β i = 0 (see (B3)), our choice ofλ j implies that the determinant is nonzero. Therefore the vectors (B6) and the functions (B5) are linearly independent. This completes the proof.
