gene-gene interaction types. However, evidence indicates that connectivity and neighborhood of genes are crucial in the context of GWAS, because genes associated with a disease often interact. Thus, we propose a novel kernel that incorporates the topology of pathways and information on interactions. Using simulation studies, we demonstrate that the proposed method maintains the type I error correctly and can be more effective in the identification of pathways associated with a disease than non-network-based methods. We apply our approach to genome-wide association case-control data on lung cancer and rheumatoid arthritis. We identify some promising new pathways associated with these diseases, which may improve our current understanding of the genetic mechanisms. 
Introduction
Pathway-based analysis can supplement the exploration of data from genome-wide association studies (GWAS) through the integration of prior biological knowledge [e.g. [1] [2] [3] [4] . Primarily, the success of pathwaybased analysis may be explained by its focus on jointly testing of functionally related SNPs. On the one hand, this allows the identification of pathways via multiple causal low-effect SNPs, which are usually hard to detect with conventional GWAS approaches. Pathway-based analysis also considerably reduces the multiple-testing problem. On the other hand, it has the potential to benefit directly from the knowledge on functional dependencies in the human organism [5] . Results obtained from pathwaybased analysis can be interpreted in this context. This allows the easier generation of hypotheses for both diagnostic and prognostic targets [6] and can contribute to the development of novel treatment strategies.
The range of pathway-based analysis approaches is steadily expanding; for an overview of some methods see Wang et al. [7] and Varadan et al. [8] . Gene-set enrichment analysis (GSEA) [9] , which was originally developed for gene expression data, has remained the most popular method. Essentially, this method consists of a nonparametric test for the enrichment of SNP-disease associations in a pathway. Like nearly all other pathwaybased analysis approaches, it fails to utilize most available knowledge on pathways. In particular, it ignores information on which genes interact in the pathway. Instead, given a pathway, GSEA treats genes and their corresponding SNPs independently from each other.
There is increasing evidence that precisely such information on functional relationships among genes, i.e. the topology of the pathway, is of relevance in the context of GWAS. Several studies demonstrated that disease-causing genes often directly interact with each other as part of larger regulatory or functional systems [10, 11] . For Crohn's disease, Chen et al. [12] demonstrated that 'genes in the same neighborhood within a pathway tend to show similar association status'. In fact, it has been estimated that '80% of the currently missing heritability for Crohn's disease could be due to genetic interactions' [13] . However, not only direct interaction seems to be important. Lee et al. [14] demonstrated that SNP-trait associations are enriched in genes occupying structurally relevant positions in known pathways.
Some researchers have already recognized the potential of incorporating pathway topology, also called network, into the analysis of GWAS data. Chen et al. [12] proposed a Markov Random Field to include topological structures. Pan [15] developed a procedure that reduces the multiple-testing burden according to the average distance between genes in a pathway. Others have coined methods that aim to identify significantly associated subnetworks [16, 17] . However, all these methods are based on p values, which summarize the risk for a disease for whole genes, rather than on raw genotype data.
The integration of networks via kernels is not new, for example Rapaport et al. [18] considered one in a support vector machine analyzing microarray data. In general, kernels are the basis of many powerful statistical methods, such as support vector machines, nonparametric regression and smoothing splines. Thereby, kernels are positive semi-definite functions that reflect the pairwise similarity between observations. The use of such kernel methods rapidly gained popularity in the identification of associations between pathways and complex traits, as they are both powerful and flexible [19, 20] . Schaid [21] speculated that appropriate modifications of the kernel could also allow for the inclusion of networks in GWAS. In this light, we propose sophisticated kernels for the logistic kernel machine test (LKMT) that account for pathway topology. Here, pathway topology includes not only the network, i.e. gene-gene interactions, but also the nature of interactions, which may either constitute activation or inhibition.
We apply the LKMT with our novel network-based kernels to genome-wide case-control data on rheumatoid arthritis (RA) and lung cancer (LC). Both diseases are common in industrialized nations with an enormous social and economic impact. Moreover, generally effective cures or prevention strategies have not been discovered yet. In fact, for the United States, estimated 228,190 new LC cases will occur in 2013, making it the most common type of cancer [22] . Even though exposure to tobacco smoke determines most of the risk of developing LC, many studies also suggest genetic influences. Other than a few rare LC syndromes, only a moderate number of genetic effects, each contributing to only a weak increase in risk, are known. RA is the most common chronic joint disease and affects nearly 1% of the adult population in the United States. Many genetic factors have been firmly established as contributing to RA risk, in particular the human leukocyte antigen (HLA) region on chromosome 6 [23] . Thanks to their different genetic profiles, the study of both these diseases offers an excellent opportunity to evaluate the performance of novel statistical methods whose aim is to detect genetic associations of different strengths. Using kernels that incorporate known network structures of pathways within the LKMT has the potential to discover previously unknown genetic risk factors. Through its focus on pathways, it also promises to elucidate disease etiology [5] .
Next, we briefly outline the framework of the LKMT. We suggest a way to construct kernels that integrate information on a pathway topology obtained from the publicly available 'KEGG: Kyoto encyclopedia of genes and genomes' (KEGG) [24] . We then present simulation results demonstrating the power of our kernels compared to commonly used kernels in simple scenarios. We also demonstrate that our kernels retain the correct type I error level. Moreover, we discuss the results obtained from the analysis of the 2 GWAS on LC and RA. Using concepts from statistical network theory, we verify empirically that the integration of network information does not lead to artifacts or conceal genuine effects. Finally, we conclude with a discussion of the promising results of our research as well as possible further improvements to our method. Most of the analysis was conducted with the statistical software package R [25] unless stated otherwise.
Materials and Methods
In this section, we firstly describe the LKMT, followed by details of the network-based kernel and its construction. We secondly introduce the GWAS and pathway data used. Finally, we describe the simulations performed and the analysis of their results.
The Logistic Kernel Machine Test
The LKMT assumes a semi-parametric logistic regression model for the probability of being a case. It models genetic effects nonparametrically and environmental effects parametrically:
where y i is the case-control indicator (control: y i = 0, case: y i = 1) for i = 1, ..., n individuals. The vector β represents the intercept and regression coefficient terms related to the environmental covariates x i for the i -th individual ( i = 1, ..., n ). These typically include gender and other trait-relevant information, which are modeled parametrically as fixed effects. The variable z i denotes the genotype vector of some selected or all SNPs, coded in the usual trinary fashion (the number of minor alleles, i.e. z is ∈ {0, 1, 2} for any modeled SNP s in individual i ). The nonparametric function h ∈ H K describes how the risk of being affected by the disease depends on the observed genotypes. Here, H K denotes a reproducing kernel Hilbert space generated by a positive semi-definite and symmetric kernel K . The mathematical properties imply that any function in that space, h ∈ H K , can be approximated arbitrarily close by linear combinations of its corresponding kernel [26] , i.e.
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The kernel K ( z i , z j ), evaluated for individuals i and j , can also be understood as measuring the similarity between the individuals i and j based on their genotypes. Hence, by selecting a different kernel, one specifies a different concept of similarity and, implicitly, a different model for the effect of the SNPs on the risk of developing the investigated disease. One of the most commonly used kernels is the linear kernel (LIN), K ( z i , z j ) = z i T z j , which measures the correlation between pairs of individuals. It assumes each SNP delivers a random independent and additive contribution with the same variance, in fact, specifying a linear multiple marker logistic regression. In case of a squared loss function instead of a log-likelihood, the model implied by the LIN can be shown to be equivalent to ridge regression. Note that this also highlights the close relationship to principle component methods [27] . Obviously, such a model neglects interactions among the considered SNPs [20] .
On the basis of the semi-parametric logistic regression model, we test the null hypothesis ( H 0 ) that none of the modeled SNPs is associated with the disease. We can express this mathematically by H 0 : h ( z i ) = 0 for all i = 1, ..., n . Such a H 0 can be tested by constructing a score-type statistic. Score statistics are known from variance component tests or lack-of-fit of fixed effect models. In our case, the score-type statistic used in the LKMT is given by:
where y = ( y 1 , ..., y n ) T denotes the vector of all individual case-control outcomes and μ (0) is a vector with elements μ ˆ i (0) = logit -1 ( x i β ), the maximum likelihood estimate under H 0 for the i individuals. The matrix K corresponds to the kernel evaluated for all combinations of individuals. Due to its quadratic form, the test statistic Q follows asymptotically an unknown mixture of χ 1 2 distributions. In order to obtain a p value for significance, this distribution is wellapproximated by a moment matching method (see Wu et al. [20] ). When testing many different pathways, multiple-testing corrections should be applied to the p values. In our analysis, we used the rather conservative but simple Bonferroni correction.
Construction of Network-Based Kernels
In order to accommodate network topologies of pathways, Schaid [21] proposed the kernel matrix K = ZSZ T for genomic information, where the matrix S scores the similarity of SNPs. The matrix Z = ( z 1 , ..., z n ) T denotes the genotype matrix, i.e. the collection of genotype vectors z 1 , ..., z n of all individuals. However, Schaid does not give a general specification of S , but he reviews different choices for some exemplary genomic applications instead. The kernel, which we develop to take network topologies into account, is motivated by the viewpoint of a kernel as a similarity measure: SNPs located in the same gene or in interacting genes are scored to be more similar than SNPs far apart regarding the network structure. Such a notion of similarity is sometimes also referred to as 'guilt-by association' [28] and has been verified empirically for several complex diseases. More precisely, we define the matrix S as ANA T , where matrix A maps SNPs to genes and matrix N represents the network (for an illustration of the kernel's construction, see also fig. 1 ). Altogether, the kernel matrix is defined as K = ZANA T Z T . Here, the genotype matrix Z is allowed to contain missing values making imputation necessary.
The elements a sg ∈ {0, 1} of matrix A represent the membership of SNP s in gene g . Most commonly, SNPs are assigned to genes purely on the basis of their location on the genome, but other annotations are conceivable [7] . In the 2 real GWAS, we assign a SNP to a gene, when it is directly located in a gene or in the 500-kbp windows on either side. Note that, a SNP can be assigned to more than one gene due to some overlap of genes. Further, we adjust for different gene sizes by re-weighting the impact of a gene effect. This ensures an equal treatment despite different numbers of genotyped SNPs in the genes. We denote the modified A by A * with elements
where r g equals the number of SNPs in gene g . In the following, we refer to network-based kernels using the unadjusted gene-SNP annotation as NET and ANET under utilization of the size-adjusted gene-SNP matrix A * . The matrix N denotes the quadratic adjacency matrix of the neighborhood structure of the genes in the pathway. Its dimension equals the number of genes in the pathway. We consider selfinteractions, i.e. that every gene interacts with itself, by setting all diagonal elements of matrix N = 1. Unlike other network-based methods, we distinguish between activating and inhibiting genegene interactions. Thus, an element n g,g' of N equals 1 or -1, if genes g and g ' interact in an activating or inhibiting fashion, respectively. In the following, we refer to the use of adjacency matrices that distinguish between inhibition and activation as signed and networks with unspecified interaction types as unsigned .
This basic network structure must be further modified to ensure a well-defined kernel, which should be complete, symmetric and positive semi-definite. Firstly, to ensure completeness of the pathway topology, we rewire certain interactions, which are associated to genes without genotyped SNPs. During mapping computation, S = ANA T such genes and their interactions would be removed from the analysis automatically. Firstly, to preserve full information on interactions in the pathway, we project links of genes without genotyped SNPs to their immediate neighbors. This means, we include additional links, where earlier 2 interactions existed and which would otherwise have been removed entirely. Thereby, the link sign of the newly created interaction is determined in a multiplicative fashion, e.g. the combination of a former inhibition and activation results in a new inhibition. Secondly, we transform the directed pathway structure into an undirected network via mirroring along the diagonal. Finally, kernels are required to be positive semi-definite, while undirected adjacency matrices N are not necessarily positive semi-definite. Thus, we introduce a new procedure to find the closest matrix N * by superimposing as much noise as necessary to render the new matrix positive semi-definite without introducing additional interactions to the network. If N is not positive semi-definite, we replace the original matrix N in the kernel equation by the weighted N * = ρ N + (1 + ρ ) I , where I is the identity matrix. It can be and λ min is the smallest eigenvalue of N . Our approach of approximating the symmetric matrix N by a positive semi-definite one has the advantage that the original network topology is exactly preserved although the link weights are eased. It also allows for an interpretation of the identity matrix as a noise component. We suggest using ρ = ρ max since N * is the closest to the original matrix N but is positive semi-definite and has the minimum eigenvalue zero. We also tested normalized and ordinary Laplacian matrices [29] as well as an algorithm by Higham [30] to find the nearest positive semi-definite approximation of the network matrix, but found them to have inferior performances (data not shown) when compared to N and its replacement described above. Moreover, the alternative methods change the network topology by including additional interactions, while our method preserves the structure of network.
Data

RA and LC GWAS
The German Lung Cancer Study (GLCS) examines the role of genetic polymorphisms on the risk of developing LC at a relatively early age, specifically LC diagnosed prior to the age of 50 years [31] . Cases for this study, which comprise both small-cell LC as well as non-small-cell LC, were sampled from 31 German hospitals, while controls are from the KORA epidemiological survey of individuals living near the southern German city of Augsburg. The second study, which was conducted by the North American Rheumatoid Arthritis Consortium (NARAC), aims to identify genetic risk factors for RA [32] . Thereby, the criterion of being a RA case was set by the American College of Rheumatology and cases were procured from New York hospitals. Informed consent was obtained from all participants of both studies; the studies were conducted according to the Declaration of Helsinki.
We applied stringent quality control (QC) measures, notably the exclusion of possibly related individuals. Furthermore, SNPs with a call rate <90% were eliminated. For all remaining SNPs, missing genotypes were imputed using the standard software BEAGLE [33] . The number of cases, controls and genotyped SNPs can be found in table 1 . Since some SNPs could not be assigned to any genes, not all genotyped SNPs were used in the analysis. We included sex as an additional environmental covariate. In GLCS, we also considered age at LC diagnosis (cases) or exam (controls) and the cigarette consumption in pack-years, i.e. the number of cigarettes smoked per day multiplied by the years of exposure through active smoking.
While participants in the LC study are fairly homogeneous with regards to ethnicity, the ancestries of the participants in the RA study ranged from Northern to Southern European. Despite this, we did not correct explicitly for population stratification in either study. There is cumulative evidence that multiple marker methods used in high-dimensional settings inherently capture cryptic relatedness, rendering additional corrections obsolete [34, 35] . For multiple regression models which do not include population structure explicitly, Setakis et al. [36] were able to demonstrate their robustness for population stratification effects via simulation studies. Thus, it stands to reason that additional correction for population stratification in the LKMT, which is similar to such a model, would lead to overcorrection and in turn loss of power.
Besides applying the LKMT with our network-based kernels and the LIN kernel, we analyzed both data sets using GSEA. Unlike the LKMT, GSEA tests competitive hypotheses, i.e. whether a particular pathway tends to be more associated with the disease than all other investigated pathways. As a direct result of this fundamental difference between the LKMT and GSEA, comparisons of their results are of particular interest. Here, we use the publicly available GenGen software [9] to implement GSEA.
Pathway Data
We decided to use the popular database KEGG due to its manual curation. Moreover, it offers a selected range of pathways including experimentally verified metabolic pathways, information and cellular processing pathways as well as those related to organismal system information and human diseases. We did not access KEGG directly, but extracted the adjacency matrices by means of the R package rBioPaxParser [37] , which allows the use of the standardized Biological Pathway Exchange (BioPAX) language. Viswanathan et al. [38] called BioPAX the 'currently [...] best-suited format for mathematical modeling and simulations'. Our analysis in- cluded the topology of 182 pathways, which have sufficient network information. After preparation, 38 adjacency matrices N were already positive semi-definite. For the remaining networks, we found the closest positive semi-definite counterpart with the aforementioned procedure ( ρ max computed by equ. 3 has a mean value of 0.48).
We found the structures of the different networks to be very diverse, which is supported by common descriptive network statistics (see table 2 ). We considered:
Dimension counting the total number of genes in the pathway. Density denoting the ratio of existing interactions to the possible number of interactions in a fully connected pathway. Average degree referring to the mean number of interactions from or to a gene. Diameter measuring the maximum length of the shortest path between all pairwise combinations of genes. Transitivity denoting the probability of triangles, i.e. the interaction between 2 neighbors of a gene.
For transitivity and degree, we also distinguished between signed and unsigned networks. In the case of average degree, we also looked at the average degree of inhibitions only. Its low mean highlights that there are only very few inhibiting interactions in the data base. Furthermore, we used the extension of transitivity introduced by Kunegis et al. [39] , which is able to take the interaction type into account. In general, examination of the means and medians of all descriptive statistics revealed strongly left-skewed distributions for all introduced network characteristics (see fig. 2 ).
Simulation Study
To evaluate the performance of the LKMT with our networkbased kernels, we studied empirical type I error rates and power in different genetic settings. Note that null simulations for testing the type I error rate are equivalent to the scenarios for testing power without genetic effects. Empirical power or empirical type I error rates are determined as the proportion of simulations for which a p value < the ordinary 0.05 threshold is obtained. Ideally, the empirical type I error rate should be exactly 0.05, while conservative approaches are acceptable; whereas power should be as high as possible. We compared type I error rates and power of the LKMT with our network-based kernels (NET) with the performance of the LKMT with the LIN kernel and the minimum p value approach (minP). In the latter method, the minimum p value from singlemarker tests applied to every SNP in the pathway represents the association of the entire pathway. Since larger pathways are more likely to generate low p values by random chance [7] , we used a conservative Bonferroni correction to adjust the obtained p value by the size of the simulated pathway.
A comprehensive pathway disease model that explains how interactions between genes with susceptibility variants lead to the development of a disease connecting biological and statistical thinking has not been developed so far. Even if such a model were to exist, its necessary complexity would render it extremely challenging to simulate. Our network-based kernels have been developed with such a degree of complexity in mind, but we use a simpler simulation model. This model meets many assumptions of the LKMT with the LIN kernel, and therefore we expect the LIN kernel to be favored. Roughly, our method of simulation can be divided into 4 parts:
(1) Choosing the genetic setting with respect to a known network structure and corresponding genetic effects. (2) Simulating genetic variants and corresponding case-control status for all individuals. (3) Creating a structure of a pathway by mapping genetic variants to 'genes' and 'genes' to 'pathways'. (4) Applying the pathway analysis approaches to the simulated data.
As pathways we choose to investigate network structures of 2 real KEGG pathways; path:hsa04950 with 22 genes and path: hsa05218 with 9 genes (compare fig. 3 ). Values of dimension, density, average degree, and average negative degree of path:hsa04950 are very close to the mean values of these network characteristics obtained from all investigated KEGG pathways. In contrast, the network characteristics of path:hsa05218 are more extreme compared to the KEGG pathway averages. In order to examine empirical power, we simulated 2 different genetic settings each at different strengths. In the 'connected' setting, 3 'genes', each of which contains 3 causal genetic variants, were selected in a way that they directly interact in the network. In the 'apart' setting, 3 'genes', each including 3 causal genetic variants, were far away from each other with respect to the given network structures (see fig. 3 ). We expected our network-based kernel to perform better in the 'connected' setting than in the 'apart' setting, as our network-based kernel was developed with the aim of exploiting connections explicitly. In both settings, detection should be aided by the presence of strong linkage disequilibrium (LD) between causal genetic variants and simulated noncausal variants (compare online suppl. fig. S1 ; for all online suppl. material, see www.karger.com/doi/10.1159/000357567; Barrett et al. [40] ). The effect strength was varied by increasing heterozygous risk from 1.05 to 1.20 and the homozygous risk accordingly from 1.10 to 1.40 for each causal variant.
Given the causal variants and their effect sizes, we simulated genetic variants and corresponding case-control status for 1,000 individuals using the HAPGEN2 [41] and the CEU sample of the International HapMap Project [42] . HAPGEN2 is considered to mimic real genetic studies due to its reliance on reference populations and observed fine-scale recombination rates. Thus, it preserves natural LD structures in the human genome. We simulated 1,100 genetic variants in the region between 1,054 and 11,657 kbp on chromosome 1 for 500 cases and 500 controls. For each scenario, we repeated the simulations 1,000 times. Note that we did not use the pathway topology directly when simulating data.
To apply our network-based kernel, we require genetic variants to be assigned to genes, which are in turn mapped to a network topology. Since for reasons of feasibility we simulate genetic variants in one genomic region, we worked with local regions acting as substitutes for real genes. We selected 22 or 9 local regions each with 50 genetic variants separated by 500 kbp to prevent LD between 'genes'. By restricting our analysis to same size 'genes', there was no difference between results obtained with either the NET or the ANET kernel. In the situation of equally sized genes, the adjustment for ANET reduces to a constant scale factor, which vanishes during the moment matching procedure.
Finally, we could apply all 3 investigated methods to the different simulations. For the LKMT with the NET kernel, we utilized the signed as well as unsigned versions of the pathways. Note that only the NET kernel uses the created structure of the pathway. Neither the LIN kernel nor the minP approach even takes into account which genetic variants belong to the same 'gene'.
Results
Simulation Study
We demonstrate here that the type I error rate is maintained for the LKMT with both the LIN and NET kernel as well as the minP approach in all studied genetic settings (see table 3 ). Of all investigated pathway analysis approaches, minP is the most conservative possibly due to the utilization of the Bonferroni correction. The type I error rate for all methods was closer to the expected level for the pathway with only 9 genes. Even so, if we were to simulate larger pathways we would observe size bias for the LIN kernel. Size bias refers to the inflation of the type I error rate with increasing numbers of SNPs contained in the pathways. This phenomenon was demonstrated conclusively for the LKMT with the LIN kernel via a simulation study by Freytag et al. [43] .
Power simulations indicate that the LKMT with our network-based kernels is indeed superior in performance compared to other pathway analysis approaches for some genetic settings (see fig. 4 ). In particular, the NET kernel has up to 10% more power than the LIN kernel in the 'connected' setting. However, if the causal variants are distributed more randomly with respect to the network, the LIN kernel does generally better than the NET kernel. Even though, for lower risk the differences between the LIN and NET kernel in the 'apart' setting are not as pronounced. The minP approach was inferior to all other methods for both simulated pathways. Generally, all methods have uniformly higher power for the smaller simulated pathway. Furthermore, differences in power between the signed and unsigned version of the NET kernel existed only for the larger pathway. The equivalence of the signed and unsigned version in the small pathway probably stems from the fact that it only contains one inhibition. Given the simplicity of our simulation study, which favors the LIN kernel, our network-based kernels (NET) performed very well.
Application
GWAS Findings
Previous GWAS revealed many associations for RA, but they detected only a few for LC [23, 31] . The results from our analysis of the RA and LC GWAS confirm these observations. The LKMT with the signed ANET, unsigned ANET, signed NET and unsigned NET detects 26, 27, 25 and 26 pathways, respectively, to be significantly associ- The type I error rate is based on 1,000 null simulations each with 500 cases and 500 controls. 72 ated with RA. In contrast, we were unable to detect any significant pathway associations for LC. Another possible explanation for the lack of significant LC associations could also lie in the small sample size of the GLCS GWAS.
Similar to previous studies on LC, we cannot find any significant pathways either. Thus, we rank the pathways according to their p values in order to capture potential important effects on the disease. The top 5 ranked pathways are largely similar for the different network-based kernels. As an example, we depict the results for signed ANET in online suppl. table S1 as this is the most sophisticated version of our kernels. The smallest p value belongs to the pyruvate pathway (path:hsa00620) . The pyruvate pathway converts glucose to pyruvate, which supplies energy to living cells when oxygen is present. When oxygen is lacking, it converts pyruvate to lactate. In cancer cells, this second process takes place regardless of the presence of oxygen, otherwise known as the Warburg effect [44] . Today, the Warburg effect is recognized as one of the important characteristics of cancer-causing mutations.
For RA, most of the identified susceptibility pathways contain genes which have been shown to be associated with the development and progression of RA in at least one scientific publication (for significant results of signed ANET, see online suppl. table S2). Furthermore, genes located in the HLA region were present in the majority of identified pathways. The results obtained using different network-based kernels hardly differ. Results between the signed and the unsigned version only differ by one pathway for the adjusted and unadjusted versions of the network-based kernel probably owing to the lack of inhibitions in the investigated pathways. Interestingly, there are 2 pathways identified by the signed ANET but not by signed NET, and 1 vice versa. This indicates that differences in the weighting of genes can alter the results. For all network-based kernels, the steroid hormone biosynthesis pathway (path:hsa00140) is among the pathways with the smallest p values. Steroids are known to influence the immune system heavily. They can, in fact, reduce inflammation, which is the reason that they are still sometimes used in RA treatment. Moreover, we identify 1 novel association with the drug metabolism pathway path:hsa00983 . This pathway is responsible for processing drugs involved in the inhibition of DNA replication, such as fluorouracil and azathioprine. Interestingly, azathioprine is widely used as an immunosuppressive in the treatment of chronic inflammatory diseases, such as RA. Its efficacy in this area is attributed to its role in the control of T cell apoptosis by modulation of RAC1 activation upon CD28 co-stimulation [45] .
Comparison of the Results by Different
Pathway-Based Methods In addition to our novel signed ANET kernel, we also applied the established GSEA approach and the LKMT with the simpler LIN kernel. For LC, none of the methods detected any significant pathway association. In contrast, the number of identified RA susceptibility pathways differed greatly, but they had a large common subset. The conventional GSEA approach identified only 14 pathways with significant effects, possibly due to the comparative nature of the hypothesis. All of them were detected as well with the LKMT using the signed ANET kernel, which found 26 associated pathways. This might indicate a higher sensitivity of the LKMT with network-based kernels. Instead, the results obtained by using the LIN kernel were less specific, as 130 pathways were determined to be associated with RA. This large proportion of significant results seems to be unlikely. Instead, we believe that size bias in combination with the HLA region is responsible for this oversensitivity. Thus, in our applications the LKMT with the network-based kernel was powerful, generated reasonable results and thus represents the happy medium between sensitivity and specificity. We also examined the p values of the different methods. We observed that the distribution of the LIN kernel results seem to be anomalously extreme. In contrast, the p value distribution obtained with our network-based kernel, which was fairly close to the one of GSEA, did not exhibit any such anomalies (see online suppl. fig. S2 ).
Impact of Network Characteristics
Associations of LKMT results and network topology indicate that the effects of the genotypes are concealed by the effects generated by network structures. Thus, we correlated network structure with obtained p values according to Kendall's rank coefficients (see table 4 ). Here, network topology is described by various network characteristics ranging from the average degree to clustering coefficient.
Apparently, there is some correlation in the RA GWAS between the p values and properties of underlying networks, whereas the LC GWAS results reveal quite low degrees of correlations. We observed correlations between RA p values and pathway dimension for all kernels. This indicates the aforementioned presence of size bias. However, the bias is strongly reduced for our network-based kernels. We believe that further investigations of this issue will lead to better size corrections. Density, which measures the connectivity of the network, also seems to influence the magnitude of the p values. Since this influence is even higher for the LIN kernel, which does not incorporate network information, we assume some spurious correlation. The effective size of the pathway is reflected by the diameter; its correlation therefore depends on size as well as the degree of connectivity. The inhibition degree displays negative correlations, but these were even stronger for the LIN kernel, so that we again assume some spurious correlation. We cannot notice any effect for the extent of clustering in the pathways which is quantified by (signed) transitivity. Altogether, the differences between networks with regard to their non-disease-causing characteristics do not seem to introduce bias.
Discussion
The topology of pathways contains information relevant to our understanding of the functional connections between biological pathways and complex disease progression and development. We developed a networkbased kernel for the logistic kernel machine to make use of pathway information when analyzing GWAS. Altogether, this presents a sophisticated and elegant statistical framework, which allows the seamless integration of additional knowledge on biological mechanisms. We demonstrated that our procedure maintains the correct type I error rate and often has more power to detect genuine The applications to case-control studies for LC and RA demonstrated the ease of implementation and efficiency of our method. Furthermore, the disease studies revealed its ability to generate plausible results under extremely different genetic profiles. For LC, the most promising result, though not significant, was the suggestion of a relationship with pyruvate metabolism. An immunohistochemical analysis conducted by Koukourakis et al. [44] provided evidence that the pyruvate pathway is repressed in 73% of non-small-cell lung carcinoma. Therefore, it is possible that the attempt to replicate our results in a bigger study may well shed further light on the question as to whether there exists a genuine genetic association or not. In the case of RA, several promising pathways, most of them involving the HLA region, were identified using our network-based procedure. Besides the pathway for drug deactivation, the notch-signaling pathway is of considerable interest in finding the cause of RA. Notch signaling may be responsible for further exacerbating the inflammatory response and joint destruction in RA patients through the formation of dysfunctional microvessels in the papillary dermis of the skin [46] .
Currently, there is little knowledge of how the increased occurrence of genetic variation in a pathway affects the functionality of the human system. This lack of a reasonable biological effects model not only severely hampers method development, but it also makes informative simulation studies impossible. For our new kernel in particular, it would be of tremendous interest to investigate power using meaningful pathway-disease scenarios. Since such simulation scenarios would feature interactions between causal variants, we are confident that our network-based kernels would then be by far superior in comparison with commonly used kernels. Such kernels, in particular the LIN kernel, typically assume linearity of effects and thus fail under such conditions. Furthermore, these simulation models would allow us to investigate the effect of incorrectly specified networks. We expect that the network-based kernels can handle some missing links with some power decrease. In the application, we already demonstrated that our approach found a happy medium between sensitivity and specificity, even though the used pathway data are known to be incomplete. Thus, given the extent of our knowledge we will have to rely on the good performance of our kernels in the 2 applications as well as the greatly simplified simulation study.
Our method constitutes a promising foundation for further advances in network-based analysis of GWAS data. In particular, the procedure to generate positive semi-definite network matrices, which can include negative interactions, may find applications in diverse fields of research. As one area of improvement, we see the inclusion of interaction directionality between genes. An adjacency matrix also tracking the direction of the interaction would no longer be symmetric, thus violating the requirement of positive semi-definite kernels. The restriction to undirected adjacency matrices is a common simplification but presents a considerable loss of information. Another improvement would lie in the explicit consideration of link uncertainty via incorporating link prediction approaches or Bayesian methods in the construction of the kernel.
More importantly, the inaccurate and incomplete nature of regulatory models remains the biggest challenge to network-based analysis. Collaborative research by laboratories and institutes has improved our understanding of biological processes greatly, but much work still remains to be done. The true value of network-based methods will only be realized, when network models leverage additional information particular to the investigated disease [5] . In particular, models should account for the cellspecific context and the dynamic nature of the regulation of biological mechanisms dependent on time [47] .
