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Abstract
Community structures detection in complex network is important for un-
derstanding not only the topological structures of the network, but also the
functions of it. Stochastic block model and nonnegative matrix factorization
are two widely used methods for community detection, which are proposed
from different perspectives. In this paper, the relations between them are
studied. The logarithm of likelihood function for stochastic block model can
be reformulated under the framework of nonnegative matrix factorization.
Besides the model equivalence, the algorithms employed by the two methods
are different. Preliminary numerical experiments are carried out to compare
the behaviors of the algorithms.
1. Introduction
One of the fundamental problems in network analysis is community struc-
tures detection ([1, 2]). In most cases, a community is a group of nodes which
connect with each other tightly while connect loosely with the rest of the
network. There are other types of communities as well. Communities often
correspond to functional units. For example, in a social network, a commu-
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nity might correspond to a group of people brought together by a common
interest. Detection of communities is very important for understanding not
only the topological structures of the network, but also the functions of it,
such as how the nodes communicate with each other, or how new ideas diffuse
in the network ([3]), etc.
Many kinds of methods have been proposed to detect community struc-
tures in the literature recently. One group of methods is based on gener-
ative model. The basic motivation is that the network we observed is an
instance generated by a set of hidden parameters, and we can detect the
community structures in the network by revealing the parameters. Among
them, the most representative one is the stochastic block model (SBM,
[4, 5, 6, 7, 8, 9, 10, 11, 12, 13]). SBM provides a well-founded principled
approach for understanding the network structures, and is very flexible such
that not only the traditional type of community structures, but also a wide
variety of structures in networks can be formulated into the model and be
detected ([11, 14]). In this paper, our focus is on the stochastic block models
proposed by Karrer and Newman ([12]), and its variants ([15, 16, 17, 14]).
Another group of methods for community detection is based on optimiza-
tion of some global criteria over all possible network partitions, including
graph partitioning ([18]), spectral clustering([19]), modularity maximization
([2, 20]) and nonnegative matrix mactorization([21]), etc. Nonnegative ma-
trix factorization (NMF) was originally proposed as a method for finding
matrix factors with parts-of-whole interpretations ([21, 22]), and has be-
come a powerful tool for data analysis with enhanced interpretability. By
accommodating a variety of objective functions, NMF has been successfully
applied to a lot of distinct areas ([23, 24, 25, 26, 27, 28]). Specifically, NMF
has been successfully adopted to community structures detection recently
([29, 30, 31, 32, 33]). Both spectral clustering and probabilistic latent seman-
tic indexing can be reformulated under the framework of NMF ([34, 35]).
Although there were so many crucial researches of community detection
based on SBM and NMF respectively, few attempt has been made to build
the connections between them while emphasizing their differences in com-
munity detection. In this paper we prove that the likelihood functions to be
maximized for SBM are equivalent to the objective functions for nonnegative
matrix factorization model with constraints. To the best of our knowledge,
this is the first time establishing the connections between SBM and NMF.
Empirical experiments are carried out to compare the difference between the
algorithms employed by the two models.
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The rest of the paper is organized as follows. From Sect. 2 to Sect. 7,
we give the connections between six types of block models and nonnegative
matrix factorizations, respectively. The six block models are the standard
SBM, the degree-corrected SBM, the bipartite SBM, the normal distributed
SBM, the directed SBM, and the signed SBM. Experimental results are given
in Sect. 8. And Sect. 9 concludes.
2. Equivalence of likelihood maximization of standard stochastic
block model and constrained nonnegative matrix factorization
Let G be an undirected multigraph with n vertices, possibly including self-
edges. Each vertex i belongs to one of c latent communities and assume the
number of edges between each two nodes (or self-edges) to be independently
Poisson distributed. Let A be the adjacency matrix of G , with its element
Aij denoting the number of edges between vertices i and j, and W be a
c× c matrix with its element wrs the expected value of Aij for vertices i and
j lying in community r and s respectively. Also, we introduce community
membership matrix G to record the community assignment of vertices in the
network G , where Gir = 1 if vertex i belongs to community r; 0 otherwise.
According to Karrer and Newman ([12]), the probability P (G |W,G) of
graph G given the parameters W and the community assignment matrix G
is
P (G |W,G) = 1∏
i<j
Aij!
∏
i
2Aii/2(Aii/2)!×
∏
r, s
wmrs/2rs exp(−
1
2
nrnswrs), (1)
where nr is the number of vertices in community r and
c∑
r=1
nr = n, mrs
is the total number of edges between community r and s, or twice that
number if r = s and
c∑
k=1
Gik = 1. The goal is to maximize this probability
(1) with respect to the unknown model parameters W and the community
membership matrix G. By neglecting constants which are independent of the
parameter W and the community assignment matrix G, the problem above
is reduced to
max
W,G
logP (G |W,G) = max
W,G
∑
r, s
(mrs logwrs − nrnswrs),
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which is equivalent to
min
W,G
∑
r, s
− (mrs logwrs − nrnswrs) . (2)
The first term in equation (2) is
−
∑
r, s
mrs logwrs = −
∑
r, s
∑
i, j
AijGirGjs logwrs
= −
∑
i, j
Aij(
∑
r
Gir
∑
s
Gjs logwrs)
= −
∑
i, j
Aij(Gir∗Gjs∗ logwr∗s∗)
= −
∑
i, j
Aij(log(Gir∗Gjs∗wr∗s∗))
= −
∑
i, j
Aij log(
∑
r,s
GirGjswrs)
= −
∑
i, j
Aij log (GWG
T )ij
=
∑
i, j
Aij log
1
(GWGT )ij
,
the third equality above holds because there is only one 1 in each row of
matrix G, which is denoted by Gir∗ and Gjs∗ , respectively.
The second term in equation (2) is∑
r, s
nrnswrs = n
TWn = 1TGWGT1 =
∑
i, j
(GWGT )ij, (3)
where n = (n1, · · · , nc)T is a c × 1 column vector, and 1 is a c × 1 vector
with all elements 1. AT is the transpose of a matrix (or a vector) A.
Hence, the optimal problem (2) is equivalent to
min
W,G
[∑
i, j
Aij log
1
(GWGT )ij
+
∑
i, j
(GWGT )ij
]
.
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By adding some constants which are independent of W and G, we have
the following binary matrix factorization problem
min
W,G
∑
i, j
[
Aij log
Aij
(GWGT )ij
+ (GWGT )i,j − Aij
]
s.t.
c∑
r=1
Gir = 1, i = 1, 2, · · · , n,
Gir = 0 or 1, i = 1, 2, · · · , n; r = 1, 2, · · · , c,
wrs ≥ 0, i = 1, 2, · · · , n; r, s = 1, 2, · · · , c.
(4)
which is typically a constrained nonnegative matrix factorization model, and
can be naturally extended to overlapping community structures detection
by relaxing the constraints on G from binary to non-negativity:
c∑
r=1
Gir =
1, i = 1, 2, · · · , n, Gir ≥ 0, i = 1, 2, · · · , n; r = 1, 2, · · · , c.
In the following sections from Sect. 3 to Sect. 5, without loss of gen-
erality, we wrote out the relaxed nonnegative matrix factorization model
directly. Note that although the relaxed NMF model is an approximation, it
outputs the same results for nonoverlapping community detection problem
by discretizing G [31].
3. Equivalence of likelihood maximization of degree-corrected stochas-
tic block model and constrained nonnegative matrix factoriza-
tion
In the standard SBM mentioned in Sect. 2, vertices in the same commu-
nity are identical, i.e., vertices in the same community have equal probability
connecting to others, and thus are supposed to have the same degree distribu-
tion, which is not realistic, since real networks are often degree heterogeneity.
Karrer and Newman ([12]) proposed the degree-corrected SBM to take de-
gree heterogeneity into account when generating a network. In this section,
we will prove the equivalence of degree-corrected SBM and NMF.
When considering the degree-corrected SBM, the generation of G depends
not only on the parameters introduced previously, but also on a new set of
parameters θi , i = 1, 2, · · · , n, which is the degree weight of vertex i satisfying
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the condition
n∑
i=1
θiGir = 1, r = 1, 2, · · · , c. The expected value of the edge
number between two vertices i and j is θiθjwrs, instead of wrs, where r, s are
the communities that vertex i and j belong to respectively.
For the degree-corrected SBM, the goal is to maximize the probability
(5) below with respect to the unknown parameters θ, W and the community
memebership matrix G, where θ = (θ1, · · · , θn)T :
P (G |θ,W,G) = 1∏
i<j Aij!
∏
i 2
Aii/2(Aii/2)!
×
∏
i<j
(θiθj)
Aij
∏
i
(θ2i )
Aii/2
∏
r, s
wmrs/2rs exp(−
1
2
wrs), (5)
or
logP (G |θ,W,G)
= 2
∑
i<j
Aij log(θiθj) + 2
∑
i
Aii
2
log θ2i +
∑
r, s
(mrs logwrs − wrs)
=
∑
i, j
Aij log(θiθj) +
∑
r, s
(mrs logwrs − wrs). (6)
Hence the problem is
max
θ,W,G
logP (G |θ,W,G) = max
θ,W,G
[∑
i, j
Aij log (θiθj) +
∑
r, s
(mrs logwrs − wrs)
]
,
(7)
which is equivalent to
min
θ,W,G
(∑
i, j
Aij log
1
θiθj
+
∑
r, s
mrs log
1
wrs
+
∑
r, s
wrs
)
. (8)
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The first two terms in (8) can be combined together as∑
i, j
Aij log
1
θiθj
+
∑
r, s
mrs log
1
wrs
=
∑
i, j
Aij log
1
θiθj
+
∑
i, j
Aij log
1
(GWGT )ij
=
∑
i, j
Aij log
1
θiθj(GWGT )ij
=
∑
i, j
Aij log
1
((θθT )⊗ (GWGT ))ij . (9)
The third term in (8) is∑
r, s
wrs = 1
TW1
= θTGWGT θ
=
∑
i, j
θiθj(GWG
T )ij
=
∑
i, j
(
(θθT )⊗ (GWGT ))
ij
, (10)
where ⊗ denotes the dot product of two matrices (or vectors) with the same
dimensions. And the second equality above holds because sum of weights in
one community equals 1, that is,
n∑
i=1
θiGir = 1, r = 1, 2, · · · , c.
By combining (9) and (10) together, the optimal problem (7) is then
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equivalent to
min
θ,W,G
∑
i, j
[
Aij log
Aij
((θθT )⊗ (GWGT ))ij + ((θθ
T )⊗ (GWGT ))ij − Aij
]
s.t.
n∑
i=1
θiGir = 1, r = 1, 2, · · · , c.
c∑
r=1
Gir = 1, i = 1, 2, · · · , n.
Gir, θi, wrs ≥ 0, i = 1, 2, · · · , n; r, s = 1, 2, · · · , c.
That is, optimization problem over the degree-corrected SBM is equiva-
lent to the weighted NMF model.
4. Equivalence of likelihood maximization of bipartite stochastic
block model and constrained nonnegative matrix factorization
In this section, we consider the equivalence of bipartite SBM and NMF.
G is an undirected bipartite multigraph with n vertices, possibly including
self-edges. There are two types of vertices, i.e. type I and type II, and
only vertices of different types may be connected. Each community contains
vertices of a single type. The number of vertices in type I and type II are
n1 and n2, respectively. Let B be a n1 × n2 bipartite adjacency matrix
with Bij = 1 if there is an edge between i and j from type I and type II
respectively; 0 otherwise, and A be a n×n adjacency matrix related to B as
A =
(
0 B
BT 0
)
.
We assume that the number of edges between each pair of vertices (including
self-edges) is independently Poisson distributed, similar to that in Sect. 2,
and define wrs to be the expected value of Aij for vertices i and j lying in
community r and s respectively. Since vertices of the same type cannot be
connected, we have
wrs = 0 when Trs = 0,
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where T is a c× c matrix with its element Trs = 1 if the types of community
r and s are different; 0 otherwise. Other notations are defined in Sect. 2.
According to Larremore et al. ([17]), the probability of the network G
is that,
P (G |W,G, T ) =
∏
i<j,i∈r,j∈s,Trs=1
(wrs)
Aij
Aij!
exp(−wrs), (11)
where i ∈ r stands for vertex i belonging to community r. After a small
amount of manipulation, and neglecting constants, taking the logarithm,
(11) is equivalent to
logP (G |W,G, T ) =
∑
r, s, Trs=1
(mrs logwrs − nrnswrs) . (12)
The goal is to maximize (12) with respect to W , G and T .
Since ∑
r, s, Trs=1
nrnswrs = 1
TG(T ⊗W )GT1,
9
and ∑
r, s, Trs=1
mrs logwrs = −
∑
r, s Trs=1
mrs log
1
wrs
= −
∑
r, s Trs=1
∑
i, j
AijGirGjs log
1
wrs
= −
∑
r, s
Trs
(∑
i, j
AijGirGjs
)
log
1
(T ⊗W )rs
= −
∑
i, j
Aij
(∑
r, s
TrsGirGjs log
1
(T ⊗W )rs
)
= −
∑
i, j
Aij log
Tr∗s∗Gir∗Gjs∗
(T ⊗W )r∗s∗
=
∑
i, j
Aij log
∑
r, s
(TrsGirGjs(T ⊗W )rs)
=
∑
i, j, r, s
Aij log
∑
r, s
(GirGjs(T ⊗W )rs)
=
∑
i, j
Aij log
(
G(T ⊗W )GT )
ij
,
the maximization of expression (12) is equivalent to the following weighted
nonnegative matrix factorization model:
min
H,W
∑
i, j
[
Aij log
Aij
(G(T ⊗W )GT ) ij
+
(
G(T ⊗W )GT )
ij
− Aij
]
s.t.
c∑
r=1
Gir = 1, i = 1, 2, · · · , n.
Gir, wrs ≥ 0, i = 1, 2, · · · , n; r, s = 1, 2, · · · , c.
Trs = 0, 1, r, s = 1, 2, · · · , c.
Similarly, for the bipartite degree-corrected SBM, it’s easy to obtain the
equivalence to NMF, too.
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5. Equivalence of likelihood maximization of normal distributed
edge-weighted stochastic block model and constrained nonneg-
ative matrix factorization
Aicher, Jacobs and Clauset ([14]) studied the weighted stochastic block
model, and the normal distributed edge weight, as one case, was provided.
In this section, we will prove that it is also equivalent to NMF. The model
is defined as follows. For an undirected multigraph G on n vertices, the
weight of edge between two vertices i, j is supposed to drawn from a normal
distribution N(µrs, σ
2
rs), where r, s are the community assignments of vertices
i and j respectively. In this case, the likelihood function is
P (G |µ, σ2) =
∏
i, j i∈r, j∈s
1√
2piσrs
exp
(
−(Aij − µrs)
2
2σ2rs
)
, (13)
with i ∈ r standing for vertex i lying in community r. The goal is to maximize
(13) with respect to parameters µ and σ. Fixing σ, the maximization of (13)
is equivalent to minimizing the following expression over µrs,∑
i, j i∈r, j∈s
(Aij − µrs)2. (14)
Meanwhile, note that the expectation
µrs =
∑
r, s
GirGjswrs = (GWG
T )ij, (15)
where wrs is the expected edge weight between two vertices belonging to
community r and s, respectively, and G again is the community membership
matrix with Gir = 1 if vertex i belongs to group r; 0 otherwise. The equation
(15) is very critical, because it reveals the relationship between parameter
µrs and the community assignment G.
Then the optimization problem (14) is reduced to the following NMF
model: 
min
G,W
∑
i, j
(Aij − (GWGT )ij)2
s.t.
c∑
r=1
Gir = 1, i = 1, 2, · · · , n.
Gir, wrs ≥ 0, i = 1, 2, · · · , n; r, s = 1, 2, · · · , c.
(16)
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6. Equivalence of likelihood maximization of directed stochastic
block model and constrained nonnegative matrix factorization
In this section, we turn to consider the directed SBM setting. In a directed
SBM, an edge is an ordered pair of vertices, that is, an edge from vertex i to
j is different with an edge from vertex j to i. This differs from the standard
(undirected) SBM introduced in Sect. 2, in that the latter is defined in terms
of unordered pairs of vertices.
Notations given in Sect. 2 and Sect. 3 have to be redefined and some
new notations are provided here. G is a directed graph with n vertices. A
is still an n×n adjacency matrix but is not symmetric, Aij = 1 if there is an
edge from node i to node j and 0 otherwise, where i is named tail node and
j is named head node. For weighted networks, Aij is generalized to represent
the weight of the edge from i to j. W is a c × c matrix with wrs denoting
the probability that a randomly selected edge, of which the tail node is from
group r and the head node is from group s. F and H are the community
membership matrices, where F is a n×c matrix with its element Fir denoting
the probability that the tail node i is from community r, and H is a n × c
matrix with its element Hjs denoting the probability that the head node j is
from s, respectively.
According to Shen, Cheng and Guo ([15]), the goal is to maximize the
probability P (G |F,W,H), which is the profile likelihood of the observed net-
work, or equally to maximize the logarithm of the probability, with respect
to the parameter W , and the community membership matrices F and H.
That is,
max
F,W,H
logP (G |F,W,H) = max
F,W,H
∑
i, j
Aij log
(∑
r, s
wrsFirHjs
)
,
with respect to the constraints
c∑
r, s=1
wrs = 1,
n∑
i=1
Fir = 1,
n∑
j=1
Hjs = 1, r, s =
1, 2, · · · , c ([15]), which is equivalent to
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
min
F,W,H
∑
i, j
Aij log
1∑
r, s
wrsFirHjs
s.t.
c∑
r, s=1
wrs = 1,
n∑
i=1
Fir = 1,
n∑
j=1
Hjs = 1, r, s = 1, 2, · · · , c.
(17)
Since ∑
r, s
wrsFirHjs =
(
FWHT
)
ij
and ∑
i, j
∑
r, s
wrsFirHjs =
∑
i, r, s
wrsFir
∑
j
Hjs
=
∑
i, r, s
wrsFir
=
∑
r, s
wrs
∑
i
Fir
=
∑
r, s
wrs = 1,
we have that the optimal problem (17) has the following equivalent non-
negative matrix factorization form
min
F,W,H
[∑
i, j
Aij log
Aij
(FWHT )ij
+
∑
i, j
(
FWHT
)
ij
−
∑
i, j
Aij
]
s.t.
c∑
r, s=1
wrs = 1,
n∑
i=1
Fir = 1,
n∑
j=1
Hjs = 1, r, s = 1, 2, · · · , c.
Fir, Hjs, wrs ≥ 0, i, j = 1, 2, · · · , n; r, s = 1, 2, · · · , c.
which is actually also equivalent to probabilistic latent semantic indexing
([35]).
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7. Equivalence of likelihood maximization of signed stochastic block
model and constrained nonnegative matrix factorization
Networks possessing both positive and negative links are called signed
networks. In signed networks, most edges within a community are positive
links, and most edges across communities are negative links. Signed networks
exist in many occasions. For example, in a social network, positive links may
denote agreement whereas negative links may denote disagreement. Chen
et al. ([16]) studied the signed SBM. In this section, we will prove the
equivalence of signed SBM and NMF.
Firstly, we update some notations. G is a signed network with n vertices,
and A is the adjacency matrix. We use A+ and A− to denote the positive and
negative parts in the signed network, respectively. That is, A+ij = Aij if Aij >
0, 0 otherwise; A−ij = −Aij if Aij < 0, 0 otherwise. Let H be the community
membership matrix with its element Hir denoting the probability that the
node i is in the community r. W is a c × c matrix with its element wrs
denoting the probability of an edge choosing between community r and s.
The normalization constraints on H and W are
∑
i
Hir = 1 and
∑
r, s
wrs = 1.
Let W1 = diag(W ), which is a diagonal matrix, with its diagonal elements
corresponding to those of W, and W2 = W −W1.
According to Chen et al . ([16]), the goal is to maximize the logarithm
of the likelihood of the signed network below with respect to the unknown
parameters W and the community membership matrix H.
max
H,W
logP (G |H,W )
= max
H,W
n∑
i, j=1
A+ij log
(∑
r, r
wrrHirHjr
)
+ A−ij log
 ∑
r, s (r 6=s)
wrsHirHjs
 ,
which is equivalent to
min
H,W
n∑
i, j=1
A+ij log 1∑
r, r
wrrHirHjs
+ A−ij log
1∑
r, s (r 6=s)
wrsHirHjs
 . (18)
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Firstly,
n∑
i, j=1
A+ij log 1∑
r, r
wrrHirHjs
+ A−ij log
1∑
r, s (r 6=s)
wrsHirHjs

=
n∑
i, j=1
[
A+ij log
1
(HW1HT )ij
+ A−ij log
1
(HW2HT )ij
]
. (19)
Also, note that∑
i, j
(HWHT )ij =
∑
i, j
∑
r, s
wrsHirHjs
=
∑
r, s
wrs
∑
i
Hir
∑
j
Hjs =
∑
r, s
wrs = 1, (20)
and on the other side,∑
i, j
(HWHT )ij =
∑
i, j
(
H(W1 +W2)H
T
)
ij
=
∑
i, j
(HW1H
T )ij +
∑
i, j
(HW2H
T )ij. (21)
By combining (19) (20) and (21), and adding the constraints on H and
W , we have that the optimal problem (18) is equivalent to the following joint
non-negative matrix factorization model:
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
min
H,W
{
n∑
i, j=1
[
A+ij log
1
(HW1HT )ij
+ (HW1H
T )ij − A+ij
]
+
n∑
i, j=1
[
A−ij log
1
(HW2HT )ij
+ (HW2H
T )ij − A−ij
]}
s.t.
n∑
i=1
Hir = 1,
∑
r, s
(W1 +W2)rs = 1.
W1 is nonnegative and diagonal,
W2 is nonnegative and its diagonal elements are zeros.
Hir ≥ 0, i = 1, 2, · · · , n; r = 1, 2, · · · , c.
8. Experimental Results
Although the likelihood function of SBM can be reformulated as the ob-
jective function of NMF, their algorithms are different. In this section, we use
synthetic networks to compare the effectiveness of the algorithms employed
by SBM and NMF, respectively.
8.1. Algorithms for SBM and NMF
There is a package “blockmodels” ([36]) in R, which uses variational EM
algorithm to estimate the parameters in SBM with some common probability
distribution functions including Bernoulli distribution, Poisson distribution
and Gaussian distribution ([37]), and explore the community number by the
ICL criterion ([38]). We use the command BM poisson in the package, and
fix the community number by setting both the parameters explore min and
explore max to be the true community number.
We designed the multiplicative update rules for the nonnegative matrix
factorization model (4) and (16) ([22, 34]), which are summarized in Algo-
rithm 1 and Algorithm 2, respectively. We set the iteration number iter to
500 for each of the algorithms.
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Algorithm 1 NMF with Kullback-Leibler Divergence, model (4)
Input: A, iter
Output: G,W
1: for t = 1 : iter do
2: Gij := Gij
( A
GWGT
GW
)
ij∑
l
(WGT )jl
3: Wij := Wij
(
GT
A
(GWGT )
G
)
ij∑
k, l
GkiGlj
4: Gij :=
Gij∑
j
Gij
5: end for
Algorithm 2 NMF with Least Squares Error, model (16)
Input: A, iter
Output: U
1: for t = 1 : iter do
2: Gij := Gij
(AGW )ij
(GWGTGW )ij
3: Wij := Wij
(GTAG)ij
(GTGWGTG)ij
4: Gij :=
Gij∑
j
Gij
5: end for
8.2. Datasets Description
In this paper we use the computer-generated networks for comparison.
1. The Girvan-Newman benchmark network (GN, [1]). The GN network
contains four communities with 32 vertices each. On average, the num-
ber of edges between two vertices from the same community is Zin , and
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that from different communities is Zout. As expected, the communities
become less clear as Zout increases. Here Zin + Zout is set to be 16.
2. The Lancichinetti-Fortunato-Radicchi benchmark network (LFR, [39]).
The LFR network was proposed to cover most characteristics of real
networks, such as size of the network and heterogeneous degree distri-
bution, which the GN networks did not capture. In LFR benchmarks,
distributions of both the degree and the community size obey power
laws with exponents α and β respectively. With probability µ, a vertex
connects to another vertex from different communities, and in its own
community with probability 1− µ.
In this paper, the parameters of the LFR benchmark are set as follows:
The number of vertices is 1000, the maximum of degree is 50, the
exponents are α =2, β = 1, the average degree of the nodes is 20 and
the range of the mixing parameter p is from 0.1 to 0.9.
8.3. Simulation Results
In this subsection, we compare the numerical results of the algorithms
employed by SBM and NMF on GN and LFR networks. We use the normal-
ized mutual information (NMI, [40]) to evaluate the quality of the results,
which can be formulated as follows:
I(M1,M2) =
k∑
i=1
k∑
j=1
nij log
nijn
n
(1)
i n
(2)
j√√√√( k∑
i=1
n
(1)
i log
n
(1)
i
n
)(
k∑
j=1
n
(2)
j log
n
(2)
j
n
) ,
where M1 and M2 are the implanted community label and the computed
community label, respectively; k is the true community number; n is the
number of nodes; nij is the number of nodes in the implanted community i
that are assigned to the computed community j; n
(1)
i is the number of nodes
in the implanted community i; n
(2)
j is the number of nodes in the computed
community j; and log here is the natural logarithm. The larger the NMI
value, the better the community partition.
The results are averaged over ten trials and are shown in Fig. 1. From the
figure, one can conclude the following: (1) The algorithms employed by SBM
and NMF are different, although their models to be optimized are equivalent.
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Figure 1: Averaged NMI with the standard deviation of SBM and NMF on (a) GN net-
works and (b) LFR networks. SBM stands for stochastic block model, LSE stands for
nonnegative matrix factorization with Least Square Error, and KL stands for nonnegative
matrix factorization with KL divergence.
(2) There is no single winner. SBM works slightly better when the commu-
nity structures are clear, and NMF with Least Square Error performs better
when the degree heterogeneity is included, especially when the community
structures are fuzzy.
9. Conclusion
In this paper, we give the detailed analysis on the connections between
likelihood maximization of different stochastic block models and nonnega-
tive matrix factorization. The studied stochastic block models include the
standard SBM, the degree-corrected SBM, the bipartite SBM, the normal
distributed SBM, the directed SBM, and the signed SBM. Preliminary nu-
merical experiments are also performed on synthetic networks to compare
the difference between the algorithms for SBM and NMF.
The connections have several immediate implications: Firstly, it provides
a rigorous statistical interpretation of NMF. NMF has been successfully ap-
plied to community detection, but it is still not very clear that why the
model works. The equivalence results give us a preliminary interpretation.
Secondly, an interesting point is that the principled statistical models can be
reduced to optimization problems, making it possible to design algorithms
from different perspectives. Finally, the relations among SBM, NMF and
modularity maximization is an interesting problem for future work, since it
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is proved that the degree corrected SBM model is equivalent with modular-
ity maximization recently [41]. Other interesting problems for future work
include the general relations between the generative models and NMF, a sys-
tematically comparison among the algorithms employed by SBM and NMF,
how to combine the algorithms to make them profit from each other and
make up for each other’s deficiencies.
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