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This paper is concerned with linear systems of ordinary differential equations. A 
criterion for integral separation in terms of exponential dichotomy is given. As 
corollaries we obtain the roughness theorem for integral separation and the new 
result that an upper triangular system on a half-line is integrally separated if and 
only if the system corresponding to its diagonal is. We then show that a diagonal 
system on a half-line is integrally separated if and only if a certain perturbed 
system is diagonalizable. Using this result we are able to deduce that the interior of 
the set of diagonalizable systems on a half-line is the set of systems with integral 
separation and that the interior for the whole line is the set of systems which are 
integrally separated on both half-lines. 
1. INTRODUCTION 
Let A(t), B(t) be (real or complex) n x n matrix-functions, bounded and 
continuous on an interval J, where J is (-co, KI), [0, co) or (-a, 01. The 
systems of linear differential equations, 
and 
i = /l(t) x (1) 
are said to be kinematically similar if there exists a continuously differen- 
tiable invertible matrix function S(t) (called a kinematic similarity) such that 
S(t) and S-‘(t) are bounded and such that the transformation x = S(t) y 
takes the solutions of (1) onto the solutions of (2). 
* This paper was written while the author held a position in the Sonderforschungsbereich 
72 of the Institute of Applied Mathematics, University of Bonn. 
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System (1) is said to be di~gonalizable if it is kinematically similar to a 
system (2), where B(r) is a diagonal matrix function. 
System (1) is said to have an exponentiaE diichotom.y if it has a 
fundamental matrix X(t) satisfying inequalities, 
jX(t)PX-‘(s)( < Ke-acr-sr (s < t)q 
lX(t)(I-P)X-l(s)1 <Ke-acs-i’ Is >, 0, 
where P is a projection (P’ = P) and K > 1, a > 0 are constants. 
(Throughout this paper 1.1 denotes the Euclidean norm when the argument is 
a vector in n-dimensional Euclidean space E” and the corresponding 
operator norm when the argument is a matrix.) By replacing P by a similar 
projection we can assume without loss of generality that X(0) = I. Then it 
follows from Lecture 2 in Coppel [8] that when J== LO, co) or (-co, 00) the 
range of ‘P, called the stable subspace, is (5 E E”: X(t) t-+ 0 as t+ co\ and 
that when J=‘(-co, 0] or (-co, co) the kernel of P, called the rmtable 
subspuce, is {r E E”: X(t) <- 0 as t -+ --oo 1. When J= [O, co) the kernel of 
P may be any subspace complementary to the stable subspace and when 
J= (--co, 01 the range of P may be any subspace complementary to the 
unstable subspace, but we .&Ail1 call them the unstable and stable subspaces, 
respectively, even though. they are not uniquely determined. 
Equation (1) is said to be a sq’stem-with integral separation (cf. Bylov (41, 
MillionS~ikov [ 10-141) if it h&s it solutions’x,(t), x?(t),..., .x:(f) such that 
for s ,< t, i = l,..., n - 1, where K < 1, a > 0 are constants. Such a set of 
solutions is also said to be integrally separated. 
We now give an outline of the contents of the paper. 
In Section 2 we show that an upper triangular system on a half-line has an 
exponential dichotomy if and only if the system corresponding to its 
diagonal has one. 
In Section 3 we give a characterization of systems with integral separation 
in terms of exponential dichotomy and so obtain the roughness theorem for 
systems with integral separation as an immediate consequence of that for 
exponential dichotomies. (This roughness theorem for systems with integral 
separation is a consequence of Theorem 15.2.1 in Bylov et al. [ 61 and has 
been recently generalized to linear skew product flows by Bronshtein and 
Chernii [ 11.1 Our characterization also enables us to obtain as an immediat,e 
corollary of the theorem in Section 2 the apparently new result that an upper 
triangular system on a half-line is integrally separated if and only if the 
system corresponding to its diagonal is. 
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In Section 4 we introduce a notion of canonical ordering for a real 
diagonal system on a half-line and show that any real diagonal system can 
be so ordered. 
In Section 5 a canonically ordered diagonal system, 
ii = a,(l) xi (i = I,..., n), (4) 
is considered and it is shown that if there exist nonzero constants 
b,, bz,..., b,-, such that the upper triangular system, 
li=aJt)xi+biXi+, (i = l,..., n - l), 
in = a,(t) x,, 
is diagonalizable, then the diagonal system (4) must be integrally separated. 
An immediate corollary of this is the result in Section 6 that the interior 
(with respect to the topology defined by the supremum norm of the coef- 
ficient matrix function) of the set of diagonalizable systems on a half-line is 
in fact the set of systems with integral separation. 
Systems on (-co, co) are discussed in Section 7. Bylov proved in [4] that 
systems with integral separation are diagonalizable. What does not seem to 
have been observed before is that even though a system on (-co, 00) which 
is integrally separated on [0, co) and on (-co, 0] may not be so on 
(-co, co), it is nevertheless diagonalizable on (-co, co). Using this and the 
result in Section 6, we are able to characterize the interior of the set of 
diagonalizable systems on (-co, co) as the set of those systems which are 
integrally separated on both half-lines. This means that Theorem 2 in 
MillionEikov [ 121, which states that the interior is the set of systems with 
integral separation, is wrong. What Millions’cikov has in fact proved is that 
the interior is a subset of the set of those systems which are integrally 
separated on both half-lines. Note that the present work was undertaken in 
ignorance of Millions’cikov’s theorem and that, in any case, his methods are 
completely different from those used in the present paper. In particular, it is 
not apparent that they could be used to prove the special result for diagonal 
systems proved here in Section 5. 
2. EXPONENTIAL DICHOTOMY OF UPPER TRIANGULAR SYSTEMS 
In this section we show that an upper triangular system on a half-line has 
an exponential dichotomy if and only if the system corresponding to its 
diagonal has one. This theorem is a consequence of the results in Sacker and 
Sell [ 161 but the short independent proof given here may still be of interest. 
Note, as is clear from an example in [16], that the necessity in Theorem 1 
does not hold for systems on the whole line. 
LINEAR DIFFERENTIAL SYSTEMS 187 
THEOREM 1. Let A(t) = [au(t)] b e a bounded, continuous upper 
triangular (aij(t) = 0 if j < i) matrix function defined on a half-line. Therz 
system (1) has an exponential dichotomy if and only jf each scalar equation, 
ii = aii(t) xi, 
has. 
Proof. Firstly, suppose that each scalar equation (5) has an exponential 
dichotomy so that the whole diagonal system, 
ii = aJ,t) xi (i = l,..., n), (6) 
has one. Then it follows from the roughness of exponential dichotomies (cf= 
(8. p. 341) that a sufficiently small perturbation of (6) also has an 
exponential dichotomy. But the upper triangular system (1) is kinematically 
similar, by a so-called P-transformation (cf. Bylov /3, p. 605]), to an 
arbitrarily small perturbation of the diagonal system. Hence, since kinematic 
similarity preserves exponential dichotomy, (1) must also have an 
exponential dichotomy. 
We prove the converse by induction on n. It is trivial for n = 1. Assuming 
it holds for IZ - 1, we prove it for n. So suppose the n-dimensional upper 
triangular system (1) has an exponential dichotomy. Then it follows from the 
statement before Proposition 1 in [S, p. 141 that for every constant 8. 
0 < 8 < 1, there is a T > 0 such that for all solutions x(t) of (1) and all I > T 
(G-T in (-co, 01 case), 
This applies in particular to all solutions of (1) with the last I: - I 
components zero, the first components of which are solutions of the scalar 
equation. 
1, =a,,(t).u,. 
Then this scalar equation satisfies the conditions of the above mentioned 
Proposition 1 and so has an exponential dichotomy. 
Now the adjoint system, 
A!= -A*(t) s 
(* denotes conjugate transpose) must also have an exponential dichotomy 
(cf. Massera and Schaffer [9, p. 1171) and writing it with the components of 
x in the reverse order we see that its coefficient matrix becomes 
I-a;,-,i+,,,-i+,(t)], h h w ic is also upper triangular. We consider the solutions 
of this system with the nth component zero and by the same reasoning as 
505!43/2-3 
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above deduce that the (n - I)-dimensional system, formed from the first 
n - 1 equations by putting the coefftcient -5 ,,n-i+ ,(t) of the last component 
equal to zero, has an exponential dichotomy. It follows then from the 
induction hypothesis that the scalar equation, 
ii = -aii(t) Xi) 
has an exponential dichotomy for i = 2,..., y1 and hence also Eq. (5) for 
i = 2,..., ~1. Thus the proof is complete. 
Remark. Note that if the diagonal system (6) has an exponential 
dichotomy then from the roughness theorem it follows not only that the 
upper triangular system (1) has an exponential dichotomy but also that the 
associated projections have the same rank. 
3. CHARACTERIZATION OF SYSTEMS WITH INTEGRAL SEPARATION 
IN TERMS OF EXPONENTIAL DICHOTOMY 
We want to derive a necessary and sufftcient condition that (1) be a 
system with integral separation. For this we need two definitions. 
The bounded, continuous, real functions ~,(t),...,~,(t) are said to be a- 
integrally separated if there exist constants /? > 0 and a > 0 such that 
Jf bi+ l(U) -pi(u)] du > -P + a(t - S) 
s 
(7) 
for s < t, i = I,..., n - 1. 
System (1) is said to satisfy condition (a) (a > 0) if there exists 
A(0 < ,I < a/2) such that the systems, 
1 = [A(t) + AZ] x, 
i = [A(t) -AZ] x, (8) 
have exponential dichotomies but with projections of different ranks. We can 
formulate condition (a) in terms of the spectrum of system (1) which we 
define, in analogy with the definition given in Sacker and Sell [ 151, as the set 
of real A such that (8) does not have an exponential dichotomy. Then 
condition (a) is equivalent to the statement that there is a 1 (0 < A < a/2) 
such that 4 and d are not in the spectrum but (-A, /2) has non-empty inter- 
section with it. 
THEOREM 2. Let A(t) be an n x n matrix function, bounded and 
continuous on .I= (-co, oo), [0, co) or (---co, 01. Then (1) is a system with 
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integral separation @“and only if there exist u > 0 and a-integrally separated 
Junctions PI(t),..., p,(t) such that the system, 
i = [A(t) -p,(t) I] x, (91 
satisfies condition (a) for i= l,..., n. Moreover, in this case, the functions 
p,(t) can be chosen to satisfy 
for i = k,..., n, where x,(t),..., x,(t) is a set of solutions of (1) satisfying (3). 
Proof. Suppose, firstly, that (I) is a system with integral separation so 
that it has solutions xl(t),..., x,(t) satisfying inequalities like (3). Then the 
functions pi(t) = (d/dt) log (x,(t)] (i = l,..., n) satisfy the inequalities (7) with 
,8 = -log K and hence are a-integrally separated. 
Now by Bylov’s diagonalization theorem [4], (1) is kinerratically similar 
to the diagonal system, 
i = P(f) y, 
with P(t) = diag@,(t),..., p,(t)). It is clear from the inequalities (7) that if 
0 < h < a the system, 
3 = [P(t) - pi(t) I + LI] J’, 
has an exponential dichotomy with projection of rank i - I and the system, 
4’ = [P(t) -p,(t) I - /If] y, 
an exponential dichotomy with projection of rank i. But these systems are 
kinematically similar to 
1 = (A(t) -p:(t) I + nr] x (10) 
and 
i = [/i(t) -p,(t) I - AI] x, (11) 
respectively, so that since exponential dichotomy (and the rank of the 
projection as well) is preserved by kinematic similarity, (9) must satisfy 
condition (a) for i = l,..., n. This proves the necessity. 
Now suppose that there exist a > 0 and a-integrally separated functions 
pl(t),...,p,,(t) such that (9) satisfies condition (a) for i = l,..., n. Let VT, W-7 
be the stable and unstable subspaces for (10) (see the Introduction) and V; ~ 
W; those for (11). Considering first the cases J = [O, a) and (-co, ocj j it is 
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clear that V,? c V; and since dim VT # dim Y; we must have Vi+ 5 V; . In 
the case (-co, 0] it is similarly clear that W; $ WT. In either case, since 
Vi’ @ IV: = V; @ JV[: = E”, it follows that V,: n Wit # (0). 
Because (11) has an exponential dichotomy with stable subspace V; and 
(10) one with unstable subspace Wit, there exist constants L > 1 and y > 0 
(which can be taken independent of i since there are only a finite number of 
Ps) such that 
(x(t)1 <L/x(s)le-Y(f-S) (s < t> 
for all solutions x(t) of (11) with x(0) E Vz: and 
Ix(s)1 <L Ix(t)(e-y’f--s) (s < 0 
for all solutions x(t) of (10) with x(O) E W:. 
This means that if xi(t) is a nontrivial solution of (1) with 
x,(O) E V; f’ Wf , then for i = l,..., n - 1 and s < 1, 
> L-’ exp (!~loi+,(u)-i+7jdu)‘L-‘exp(-j~[p,(u)tl--:i~*~) 
=L-‘exp (( [p,+,(u) -p,(u)] dz4) e2(v-4)(t-5) 
‘S 
> LP2eCbe’ a-Z,l+%tj(t-s) 
So (1) is indeed a system with integral separation, 
Remark. If x(t) is a solution of (1) with x(O) E VC: (i < n - I). then 
y(t) = x(t) exp(-jfi Ipi(s) + 1 J ds) + 0 as t + 00 (we consider the [0, co) and 
(-co, co) cases first) and hence 
I-Q) exp (-ji h+ ,(s> -J-l ds) 1 
= ly(t) 1 ezAf exp (j; k+(s) -Pi+ I(S)1 ds) 
<ea(y(t)(e-‘“-2A.‘t+0 as t+oO. 
This means that x(0) E VF+, and so we have proved that V; c VF+ i for 
i = l,..., n - 1. Hence 
v: g,z v; c v+ 2 sv;c . . . c v,; $ v/y, 
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from which it follows that dim V; = i, dim V/ = i - 1 for all i and 
v; = v i’,, for i<n- 1. 
Similarly in the (-co, 0] case we show that 
from which it follows that dim Wt = n - i + 1, dim #‘; = n - i for all i and 
w; = wit,, for i<n- 1. 
COROLLARY 1. Let al(t),..., a,(t) be scalar functions, bounded and 
continuous on J= (-00, co), [O, a~) or (--CD, O]. Then the diagonal system. 
ii = ai xi (i = I,..., n), (12) 
is integrally separated if and only if there exists a > 0 such that the functions 
Re a,(t),..., Re a,,(t), possibly re-ordered, are a-integrally separated. 
ProoJ Since the diagonal system (12) is kinematically similar by a so- 
called I-transformation (cf. [3, p. 6051) to the system, 
ii = Re a,(t) xi (i = l,..., n). 
we may assume without loss of generality that the ai(t are real. Moreover 
since the sufficiency is obvious, we need only prove the necessity. We do this 
by induction on n. It is trivial for n = 1. Assuming it holds for IZ - 1, we 
prove it for n. 
So suppose the n-dimensional real diagonal system (12) is integrally 
separated. Then by Theorem 2, there exist a > 0 and a-integrally separated 
functions p,(t) ,..., p,l(t) such that for j = l,..., 11 the system, 
ii = [ai - pj(t) ] xi (i= 1 ,..a, n), 
satisfies condition (a). From the remark after Theorem 2 we know that 
dim V; = 1 so that all but one of the scalar equations, 
ii = [q(t) -p*(t) -/I] Xjr 
has an exponential dichotomy with projection of rank 0. This means that 




5 t [Uj,(U) -PI(u) -A] du < s - y(t - s). 5 
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Hence for i #j, and s < t, 
( [U,(U) - uj,(")l d* 
'5 
= I-r [U,(U)-p,(~)--/l] dZ4 -I’l [Uj,(U)-p,(U)--] du 
-s s 
> -26 + 2y(t - s). 
Note also that for k > 2 and s < t, 
(13) 
jr [aj,(U> -Pk(U) * 21 du -s 
= [’ [ai, -P,(U) * ‘1 du + jr k,(u) -PHI da ‘S ‘S 
,<s+(k-I)/?-[(k-l)a-2;1+y](t-s), 
so that the scalar equation, 
has an exponential dichotomy with projection of rank 1 for k = 2,..., n. This 
implies that for k = 2,..., n the (n - 1)-dimensional system, 
li = l”iCt> -Pk(f)l xi (i = l,..., n; i Zj,), 
satisfies condition (cz). Hence by Theorem 2 the (n - 1)-dimensional 
diagonal system, 
ii = a,(t) xi (i = l,..., n; i Z.i,), 
is integrally separated. By the induction hypothesis there is a permutation 
(iz ,..., j,} of {l,...,j, - 1, j, + l,..., n} such that the functions uj,(t),..., uj,,(t) 
are a,-integrally separated for some a1 > 0. But then it follows from (13) 
that the functions uj,(t), ujz(t),..., uj”(t) are a,-integrally separated with u2 = 
min{a, , 2y}. This completes the proof. 
COROLLARY 2. An upper triangular system on a hag-line with bounded 
continuous coeflcients is integrally separated if and onIy if the system 
corresponding to its diagonal is. 
ProoJ This is an *immediate consequence of Theorems 1 and 2 (and the 
remark after Theorem 1). 
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We denote by. .&‘(&“‘,. r”k-) the set of systems (1) with coefficient matrix 
A(t), bounded and continuous on (--00, co) (resp. [O, co), (-co, 01). 
.Y,, fl+?. R- are Banach spaces with sup IA(t)1 as norm. By ,I, ,?“, -Y 
we denote the sets of systems with integral separation in ,H, M”, .R-- 
respectively. 
CORQLLARY 3. Integral separation is rough: i.e., f, 3’ and T- are 
open subsets oJ. 8, H-k and. .Y-: respectiuely, 
Proof. This is an immediate consequence of Theorem 2 and the 
roughness of exponential dichotomies. 
Remark. As in Johnson and Sell [ 171, we say that (1) has the Lillo 
property if there are real numbers P, < Li < p1 <A, < ... < y,, <A,, a 
constant K > 0 and solutions xl(t),..., x,(t) of (1) that satisfy 
lxi(r)l K- 1 eUi(l-S' < ,xi(s>, < Kelf(t-S), 
s < t. 
It is not difficult to show that (1) has this property if and only if its spectrum 
consists of n disjoint closed intervals. 
It is clear that 1s (1) has the Lillo property, then it is integrally separated. 
However, the converse is not true, in general. For let p(t) be a real bounded 
continuous function defined on [0, 001 such that 
0 = (lfi-mtinL (t - s) - * J “p(u) du < [f~~,sui_p (t - s)- * 1’ p(u) du = Q 
s ‘S 
and choose y satisfying 0 < y < L! - LL). Then the system, 
-2, =p(t)x,, 
i.2= Ip(t)+y]x,, 
is integrally separated but its spectrum is the single closed interval 
[WlJ + Y]. 
On the other hand if A(t) is almost periodic and (1) is integrally 
separated, then it has the Lillo property and, in fact, its spectrum consists C$ 
11 distinct points. (A more general result related to this has been proved in 
Bylov and Vinograd [ 18, Theorem 31.) To sketch the proof, note firstly that 
for integrally separated systems on (-co, co) the solutions xi(t) satisfying 
(3) are determined up to nonzero scalar multiples so that the functions 
Pi(t) = (dldt) log I Xi(t) I are uniquely determined. 
Secondly, when A(t) is bounded and uniformly continuous on (-co, co) 
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and (1) is integrally separated, all systems in the hull of (1) are integrally 
separated [a system is in the hull of (1) if it has coefficient matrix 
A”(t) = lim,, A(t + fk), the convergence being uniform on compact subin- 
tervals of (-co, co)] and, moreover, the corresponding functions 
pi(t) = lim,_, p,(t + tk). Then when A(t) is almost periodic, the almost 
periodicity of the pi(t) follows by a classical argument (cf. Lillo [ 191, Bylov 
[20], Bylov and Vinograd [ 18, Theorem I] and Sacker and Sell 
[15, Theorem 71). But we know that (1) is kinematically similar to Ihe 
diagonal system, 
where P(t) = diag(p,(t),..., p,(t)). Since the spectrum is preserved by 
kinematic similarity, the spectrum of (1) must then consist of the set of mean 
values of the almost periodic functions p,(t). That is, it consists of n distinct 
points. 
The result in the previous paragraph can also be obtained as a conse- 
quence of Corollary 2 in Bylov and Izobov [5], Theorem 9 in MillionEikov 
[13] and the result in Coppel [7] that the spectrum of an almost reducible 
system is its set of characteristic exponents. 
4. CANONICAL ORDERING OF REAL DIAGONAL SYSTEMS ON A HALF-LINE 
Let al(t),..., a,(t) be bounded, continuous, real functions defined on [0, co) 
or (-03,0]. Then they are said to be canonically ordered if the following two 
statements hold: 
(i) if i <j then either IjA [uj(s) - ai( dsl is bounded or jk [ai T 
ai( ds is unbounded above; 
(ii) if i < j and 1 sk [ai - ai( ds 1 is bounded then 
1 jk [a,(s) - ak(s)] ds 1 is bounded for i < k < I < j. 
Given n bounded, continuous, real functions a,(t),..., a,Jt) we show that 
they can always be rearranged so as to be canonically ordered. 
We define an equivalence relation on the a:s by saying that ai and al are 
equivalent if (jk [a,(s) - aj(s)] dsl is bounded. 
Assume first that each a, forms an equivalence class and define a partial 
ordering on the set of ats by saying that a, a aj if J’h [a,(s) - uj(s)] ds is 
bounded above. By repeatedly taking out maximal elements, we can reorder 
the a;s so that each ai is not Q the a;s coming before it. That is, jh [a,(s) - 
aj(,s)] ds is unbounded above when aj comes before ai. 
Now suppose there are equivalence classes consisting of more than one 
element. Then we take a representative out of each equivalence class and 
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order them as in the last paragraph. We put the elements in each equivalence 
class behind the corresponding representative. It is clear that the ordering so 
obtained is a canonical one. 
5. DIAGONALIZABILITY CRITERION FOR INTEGRAL SEPARATION 
OF REAL DIAGONAL SYSTEMS ON A HALF-LINE 
Our aim in this section is to prove the following theorem, 
THEOREM 3. Let u,(t) ,..., a,,(t) be reaE functions, which are bounded and 
continuous on [0, a) (or (-oo,O]) and which are canonically ordered. If 
there are nonzero constants b, ,..., b,- , such that the upper triangular system, 
ii = ai xi + bixi+, (i = i,..., n - 1). 
(14) 
-% = a,(t) x,, , 
is diagonalizable, then there exists a > 0 such that the functions a,(t),..., a,,(t) 
(rev. a,(t),..., u,(t)) are a-integrally separated. 
Remark. Note that the converse of the theorem holds. In fact it follows 
from the roughness of integral separation, using an argument similar to that 
used in the proof of the sufficiency in Theorem 1, that (?.4) is integrally 
separated and hence diagonalizable by Bylov’s theorem [4]. 
To prove Theorem 3 we need two lemmas. Before proving them we recall 
a result of Coppel. A system (1) is said to be reducible if it is kinematically 
similar to a system, 
j, =B,(t)y,, 
where B,(t) is k x k and B2(t) is (n-k) x (n -k) with I ,< k,< n - 1. In 
Lecture 5 in [S] Coppel shows that this can happen if and only if 
corresponding to a fundamental matrix X(t) for (1) there exists a projection 
P of rank k such that X(t) PX-‘(t) is bounded. In Lemma 1 we consider an 
upper triangular system as in the statement of Theorem 3 and show that if it 
is reducible and X(t) is the fundamental matrix with X(0) = I, then the 
corresponding projection P must be upper triangular. In Lemma 2 we give a 
criterion for diagonalizability. This lemma is a consequence of Coppel’s 
criterion for reducibility and the easy proof by induction has been omitted. 
LEMMA 1. Let a,(t) ,... y a,(t) and b, ,..., b,,_, be as in Theorem 3, and let 
X(t) be the fundamental matrix for (14) with X(0) = I. Then if P is a 
projection such that X(t) PX-‘(t) is bounded, it must be upper triangular. 
196 KENNETHJ.PALMER 
Proofi Write Bi(t) = exp(JL a,(s) ~5). Then X(t) has the form, 
and the ith element in the first column of X(t) PX-‘(t) is 
Pil$iCt) 4F’Ct) + ,=$+, Pkl Wik(‘) #;‘(t>’ 
Now either .I’:, [a,(s) - a,(s)] d s is unbounded above or 1.c; [a,(s) - 
al(s)]&) is bounded. In the first case, 4,(t) 4;‘(t) must be unbounded. But 
since the tih element in the first column of X(t) PX-‘(t) is pnl 4,(t) 4;‘(t), 
this implies that pn, = 0. 
In the second case, 1 jk [a,-,(s) - al(s)] ds 1 must also te bounded. Now 
the (n - l)th element in the first column of X(t) PX-‘(t) is pn--l,l#n--l(t) 
d;‘(t) +Pnlv,-I,, (t@;‘(t). Since this and #,-l(t) 4;‘(t) are bounded, 
Pnlwn-,,,(t)K’(t) = P,,b,,b,-,(t));l(t)jlB,,(s)(,-~,(s)ds 
0 
must also be. But II; [a,(s) - u,-,(s)] dsJ is bounded too so that 
&t(t) 4;J I(t) is b ounded below by a positive number E > 0. The same applies 
to #,-l(t) g;‘(t) and so 
Iw,-~..(t)~;‘(t)l~I~,-,l~*ltl--1 era as t-tee 
(or as t--f -co in (-co, 0] case). Hence p,,, = 0 again. 
So in both cases pnl = 0. By looking at the (n - I)th and (n - 2)th 
elements of the first column of X(t) PX-‘(t) we prove in a similar manner 
that pn- ,,1 = 0 and so on until we finally establish that pi, = 0 for i > 2. 
Similar arguments applied to the remaining columns of X(t) PX-‘(t) lead to 
the required conclusion. 
LEMMA 2. Let A(t) be a bounded, continuous n x n matrix function 
defined on (-co, co), [0, co) or (--03,0]. Then system (1) is diugonulizuble 
if and only if for a fundamental matrix X(t) there exist n mutuullq 
disjunctive projections PI,..., P, of rank 1 (P,Pj = 0 if i # j) sztch that 
X(t) PiX-l(t) is bounded for all i. 
Remark. Lemma 2 holds even when A(t) is unbounded. However, it 
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follows from Lemma 2 in [8, p. 401 that when A(t) is bounded the kinematic 
similarity may be so chosen that the diagonalized system is also bounded. 
EXAMPLE. Let (1) be integrally separated so that there exist solutions 
x,(t),..., x,(t) which are integrally separated. In the proof of his 
diagonalization theorem [4] Bylov shows that S(t) = []xr(t)\-‘x,(l) .=~ 
/4> I - ’ x,Wl 1s a kinematic similarity. This means that X(t) QiX- ‘(Z) = 
S(t) Q,S-r(f) is bounded for i= l,..., n, where X(t) is the fundamental 
matrix [cc,(t) ... x,(t)] and Qi the projection diag(O,..., 0, 1, O,..., 0) with L in 
the ith place. 
Proof of Theorem 3. We prove the theorem by induction on n. Consider 
first the rz = 2 case. By Lemmas 1 and 2, if X(t) is the fundamental matrix 
for (14) with X(0) = I, there is an upper triangular projection P = Ip,] oi 
rank I such that X(f) PX-‘(t) is bounded. The element in the top right hand 
corner of X(t) PX-‘(t) is easily calculated to be a bounded solution of the 
scalar equation, 
where pzz -p,, = 1 or -1. By Proposition 1 in [ 8, p. 881 (and the 
corresponding version for systems on (-co, 0]), this implies that the 
inhomogeneous equation, 
i = [a*(t) -a,(t)] x + b(t), 
has a bounded solution for every bounded continuous scalar function b(r), 
But by Proposition 3 in [8, p. 221 this means that the homogeneous equation, 
has an exponential dichotomy so that there exist constants K > 1, a > 0 such 
that either 
or 
exp (!I [a,(u) - a,(u)] du) < Ke-aii-r! (s < E). 
For systems on [0, co) the latter would imply that 
I-’ [a,(s) - al(s)] ds < log K - at 
-0 
198 KENNETH J. PALMER 
and SO is bounded above but not bounded below. This is impossible by the 
canonical ordering. For systems on (-co, 0] we similarly exclude the former 
possibility. Hence for systems on [0, co) a,(t), a,(t) are a-integrally 
separated and for systems on (-co, 0] az(t), al(t) are. That is, the theorem 
holds for y1= 2. 
Now we assume the theorem is true for k, 2 < k < II - 1, and prove it for 
IE. If (14) is diagonalizable then by Lemmas 1 and 2 with X(t) as the 
fundamental matrix for (14) with X(0) = 1, there are n mutually disjunctive 
upper triangular projections P, of rank 1 such that X(t) P,X-l(r) is bounded. 
For a fixed k, 1 < k < II - 1, we partition Pi in the form, 
where the k x k matrix Rj and the (n - k) X (n - k) matrix Si are easily 
verified to be projections. Now the Ri are mutually disjunctive and have at 
most rank 1 and the same applies to the Si. At most k of the RFs can have 
rank 1 and at most n - k of the SI)s. Moreover when R, has rank 1, Si must 
be zero for otherwise rank Pi > 1. On the other hand, Ri and Si cannot be 
simultaneously zero for if they were Pi would be zero too. The only 
possibility then is that exactly k of the Ri’s and n - k of the Si’s have rank 1. 
Now note that if we write 
X(4 = o 
I 
X,(t) 0-e 
I XdO ’ 
where X,(t) is k X k, etc., then X,(t) is a fundamental matrix for the system, 
ii = q(t) xi + b,Xi+ 1 (i = l,..., k - I), 
k, = a,(t) xk 3 
(15) 
and X*(t) is a fundamental matrix for the system, 
ii = q(t) xi + bj .xi+ , (i = k + l,..., iz - I), 
(16) 
1, = a,(t) x,, . 
Moreover X(t)P,X-‘(t) has the form, 
x,(t)R,X;‘(t) 0.. 
0 1 x,(t) Six; ‘(t) ’ 
so that X,(t) R,X;‘(t) and X2(t) Six;‘(f) are bounded for all i. By Lemma 
2, this means that (15) and (16) are diagonalizable. Hence by the induction 
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hypothesis, a,(t) ,..., a,(t)@,(t) ,..., al(t) in the (-oo,O) case) are a-integrally 
separated for some a > 0 and also ak+ l(t),..., a,(t) (resp. a,(t),,.., ak+ #jj. 
Apply this for k= 1 and k= 2 and we see that a,(t),..., a,(t) (resp. 
a,(t),..., al(t)) are a-integrally separated, thus completing the proof of 
Theorem 3. 
6. THE INTERIOR OF THE SET OF DIAG~NALIZABLE SYSTEMS 
ON A HALF-LINE 
R, ..R+, ..d/- and J’, .?+ , Z- were defined in Section 3. We now 
introduce the notations S, B +, L$? - for the sets of diagonalizable systems in 
R, J+, . .R-. Then it follows from the roughness and diagonalizability 
properties of systems with integral separation that Z(T’,Y-) c int GZ 
(resp. &?+, G-), where int means interior. 
Now suppose that system (1) is in int L7+ (resp. S -). In particular, (1) 
itself is diagonalizable and so kinematically similar to a diagonal system. 
Even in the complex case this diagonal system can be assumed real since a 
complex diagonal system is kinematically similar to its real part, as noted at 
the beginning of the proof of Corollary 1. Now according to Section 4 this 
real diagonal system is kinematically similar (by a constant kinematic 
similarity) to a canonically ordered diagonal system, which must also be in 
int g+ (resp. BP). Then it follows from Theorem 3 that this diagonal 
system is integrally separated and hence also the original system (1). That is. 
int 5’ ‘(F-) c 7+ (resp. -Y-). So we have proved the following theorem. 
THEOREM 4. int Q+ =,y+, int g- =,.7-. 
Remark. Theorem 4 gives a characterization of systems with integral 
separation on the half-line. Essentially it was already proved by 
MillionSGkov in [ 121. In [ 121 Millions’cikov gives another characterization. 
He proves in Theorem 1 that 7 + is the interior of the set of systems on 
[0, co) with stable characteristic exponents. In [lo] he gives yet another 
characterization, which has been partially generalized to linear skew product 
flows by Bronshtein and Chernii [2]. 
7. THE INTERIOR OF THE SET OF DIAGONALIZABLE SYSTEMS 
ON THE WHOLE LINE 
Suppose system (1) is in the interior of Q. Then its restrictions to [0, co) 
and (-co. 0] are clearly in the interior of Bf and 2 -, respectively. Hence 
by Theorem 4, (1) is integrally separated on [0, co) and on (-co, O]. 
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NOW clearly if (1) is integrally separated on (-co, co) then it is integrally 
separated on [0, co) and on (-co, 01. However, the converse is not true. To 
see this let a(t) be a bounded continuous real function defined on (---co, co) 
such that the equation, 
i = a(t) x, 
has aan exponential dichotomy on [0, co) and (--co, 0] but not on (-co, co), 
e.g., a(t) = tanh t. Then it follows from Corollary 1 that the two-dimensional 
system, 
1, = a(t) x2 3 
is integrally separated on [O, oo) and (--co, OJ but not on (-co, co). 
Now we know from Bylov’s diagonalization theorem [4] that if a system 
is integrally separated on (-co, co) then it is diagonalizable. Surprisingly it 
turns out that if a system is integrally separated on [0, co) and also on 
(-co, O] then it is diagonalizable on (-co, oo), even if it is not integrally 
separated on (-co, oo). To prove this we need the following lemma, a proof 
of which can also be found in Theorem 2.3.16 in [6, p. 391. (I owe this 
remark to the referee.) 
LEMMA 3. Let 
and 
w,c w,c*.* w, 
be subspaces of E” such that dim Vi = dim Wi = i. Then there exists a basis 
e, ,..., e,, for E” and a permutation (i, ,..., j, } of { l,..., n ) such that 
e,E Vi\Vi-13ejiE Wi\wi-** 
Proof: We prove the lemma by induction on n. It is trivial for n = 1. 
Assuming it true for n - 1, we prove it for n. So let V, ,..., V, and W,, ,..., W, 
be subspaces with the given properties. Consider Zi = W,- , n V,, 
i = 0, l,..., n. Then 
z,cz, c . . . cZn= w,l-,. 
Since dim Zi < dim Zi+ L ,< dim Zi + 1 for i = O,..., n - 1 and since 
dim Z, = n - 1, there must exist k (0 < k < n - 1) such that dim Zi = i for 
O<i<kanddimZi=i-1 fork+l<i,<ut. 
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By the induction hypothesis, applied to 
and 
z, c .*- cz~cz,+zc.*. CZn= wII-l. 
there is a basis e, ,... , e,,_, for W ,,-, and a permutation bl ,... ,jnml i of 
n - 11 such that e. E Wj\Wi-, for i = l,..., II - 1 and ei E Z,\Z,- i c 
Ii’;.- for l<i<k e.‘EZ. \ZicV. \V.fork+ l<i<ih: 
Ndw’ since ‘dim Zk 2 k =b’i:, V,, Vi 2 Z: c Wn _ , . On the other hand. 
since dim Zk+ , = k = dim V,, r - I. there exists e, E V, + ,/IV,, _ , . Then 
eR E (Vk+i\,Vk)n (W,l\W,-,) so that e,,...,e, is the required basis for E,, 
and U,, . . . . jkr n, j,,, ,..., j,_r } the required permutation of { l,..., tz\. 
THEOREMS. Let A(t) be a bounded, continuous n x ii matrix @netion 
defined on (-a~, co). Then if system (1) is integrally separated on (-cilo: 0 i 
and on [0, oo), it is diagonalizable on (-00, 00). 
Proof. Let V;c...cV; be the subspaces corresponding, as in the 
proof of Theorem 2, to the integral separation for (1) on (0, co). Then we 
know from the remark after Theorem 2 that dim r/; = i. Let e, ,...? e,l be a 
basis for E” with the property that e, E V; , e, E V,;\V,, for i > 2. Then 
Y; is the span of e,,..., ei, VT = (0) and for i > 1. I’: = I’--, is the span of 
el ,..., ei- 1. Since W,f may be any subspace complementary to VT ) we can 
take it as that spanned by ei,..., e,. Then V; f7 IV: is the one-dimensional 
subspace generated by e,. It follows as in the proof of Theorem 2 that if -ui(i) 
is the solution of (1) with x,(O) = e,. then xl(t),..., x,,(t) are integrally 
separated on (0, co). 
Now let IF’: 3 ... 2 l%‘,: correspond to the integral separation for (1) on 
(-co, O]. It follows similarly that dim @ = n - i + 1 and that if e, ,...- e,, is 
a basis for E” such that ei E wT\l@‘,‘, r for i = l,..., Y{- 1, e;, E WJ and if 
xi(t) is the solution of (1) with x,(O) = e,, then xl(t),..., -u,(t) are integrally 
separated on (-co, 01. 
But by Lemma 3 there is a basis e r ,..., e, for E” and a permutation 
I . 
VI 9.m.. j,i of {I,..., n} such that ej E V;\V,, and ej, E @,+\flC?+ r so that if 
x,(t) is the solution of (1) with x,(O) = ei, x,(t),..., x,(t) are integrally 
separated on ]O, co) and xi,(t) ,..., xjj,(t) on (-co, O]. 
Noting the example after Lemma 2 it follows that for all i, X(t) QiX-‘(t) 
is bounded on [O, co) and Y(t) QiYF1(t) on (-co, 01. Here, X(t) = [x,(r)...., 
x,(t)] and Y(t) = [xj,(t) ,...? xi,(t)] =X(t) L, where L is a matrix the columns 
of which are a permutation of the standard basis for E”. It is easily verified 
that as t runs from 1 to n, LQiL-’ runs through all the projections @;. 
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Hence X(t) QjX-l(t) is also bounded on (-NJ, 0] for all i and it follows 
from Lemma 2 that (1) is diagonalizable on (-co, co). 
THEOREM 6. The interior of Q is the set of those systems which are 
integrally separated on both [0, m) and (-co, 01. 
Proof. This is an immediate consequence of Theorems 4 and 5 and the 
roughness of integral separation. 
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