The aim of this manuscript is to present a detailed analysis of the algebraic and geometric properties of relative uncertainty theory (RUT) applied to neural networks learning. Through the algebraic analysis of the original learning criterion, it is shown that RUT gives rise to principalsubspace-analysis-type learning equations. Through an algebraic-geometric analysis, the behavior of such matrix-type learning equations is illustrated, with particular emphasis to the existence of certain invariant manifolds.
Introduction
In the neural network field, many learning problems can be re-formulated as optimizations ones, i.e. often a learning-strategy design work consists in choosing a suitable loss or objective function, which measures the adequateness of network parameters values, and in establishing a set of proper constraints that take into account the inherent physical restrictions to the possible optimal solutions. In fact, some learning problems possess a particular structure such that it is a priori known that the associated optimal parameters values must fulfill mutual constraints, as it is the case for limited-resource-based learning theories, for instance.
The aim of this paper is to study the behavior of a particular set of first-order matrix-type differential equations, which arise by the gradient-based optimization of a class of criterion functions originating from the relative uncertainty theory, as proposed by Xu in [50] .
The relative uncertainty theory is closely tied to a widely investigated problem, namely principal subspace analysis. Subspace analysis methods play an important role in high-dimensional data handling, such as in computer vision research, for instance. In visual modeling and recognition, the principal subspaces are extracted and utilized for description, detection, and classification. They are also used in parametric descriptions of shapes, target detection, visual learning, face recognition and linear discriminant analysis [38, 54] . Subspace analysis often significantly simplifies tasks such as regression, classification, and density estimation by computing low-dimensional uncorrelated subspaces [12] .
Learning with constraints may be achieved through different ways. The most widely known way relies on the augmentation of the original cost/objective function through suitable functions that take into account the necessary constraints, which are formally expressed as equality or inequality restrictions on the free variables, as recalled with details in the next section. However, by analyzing the behavior of the relative uncertainty learning equations, we observe that there exist learning systems that do not require to add constraints to the original learning criterion function, since they inherently maintain the constraints fulfilled at any time. As already pointed out in [16] , there are essentially two classes of learning rules that do not break the invariants: The class of Jacobianbased rules, which contains all the gradient-based learning rules in which the gradient is defined as the plain Euclidean gradient (or Jacobian) of the criterion function and still they fulfill the orthogonality constraints, and the class of the learning rules in which the adaptation essentially arises as a matrix-flow of some Riemannian-gradient differential learning equation. The class relative uncertainty learning equation turns out to be an excellent example of learning rule belonging to the former category.
The paper is organized as follows. In Section 2, a general discussion is presented about the most commonly known methods for learning with constraints. In Section 3, some specific definitions are recalled from the scientific literature and an insight on the relative uncertainty theory is given. Section 4 is devoted to the formal presentation of two lemmas that will help us when we shall prove the principal results about the relative uncertainty optimization theory in Section 5. The Section 6 is devoted to the study of the geometry of relative-uncertainty system and to the illustration of several properties of it, like stability, convergence and steady-state behavior. In Section 7, some complementary comments and a discussion on possible future investigations are presented. Section 8 concludes the paper.
Generalities on learning via constrained optimization
Let a neural system be described by a set of tunable parameters arranged in a vector w. A widely known procedure allowing to find the optimal network parameter vector w consists in:
1. Defining a proper loss function and a set of mathematical constraints on the values of w.
2. Constructing an augmented optimization criterion that takes into account the learning goal and the necessary constraints.
3. Selecting a suitable searching method that allows to find the optimal solution.
Usually a loss measure takes on the form of a function C(w) of the design vector w and the constraints are expressed through equality restrictions α i (w) = 0 and inequality restrictions β i (w) ≥ 0. The function C(·) should be convex at least around the optimal solution to ensure the convergence of the searching algorithm, but usually it is not convex over the whole search-space and this circumstance makes it difficult to prove the global convergence of the learning procedure.
A way to construct an augmented optimization criterion on the basis of the above information is to define the following function: Γ(w, λ; κ 1 , κ 2 , κ 3 ) := C(w) + Λ(w, λ) + Π(w; κ 1 ) + B(w; κ 2 ) + R(w; κ 3 ) , where Λ, Π, B and R are scalar functions of the vector of network parameters and the κ i are vectors of internal parameters of the above criterion functions, which are often used to weight the different terms in the augmented criterion Γ. One or more of the functions Λ, Π, B and R may lack, and this may be simply formalized by setting their relative weight equal to zero.
If only the function Λ is present, the criterion Γ(w, λ) is termed the ordinary Lagrange function and the parameters in the vector λ are termed Lagrange multipliers. The function Λ can take into account both equality and inequality constraints; in addition to the optimal value w an optimal multipliers' vector λ has to be learned from the available network training data. In order to analyze the existence of global minima of Γ depending on the nature of function C and of functions α i and β i , a useful tool is provided by the standard Kuhn-Tucker theory [20, 41] .
The functions Π(w; κ 1 ) and B(w; κ 2 ) stand, respectively, for exterior penalty function (or simply penalty) and interior penalty function (simply barrier ). Penalty functions [11] can deal both with equality and inequality constraints. They take on high values when the restrictions are violated and low (typically zero) values when the restrictions are fulfilled. The parameters in the vector κ 1 should be carefully chosen to ensure a correct behavior of the augmented function Γ. Barrier functions [20, 45] take on small values when the constraints are respected, while they take on large values near the separation surface between the allowed and non-allowed solutions. Indeed, the barrier methods may deal only with inequality restrictions which are fulfilled by the so-termed feasible points.
When penalty and ordinary Lagrange method are used together, i.e. penalty and Lagrange functions are linearly mixed, the resulting approach is referred to as the augmented Lagrange method [4, 24, 44] .
As a useful improvement of the above approaches, another term may be added to the augmented optimization function in order to enhance the numerical conditioning of the problem. It is the regularization term R(w; κ 3 ) which comes from the fruitful regularization theory by Tikhonov [36, 48, 49] .
About the cost function C(w), often it is computed on the basis of an error term that represents the distance among the actual network's output and the corresponding learning target. In these cases, the function C(w) is expressed by means of functions of the error term as the L p -norm as well as Huber's or Talwar's non-linear functions [5, 22, 26, 40] . Each of these may imply different outcomes of the learning task.
As an example of learning with constraints, in unsupervised learning theory for multilayer-perceptron-like networks formed by the interconnection of basic neurons, learning the optimal set of connection patterns may be interpreted as selecting the best directions in the space that the weight-vectors belong to. If a learning error criterion is defined over the weight-space so that it measures how much interesting the different directions are, and if the criterion is designed to be unbounded, its optimization must be performed under some constraint, and the weight-space reduces to the subset of directions satisfying such mutual restrictions.
Some further highly-involved examples of learning with restrictions may be found e.g. in text classification via the information geometry of multinomial simplex [31] and in multichannel blind deconvolution via exploitation of the geometrical structure of the FIR-filter-banks manifolds [55, 56] .
After constructing a suitable optimization criterion, a proper method that allows to look for its minimum should be chosen. Several procedures have been developed and continuously improved through years. It is worth citing here the ordinary gradient-based searching method, the most popular first-order procedure, but also the Newton method and its improvements, as the LevembergMarquard one [41] , the Broyden-Fletcher-Goldfarb-Shanno technique [20] and the conjugate gradient method [20] . As it is well-known, the use of one of them instead of another generally may greatly affect the speed of learning and the accuracy of the solution w found.
It might be interesting to observe that, in the previous discussion, only vector-type optimization problems and methods have been considered. However, in some technical areas as in the artificial neural network context [3, 23] , matrix optimization problems arise, as well. It is known from the scientific literature that a class of learning systems for artificial neural networks may be formulated in terms of matrix-type differential equations of network's learnable parameters. Not infrequently, such differential equations are defined over parameter spaces endowed with a specific geometry (such as the general linear group, the compact Stiefel manifold, the Grassman manifold or the orthogonal group [2, 16, 18] ). Also, from an abstract viewpoint, the differential equations describing the internal dynamics of neural systems may be studied through the instruments of complex dynamical systems analysis.
Although a matrix problem may be always re-formulated as a vector problem, from a theoretical point of view this procedure may cause the loss of important information on the learning task to solve, which might result in a less powerful learning method. Conversely, although the search for an optimal network connection pattern can be performed by using constrained optimization, the exploitation of the intrinsic geometry of network's parameters space may lead to efficient and versatile algorithms (see, e.g., [33] for an example of mixed gradient/MCMC algorithm for optimization over the Grassman manifold). Also, a detailed study on the adequateness of the Lagrange-multiplier-type learning has been recently presented in [13] .
From a more general perspective, differential geometry provides the mathematical tool for studying e.g. physical or engineering problems where it is worthwhile taking into account the intrinsic geometry of the variables space. Perhaps, the best known example is given by the general theory of relativity, where the effect of gravitation is completely described by the effect produced on the geometry of the four-dimensional space [15] .
In this work we consider the special problem of finding the minimum (or maximum) of a cost function of a network connection-matrix W subject to the constraint of orthonormality of W . In other words, we analyze the solution of an orthonormal problem. Orthonormal problems arise in several contexts, as is the case in eigenvalue and generalized eigenvalue problems, joint diagonalization and optimal linear compression [10, 25, 51] , numerical simulation of the physics of bulk materials [14] , linear programming and sequential quadratic programming [6, 14] , minimal linear system realization from noise-injection measured data and invariant subspace computation [14, 34] , steering of antennas arrays [1] , analysis of neural activity for natural three-dimensional movement [53] , electrical networks fault detection [32] , adaptive image coding [37] , signal denoising via sparse coding [39] , dynamic texture recognition [46] , unsupervised learning for blind signal processing [7, 16, 18, 29, 30, 35, 43, 52] and images modeling/representation [33, 47] .
General definitions and problem formulation
In this section, some specifications are given concerning the notation used in the whole manuscript and the statistics of the signals involved in the subsequent analysis. Also, formal definitions are given about the already-mentioned concepts of principal subspace and principal subspace analysis.
In this work the following notation and conventions are used:
• • For the sake of notation conciseness, we find it convenient to define the matrix set Ω r (p, q) of the r-orthonormal p × q matrices, i.e. that subset of M(p, q) defined as:
By definition, r must be non-null. When we shall not be interested about the value of r, we shall use the "don't care" notation, namely, we shall indicate that subset with Ω(p, m) and we shall simply refer to its elements as pseudo-orthonormal matrices. Conversely, in the case in which r is constant and equal to 1, the resulting set-structure is known in the literature as compact Stiefel manifold, whose members are termed orthonormal matrices.
• The operator E[·] returns the statistical average (expectation) of its argument. As a further convention, through the paper we consider only wide-sense stationary random processes endowed with a probability density function. Stationarity is required because the artificial neural systems take time to learn the statistical features of the input signals, therefore these should not change during the learning process (of course, variability of the statistical features of the signals is admissible as long as it is slow compared to the learning adaptation process). As a further convention, in this work we are interested in real-valued random processes, with positive-definite covariance matrices.
Next, the formal definition of the concept of principal subspace analysis is recalled from the literature and the basic idea behind maximum relative uncertainty theory for achieving principal subspace analysis is also sketched from [50] .
Formally, a generic principal subspace of a real-valued random process is defined in the following way: Definition 1 (Principal subspace of order q of a random process.) Let x be a zero-mean random process in R p endowed with a finite covariance matrix It is defined principal subspace of order q of the process x the space P q (x) spanned by the first q eigenvectors of the covariance matrix of the process x. In symbols:
It is fundamental to note that the above definition involves only a second-order statistical feature of the analyzed random process: Its covariance matrix. Also, if, as a basis for P q (x), we choose the vectors f 1 , f 2 , . . . , f q , then the projections of the random process on the basis results in the principal components of the random process.
Given the preceding fundamental definition, we can define the principal subspace analysis (PSA) of order q of a random process in the following way: 
It is defined PSA of order q of the random process x a generic matrix B in M(p, q) such that Im(B) = P q (x). If, moreover, matrix B belongs to the space
it is said an orthonormal PSA and is denoted with the symbol PSA ⊥ .
If B is a PSA (or, as a special case, a PSA ⊥ ) of the random process x, the new random process B T x is the PSA transformed process, whose main characteristic is that it contains the main fraction of the power of the process x compatibly with the reduction in dimensionality chosen. For more detail about this aspect of the theory, see the abundant related field's literature [23, 27, 42, 50] . One of the diverse theoretical foundations of PSA is the maximum relative uncertainty theory (RUT) [50] , which is based on the following considerations.
A random process x takes on values relative to its determinations with an uncertainty whose degree depends on its probability density function (p.d.f.). For a Gaussian random process x with covariance Σ x , for instance, as a proper measure of such an uncertainty or, equivalently, of the information carried on by x, the following index may be used [50] :
It is worth noting that, in the above expression, if the hypotheses of Definition 1 hold, the quantity det(Σ x ) is always positive. In fact, by eigenvalue decomposition we known that there exist Φ ∈ Ω 1 (p, p) and a diagonal matrix Λ of the eigenvalues of the covariance matrix Σ x , such that Σ x = ΦΛΦ T . Now, it is easily It is well-known [28] that for a zero-mean Gaussian process, the second order statistics entirely describes its property, but this is no longer true for a non-Gaussian process. Despite this, by extension, even when x is not Gaussian, it is still possible to use the same Xu's measure (2) in order to describe its uncertainty: As a consequence of such an approach there is a loss of information, but for principal subspace analysis of the process that, as emerges from the Definition 2, is a second order task, still the optimization criterion is valid. Now, let x 1 and x 2 be distinct random processes with different p.d.f.s. The function:
measures the uncertainty associated with x 1 relatively to x 2 , if ψ(u) > 0 is differentiable and monotonically increasing for u > 0. Since our target is to determine a neural linear transformation of the process x ∈ R p into a new process y := W T x ∈ R q with less components than x, such that y retains the greatest possible quantity of uncertainty, we can use a system that learns the matrix W such that in a fixed number of variables it is concentrated the major fraction of the uncertainty contained in the x's entries, compatibly with the fixed reduction in dimensionality. In other words, we can attempt to maximize the uncertainty of the random process 'y'. Such an approach would clearly lead to an ill-posed problem. Indeed, if some consistent constraints about the values reachable by the entries of W are not imposed, a method as that just proposed would lead to the divergence of matrix W 's entries. Therefore, a restriction criterion is necessary. Following Xu, it is possible to utilize the uncertainty about the values of the process η, produced by the same neural transformation, derived from an input reference process ξ ∈ R p , for instance drawn from a Gaussian distribution N (0, I p ). A graphical representation of such dual network system is given in the Figure 1 . Since such a reference process already contains the maximum quantity of uncertainty, when the uncertainty of the random process η := W T ξ ∈ R q grows it is only because the entries of W grow in value. By consequence, the quantity J ψ X (η) measures that part of uncertainty introduced in η by the variations of the entries in W , while the function ρ(y, η) defined by equation (3) measures the actual variation of the uncertainty relative to the process y due to a true concentration of information. Thus, following Xu, the objective function to be maximized
(Shared weights) with respect to the neural network connection matrix W is:
where p y (·; W ) and p η (·; W ) are the p.d.f.s of the random processes y and η, respectively, which depend on network's configuration. Note that with the above conventions, the signals' covariance matrices are Σ η = W T W and Σ y = W T Σ x W . The above description explains why such learning principle is referred to as maximum relative uncertainty. Since our purpose is to determine a solution to a criterion-maximization problem, we can adopt the GSA (gradient steepest ascent) method, obtaining the adaptation system:
with γ being a positive and constant adapting rate. From a practical viewpoint, the above differential equation should be implemented on a computer, so a discretization method in the time-domain that allows converting it into a discrete-time algorithms should be carefully developed, in order to retain (up to reasonable precision) the geometric properties that characterize the developed learning rule (that is, that allows preserving the constraints). This is a research field by itself and falls outside the scope of the present manuscript. Interested Readers might find some recent results on this topic in the contributions [7, 17] .
Two useful lemmas
Under some conditions about the distribution of the input signal x, the learning system (5) is of PSA-type. Before we are proving the previous statement, we need to formally state two preliminary results.
The first result concerns an application defined on abstract matrix spaces, and with real values, based on the determinant operator.
Lemma 3 (Maximum-determinant lemma). Let A be a fixed matrix in M(p, p) symmetric and endowed with p distinct and positive eigenvalues. The function:
enjoys the following properties:
1. It is invariant with respect to the orthonormal right-multiplications of the argument. 
It is positive for every choice of the argument, namely d
A (Φ) > 0 for all Φ ∈ Ω 1 (p, q).
It reaches its maximum value in Φ =Φ
We also define the following matrices, which are instrumental in the proof:
where the set {i k } denotes an arbitrary choice of distinct integer indices within {1, . . . , p}. In particular, the matrix Q contains a subset of q distinct eigenvectors of the matrix A, while matrix F contains all the eigenvectors. The first claim can be proven by showing that anyhow an orthonormal matrix
In fact due to the properties of determinants and of the orthonormal square matrices, the equality
with respect to orthonormal right-transformations. The second claim may be proven by recalling that the determinant of a positive definite matrix is always positive [21] . Therefore, it suffices to prove that the matrix Φ T AΦ is positive definite. To this aim, let us note that the matrix A has, by hypothesis, all positive eigenvalues, and this implies it is positive definite, namely, for all vectorsξ ∈ R p is holdsξ T Aξ > 0. Let us now consider an arbitrary vectorη ∈ R q and let us form the productη T Φ T AΦη. By the variable change ξ := Φη we readily obtain that:
As the above inequality is true for any arbitrary vectorη ∈ R q and for all the matrices Φ ∈ Ω 1 (p, q), we may conclude that the product matrix Φ T AΦ is positive definite and hence that d A (Φ) > 0 always. The third claim may be proven by the following argument. Since we are searching for the maxima of the function d A (Φ) under the constraint that Φ ∈ Ω 1 (p, q), we can utilize the Lagrange's method, i.e. we can search for the free maxima of the Lagrangian function:
where H is a symmetric matrix in M(q, q). The free extremes of this function coincide to the points Φ where the gradient
∂µ(Φ) ∂Φ
zeros, and within this set of solutions we need to select those matrices that maximize d A (Φ). The vanishing-gradient equation, particularized to the present case, has the following expression:
By pre-multiplying both members of the above equation by Φ transposed, remembering that Φ T Φ = I q , it is immediately found that H = d A (Φ)I q . Therefore, equation (11) becomes:
This is an auto-subspace equation for A, that is, each of the q columns of Φ must be a linear combination of the same q eigenvectors of A, which is a rotation. This assertion may be proven by considering the value Φ = QK, where K denotes again an arbitrary rotation in Ω 1 (q, q). In order to verify that this is a solution of equation (12), it is sufficient to replace it within the equation, which gives:
Now, as Q contains a set of q eigenvectors of matrix A, the matrix ∆ := Q T AQ is diagonal and contains the corresponding eigenvalues of A. Therefore, the leftmost and the rightmost members of the above equivalence chain read:
which shows the equation chain (13) is an identity. In order to prove that the only solutions of equation (12) are given by the combinations QK, we must consider the most general solution Φ = F RK, where R ∈ Ω 1 (p, q) is arbitrary, that takes into account a linear combination of all eigenvectors and is such that Φ ∈ Ω 1 (p, q). As we already know that the last rotation K cancels out, we may safely assume K = I q without loss of generality. By substituting the quantity F R to Φ in equation (12) and by defining∆ := F T AF , we get:
The above equation may be satisfied only if R = ΠSI p,q , where
is an arbitrary permutation matrix and S ∈ M(p, p) is a diagonal matrix with entries in {−1, +1}. In fact, by plugging this solution into the above equation yields:
Thanks to the properties of permutation, diagonal and ±1-valued diagonal matrices, the following equalities hold true: Π T∆ Π =∆, S∆S =∆, I p,q I q,p∆ I p,q = ∆I p,q and ΠS∆ =∆ΠS, therefore the expression (14) is an identity. In this way, p − q eigenvectors are cancelled out from the product F R. The remaining eigenvectors may be picked arbitrarily and their sign may be arbitrarily switched.
It is now necessary to prove that any solution of the form Φ = Q is a saddle point for the function d A (·) except for Φ =Φ, but for arbitrary rotation. (Note that permutation and sign switch are encompassed by rotation).
To this aim, let us consider arbitrary curves Φ = Φ(t) in Ω 1 passing by the points of interest in t = 0, namely Φ(0) = Q: It is then possible to investigate on the behavior of the function d A (Φ(t)) in a neighbor of Q by computing the second derivative of d A (Φ(t)) with respect to the parameter t and by evaluating its sign. If the sign varies depending on the particular curve, then the point of interest is a saddle point. If the sign of the second derivative is negative irrespective of the considered curve, then the point of interest is a point of maximum.
For the first-and second-order derivatives of the function d A (Φ(t)) with respect to t, we have:
Some useful definitions and formulas for the following computations are:
Also, it is necessary to take into account the restrictions that the matrix variable Φ and its first-and second-order derivatives are subjected to, namely:
which, derived hand-by-hand, gives:
, which, derived hand-by-hand, gives:
Let us now evaluate the terms of the expression (16) for t = 0, namely when Φ = Q. It is just the case to note that the first-order derivative of d A (Φ(t)) with respect to t vanishes, according to the fact that the points Φ = Q are extremes of the function d A (Φ). The involved terms assume the expressions:
It is worth noting that the only variable in the preceding expressions is the matrix V ∈ M(p, q), that geometrically represents the tangent to the curve Φ(t) in the point t = 0. The velocity matrix V is clearly allowed to point toward any tangent direction to the manifold Ω 1 in Q with any magnitude. Now, the term (17) is identically null. The terms (18) and (19) simplify considerably if the following linear-algebra identities are employed:
In the above identities, the matrix Q c contains the eigenvectors of the matrix A that are not in Q and
by plugging the above identities into equation (19) and by slightly rearranging terms in the equation (18), we get:
By gathering the above partial results, we come up with the final expression for the second-order derivative of the function d A (·):
The behavior of the above expression as the matrix V varies is better understood in components representation. By denoting as v i the i th column of V , it is easily seen that: 
and this completes the proof.
2
Using statements 1) and 3) of the above Lemma, one gathers that d A (Φ) has its maxima in Φ =ΦK for any K ∈ Ω 1 .
The second result of this section concerns a particular matrix equation that will arise in the main result presented in the next section.
Lemma 4 Let A be a matrix in M(p, p), symmetric and endowed with p distinct and positive eigenvalues. The following matrix equation:
with rank-q unknown Φ ∈ M(p, q) enjoys the following properties:
1. Any matrix Q ∈ Ω 1 (p, q) whose columns are q eigenvectors of A is a particular solution to the equation (22) .
IfΦ is a solution of the equation (22), then anyhow an invertible matrix M ∈ M(q, q) is chosen, the matrixΦM is also a solution to the equation (22).

There do not exist other solutions to the equation (22) but for those given by 1) and 2).
Proof
In order to prove the first claim, let us first replace matrix Φ with Q into equation (22) , which then rewrites as:
By definition of Q, a diagonal square matrix ∆ exists such that AQ = Q∆. Using this property in the first equation yields:
which is an identity, whereby the proof of claim 1) follows. In order to prove the second claim, it is sufficient to replace the expression Φ =ΦM into the equation (22) . In this way, we obtain:
By hypothesis,Φ is a solution of the equation (22), thus the last equality holds true and through the above equivalence-chain the first equality is implied, hence the thesis.
The last claim is proven through the following arguments. Let us denote by F the p × p matrix whose columns are the p eigenvectors of the matrix A. The most general solution of the equation (22) is then Φ = F N, where N ∈ M(p, q) . By plugging this solution into equation (22) and by defining∆ := F T AF , we get: (22), therefore the same arguments may be used to prove that equation (23) becomes an identity. This circumstance, proves the last claim. 2
The above result characterizes completely the solutions of the matrix equations (22) .
All the elements necessary to prove the adequateness of the Xu's original criterion (4) in the GSA learning system with respect to the target of extracting the principal subspace of a fixed order from a multivariate random process are now available.
Principal result about RUT
We can now study in details the RUT criterion function and present a discussion of its features through the following result, that stems as a formal review of arguments developed in [50] .
Theorem 5 Let A be a matrix in M(p,p), symmetric, positive definite and endowed with p distinct eigenvalues. Let the eigen-matrices Q andΦ defined as in Lemma 3 and the value λ defined as:
In addition, let the following function be defined: 
Proof
The first issue is that an extremum of the function (25) 
and where we made use of the following notation, for the sake of conciseness:
It is worth observing that the equation (26) is consistent, in fact, from the above considerations about the rank of the admissible solutions, the product matrix Φ T Φ is invertible.
Pre-multiplying both sides of equation (26) by Φ T gives the scalar condition a = 1, so that the equation (26) simplifies into:
It is the auto-subspace equation of Lemma 4, from which it is known that all the solutions of equation (28) 
where, for the sake of notation conciseness, the auxiliary variable µ := det 2 (M ) has been introduced. Due to peculiar dependency of the function J X (·) upon the variable µ and the quantity det(Q T AQ), the function J X (·) may be easily optimized with respect to the latter quantity. In fact, by definition the function ϕ(·) is monotonically increasing so J X (·) is monotonically increasing with det(Q T AQ). From Lemma 3 we know that this function assumes in fact the maximum value λ . In virtue of this result, the equation (29) and the condition a = 1 can be rewritten in the unknown µ as:
The optimal point Φ must satisfy both of them. Thanks to the condition (b), an unique pointū = 0 exists such that the functionJ X (µ) maximizes, namely such that:
By the equation (31), this point coincides to the point whereã = 1, that is µ =ū. In other words, M can be arbitrarily chosen as long as condition
The Theorem just proven shows that the maximum of the Xu's function is reached when the matrix Φ contains as its columns whatever invertible linear combination of the principal eigenvectors of the (covariance) matrix A, provided the squared determinant of the matrix M equals the constantū, which depends on the shape of the functions ϕ(·) and ψ(·) and on the product of the q largest eigenvalues λ .
The main condition (b) of Theorem 5 may be easily fulfilled. For instance, a useful choice that (as it will be shown later) implies some interesting consequences on the structure of the system, is ϕ(u) := ln(u). If we further assume, for instance, ψ(u) := u, then the ratio ϕ(λ u)/ψ(u) assumes its maximum value inū = e/λ , where 'e' is the Neper's number. Moreover, with the above assumptions, the function a(·) simplifies into a(Φ) = ln[det(Φ T AΦ)].
Orthonormal dynamics
The present section is devoted to the study of the dynamics of the GSA system with the Xu's index. As an important analysis we are going to show that gradient steepest ascent heavily affects the characteristics of the solutions that can be learnt by the neural system, in the sense that, depending on the initial state chosen for the system, only a restricted subset of the set of the solutions described in the Theorem 5 can be effectively achieved. In particular, we shall be able to demonstrate that, starting with certain particular initial conditions, the Xu's learning method can determine only PSA ⊥ of the random process under analysis. That is to say, there exists an invariant submanifold for the learning algorithm.
Analysis of the GSA system with the RUT index
We are now interested in the dynamical properties of Xu's principal subspace estimation system for the PSA of a random process with covariance matrix Σ x , namely:
with J X (·) as defined in the equation (25) with A = Σ x . In the present section we consider, for simplicity, η = 1 2 . The properties of the above system are elucidated in the following result.
Theorem 6 (Orthonormal evolution.) If in the system (32) an initial condition W (0) ∈ Ω(p, q) is assumed, then for all t > 0 it results W (t) ∈ Ω(p, q).
Proof.
From the hypothesis, the matrix
By handling the plain expression of the gradient at the second member of the equation (32) , and defining the function:
the learning system (32) assumes the following expression:
with a(W ) being defined as in formula (27) . Pre-multiplying the preceding equation by W T yields:
From ζW TẆ = (1 − a)I q it also follows that ζẆ T W = (1 − a)I q , and from both equations it further follows that:
therefore the following strong property holds for all t ≥ 0:
where w(t) is a real function of the time and, in general, of w 0 .
2
It is interesting to note that when the initial conditions specified in the preceding Theorem are fulfilled, the function ζ(W ) defined in (33) may assume a simplified form. In fact, with the above notation, from the equation (33) it follows that at each temporal instant the identity det(W T W ) = w 2q holds true.
Consequently, in the special case that ϕ(
Thus the evolution of the variable w(t) defined in the equation (33) is governed by the scalar differential equation:
with the initial condition w(0) = w 0 . Unfortunately, such an equation does not result, in general, resolvable in closed form, since the variable a does not only depend on the scalar w but on the whole matrix W .
As a consequence of the Theorem just proven, if we assume for the continuoustime GSA learning system (32) a pseudo-orthonormal initial condition, it determines only pseudo-orthonormal solutions. Naturally, this fact restricts the set of the solutions admitted by the Theorem 5 to the only subset Ω(p, q) of M(p, q). More formally, we can state the following: 
Corollary 7 Let x be a random process in
Proof.
By the hypotheses, the dynamical system is asymptotically stable, therefore the state-matrix W asymptotically converges to an equilibrium configuration W . From the Theorem 5 and the Theorem 6, the matrix W must contain orthonormal linear combinations of q generators of the principal subspace P q (x) of the process as its columns, therefore, from the Definition 2, W is a PSA
Another particular result is that it is possible to formally determine the asymptotic solutions of the differential equation (36) .
Corollary 8
Reassuming the whole definitions and supposing fulfilled the whole conditions specified in the Theorem 5 for the system (32) , if an initial state 
Proof.
From the Theorem 5, we know that W = QM , with det 2 (M ) =ū. But from the Theorem 6, however, we also know that W T W = w 2 I q , therefore the 
Stability considerations and convergence results
The results about the GSA system shown in the preceding subsection are sufficient to conclude that the dynamical system (32), with orthonormal initial conditions, may of course be either stable or unstable, but its stability properties are determined only by the stability properties of the scalar system (36).
In particular:
• The system (32) is "rotationally asymptotically stable" if and only if the functions ϕ and ψ are such that it exist a real bounded value w ∞ such that for the solution w(t) of the equation (36) the following condition:
holds true.
• The system (32) is "rotationally simply stable" if and only if the functions ϕ and ψ are such that a real bounded positive value w B and a temporalinstant t B exist such that condition:
is satisfied.
Rotational stability implies that the norm of the state-matrix W is bounded. The purpose of this section is to advance this knowledge by stating and proving an asymptotic stability Theorem, that ensures the learning algorithm is convergent to the expected solutions. Proof. In order to carry out the proof, we need the plain expression of the gradient in (37) , that is:
Theorem 9 (Asymptotic convergence). Let us consider the dynamical system:
The dynamical system (37) is a special case of the system (32), obtained when η = 1 2 , for which the Theorem 6 holds. Therefore, for every t > 0 it holds W (t) ∈ Ω w(t) . The most general representation for every such matrix is W (t) = w(t)F R(t), where F is defined as in Lemma 3, and R(t) is a oneparameter family of curves in Ω 1 (p, q).
Thanks to the above decomposition, the quantities involved in the gradient (38) simplify as follows:
By defining the scalar quantity λ := det(R T∆ R) it is clearly seen that the dynamics of variables w and λ are responsible for the convergence of the learning rule (37) . In fact, thanks to the above decomposition and identities, we have:
By equating the right-hand sides of the latter two equations and by observing that the matrix F may be cancelled out because it is square and full-rank, we obtain the expression:
In order to search for an equation that captures the dynamics of the variable w, let us pre-multiply both members of the equation (39) by R T . This operation yields:
Hand-by-hand transposition of the above equation gives:
Then, by summing hand-by-hand the two latter equations, we get:
thanks to the identities:
Now, it is easy to verify that for Xu's criterion
ψ(w 2q ) it holds:
therefore, by comparing equations (40) and (41), we obtain the following result:
In order to derive an equation for the dynamics of the variable λ = det(R T∆ R), let us start by the general formulas:
By straightforward computations and by exploiting the previous identities and the properties of the trace operator, we get:
It is now worth pre-multiplying both sides of the equation (39) by R := dR dt , which gives:
The above expression, transposed hand-by-hand, reads:
Summing up the latter two equations hand-by-hand gives:
Finally, by applying the trace operator hand-by-hand we obtain:
because of the identity (43) . As a consequence, the dynamics of the variable λ is governed by the differential equation:
By definition, the functions ϕ and ψ assume positive values, while the quantity tr(R T R ) ≥ 0, with equality holding only for R = 0.
In summary, to the purpose of convergence analysis, the dynamics of the learning system (37) is described by the differential system:
As a consequence of the first equation, the value of the variable λ is constantly increasing toward its maximum value λ . As a consequence of this and of the second equation, for every value of the variable λ, the dynamical system (37) searches for the (unique) value of w 2 that maximizes the criterion function J X .
Therefore, the dynamical system (37) is asymptotically convergent to the equilibrium points derived in the Corollary 7 and Corollary 8. 2
Complements and discussion
In the preceding sections, we have reported a detailed analysis of the Uncertainty Maximization Theory and of the properties of the corresponding GSA system. The present section is devoted to the presentation of some complements to the above analysis of the RUT differential system. In particular, in the following we briefly consider three aspects:
• The relationship among the plain GSA differential learning system and the natural gradient theory: We show that pseudo-orthonormality in this specific case is natural-gradient invariant.
• The possibility of introducing a control law for the dynamics of the RUT learning systems, that allows to control the converge speed and possibly the stability of these systems.
• A brief discussion of some theoretical points that are just touched by the present contribution and would deserve deeper investigation in the future.
Relationships with natural gradient theory
Shortly speaking, the "natural gradient" theory [2] arises by considering as network parameter space the set of proper-size full-rank matrices and by endowing it with specific geometrical features. This amounts to the post-multiplication of the Euclidean gradient of a learning criterion by W T W , which gives the Riemannian or "natural" gradient.
From a different perspective, we may observe that, since the product matrix W T W is positive-definite when W is "tall-skinny" and full rank, the gradient in the equation (32) 
Such subspace learning system has some interesting properties, too. 
Proof.
Pre-multiplying both members of the dynamical equation (47) by W T yields:
therefore it holds true that:
From the hypothesis, the product W T (0)W (0) is diagonal, and the structure of the equation (48) 
which plays the same role of the equation (36) for the corresponding matrix system.
A 'control law' for the differential equations
Although it is known a priori from the previous section that, at the equilibrium W , the property a(W ) = 1 holds, so far we have not been able to take advantage of this knowledge. Now, observing equations (34) and (47), we argue that the variable a has the important role to weight the second term into the square brackets with respect to the first term. This simple consideration suggests that we could replace in the above-mentioned differential learning equations the function a(W ) as defined in (27) with a chosen function only of the time parameter, a(t), chosen so that at least the condition:
holds and such that the second terms in the square brackets in (34) and (47) are weighted in a proper way. We name the function a(t) a control law for the learning differential equations. Actually, by replacing the true expression of the parameter a with a chosen time-function we do not change the structure of the learning systems, but we simply force the temporal evolution of the variables to a non-self-controlled course. An equivalent viewpoint is that, by using the notation introduced in the Lemma 3, the relationship:
is forced to hold. As a consequence of this assumption, the systems (32) and (47) become, respectively:
The main consequence of the explained modification is that, as a(t) is a known function only of the parameter t, the scalar differential equations (36) and (49) can be solved (at least in principle) by calculating the following integrals:
under the usual condition of the orthonormal initial states for the learning systems and ϕ(x) = ln(x).
Brief discussion of further arguments
Some concluding observations about the presented analysis are briefly reported in the following:
• PSA appeared historically first, because the method of extracting principal directions looked difficult, but extracting the principal subspace looked easier. Currently, there exist several good algorithms and theories to extract the principal components directly. However, only the subspace can be extracted for the eigen-directions corresponding to a multiple or degenerated eigenvalue. The case that the eigenvalues are multiple has not been treated in the present contribution: Care should be taken of such pathological cases, in order to treat the general case.
• There are many cost functions to be optimized in the problem of PCA, MCA, PSA and MSA [19] . A possible criticism to the criterion considered in the present contribution is that it includes arbitrary functions (ϕ and ψ).
• The later idea of Brockett and Xu himself is to use tr(DΣ), where D is a non-negative diagonal matrix and Σ is a covariance matrix. By using tr(DΣ), it is possible to obtain PCA and MCA as well as PSA and MSA in a unified manner at the same time. When D is the identity matrix, the analysis reduces to PSA (or MSA), so it includes PSA and MSA as special examples. A unified general theory on this aspect was presented by Chen and Amari in [8, 9] .
• The Stiefel manifold is implicit in the presented learning algorithm, but it could be emphasized more explicitly. For instance, the space of matrices Ω(p, q; D) could be introduced, in which all the columns are orthogonal and their square length are d i , the diagonal elements of D (see preceding points). The present case coincides to D = r 2 I q , and D = I q gives the Stiefel manifold. In this case, any matrix can be decomposed as X √ D, where X is in the Stiefel manifold. When D is fixed, the dynamics takes place in the Stiefel manifold, which has a Lie-invariant Riemannian metric. If we like to make D free, the dynamics separates into two parts, one in the Stiefel manifold and the other in the set of diagonal matrices.
• Chen and Amari not only studied the stability analysis inside the Stiefel manifold, but also studied the stability of the Stiefel manifold in the general matrix space. If the Stiefel manifold is not an attractor, because of the accumulation of numerical errors, the algorithms which are working inside the Stiefel manifold might no longer work in practice. It is worth noting that the numerical errors strongly depend on how the continuous-time differential equations that describes network's learning are integrated. A general discussion on this aspect are going to appear in [7] . The conclusion drawn in [7] is that care should be taken in order to choose a proper numerical integration algorithm. Fortunately, there exist effective and computationally-efficient techniques that allow us to integrate matrix-type differential equations on the orthogonal group and on the Stiefel manifold.
Conclusions
In this work we have dealt with a special class of matrix-type differential learning systems that have the set Ω r (p, q) of the orthonormal matrices as base manifold, providing that their initial states belong to Ω r (p, q), too.
As a case study, we have taken the Xu's RUT theory, which allows finding principal subspaces associated to an input random process. We have proven here that the original system and a derived one share common properties. In particular, their dynamical features may be studied by analyzing the behavior of single scalar differential equations. This implies that the rotational stability properties of the systems, for instance, can be inferred by these equations. Moreover, we have shown that often an Ω r (p, q)-evolving system may be modified without loosing its desirable features nor affecting its steady-state behavior, conversely improving their dynamical and computational characteristics.
But, mainly, we have pointed out the existence of a class of optimization systems that inherently fulfill some constraints which, consequently, do not need to be explicitly taken into account when constructing the objective (cost, loss) learning function.
Another potentially interesting outcome of the presented analysis is that there exist some functions whose Euclidean gradient appear as Riemannian gradient on a curved manifold. It would be particularly interesting to discover some general result about this outcome because the existence of such functions (generally termed 'potential functions') would substantially help computing in a easy way some geometric quantities related to the (approximate) solution of matrix-type differential learning equations on manifolds, such as geodesic branches. To this respect, the present contribution treated a single case that may enhance the knowledge of such important analytical problem.
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