We introduce a method to determine the maximum nilpotent orbit which intersects a variety of nilpotent matrices described by a strictly upper triangular matrix over a polynomial ring. We show that the result only depends on the ranks of its submatrices and we introduce conditions on a subvariety so that it intersects the same orbit. Then we describe a maximal nilpotent subalgebra of the centralizer of any nilpotent matrix; the previous method allows us to show that the maximum nilpotent orbit which intersects that centralizer only depends on which entries are identically 0 in that subalgebra. The aim of the paper is to prove a simple algorithm for the determination of the maximum nilpotent orbit which intersects that centralizer, which was conjectured by Polona Oblak. Mathematics Subject Classification 2010: 15A21, 15A27, 14L30.
Introduction
Let M (n, K) be the affine space of all the n × n matrices over an infinite field K and let GL (n, K) be the open subset of M (n, K) of all the n × n nonsingular matrices. We will denote by N (n, K) the subvariety of M (n, K) of all the n × n nilpotent matrices and by N the affine subspace of M (n, K) of all the strictly upper triangular matrices. To any element of N (n, K) it corresponds a partition of n; we fix a matrix J ∈ N with Jordan canonical form and denote by µ 1 ≥ µ 2 ≥ · · · ≥ µ t the orders of the Jordan blocks of J, hence B = (µ 1 , . . . , µ t ) is the partition of n associated to J (which can be identified with the orbit of J under the action of GL(n, K)). If J ′ is another element of N (n, K), we denote by µ ′ 1 ≥ · · · ≥ µ ′ t ′ the orders of its Jordan block and we set B ′ = (µ ′ 1 , . . . , µ ′ t ′ ). Then B = B ′ if and only if rank J m = rank(J ′ ) m for all m ∈ N. It is said that B < B ′ if rank J m ≤ rank(J ′ ) m for all m ∈ N and there exists m ∈ N such that rank J m < rank(J ′ ) m . The following claim is due to Hesselink ([8] , 1976): B < B ′ iff B, as an orbit, is contained in the closure of the orbit B ′ .
For i ∈ N we set µ i = 0 if i > t and µ ′ i = 0 if i > t ′ ; then
where equality holds in the first relation iff it holds in the second one for all l ∈ N.
Examples 1.1 (6, 4, 3) < (6, 5, 2) < (6, 6, 1), (5, 3, 2, 1) < (6, 3, 1, 1) < (6, 4, 1); (6, 5, 2) and (7, 3, 3) cannot be compared, the same for (6, 5, 4, 3) and (6, 6, 2, 2, 2).
We will denote by C B the centralizer of J and by N B the algebraic subvariety of C B of all the nilpotent matrices. We recall the following result, whose proof is a consequence of Wedderburn's Theorems.
Lemma 1.1 If U is a finite dimensional algebra over an infinite field then the subvariety of all the nilpotent elements of U is irreducible.
By Lemma 1.1 (see also for example Lemma 2.3 of [4] ) N B is irreducible; for m ∈ N the subvariety of N B of all X such that rank X m is the maximum possible is open and, by the irreducibility of N B , the intersection of these open subsets obtained for m ∈ N is not empty. Hence there is a maximum partition for the elements of N B and the subset of the elements which have this partition is open (dense) in N B . Then we can define a map Q in the set of the orbits of n × n nilpotent matrices (or partitions of n) which associates to any orbit B the maximum nilpotent orbit which intersects N B . For s ∈ N − {0} let q and r be the quotient and the remainder of the division of n by s; then if J is the n × n Jordan block we have that J s has r Jordan blocks of order q + 1 and s − r Jordan blocks of order q. Hence the partition B is almost rectangular (that is µ 1 − µ t ≤ 1) iff J is conjugated to a power of the n × n Jordan block. This implies that if B is almost rectangular then Q(B) = (n). The converse of this claim is also true; it is a consequence of the next Proposition which we are going to explain. There exist p ∈ N and almost rectangular partitions B 1 , . . . , B p of numbers less than or equal to n such that B = (B 1 , . . . , B p ); we denote by r B the minimum of all p with this property (sometimes it can be obtained with different choices of B 1 , . . . , B r B ). Let s B be the maximum value of l for which there exists a subset {i 1 , . . . , i l } of {1, . . . , t} such that i 1 < . . . < i l and µ i 1 − µ i l ≤ 1. The following Propositions were proved in [4] (Propositions 2.4 and 3.5).
Proposition 1.1 There exists a not empty open subset of N B such that if
A belongs to it then rank A = n − r B (that is A has r B Jordan blocks).
Proposition 1.2
We have that rank (A s B ) m ≤ rank J m for all A ∈ N B and m ∈ N.
Let B = (B 1 , . . . , B r B ) where B i is almost rectangular for i = 1, . . . , r B ; let n i be the sum of the numbers of B i and let B = (n 1 , . . . , n r B ). The following result is a consequence of Proposition 1.2 (see Theorem 1.11 of [5] ). Let {q 1 , q 2 , . . . , q u } be the ordered subset of {0, . . . , t} such that q u = t and µ 1 = µ q 1 = µ q 1 +1 = µ q 2 = µ q 2 +1 = · · · = µ q u−1 +1 = µ qu (for example if B = (6, 6, 6, 6, 5, 2, 2, 1) we have that q 1 = 4, q 2 = 5, q 3 = 7, q 4 = 8). If we set q 0 = 0 then J has q i − q i−1 Jordan blocks of order µ q i for i = 1, . . . , u. We will write the partition (µ 1 , . . . , µ t ) also as (µ ) .
We consider the subset of {1, . . . , u}×{0, 1} of all (i, ǫ) such that µ q i −µ q i+ǫ ≤ 1 (that is such that ǫ = 1 iff i < u and µ q i+1 = µ q i + 1); then we consider the map from this subset to N defined by (i, ǫ) −→ 2q i−1 + µ q i (q i − q i−1 ) + ǫ µ q i+1 (q i+1 − q i ) .
We denote by ω 1 the maximum of the image of this map. Polona Oblak in [15] (2007) proved the following result.
Theorem 1.1
The maximum index of nilpotency for an element of N B , that is the first number of the partition Q(B), is ω 1 .
We will denote by (ĩ,ǫ) any preimage of ω 1 with respect to the previous map. The canonical basis ∆ B of K n will be written in the following way: for i =ĩ,ĩ +ǫ and decreasing by 2 the numbers µ q i for i = 1, . . . ,ĩ − 1, that is:
) .
Let Q(B) = (ω 1 , . . . , ω z ); let Q( B) = ( ω 1 , . . . , ωẑ). One of the main aims of this paper is to prove the following Theorem.
Theorem 1.2
The maximum partition (ω 1 , ω 2 , . . . , ω z ) which is associated to elements of
Theorem 1.2 leads to an algorithm for the determination of the maximum partition which is associated to elements of N B for any partition B. Then B = (11, 3, 2, 1) and B = (3, 2, 1). Since the maximum partition of the elements of N B is (5, 1), we get that the maximum partition of the elements of N B is (16, 13, 11, 5, 1) .
The conjecture expressed by Theorem 1.2 was communicated by its author Polona Oblak during the meeting "Fifth Linear Algebra Workshop" which was held in Kranjska Gora (May 27 -June 5, 2008). After that, A. Iarrobino and L. Khatami wrote a paper on the inequality (ω 1 , ω 2 , . . . , ω z ) ≥ (ω 1 , ω 1 , ω 2 , . . . , ωẑ) (see [9] ). L. Khatami in [10] proved the uniqueness of the result of the algorithms which follow from Theorem 1.2 (since there can be different choices of (ĩ,ǫ)), in [11] gave a formula for ω z . In Section 2 we introduce a method for the determination of the maximum nilpotent orbit which intersects a subvariety of N and we show the following theorem.
Theorem 1.3
If Υ and Υ ′ are two rational functions from the same affine variety A to N such that any submatrix of Υ has the same rank as the corresponding submatrix of Υ ′ then the maximum nilpotent orbit which intersects Υ(A) is the same as the maximum nilpotent orbit which intersects Υ ′ (A).
In Section 3 we introduce the variety SN B , a maximal nilpotent subalgebra of N B . We consider the minimal subspace U B of M (n, K) containing C B which is defined by the condition that some coordinates are 0 and we denote by E B the subvariety of all the nilpotent matrices of U B . Besides describing SN B and the corresponding maximal nilpotent subalgebra SE B of U B , by the results of Subsection 2.4 (which focuses on a property which implies the hypothesis of Theorem 1.3) we prove the following theorem.
Theorem 1.4
The maximum orbit intersecting SE B (E B ) is Q(B).
In Section 4 we give a proof of Theorem 1.2 in which we replace SN B with SE B , according to Theorem 1.4; nevertheless that proof could easily be rewritten with the same arguments and considering only the elements of SN B . In Section 5 we give another proof of Theorem 3.2 of [13] , which states the idempotency of Q, besides recalling other results on this subject.
2 On the maximum nilpotent orbit intersecting a subvariety of N
The rational function F (U)
We denote by Ξ = (ξ i,j ), i, j = 1, . . . , n the matrix of the coordinates of the affine space M (n, K). For any map Φ from {1, . . . , n} to {2, . . . , n + 1} such that Φ(i) > i for i = 1, . . . , n let N Φ be the quasi projective subvariety of M (n, K) defined by the following conditions on the entries of Ξ:
Similarly, for any map Ψ from {1, . . . , n} to {0, . . . , n − 1} such that Ψ(i) < i for i = 1, . . . , n we can define N Ψ as the quasi projective subvariety of M (n, K) defined by the following conditions on the entries of Ξ:
Anyway, we will consider only the variety N Φ (results similar to those in this section concerning N Φ could be obtained for N Ψ ). The variety N Φ is contained in N (the subvariety of all the n × n strictly upper triangular matrices); let N Φ be the closure of N Φ in N and let Ξ Φ be the matrix of the coordinates of N Φ , that is Ξ Φ = (ξ i,j ), i, j = 1, . . . , n, ξ i,j = 0 iff j < Φ(i). Let U = (u i,j ), i, j = 1, . . . , p, p > 1 be a submatrix of Ξ Φ with the following property:
If h ∈ {1, . . . , p − 1} and k ∈ {h + 1, . . . , p} let U (k) (h) be the submatrix of U obtained by choosing the columns and the rows of U of indices h, . . . , k. The matrix U (k) (h) for h = 1, . . . , p−1 and k = h+1, . . . , p has still the property ⋆).
(1) = U . For h = 1, . . . , p − 1 we define in the following way a rational function F (U (h) ) over N Φ in the entries of U (h) : we set F (U (p−1) ) = u p−1,p and for h = p − 2, . . . , 1 we set
The rational function F (U ) is a sum of fractional monomials, each one of degree 1 with respect to the entries of the last column (of the first row) and of degree 0 with respect to the entries of the other columns (rows). For r ∈ {1, . . . , p − 1} and s ∈ {r + 1, . . . , p} we denote by P h (r, s) the coefficient of u r,s in F (U (h) ), for h = 1, . . . , p − 1. The following claim is obvious by the definition of F (U (h) ).
By the definition of F (U (h) ) we also get the following result.
Lemma 2.2 If r ∈ {1, . . . , p − 1} and s ∈ {r + 1, . . . , p} then:
Proof By Lemma 2.1 the claim is true if r = 1, hence we can prove it by induction on r. Let r = 1; we have that
hence by Lemma 2.1 we get that
By the inductive hypothesis we have:
Let s = p . By the inductive hypothesis we have
Corollary 2.1 We have that F (U (2) ) = u 1,2 and
Proof The first claim is obvious; if p > 2 by Lemma 2.2 we get that
this result can be generalized to the matrices U (h) .
For k = 1, . . . , p − 1 let U (k) be the submatrix of U (k) obtained by cancelling the first column and the last row. The following Proposition describes F (U ) more clearly.
Proposition 2.1 If U is a submatrix of Ξ Φ with the property ⋆) then
Proof If p = 2 the claim is true, since F (U ) = u 1,2 . Hence we can prove the claim by induction on p. We have that F (U ) is expressed by equality 1, moreover by the inductive hypothesis we have that
Hence we get
which implies that
For k = 2, . . . , p − 1 we denote by D k the determinant of the submatrix of U obtained by cancelling the row of index 1 and the column of index k − 1 (which in U has index k); by the previous equality we get
If p is even this is det U (since u 1,k is the entry of indices (1, k − 1) in U for k = 2, . . . , p); if p is odd this is the opposite of det U .
The previous definition of F (U ) can be extended to all the matrices U with property ⋆) (not only submatrices of Ξ Φ ). Given two n × n matrices, we will say that a submatrix of one of them corresponds to a submatrix of the other one if they are obtained by choosing the same indices of the rows and of the columns. Let Υ = (υ i,j ), i, j = 1, . . . , n be a rational function from an affine variety A to N Φ . A polynomial in the entries of Ξ Φ or a submatrix of Ξ Φ can be considered as a map from the set N Φ ; hence if U is a square submatrix of Ξ Φ the symbol U • Υ denotes the submatrix of (υ i,j ) which corresponds to U , while F (U ) • Υ denotes the rational function on A obtained by replacing ξ i,j with υ i,j in F (U ). By induction on the order of U one can easily prove the following result.
Proposition 2.2 If υ i,j is ξ i,j or 0 for i, j = 1, . . . , n , U is a submatrix of X with property ⋆) such that F (U ) • Υ = 0 and M is one of the fractional monomials whose sum is
The definition of F (U ) can be generalized to all the upper triangular submatrices of Ξ Φ ; this generalization, which we are going to explain, together with proposition 2.3 and Corollary 2.2, is not used in the following of the paper. Let U = u i,j , i, j = 1, . . . , p be an upper triangular submatrix of Ξ Φ and let I U be the subset of {1, . . . , p} of all the elements l such that u l,l = 0. If I U = ∅, let u ∈ N and I l , l = 1, . . . , u be such that:
. . , p} and the difference between the minimum and the maximum of I l is the cardinality of I l ;
2) the submatrix U l of U obtained by choosing I l as set of indices of the rows and the columns has the property ⋆) and u is the maximum possible.
If I U = ∅ we set F (U ) = 0, otherwise we set
F (U l ). We define the matrix U associated to U as before. The matrix U is conjugated to a matrix such that for i ∈ I U the elements u i,k , u k,i are 0 for k ∈ {1, . . . , p} − {i}, hence by Proposition 2.1 we get the following result.
Proposition 2.3
If U is an upper triangular matrix then
We observe the following result, which is obvious by the multilinearity of the determinant and the definition of F (U ).
Corollary 2.2 If l ∈ {2, . . . , p}, U ′ is obtained from U by replacing u h,l with u ′ h,l for h = 1, . . . , l and U is obtained from U by replacing u h,l with u h,l + u ′ h,l for h = 1, . . . , l then F ( U ) can be determined by F (U ) and F (U ′ ) in the following ways:
ii) if u l,l = 0 and u ′ l,l = 0 then
On a type of subspace of N and one of its open subsets
For some maps Φ the maximum nilpotent orbit which intersects N Φ contains the whole open subset N Φ ; this is explained in the following Proposition.
Proposition 2.4
If Φ is not decreasing and the restriction of Φ to the subset Φ −1 ({2, . . . , n}) is increasing there exists a nilpotent orbit which contains N Φ .
Proof For k ∈ N we can define the map Φ k from {1, . . . , n} to {2, . . . , n+1} by induction on k, as follows: Φ 1 = Φ and
If Φ is not decreasing and the restriction of Φ to Φ −1 ({2, . . . , n}) is increasing then Φ k is not decreasing and the restriction of Φ k to (Φ k ) −1 ({2, . . . , n}) is increasing for all k ∈ N; moreover the rank of all the elements of N Φ k is the number of their nonzero rows, that is Hence we get that rank Ξ Φ k is the same for all Ξ Φ ∈ N Φ , which proves the claim.
2.3 A characterization of the maximum nilpotent orbit intersecting a subvariety of N As in Subsection 2.2, let Φ be a map from {1, . . . , n} to {2, . . . , n + 1} such that Φ(i) > i for i = 1, . . . , n. We will say that an element i of {1, . . . , n − 1} is Φ -regular if Φ(i) < Φ(i + 1). Similarly, if Ψ is a map from {1, . . . , n} to {0, . . . , n−1} such that Ψ(i) < i for i = 1, . . . , n we will say that an element
. . , n be the matrix of the coordinates of N Φ . Let Ξ Φ,0 be the n × (n + 1) matrix whose first n columns are the columns of Ξ Φ and whose last column is 0. If U is a square submatrix of Ξ Φ,0 of order p, for h = 1, . . . , p let i U (h) be the index of the h-th row of Ξ Φ,0 chosen for U and let j U (h) be the index of the h-th column of Ξ Φ,0 chosen for U . If Φ isn't not decreasing or the restriction of Φ to the subset Φ −1 ({2, . . . , n}) is not increasing, let U Φ be the square submatrix of Ξ Φ,0 of order p Φ > 1 with property ⋆) and the following properties:
is the minumum element of {1, . . . , n} for which there is a submatrix U Φ of Ξ Φ,0 with properties
Let G Φ be an n × n upper triangular matrix over the field of the rational functions of N Φ such that for i, j = 1, . . . , n the entry of G Φ of indices (i, i) is 1 and the entry of
For h = 2, . . . , p Φ − 1 we define g Φ,h by induction on h in the following way:
hence g Φ,h is such that the entry of (
; by the definition of G Φ we get the following result.
Proof By Proposition 2.1 we have that
Since the determinant of U Φ is the same as the determinant of the submatrix of (G Φ ) −1 Ξ Φ G Φ which corresponds to U Φ we get that:
which implies the claim.
Example 2.2
If U Φ is the matrix U of Example 2.1 where
By the definition of G Φ and by Proposition 2.5 we get the following result.
Corollary 2.3
The matrix (G Φ ) −1 Ξ Φ G Φ has the following entries:
2) the entry of indices (l,
for h = 2, . . . , p Φ − 1 and l = 1, . . . , n;
3) each one of the other entries is the same as the corresponding entry in Ξ Φ .
Let us consider the following permutation of {1, . . . , n}:
it induces a permutation of the canonical basis {e 1 , . . . , e n } of K n , which is associated to the endomorphism S Φ of K n such that S Φ (e i ) = e σ Φ (i) for i = 1, . . . , n. If Φ isn't not decreasing or the restriction of Φ to the subset Φ −1 ({2, . . . , n}) is not increasing, let Σ Φ : N −→ N be defined by
. . , n be a rational function from an affine variety A to N . For any such rational function, let Φ Υ be the map from {1, . . . , n} to {2, . . . , n + 1} such that υ i,j = 0 if j ∈ {1, Φ Υ (i) − 1} and either υ i,Φ Υ (i) = 0 or Φ Υ (i) = n+1, for all i = 1, . . . , n. Similarly, we can define Ψ Υ as the map from {1, . . . , n} to {0, . . . , n − 1} such that υ i,j = 0 if i ∈ {Ψ Υ (j) + 1, . . . , n} and either υ Ψ Υ (j),j = 0 or Ψ Υ (j) = 0, for all j = 1, . . . , n (the results of this section will concern the map Φ Υ rather than the map Ψ Υ ). We consider a certain rational function Υ; for all m ∈ N ∪ {0} we define a rational function Υ m from A to N in the following way: Υ 0 = Υ and
for all m ∈ N such that m ≥ 1. By these definitions we get the following Lemma and we can easily prove the following Proposition. Proof Let ν m be the cardinality of the set of all i ∈ {1, . . . , n} such that {l ∈ {i + 1, . . . , n} | Φ Υm (l) = n + 1, Φ Υm (l) ≤ Φ Υm (i)} = ∅. The claim is true if there exists m ∈ N ∪ {0} such that ν m = 0, hence it is enough to prove that there exists m ∈ N ∪ {0} such that ν m < ν 0 . If n − i U Φ Υ (1) = 2 then ν 1 < ν 0 , hence we can prove the claim by induction on n − i U Φ Υ (1) . By the definition of Υ 1 we get that ν 1 < ν 0 or ν 1 = ν 0 and n − i U Φ Υ (1) > n − i U Φ Υ,1 (1); hence the claim follows by the inductive hypothesis. We will denote by m Υ the minimum of all m ∈ N ∪ {0} which have the property expressed in Proposition 2.6. Example 2.3 Let Υ be the upper triangular matrix of order 13 with the following form:
 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 0 * * * * * * *
, p Φ Υ = 5 and:
 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 0 * * * * * * * *
where the empty spaces correspond to entries equal to 0. The entry △ is F U Φ Υ • Υ; the two dots¨above certain entries denote that it is obtained from the corresponding entry of Υ by adding a rational function according to 1) of Corollary 2.3, while the dot˙above certain entries denotes that it is obtained from the corresponding entry of Υ by adding to it a rational function according to 2) of Corollary 2.3. Now we have i U
If Υ is a generic rational function then:
 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
(1) = 10 and p Φ Υ 2 = 5, we have
 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ⋄ ⋄ ⋄⋄⋄⋄ * ⋄ ⋄⋄⋄⋄ * ∇ * * * * * ⋄⋄⋄⋄ * △⋄⋄ *
Hence in this case, if Υ is a generic rational function, m Υ is 3.
By Proposition 2.1 and property ⋆ 4 ) we get the following result.
Proposition 2.7 If Υ and Υ ′ are two rational functions from the same affine variety A to N such that any submatrix of Υ has the same rank as the corresponding submatrix of which is involved in these operations: it is the last column of
By Proposition 2.4 we get the following result.
Corollary 2.4
The maximum nilpotent orbit which intersects Υ(A) is determined by the map Φ Υm Υ .
Proof of Theorem 1.3 The claim is a consequence of Corollary 2.4 and Proposition 2.7.
Rational functions into M(n, K) with property *
Let A be an affine variety over K and let Υ = (υ i,j ), i, j = 1, . . . , n be a rational function from A to M (n, K). We define a D -product of entries of a matrix as a product of entries such that there are not two of them in the same row or column and such that the number of those entries is the order of the matrix. We will say that the rational function Υ has property * ) if for any nonzero submatrix V of (υ i,j ) there exist a coordinate x of A and only one entry f of V different from 0 such that: * ) if the sum of all the D -products of entries of V among which there is f depends on x then the determinant of V also depends on x.
An entry f of V with the property expressed in * ) will be said a * ) -entry of V ; similarly, a coordinate x of A with the property expressed in * ) will be said a * ) -coordinate of V . As previously, let Ξ = (ξ i,j ) be the generic element of M (n, k) and let Υ ′ = (υ ′ i,j ) be defined as follows:
If V is a submatrix of (υ i,j ) we will denote by V ′ the submatrix of (υ ′ i,j ) which corresponds to V .
Proof We can assume that V is a square submatrix of Υ; let q be the order of V . By property * ) the claim is obviously true if q is 1, hence we can prove it by induction on q. Let us assume that rank V ′ = q, rank V < q and let us prove that this assumption leads to a contradiction. For h = 1, . . . , q let i V (h) be the index of the h-th row of (υ i,j ) chosen for V and let j V (h) be the index of the h-th column of (υ i,j ) chosen for V . We consider V as the matrix of an endomorphism from e j V (1) , . . . , e j V (q) to e i V (1) , . . . , e i V (q) over the field K(A). Let h ∈ {1, . . . , q}, k ∈ {1, . . . , q} be such that the entry of V of indices (h, k) is a * ) -entry of V . Let V {h} ( (V ′ ) {h} ) be the submatrix of V (of V ′ ) obtained by cancelling the row of V (of V ′ ) whose index is h, let V {k} ( (V ′ ) {k} ) be the submatrix of V (of V ′ ) obtained by cancelling the column of V (of V ′ ) whose index is k and let V {k} {h} be the submatrix of V {h} (of (V ′ ) {h} ) obtained by cancelling the column of V {h} (of (V ′ ) {h} ) whose index is k. If the rank of (V ) {k} {h} is q − 1 then the rank of V is q (since in the determinant of V the coefficient of a * ) -coordinate associated to the * ) -entry of V of indices (h, k) is not 0). This reduces the proof to the case in which rank (V ) , l ∈ {1, . . . , q} − {k}} of e j V (l) , l ∈ {1, . . . , q} − {k} and a new basis {e ′ i V (l) , l ∈ {1, . . . , q} − {h}} of e i V (l) , l ∈ {1, . . . , q} − {h} such that the representation of (V ′ ) {k} {h} with respect to these new bases has the column of index k ′ equal to 0. We set e ′ j V (k) = e j V (k) , e ′ i V (h) = e i V (h) and we denote bỹ V the representation of V with respect to the bases {e ′ j V (l) , l ∈ {1, . . . , q}}, {e ′ i V (l) , l ∈ {1, . . . , q}}. By the previous observation on the rank of V {h} we get that the entry ofṼ of indices (h, k ′ ) is not 0; by the previous observation on the rank of V {k} we get that the submatrix ofṼ obtained by cancelling the row of index h and the column of index k ′ has rank greater than or equal to q − 1. But this implies that the rank ofṼ is q, which is in contradiction with the assumption that the determinant of V is 0. We will consider any n × n matrix X as a block matrix (X h,k ), where X h,k is a µ h × µ k matrix and h, k = 1, . . . , t. Let U B be the subalgebra of M (n, K) of all X such that for 1 ≤ k ≤ h ≤ t the blocks X h,k and X k,h are upper triangular, that is have the following form:
where for µ h = µ k we omit the first µ k − µ h columns and the last µ k − µ h rows respectively. For X ∈ U B , i, j ∈ {1, . . . , u} and l ∈ {1, . . . , min {µ q i , µ q j }} let
We set X(i, l) = X(i, i, l). Lemma 1.1 for the algebra U B becomes more precise, as follows.
Lemma 3.1 For X ∈ U B we have that:
is lower (upper) triangular for i = 1, . . . , u and l = 1, . . . , µ q i ; b) X is nilpotent iff X(i, l) is nilpotent for i = 1, . . . , u and l = 1, . . . , µ q i .
Proof We can construct a semisimple subalgebra of U B whose direct sum with the Jacobson radical of U B is U B ; the construction is as follows. For l = 1, . . . , µ q 1 let
X is nilpotent iff L X,l is nilpotent for l = 1, . . . , µ q 1 . For l = 1, . . . , µ q 1 let i l ∈ {1, . . . , u} be such that l ≤ µ q i l and µ q i l +1 < l if i l = u. Then the matrix of L X,l with respect to the basis {v l µq i ,j : i = 1, . . . , u, µ q i ≥ l} is the lower triangular block matrix (X(i, j, l)), i, j = 1, . . . , i l , which is nilpotent
is the matrix of L X,i,l with respect to the basis {v l µq i ,j : j = q i − q i−1 , . . . , 1} . We can substitute this basis with another basis of the same subspace such that X(i, l) is upper triangular, for i = 1, . . . , u and j = q i − q i−1 , . . . , 1.
We will denote by SU B the subspace of U B of all X such that X(i, l) is lower triangular for i = 1, . . . , u and l = 1, . . . , µ q i . Moreover we will denote by E B the subset of U B of all the nilpotent matrices and we will set
Lemma 3.2 The centralizer C B of J has the following properties: i) it is the subspace of U B of all X such that
ii) if X ∈ C B we can choose G with the property expressed in a) of lemma 3.1 and such that GJ = JG.
Proof For i) see [1] or Lemma 3.2 of [3] . Using the notations of the proof of lemma 3.1, for i = 1, . . . , u let (c We can shortly say that X ∈ C B iff its blocks are upper triangular Toeplitz matrices. By lemma 3.2 if A ∈ C B then A(i, l) = A(i, l ′ ) for i ∈ {1, . . . , u} and l, l ′ ∈ {1, . . . , µ q i } ; we denote this matrix by A(i) . We will denote by SC B the subspace of all A ∈ C B such that A(i) is lower triangular for i = 1, . . . , u. Moreover we will set
Example 3.1 If B = (3, 3, 3, 2) we have that A ∈ N B iff there exists a set {a l h,k ∈ K | (h, k, l) ∈ {1, 2, 3, 4} 2 × {1, 2, 3}} such that A is the matrix: 
For each A ∈ N B there exists G ∈ C B and a set {ā l h,k ∈ K | (h, k, l) ∈ {1, 2, 3, 4} 2 × {1, 2, 3}} such that det G = 0 and G −1 AG is the following element of SN B : 
By lemma 3.1 we get the following result. 
Upper triangular form of SE B , SN B
There is a bijection between ∆ B and the set {(i, j, l) | i ∈ {1, . . . , u}, j ∈ {q i − q i−1 , . . . , 1}, l ∈ {1, . . . , µ q i }} ; this set will be identified with ∆ B and with the set of the indices of the rows and the columns. It is ordered according to the following rule: (i, j, l) < (i ′ , j ′ , l ′ ) iff one of the following conditions holds:
We observe that for i ∈ {1, . . . , u} an element of B is equal to µ q i iff there exists j ∈ {q i −q i−1 , . . . , 1} such that it is the (q i −j +1)−th element of B. If we represent an element X of M (n, K) in the block form X = (X h,k ), h, k = 1, . . . , t then the entry of X v l ′ µq i ′ ,j ′ with respect to v l µq i ,j , that is the entry of X of indices ((i, j, l), (i ′ , j ′ , l ′ )), is the entry of the matrix X q i −j+1,q i ′ −j ′ +1 which, in this matrix, has indices (µ q i − l + 1, µ q i ′ − l ′ + 1). The next Lemma explains which square blocks of the matrix X ∈ SE B are nilpotent (see the matrix A of Example 3.1).
Lemma 3.3
If i, i ′ ∈ {1, . . . , u} , j ∈ {q i − q i−1 , . . . , 1} and j ′ ∈ {q i ′ − q i ′ −1 , . . . , 1} the maximum rank of X q i −j+1,q i ′ −j ′ +1 for X ∈ SE B (X ∈ SN B ) is:
Proof The claim is a consequence of the fact that if X ∈ U B then X ∈ SE B iff X(i, l) is strictly lower triangular for i = 1, . . . , u (if X ∈ SN B then X(i, l) = X(i, l + 1) for l = 1, . . . , µ q i − 1).
If X is an endomorphism of K n and Λ is a basis of K n we will denote by R X,Λ the relation in the set of the elements of Λ defined as follows: w ′ R X,Λ w iff X w ′ has nonzero entry with respect to w. By the form of the matrices of U B and lemma 3.3 we get the following description of the elements of SE B . 
, that is the entry of X of indices ((i, j, l), (i ′ , j ′ , l ′ )) is not 0, iff one of the following conditions holds:
The subalgebra SE B ( SN B ) is a maximal nilpotent subalgebra of U B (C B ); hence there exists a basis of K n with respect to which all the elements of SE B (SN B ) are upper triangular. A basis with this property can be obtained just replacing the order of ∆ B with the following new order: (i, j, l) ≺ (i ′ , j ′ , l ′ ) if one of the following conditions holds:
Let ∆ B,≺ be the basis of K n which has the same elements as ∆ B but in the order ≺ . By Corollary 3.2, the representation of all the elements of SE B ( SN B ) with respect to ∆ B,≺ is upper triangular. an element of SN B , considered as an endomorphism, has the following matrix with respect to ∆ B :
If we instead consider the basis ∆ B,≺ = {v 
In the following part of this Section and in the next one we will represent any endomorphism of K n with respect to the basis ∆ B,≺ . For h = 0, . . . ,
which will be considered as an ordered set with the order induced by ≺. We set t h = ∆ B,h and t −1 = 0; then t h ≥ t h ′ if h < h ′ . Let π h be the canonical projection of K n onto ∆ B,h ; for X ∈ M (n, K) and h, k ∈ {0, . . . , µ q 1 −1} let X h,k = π h • X| ∆ B,k ; we consider X as a block matrix:
In the remainder of this Subsection we will describe the representation of the algebra SN B with respect to ∆ B,≺ , as it appears in Example 3.2. This will also give a description of the representation of SE B with respect to ∆ B,≺ , since SE B is the minimal subspace of N which contains SN B and is defined by the condition that some coordinates are 0. Let A ∈ SN B . If we cancel the row and the column of index (1, q 1 , l) for l = 1, . . . , µ q 1 , that is the first row of each row of blocks and the first column of each column of blocks, we get a matrix A * of SN B * , where B * = (µ 2 , . . . , µ t ) . If we cancel the row and the column of index (q u , h+1, 1)
(that is of index 
ii) for k ∈ {1, . . . , µ q 1 − 1} and h ∈ {1, . . . , k} the entry of A h,k of indices (i, j) is equal to the entry of A h−1,k−1 of indices (i, j) .
Proof The claim i) can be proved by Corollary 3.2; the claim ii) can be proved by Lemma 3.2, Corollary 3.2 and induction on n (we can consider A * or A * ).
The following result is a direct consequence of Proposition 3.1.
Corollary 3.3
If X ∈ M (n, K) then X ∈ SN B if and only if X is a strictly upper triangular matrix such that X h+1,k+1 is a submatrix of X h,k and, if X h+1,k+1 = X h,k , then X h,k is obtained by writing 0's under X h+1,k+1 and, if needed, any other columns on its right, for h, k = 0, . . . , µ q 1 − 2 .
We denote by X = (x i,j ), i, j = 1, . . . , n the generic element of SE B (with respect to ∆ B,≺ ), which represents a morphism from an affine space to N such that x i,j is 0 or is just one of the coordinates of that affine space (x i,j = x i ′ ,j ′ if (i, j) = (i ′ , j ′ ) and x i,j or x i ′ ,j ′ is not 0). Instead we denote by A = (a i,j ), i, j = 1, . . . , n the generic element of SN B (with respect to ∆ B,≺ ), which represents a morphism from an affine space to N such that a i,j is 0 or is just one of the coordinates of that affine space. The following result is also a consequence of Proposition 3.1.
replacing a i,j with a j,i and a i ′ ,j ′ with a j ′ ,i ′ in the previous assertion one gets an assertion which is still true.
. . , µ t − h) (omitting the values which are not positive). By Proposition 3.1 we get the following result. t l rows and columns is the generic element of
By Corollary 3.3 we get the following result.
Proposition 3.2
If h ∈ {1, . . . , µ q 1 − 2} and k ∈ {h + 1, . . . , µ q 1 − 1} then
h,k has t µq 1 −1−(k−h) rows and no zero entries while for λ = µ q 1 −1, . . . , k+1 the block
h,k has t λ−1−(k−h) − t λ−(k−h) rows, has the first t λ columns equal to 0 and has the other entries different from 0 (it is possible that t λ−1−(k−h) −t λ−(k−h) is 0).
It is obvious that if h ∈ {1, . . . , µ q 1 − 3}, k ∈ {h + 1, . . . , µ q 1 − 2} and λ ∈ {k + 2, . . . , µ q 1 } then A have the same number of rows (but respectively t λ and t λ+1 zero columns). For h ∈ {1, . . . , µ q 1 − 2} , k ∈ {h + 1, . . . , µ q 1 − 1} we will denote by l(h, k) the maximum of the set of all l ∈ {h, . . . , k − 1} such that t l = t k . By this definition and Proposition 3.2 we get the following result.
Corollary 3.5 If h ∈ {1, . . . , µ q 1 − 2} , k ∈ {h + 2, . . . , µ q 1 − 1} and λ ∈ {k + 1, . . . , µ q 1 − 1 } then all the blocks A (λ) 2) the entry of indices
Proof We can prove the claim by Proposition 3.1, using for simplicity induction on n and lemma 3.4. By ii) of Proposition 3.1 in order to prove 2) it is enough to prove the following claim: if k ∈ {1, . . . , µ q 1 − 1} and the entry of indices (i, j) of A 0,k is 0 for all A ∈ SN B then the entry of indices (i, j) of A 0,k−1 is also 0 for all A ∈ SN B . It can be proved by induction on t 0 − i (if i = t 0 the claim is true, since the claim is true for A (1) by the inductive hypothesis). t l has kernel of dimension 1).
Not empty intersection between SN B and the maximum nilpotent orbit which intersects SE B
In the set {1, . . . , n} 2 we will consider the following strict partial order:
It induces a relation in the set of the coordinates of SN B , defined as follows: if a and a ′ are coordinates of SN B , we will say that a is smaller than a ′ if there exist
, a is the entry of A of indices (i, j) and a ′ is the entry of A of indices (i ′ , j ′ ). We observe that if a is smaller than a ′ and a ′ is both the entry of indices (i ′ , j ′ ) and the entry of indices (ι ′ , γ ′ ) with ι ′ < i ′ then there exists (ι, γ) < (ι ′ , γ ′ ) such that the entry of A of indices (ι, γ) is a; this is a consequence of Proposition 3.1. It is obvious that if a is smaller than a ′ then a ′ is not smaller than a. Let a, a ′ be the entries of A of indices (i, j) and (i ′ , j ′ ) with (i, j) < (i ′ , j ′ ); let a ′ , a ′′ be the entries of A of indices (ι ′ , γ ′ ) and (i ′′ , j ′′ ) with (ι ′ , γ ′ ) < (i ′′ , j ′′ ) and ι ′ = i ′ . If ι ′ < i ′ then by the previous observation we get that a is smaller than a ′′ ; if ι ′ > i ′ and a is not smaller than a ′′ then (i ′′ , j ′′ ) is an entry of the first row of blocks of A and we would get that a is smaller than a ′′ by adding another row and column of blocks as a first row and column, according to Corollary 3.3. Hence this relation in the set of the coordinates of SN B can be extended to a partial order. If a is not smaller than a ′ and a = a ′ we will say that a is greater than a ′ . The following result is a consequence of Corollary 3.6.
Corollary 3.9 If I ⊆ {1, . . . , n−1}, J ⊆ {2, . . . , n} and i, j are respectively the minimum element of I and the maximum element of J then: a) if there exists (i, k) ∈ I × J such that a i,k = 0 then there exists j ∈ J such that a i,j is different from all the entries of the set
b) if there exists (k, j) ∈ I × J such that a k,j = 0 then there exists i ∈ I such that a i,j is different from all the entries of the set
Proof We first prove a). Let us consider the element h k ∈ {µ q 1 − 1, . . . , 0}
such that
If h J = h k by ii) of Proposition 3.1 we can set j = k, since a i,k is different from all the other entries of the submatrix (a i ′ ,j ′ ), i ′ ∈ I, j ′ ∈ J. Hence we can prove the claim by induction on h J − h k . If a i,k is not different from all the entries of the set
then by 2) of Corollary 3.6 we get that a i,k ′ = 0. Hence the claim follows by the inductive hypothesis. The claim b) can be proved in the same way.
We define the following equivalence relation in the set {1, . . . , n}: we say that i and j are similar if there exist an entry of A of column index i and an entry of A of column index j which are equal; by Corollary 3.3 one gets an equivalent condition by replacing the word "column" with the word "row". By Corollary 3.9 we get the following result. a) if i and j are respectively the minimum possible element of I ′ and the maximum possible element of J such that a i,j = 0 then a i,j is different from all the entries of the set
b) the same claim as in a) holds if i and j are respectively the minimum possible element of I and the maximum possible element of J ′ .
By Corollary 3.10 we get the following result.
Corollary 3.11
The rational function A over M (n, K) has the property * ) defined in Subsection 2.4.
Proof of Theorem 1.4 By Corollary 3.11, Proposition 2.8 and Theorem 1.3 the maximum nilpotent orbit which intersects SN B is the same as the maximum nilpotent orbit which intersects SE B , which is the statement of Theorem 1.4 .
4 Proof of Theorem 1.2
The graph associated to B
Let R B be the relation in the set of the elements of ∆ B defined as follows: Proof The relation R B is obviously antisymmetric; the condition ι 1 ) implies l > l ′ , hence it is also transitive.
The relation R B describes a generic element of SE B , hence by Theorem 1.4 we get the following result.
Corollary 4.1
The maximum nilpotent orbit of the elements of SN B is determined by the relation R B .
We will write the vertices of the graph of R B forming a table in the following way: the elements of N ∪ {0} will be the indices of the rows and µ qu , . . . , µ q 1 will be the indices of the columns; the element v l µq i ,j of ∆ B will be written in the µ q i −th column and in the row whose index is the maximum number m such that there exist elements of ∆ B whose images under X m have nonzero entry with respect to v l µq i ,j for some X ∈ SE B . The graph of R B could be obtained by writing arrows on this 
Lemma 4.1 The vectors of ∆ B appear in the graph of R B according to the following rules:
Proof The claim a) follows by ι 2 ) and ι 3 ) of Corollary 3.2; the claims b) and c) follow respectively from ι 1 ) and ι 3 ) of the same Corollary. 
On the partition associated to elements of E B (N B )
Let X be the matrix of an endomorphism of K n with respect to the basis ∆ B . We recall the following classical lemma (see [7] ). Lemma 4.3 If X ∈ N (n, K) has index of nilpotency ω and v ∈ K n is such that X ω−1 v = 0 there exists a subspace V of K n such that X(V ) ⊆ V and
By Lemma 4.3 we get the following result.
Proof Since v is cyclic for X we have that
Let X have partition (ν 1 , . . . , ν p ). Since ν 1 is the index of nilpotency of X we have
is the index of nilpotency of X v,1 by lemma 4.3. Hence X ν 2 −1 Jv ∈ W X,v,1 . Similarly for i = 2, . . . , p − 1 we have that ν i+1 is the index of nilpotency of X v,i and then
Let K B be the subset of K n of all the vectors which have nonzero entry with respect to v 1 µq 1 ,q 1 . The following Lemma is a generalization of a known result for the elements of N B .
Lemma 4.4 For all v ∈ K B the subset of SE B of all X such that v is cyclic for X is not empty.
Proof In [14] it has been proved that the subset of SN B ×K n of all the pairs (X, v) such that v is cyclic for X is not empty. The projection of this subset on K n is an open subset which is not empty, hence its intersection with K B is not empty. Since any element of K B can be the µ q 1 −th element of a Jordan basis for J we get that K B is contained in that projection.
We will consider pairs (X, v) ∈ N (n, K) × K n with the following property: 
The maximum partition in
We observe that if X ∈ SN B then J X,v commutes with X v,1 . In general J X,v is not in Jordan canonical form with respect to the basis
. . ,ĩ − 1 and j = q i − q i−1 , . . . , 1 (see the example with B = (17, 15, 13, 5, 4, 3 2 , 2, 1) , where µ qĩ = 4 and µ qĩ +ǫ = 3). In the next Corollary we will show that if (X, v) ∈ SE ⋆ B the partition of n − ω 1 which corresponds to J X,v is the partition B which has been defined in the introduction. For i = 1, . . . ,ĩ − 1 and j = q i − q i−1 , . . . , 1 let H(i, j) be the set of
. By iii) of lemma 4.1 for i = 1, . . . ,ĩ − 1 and
this proves the first claim. For m = 0, . . . , ϕ(v µq i −1 µq i ,j ) the vector X m v has nonzero entry with respect to the vector of ∆ • B which is written in the row of index m of the graph of R B , while it has zero entry with respect to the vectors of ∆ • B which are written in the previous rows; hence
which proves the second claim.
In the following we will assume that for (X, v) ∈ SE ⋆ B , i = 1, . . . ,ĩ − 1, j = q i − q i−1 , . . . , 1 and (i ′ , j ′ , l ′ ) ∈ H(i, j) the elements a(i, j, i ′ , j ′ , l ′ ) ∈ K have the property expressed in lemma 4.6. Proof In lemma 4.6 for i = 1, . . . ,ĩ − 1 and j = q i − q i−1 , . . . , 1 we have proved the following claims: For any (X, v) ∈ SE ⋆ B we consider a basis ∆ B,X,v with the property expressed in lemma 4.2 and we define a map from ∆ B,X,v to {e 1 , . . . , e n−ω 1 } in the following way: if W X,v,1 +v l µq i ,j is the h−th element of ∆ B,X,v the image of W X,v,1 +v l µq i ,j is e h . This map induces an isomorphism p X,v from K n /W X,v,1
to K n−ω 1 ; we denote by π B the morphism from SE 3 rd step: by b) of Proposition 4.5 the maximum partition which is associated to the elements of SE B is less than or equal to (ω 1 , ω 1 , ω 2 , . . . , ω z ).
Hence the maximum partition which is associated to the elements of SE B is (ω 1 , ω 1 , ω 2 , . . . , ω z ), which by Theorem 1.4 is equivalent to the claim.
Another proof of Theorem 1.2 We observe that all the proves of this Section could be repeated by substituting the variety SE B with the variety SN B , getting a proof of Theorem 1.2 which is independent from Theorem 1.4. . Another proof of Theorem 5.1 We can prove the claim by induction on n, hence we can assume that ω i − ω i+1 ≥ 2 for i = 1, . . . , z − 1. By the definition of ω 1 and ω 1 we get that ω 1 − ω 1 ≥ 2, hence by Theorem 1.2 we get that ω i − ω i+1 ≥ 2 for i = 1, . . . , z − 1. Then by Corollary 1.1 we get that Q(Q(B)) = Q(B).
Polona Oblak recently published a paper on properties of the nilpotent orbits which intersect N B for some special types of B (see [16] ), among which we cite the following result. closed field K such that char K = 0 and N (g) is the nilpotent cone of g then N (g) is irreducible (see [12] ). Let e ∈ N (g) and let z g (e) be the centralizer of e. Let {e, h, f } be an sl 2 -triple and let g = i∈Z g(i) be the corresponding Z− grading of g. Let G be the adjoint group of g. In [17] D.I. Panyushev defined an element e to be self-large if G · e ∩ (z g (e) ∩ N (g)) is open (dense) in z g (e) ∩ N (g) and he proved the following result.
Theorem 5.3
The element e ∈ N is "self-large" iff z g (e) ∩ g(0) is toral and z g (e) ∩ g(1) = {0}.
