Abstract. In this article we propose a method for parameter learning within the energy minimisation framework for segmentation. We do this in an incremental way where user input is required for resolving segmentation ambiguities. Whereas most other interactive learning approaches focus on learning appearance characteristics only, our approach is able to cope with learning prior terms; in particular the Potts terms in binary image segmentation. The artificial as well as real examples illustrate the applicability of the approach.
Introduction
Energy minimisation techniques are proven to be a powerful tool for image segmentation. However, one of the most important questions -how to learn unknown model parameters -still remains on the agenda. There are many approaches addressing this problem. One possible way is to exploit the probabilistic nature of commonly used energy minimisation functions -they are Maximum A-posteriori decisions for corresponding Markov Random Fields. Consequently, the task of parameter learning can be formulated using established statistical methods, like e.g. Maximum Likelihood principle [1] . Although this approach has many advantages (it is well grounded, the learning can be sometimes done in a fully unsupervised manner etc.), it has also certain drawbacks. First of all, it is often computationally infeasible (the corresponding tasks are NP-complete). There are many approximate solutions, but in most cases there is no estimation for the approximation quality. Second, these methods attempt to find parameters of the underlying probability distributions, rather than the parameters of the corresponding classifiers/algorithms. It is known that e.g. the Maximum Aposteriori decision is biased in a certain sense -it does not reflect the model statistics (see e.g. [2] ). Consequently, the parameters of the probability distribution are not necessarily optimal for a classifier, if the latter is rated according to an arbitrary measure (e.g. the number of misclassified pixels).
Another way is to consider classifiers "as is" without probabilistic background. A rather straightforward approach is to use cross-validation on test images with ground truth. Usually, the parameter under consideration is resampled within some reasonable range. For each value the inference is performed and a rating score is computed. It can be for instance the one, which minimises the number of misclassified pixels. More elaborated techniques (see e.g. [3] ) can be used as well. The parameter value with optimal score is chosen as the optimal one. The main drawback of this method is, that its direct extension to more than one parameter leads to computational explosion. Another disadvantage is the following. The dependency of the chosen rating score from the parameter value needs not necessarily be smooth -i.e. the resampling (substitution of a continuous range by a discrete set) may lead to a parameter, that is far from optimal.
There is a group of methods based on Parametric Flow [4] . They allow (for certain models) to compute all solutions for a predefined continuous parameter range, rather than for a discrete set as in the previous case. The optimal parameter value is then chosen according to a given quality measure. A comprehensive review of such methods can be found in [5] .
It is worth mentioning that all non-probabilistic methods described above need classified data in order to work at all -i.e. ground truth segmentation. This fact motivated development of interactive segmentation schemes. Prominent representatives are e.g. [6, 7] . In these schemes there is no ground truth in advance. A non-complete ground truth (in some pixels only) is produced by user during the segmentation. Usually, the overall scheme consists of a loop. In each iteration there is a set of actual parameters, according to which the actual segmentation is performed. The user has the possibility either to accept the segmentation (to break the loop and finish the work) or to correct it manually. In the latter case parameters are re-estimated according to the user interaction and the whole procedure is repeated again. One important characteristic feature of almost all recent interactive segmentations is that only appearance characteristics are learned by user interactions. Prior terms are specified in advance and remain unchanged.
In this work we propose a novel approach for parameter learning, which is based on the idea of incremental learning. In contrast to other methods there is no single parameter in each iteration of the algorithm, but a set of feasible ones, i.e. those, which do not contradict to the user inputs. If this set is ambiguousmore than one optimal segmentation is possible for different parameter values from the set -the user is asked to resolve this situation. His feedback is used to restrict the set of feasible parameters. The difference from known approaches is twofold. First, the proposed scheme produces a range of feasible unambiguous parameters, rather than a single "optimal" one. Second, interactions between the algorithm and the user are initiated not by the user but by the algorithmi.e. unlike other interactive methods (e.g. [8, 6] ) there is a clear stopping criterion. Finally, the approach can be used for learning of prior parameters. In particular, we consider in this work in detail how to learn the strength of Potts interaction for binary segmentation.
The rest of the paper is organised as follows. In the next section we present the model and formulate the task we are interested in. We also recall the Parametric Flow approach, which our method is based on. In Section 3 we present the idea of the incremental learning and show how to apply this idea to the task introduced before. In the next section we present experiments and finalize with conclusions and open questions.
Model
In this article we are concerned with binary segmentation of images. Let R be a set of pixels. The image x : R → C is a mapping that assigns a colour value c ∈ C to each pixel r ∈ R. The colour value in a pixel r is denoted by x r . In binary segmentation a label l ∈ {0, 1} (background/foreground) should be assigned to each position r forming a labelling s : R → {0, 1} (a label chosen by the segmentation in a pixel r is denoted by s r ). A common way is to formulate the segmentation task as an Energy minimisation problem as follows. The pixels are considered as vertices of a graph G = (R, E), where the edges {r, r } ∈ E connect neighbouring pixels (usually the 4-neighbourhood structure is used). The task is to find the labelling of the minimal energy, i.e
The functions q : C × {0, 1} → 4 (usually called data terms) are penalties for assigning the label s r to the colour value x r in the pixel r. In the simplest case they are negated logarithms of corresponding conditional probability distributions p(c|l) to observe the colour value c ∈ C given the label l. The second summation in (1) (usually called model term) captures prior assumptions about the labellings. In many applications one favours compact segments. This corresponds to the Potts model g(l, l ) = λ · 1(l = l ), where λ is the strength of the Potts interactions. Summarizing the energy of a labelling s is
The parameter λ ∈ 4 + 0 weights the relative importance of the prior assumptions about the labellings against the observation penalties. Of course, the segmentation heavily depends on its choice. For example λ = 0 leads to the segmentation that purely depends on the observation -the assignment of a label in one pixel is not influenced by the label assignments of its neighbours. On the other hand, if λ > λ max = min l∈{0,1} [ r q r (l)] is used, the optimal labelling is constant: s r = arg min l∈{0,1} [ r q r (l)] for all r. Therefore it is possible to restrict the range of λ to the interval
The main issue of this article is the investigation of the set Λ of possible λ values. Informally said, the goal is to chose an "optimal" subinterval of Λ that coincides with user inputs.
At this point we would like to recall the basic idea of Parametric Flow, which is used in our method. Denoting byĒ(λ) = min s E(λ, s), the graph ofĒ(λ) is illustrated in Fig. 1 . The graph ofĒ(λ) is the lower envelope of piecewise linear (with respect to λ) functions E(λ, s). The points whereĒ(λ) changes its slope are referred as breakpoints. These breakpoints correspond to values of λ where transitions from one minimizing segmentation s of (2) to another minimizing segmentation s take place. The slope of each linear part of the graph is the number of edges {r, r }, for which different labels are assigned by the corresponding minimizer s to r and r . Consequently, the number of breakpoints inĒ(λ) is bounded by the number of edges.
Fig. 1. The graph ofĒ(λ).
The aim of the Parametric Flow algorithm is to find all breakpoints λ 0 = 0, λ 1 , . . . , λ m = λ max . This is done recursively by subdividing the initial interval Λ. In [5] a subdividing-scheme is given, which we adapted to our case. The idea is as follows. Starting with an initial interval [λ i , λ j ] the labellings s i = arg min s E(λ i , s) and s j = arg min s E(λ j , s) are calculated. This can be done exactly e.g. via MinCut/MaxFlow algorithms. We used the implementations presented in [9] [10] [11] 
Incremental learning
The general idea of incremental learning is as follows (see [12] for details). Let X be a set of observations and K be a set of hidden classes. A classifier f : X → K is a mapping that assigns a class k ∈ K to each observation x ∈ X . Usually, a classifier is known up to an unknown parameter (we denote it by Θ). The conventional learning task is to find a parameter Θ * that classifies a given training set L = (x i , k i )|i = 1 . . . l correctly, i.e. f (x i ; Θ * ) = k i holds for all i. After the learning phase is performed, the recognition phase (classification) consists of the application of the learned parameter, i.e. k = f (x; Θ * ) to each unknown x.
In contrast to the conventional scheme, in the incremental learning there is no separation between the learning and the recognition phases. The idea is to estimate at a time not only a single parameter, but the set of all feasible ones, which do not contradict to the training set. The latter may be thereby incomplete. The procedure is as follows. Starting from a "full set" θ of classifiers repeat:
(1) Observe current x; (2) Perform recognition for all Θ ∈ θ -calculate the subset K ⊂ K of classes that can be obtained using current parameter set:
If the recognition is not unique, i.e. |K | > 1: (a) Ask teacher for the correct k * ∈ K , (b) Restrict θ in order to satisfy teacher input:
Our approach is based on the observation that the Energy Minimisation formulation is in fact a classifier, where: a) the set of observations X is the set of all images; b) the set of classes K is the set of all labellings; c) unknown parameter Θ is the strength of the Potts interaction λ, i.e. f (x; Θ) = f (x; λ) = min s E(x, s; λ). 2 Let us consider this in more detail.
Step (2) of the above scheme can be done by Parametric Flow as considered in the previous section. The speciality of our case is a huge set of classes. Fortunately it is not the set of all labellings because the number of optimal ones for the full range of λ is bounded by the number of edges as mentioned previously. However, it is still to large to be convenient for the user. To avoid this problem, we need to modify the step (3a) to meet our needs. It can be noticed that it is not necessary to decide for a particular labelling in order to restrict the set of feasible λ-s. For example, the user can just assign manually the right label in a single pixel. Obviously, such an action is profitable only for those pixels, where different labels are possible according to the actual set of minimizing labellings. Summarizing, the algorithm should ask the user to fix a label in such a pixel, that after the user's assignment the set of feasible λ is restricted as much as possible. We refer to this activityi.e. proposition for a pixel -as "user request". In particular, we use the following very simple request strategy. For each pixel a label histogram h r (l) is computed, i.e. for each label how many minimizing labellings assign label l to the pixel r. The pixel with lowest difference |h r (0)−h r (1)| is proposed the user for evaluation. Summarizing, the learning schema for one image x looks as follows: 
The loop (2) is repeated as long as the set S consists of more than one labelling.
Experiments
Since we wanted to evaluate our interactive segmentation scheme not only on "isolated" image examples, we automated the user interaction by replacing the real user with a "RoboUser" [14] . In cases that the above segmentation scheme requests user input for resolving ambiguous label assignments in one pixel, the RoboUser assigns this pixel according to the ground truth label. First, we evaluated our method on artificially generated images. The experiments were carried out on two image samples for each combination of (λ gen , σ) values. In order to evaluate the method we chose a labelling (and the corresponding λ interval), that can be understood as "the best possible in the scope of the used model". It was chosen as follows: we applied the Parametric Flow algorithm as described in section 2 to get the set of all minimizing labellings S within the interval Λ. Thereby the negative logarithms of the generating Gaussian noise distributions served as the q functions in (1) . Among all minimizers from S the one having minimal Hamming distance from the real ground truth and the corresponding λ interval is chosen. We denote the minimal Hamming distance (averaged over the two image samples) as H * and the mean of the corresponding λ interval as λ * . The aim of the experiments is to compare H * and λ * with the values reached by the interactive learning scheme.
The results of the method -the minimal and maximal values of the subintervals the interactive learning algorithm led to -are shown in Fig. 2 as dashed and dotted lines respectively, whereas λ * is plotted as a solid line. In Fig. 3 the Hamming distances of the labelling corresponding to the found subintervals are depicted as dashed lines and the minimal Hamming distances H * as solid lines. In the latter figure we omitted plotting the Hamming distances for σ = 10 and 20 because of their small values. Note that in Fig. 2 different colours represent different image samples and in Fig. 3 The following effects can be observed. In most of the experiments the interactive learning scheme found the same λ value as the Parametric Flow did (in the corresponding points of the plots in Fig. 2 solid line lies between dashed and dotted ones). In some seldom cases they do not correspond exactly (see e.g. λ gen = 2.75 in Fig. 2(c) ). However, the corresponding Hamming distances are almost equal (see the same λ value in Fig. 3 ) -i.e. different Potts parameters lead to the same recognition result. These effect becomes more distinctive with increasing of σ and λ gen . Finally, there are "outliers" -experiments, in which the found λ interval (as well as the reached Hamming distance) has nothing in common with the true one. The presence of these cases can be explained by the very simple request strategy used in the experiments. Not surprisingly, such cases are observed much more often for big σ values. In these situations even the best possible Hamming distance is still very big, because the Gaussians for different segments heavily overlap. Consequently, there are many pixels, having the following property. The label which corresponds to the best possible segmentation and the label in the ground truth are different. If in an early stage of the algorithm such a pixel is proposed for evaluation, the best (according to the Hamming distance) labelling is removed from the set of feasible labellings, that leads to the wrong learning result. An interesting effect can be observed especially for small σ-s. In these cases the data terms in (2) are very distinctive, i.e. they practically determine the labelling even for "wrong" λ values. Consequently, the found range of λ becomes larger. According to this, the length of the reached λ range can serve as a quality measure for the "goodness" of data terms in practice.
For the experiments on real images (see Fig. 4 ) we used the database [15] and segmentation results of the GrabCut [6] algorithm as ground truth. Furthermore we also used the data terms GrabCut had learnt during its segmentation for our q functions. The image in Fig. 4(b) shows the corresponding confidence values |h r (0) − h r (1)| based on the initial minimizing labelling set S (scaled for visibility). In Fig. 4 (c) the final segmentation is presented, which was obtained by our scheme after 11 RoboUser iterations. This example just demonstrates the applicability of our approach for real images as well.
Conclusions
In this work we presented a novel learning approach for the Energy Minimisation framework, which is based on incremental learning. We applied it to binary segmentation problem for interactive learning of the strength of Potts interactions between neighbouring pixels. The main differences from the known methods are the following:
-The method is able to learn prior parameters.
-The method produces a range of parameters, rather than a single one. It makes possible to combine the method with other ones, using it e.g. as an additional constraint. -The interactions between the algorithm and the user is initiated by the algorithm, but not by the user. First of all it leads to the clear stopping criterion. Second, this situation is in a certain sense more user friendly, because often it is much more easier for the user to answer a simple question as to control the system -i.e. to decide, whether to accept the actual segmentation, which pixels to mark otherwise etc.
The presented work is the first trial at most. Consequently, there are many direction for further development. The most intriguing question is how to extend the approach to the case of more then one parameter. This problem is common for almost all learning schemes, mentioned in the paper (cross-validation, pure Parametric Flow, our approach etc.). Therefore, its reasonable (may be approximate) solution would essentially extend the capabilities of all approaches. Interestingly, in the case of incremental learning the task can be formulated in a slightly another way, because here it is not necessary in general to enumerate all feasible solutions -it is enough only to answer, whether the current parameter set is ambiguous, in order to initiate request to the user.
In the proposed interactive scheme we used a very simple request strategy -the user should fix label just in one pixel, this pixel is chosen by the system in a very simple manner. Of course, other strategies are possible as well, which formulate more elaborated requests. Obviously, they would lead to the reduction of the number of user interactions, demanding at the same time more elaborated user feedback. A related question is how to combine incremental learning with other interactive learning techniques, e.g. to learn strength λ and appearance characteristics q simultaneously.
Last but not least, a very interesting question is, how to adapt our scheme (as well as for example Parametric Flow) to the situation, that the task is not exactly solvable for a fixed parameter value.
