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ow computat ions on a regul ar and on an
i r regul ar gr i d.
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Abstract
Ocean ow problems can be discreti zed and sol ved on a regul ar gr i d, by taki ng l and
poi nts i nto account i n the computat i ons , or on an i r regul ar gr i d. In the l at ter approach,
the number of unknowns i s l es s than f or the regul ar gr i d. The data st ructures are com-
pl etel y di erent f or the two approaches . As a consequence, di erent numer i cal techni ques
may be requi red. I n thi s paper we study di erent precondi t i oners , based on the EBE-
precondi t i oner that was i ni t i al l y proposed by Hughes et al [2]. We al so showhow the
al gor i thms can be paral l el i zed and we gi ve resul t s obtai ned on a cl uster of workstat i ons .
1 Introduction.
Accurate simulati on of ocean ow requi res a hi gh resol uti onmodel , i nvol vi ng up tomi l l i ons of
unknowns. For simul ati ons wi th these model s one needs the most powerful paral l el computers.
The computi ng power of these machi nes can onl y be expl oi ted i f the rel evant al gori thms are
wel l paral l el i zabl e.
An important part of the computer time for an ocean owsimul ati on i s spent i n the
sol uti on of l i near systems of equati ons. Paral l el i zati on of sol uti on methods for these systems
i s not tri vi al . In thi s paper we study the paral l el i zati on of i terati ve sol uti on methods, and i n
parti cul ar of the precondi ti oner. We appl y the i terati ve sol uti on techni ques f or the sol uti on
of the di screti zed Poi sson equati on i n spheri cal coordi nates on a regul ar, and on an i rregul ar
gri d.
The research i s part of a l arger project. The aimof that proj ect i s to devel op a paral l el
code for hi gh resol uti on ocean owsimul ati on.
2 The model problem.
Our numeri cal exampl e i s a very simpl e model f or the spreadi ng of pol l uti on f roma smal l
source i n the Paci c. Thi s probl emcanbe model ed by the Poi ssonequati onwi thproper ri ght-
hand si de and boundary condi ti ons. We have expressed the probl emi n spheri cal coordi nates,
wi th constant radi us, to get the resul ts i n the fami l i ar l ongi tudes and l ati tudes.
The Poi sson equati on i n spheri cal coordi nates wi th a constant radi us i s gi ven by
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). For the ri ght-handsi de functi onwe have sel ected f = 0:4.
We sol ve thi s equati on on a sphere, and theref ore have the cycl i c boundary condi ti on
u( ; ) =u(; ): (2)
The South Pol e i s l and, and hence i s not a part of the domai n. The North Pol e l eads to a
si ngul ari ty because of the spheri cal coordi nates. Thi s probl emi s sol vedby excl udi ng l ati tudes
hi gher than 88

, or i n our coordi nate system < 1: 54. Al ong the coasts, and on the North
Pol e, we assume homogeneous Neumann boundary condi ti ons.
@u
@n
=0: (3)
The source of pol l uti on i s model ed by the condi ti on
u=5 i n [ 0. 45, 0. 55] [ -0. 5, -0. 4] . (4)
The P has been di screti zed wi th l i near tri angul ar ni te el ements. We have used a Newton-
otes numeri cal i ntegrati on rul e to compute the el ement matri ces and el ement vectors.
Amesh for tri angul ati on of the oceans and the seas i s generated f romtopographi cal data.
The mesh has been decomposed i nto equal l y si zed verti cal stri ps. Thi s domai n decomposi ti on
has been expl oi ted i n the paral l el i zati on of the computati ons. The (sea) gri d poi nts are
equi di stantl y di stri buted wi th a verti cal and a hori zontal di stance of 4

. Fi gure 1 shows the
mesh and i ts decomposi ti on i nto two subdomai ns. The di screti zati on yi el ds a (nonsymmetri c)
Fi gure 1: omai n decomposi ti on of a tri angul ati on of the arth.
l i near system
u=f : (5)
An important questi on i s whether the l and gri d poi nts shoul d be i ncl uded i n thi s system, by
i ncl udi ng dummy equati ons. The consequences of thi s choi ce when sol vi ng (5) i s the subj ect
of the next secti on.
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olutionmethod nd p r l lel i tion.
ryl ov subspace methods l i ke S [ 5 ] , i - STA [ 11] , and i stab(`) [ 6] are powerful
techni ques f or sol vi ng l arge and sparse nonsymmetri c l i near systems of equati ons. Apart
f romscal ar operati ons, the methods compri se of i nner products, vector updates, matri x-
vector mul ti pl i cati ons and precondi ti oni ng operati ons. The vector update and i nner product
operati on l ead to simi l ar operati ons for both the regul ar and the i rregul ar gri d approach. The
matri x-vector mul ti pl i cati on and the precondi ti oni ng operati on, however, di er consi derabl y
for the two approaches. We wi l l di scuss themi n some detai l here.
In the Fi ni te l ement ethod, the sti ness matri x i s assembl ed f romel ement matri ces
e
.
Thi s f act can be expl oi ted, i n the constructi on of the precondi ti oner as wel l as i n the matri x-
vector mul ti pl i cati on. The matri x-vector mul ti pl i cati on can be perf ormed el ementwi se, onl y
the el ement matri ces are used. The l ement-by- l ement ( ) matri x-vector mul ti pl i cati on
v =w can be descri bed by
v =
n
e
e=1
e
v
e
=
n
e
e=1
w
e
=w : (6)
The matri x-vector mul ti pl i cati on requi res a consi derabl e amount of i ndi rect addressi ng.
Indi rect addressi ng i s unavoi dabl e i n i rregul ar gri d computati ons, so i n that case thi s i s
not a real drawback. owever, i f the l and poi nts are i ncl uded the gri d i s regul ar, and the
assembl ed sti ness matri x =
n
e
e=1
e
, i f properl y ordered, has onl y di agonal s wi th
nonzero el ements. Operati ons wi th thi s matri x do not requi re i ndi rect addressi ng. ence,
regul ar gri d computati ons are pref erabl y done wi th the assembl edmatri x.
Wi th precondi ti oni ng we (symbol i cal l y) mul ti pl y (5) wi th a sui tabl y chosen matri x
 1
:
 1
u=
 1
f : ( )
The matri x i s cal l ed the precondi ti oner. It shoul d be an easi l y i nverti bl e approximati on for
. Apopul ar way to obtai n a precondi ti oner i s to construct i t i n decomposed form, = ,
wi th a l ower tri angul ar matri x and upper tri angul ar.
ughes et al . [ 2] have proposed a precondi ti oner that, apart f roma gl obal di agonal matri x
, makes use of el ement matri ces onl y. They dene the precondi ti oner i n terms of a product
of (f actors of ) el ement precondi ti oni ng matri ces
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For these el ement matri ces a decomposi ti on
e
=
e e
i s made. The -precondi ti oner i s
then dened by the product of el ement matri ces
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Note that operati ons wi th the i nverse of thi s matri x can easi l y be carri ed out, by perf ormi ng
a sequence of f orward substi tuti ons on the el ement matri ces
e
, f ol l owed by a sequence of
back substi tuti ons on the
e
.
The i dea of the precondi ti oner ( ) i s that the product of el ement matri ces may serve as a
sui tabl e approximati on for the (scal ed) sti ness matri x i f i s di agonal l y domi nant. If thi s
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i s the case the el ement matri ces
e
  and
e
  wi l l be smal l i n norm. It can be shown
[ 12] that the error termi n the approximati on for consi sts of products of el ement matri ces
of thi s ki nd. ence, i f they are smal l i n norm, the error termwi l l be smal l , whi ch makes a
good approximati on. In [ 12 ] i t i s al so shown that the matri x
=
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e
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n
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(10)
i s a better approximati on for the scal ed sti ness matri x i n the sense that the error termi n
the approximati on i s smal l er than for ( ). Note that agai n the precondi ti oner i s of the form
= . Thi s precondi ti oner i s wel l sui ted for regul ar gri d computati ons. The factors and
have the same nonzero-pattern as the (l ower and upper tri angul ar part of the) assembl ed
sti ness matri x.
We have paral l el i zed the matri x-vector mul ti pl i cati on, as wel l as the i nner product and
vector update operati on, usi ng a domai n decomposi ti on approach. In the domai n decompo-
si ti on al l el ements are uni quel y assi gned to a subdomai n. The subdomai ns share gri d poi nt
at the boundari es, and overl ap i n thi s sense. The domai n decomposi ti on and subsequent
paral l el i zati on i s descri bed i n some detai l i n [ 13] . Paral l el i zi ng the precondi ti oners i s more
cumbersome. The approachwe have taken i s to construct and appl y l ocal precondi ti oners per
subdomai n, di sregardi ng the fact that the subdomai ns are coupl ed. Af ter a back- or f orward
substi tuti on wi th these l ocal precondi ti oners the val ues i n gri d poi nts at the boundari es of
the subdomai ns di er, si nce the subdomai ns overl ap. To sol ve thi s probl emthe val ues at the
boundari es are simpl y averaged. Thi s i dea has i ni ti al l y been proposed i n [ 4 ] . For more recent,
and presumabl y more e ecti ve approaches, see [ ] .
umeric l e periment
Our numeri cal experiments have been done on a cl uster of 6 S N workstati ons. ach
S N computer has a SPA processor wi th a cl ock speed of 33 hz. The computers
are connected vi a thernet wi th amaximal throughput of 10 bi t s. The computati ons have
been perf ormed i n si ngl e preci si on ari thmeti c ( 8 si gni cant di gi ts). The communi cati onhas
been impl ementedusi ng the Oxford SPl i brary [ 3 ] , accordi ng to the SPprogrammi ngmodel
[ 1] , [ 10] . We sel ected the i terati ve sol ver i stab(4) [ 6] , wi th speci al techni ques to improve
the convergence properti es [ 8 ] and the accuracy of the sol uti on [ ] . For the precondi ti oner
we have used ( ) on the i rregul ar gri d, and (10) for the regul ar gri d. The i terati ve process i s
stopped i f the reducti on i n the normof the resi dual i s greater than 10
6
.
We have sol ved the probl ems usi ng 2, 3, 5, or 6 subdomai ns. The number of el ements
and the number of sea gri d poi nts may di er per domai n. Tabl e 1 gi ves the maximumand
the average number of el ements per subdomai n i n col umn two and three. The maximum
and the average number of sea gri d poi nts are tabul ated i n col umn four and ve. The total
number of gri d poi nts (l and and sea) per subdomai n i s the same for al l subdomai ns. They
are tabul ated i n col umn si x. Note that one sea gri d poi nt corresponds wi th one unknown on
the i rregul ar gri d, and one gri d poi nt (ei ther l and or sea) corresponds wi th one unknown on
the regul ar gri d. The rati o of the maximumnumber of sea poi nts and the average number
of sea poi nts gi ves a good impressi on of the l oad imbal ance for the i rregul ar gri d approach.
oad imbal ance can not be negl ected for the i rregul ar gri d, and one can not expect to gai n
more than a factor 2. 5, the rati o of the maximumnumber of sea poi nts, varyi ng f rom2 to 6
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subdomai ns
max average max average total
el m elm sea poi nts sea poi nts gri d poi nts
2
260 2288 1512 1365 20 0
3
1 04 1525 1082 14 13 5
5
12 0 15 23 561 855
6
1085 63 612 4 3 20
Tabl e 1: Number of el ements and gri d poi nts per subdomai n
processors. We can expect to observe a better scal i ng for the regul ar gri d approach, si nce for
thi s approach the l oad bal anci ng i s more or l ess perf ect.
Tabl e 2 l i sts el apsed times and numbers of matri x-vector mul ti pl i cati ons (matvecs) f or
di erent numbers of subdomai ns for both the i rregul ar and the regul ar gri d probl em. For
i stab(4), 8 matvecs correspond to one i terati on. The speed-ups for the i rregul ar gri d
subdomai ns i rregul ar gri d regul ar gri d
matvecs P -time matvecs P -time
2
600 . 8 352 24. 8
3
624 61. 8 304 18. 2
5
456 3 . 5 344 23. 8
6
4 6 41. 5 352 2 . 1
Tabl e 2: atvecs and el apsed times for di erent numbers of subdomai ns.
approach are better than for the regul ar gri d approach. Thi s i s probabl y due to the fact that
the computati onpart of the regul ar gri dmethod i s muchfaster, andhence the communi cati on
between processors e e more expensi ve.
oncludin remr .
The regul ar gri d versi on cl earl y outperf orms the i rregul ar gri d versi on for our probl em, both
wi th respect to numbers of matvecs, as wi th respect to computi ng times. The precondi ti oners
f or both approaches seemto remai n e ecti ve when the number of processors i s i ncreased, at
l east f or modest numbers of processors.
In our study we have used a coarse grai n paral l el approach. The precondi ti oner (10) i s
not wel l sui ted for ne grai n paral l el i sm, l i ke f or exampl e used i n PF. If we woul d have
used PFas a method for paral l el i zati on then our concl usi ons mi ght have been compl etel y
di erent. Thi s i s a topi c of further research i n our proj ect. Another topi c of research i s
the generati on of a sui tabl e gri d. Sol vi ng the Poi sson equati on i n spheri cal coordi nates i s
i l l ustrati ve, but of coarse not the ri ght approach i f one wants to sol ve huge systems. Sol vi ng
the Poi sson equati on wi th more or l ess uni f orml y di stri buted gri d poi nts on the sphere seems
a better way.
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Fi gure 2: ontour pl ot of the sol uti on, contour l i nes at u =0, u =2; u=2: 5;    ; u=5.
n l i o the p r l lel per ormnce iththe model.
The programi s paral l el i zed accordi ng to the ul k Synchronous Paral l el ( SP) programmi ng
model . In thi s model some assumpti ons are made on the computer. A SPcomputer con-
si sts of a number of processors, each wi th i ts own memory, a communi cati on network that
provi des access to other processor' s memori es, and a mechani smfor gl obal synchroni zati on
[ 1] . No di sti ncti on i s made i n access ti me between di erent remote memori es. Acl uster of
workstati ons, connected vi a ethernet can be regarded a SPcomputer. A SPal gori thmi s
composed of e e . Asuperstep i s ei ther a computati on step or a communi cati on step.
ach step i s termi nated by a gl obal synchroni zati on. The separati on of communi cati on and
synchroni zati on makes i t possi bl e use e ci ent one-si ded communi cati on, l i ke remote wri te
(' store' ) and remote read (' f etch' ) operati ons.
The cost of a superstep canbe expressed i n a cost functi on, wi th as uni t the time of a oat-
i ng poi nt operati on. ery simpl e cost functi ons for a communi cati on and for a computati on
step are gi ven i n [ 1] . For a communi cati on step we have
( ) = + : (11)
ere i s the number of real s to store i n remote memory or f etch f romremote memory, i s
the time to f etch or store one real , and i s the cost of synchroni zati on (pl us l atency). For a
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computati on step we have
(w) =w+ : (12)
ere w i s the maximumamount of oati ng poi nt operati ons by any processor i n a superstep.
To anal yze the cost of the i stab(4) al gori thmwe have to determi ne whi ch supersteps
are taken i n an i terati on. The i stab(`) al gori thmcan be descri bed by
hoose an i ni ti al guess and some
=
 1
(   )
=0
u =0, = = =1
whi l e (
2 2
<mxmv ) do
= +2`
= 
f or =0; `   1 do
1
=( ; ); =(
1
)
=
1
f or =0; : : : do,
u =   u
end
u
1
=
 1
u
=(u
1
; ); =
for =0; : : : do,
=   u
1
end
1
=
 1
= +u
end
for =1; ` do
for =1; do
( ; ) = ( ; ) =( ; )
enddo
=( ; )
end
=
 1
=
for =1; : : :` do
= +
 1
u =u   u
=  
end
endwhi l e
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Thi s does not i ncl ude modi cati ons to improve convergence [ 8 ] and accuracy [ ] , but these
modi cati on requi re f ewoperati ons. To simpl i f y the anal ysi s we onl y regard the operati ons
on the regul ar gri d. On the regul ar gri d al l processors have equal workl oad, and the (di cul t
to model ) overhead for i ndi rect addressi ng i s l ess. Accept for scal ar operati ons, the al gori thm
i s composed of f our operati ons: matri x-vector product, precondi ti oni ng operati ons, i nner
product, andvector update. The matri x-vector mul ti pl i cati on i s composedof one computati on
step and one communi cati on step. The number of oati ng poi nt operati ons w i s 14n wi th
n the number of gri dpoi nts per subdomai n. The number of real s to be sent (and recei ved),
, i s equal to n , wi th n the number of boundary nodes. Thi s has to be done twi ce f or the
precondi ti oner, one time for the back substi tuti on and one time for the forward substi tuti on.
The number of ops w i s equal to 18n. The i nner product i s composed of two computati on
and two communi cati on steps. Onl y   1 real s, i s the number of processors, are recei ved i n
the rst communi cati onstep, and  1 real s are sent i n the secondcommuni cati onstep. In the
two computati on steps w=2n ops are perf ormed. The vector update operati on requi res no
communi cati on, and 2n ops. Si nce no communi cati on i s perf ormed we can regard the vector
update operati ons to bel ong to another (computati onal ) superstep, and no synchroni zati on i s
requi red. The communi cati ons and computati ons per i terati on of the vari ous operati ons are
tabul ated i n Tabl e 3. Tabl e 3 al so gi ves the numbers of matvecs, precondi ti oni ng operati ons,
i nner products and vector updates i n a i stab(4) i terati on. Wi th the resul ts of Tabl e
matvec precondi ti oni ng i nner product update
n 2n 2   2 0
super steps
2 4 4 0
w
14n 18n 2n 2n
number per i terati on
8 8 22 36
Tabl e 3: omputati ons and communi cati on per i terati on
3 we can compose a total cost functi on for a i stab(4) i terati on. The total number of
supersteps i s 136. The total number of oati ng poi nt operati ons w i s 3 2n, and the total
number of real s to f etch or store i s 24n +44(   1). For the total cost functi on we get
=3 2n+(24n +44(   1)) +136 (13)
The functi on gi ves the workl oad i n f . The rst termcorresponds to computati on, the
second to communi cati on, and the thi rd to synchroni zati on. To get predi cti ons for the actual
computi ng time we have to mul ti pl y by the processor speed .
We have the fol l owi ng parameters i n the model : n, n , , , , and . The rst two
parameters depend on the probl emand on the domai n decomposi ti on. We have for the
number of boundary poi nts n = 0, and for the number of gri dpoi nts per domai n n =
45 (1+ 0 ). The parameters , , and are systemdepend. We have perf ormedbenchmarks
1
to determi ne the val ues. Tabl e 4 gi ves the resul ts. The processor speed i s approximatel y 1. 0
i n al l measurement and, of course, shows no dependence on the number of processors . For
the parameter and we make the crude simpl i cati on to assume a l i near dependence on the
1
Benchmar code su l i ed by ob Bi ssel i ng of the Uni vers i ty of Utrecht
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2
1. 01 85. 2 4 18
3
1. 01 130. 8 4452
5
1. 00 156. 3 6016
6
1. 00 1 8. 3 865
Tabl e 4: easurement of systemdependent parameters.
number of processors. We get the l i near l east squares curves =53+21 and =2400+ 00 .
ombi ni ng al l rel ati ons we get the fol l owi ng cost functi on
=0: 5+
1: 5
+0: 1 +10
  2
: (14)
Thi s cost functi onmeasures i n f , but si nce the processor speed i s approximatel y1 f ,
i t al so gi ves the predi cti on of the actual ti me i n s f or an i terati on. Fi gure 3 shows thi s cost
functi on and the actual measurements. The actual ti me per i terati on can be computed f rom
the data i n Tabl e 2. The number of i terati ons i s the number of matvecs di vi ded by 8. The
.
.
2
2.
2
Ti me
umber of proces sors
measurements
predi ct i ons
+
+
+
+
+
+
+
+
+
+
Fi gure 3: easured and predi cted times per i terati on.
predi cti ons are too hi gh. Thi s can (partl y) be expl ai ned by howthe benchmark i s carri ed
out. The processor speed i s determi ned by performi ng vector-update operati ons. ut f or
exampl e an i nner product operati on can be perf ormed more e ci entl y. ence the processor
i s esti mated too l owfor the anal ysi s as a whol e. The parameter i s esti mated for messages
of l ength l arger than 1. The i nner product operati on requi res communi cati on wi th messages
of l enght 1. ecause of thi s, i s esti mated too hi gh for our anal ysi s. Al though the predi cted
times are too hi gh, the qual i tati ve behavi our i s descri bed wel l by the SP-model .
