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Abstract
This thesis analyses a combustion reaction modelled by Sal’nikov’s scheme
in three geometries and contexts.
Chapter 1 considers the reaction as it occurs through a pipe of infinite length,
so that the gas properties vary only in one dimension along the pipe’s axis.
Various asymptotic techniques are applied to reduce the governing equations
to an approximate, weakly non-linear system to which travelling wave so-
lutions are sought. These solutions are then compared to the results of a
numerical scheme, which models the full, highly non-linear governing equa-
tions. Finally, the numerical scheme is used to explore behaviours beyond
the scope of the asymptotic analysis.
Chapter 2 models the reaction in a spherically-symmetric cloud of gas, in
which the gas properties are dependent only on the radial distance from the
centre of the reaction. The governing partial differential equations are re-
placed by an approximate linear system, and solutions are found either as
travelling waves or by using integral transforms, depending on the value of a
bifurcation parameter which is also shown to determine the reaction stability.
Again, these approximate solutions are compared to a numerical scheme to
verify their accuracy.
In chapter 3, a similar radially-symmetric geometry is considered, but the
reaction is now assumed to take place behind a shock. In this regime, the
governing partial differential equations only hold between the centre of the
reaction and the shock face, while the strength and propagation speed of the
shock must satisfy a system of algebraic jump conditions. A novel numerical
scheme is used to model the propagation of the shock, and its accuracy is
compared to that of a classic shock-capturing method.
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Introduction
1
In 1949 Sal’nikov analysed a simple chemical model, which now bears his
name [1]. This model considered a mechanism in which a chemical species A
decays to an inert product P by way of an intermediate stage X, with each
step occurring at a temperature-sensitive rate. Using k0 and k1 to denote
the (possibly temperature-dependent) rate of their respective reaction steps
the system my be represented by the following simple schematic:
A
k0ÝÑ X k1ÝÑ P. (1)
The reaction system may be considered in isolation, such that the only de-
pendent quantities are the chemical concentrations and temperature. This
seemingly simple scheme can display highly varied behaviour and has been
the subject of thorough study. It is well known that, in specific parameter
spaces, a simple model considering only the concentration of the intermediate
reagent and the temperature of the reaction system may exhibit limit-cycles;
sustained periodic changes in concentration and temperature which are dis-
cussed in great detail in the series by Gray and Roberts [2] who also found
similar behaviour in more complex reaction schemes [3], which were later vi-
sualised by Forbes [4]). Coppersthwaite et al [5] were able to produce similar
oscillations experimentally , in a batch reactor containing molecular hydro-
gen and chlorine, and noted temperature excursions in excess of 200 Kelvin.
In their formidable text on combustion reactions, Zel’dovich et al [6] derive
governing equations for a combustion reaction in a non-homogeneous, com-
pressible gas, by coupling the reaction equations with the basic equations of
fluid mechanics. Such a model is known to support travelling wave solutions,
a phenomenon which has roots in the study of reaction diffusion equations
made famous by the work of Fisher [7] and Kolmogorov et al. [8]. In one-
2
dimensional flow the propagation of reaction fronts as travelling waves is a
significant area of study, with particular interest in the modelling of flame
velocity and on conditions for stability, and has been investigated in a va-
riety of conditions, such as solid and gaseous fuel sources (Matkowsky and
Sivashinsky [9] and Weber et al [10]) and through porous materials (Byrne
et al. [11]).
Travelling waves with a sech-squared temperature profile were found by
Forbes and Derrick [12] in one-dimensional reacting flow, who also showed
that, under the right conditions, this solution evolved a steep shock front
resulting in the complete exhaustion of the chemical components behind the
reaction front. These sech-squared travelling waves were investigated further
by Forbes [13] in the context of a competitive two-step reaction, in which the
intermediate reagent may undergo one of two reactions to form different final
products. Forbes made use of a weakly non-linear approximation to the full,
highly non-linear governing partial differential equations, which then reduce
to a system of ordinary differential equations in a travelling wave coordinate.
That the resulting equations are ODEs and depend only on the travelling
wave coordinate suggests that this analytical method is unable to capture
solutions other than travelling waves.
In chapter 1, we adapt the method utilised by Forbes to a combustion re-
action which proceeds according to Sal’nikov’s scheme in an infinite pipe.
The weakly non-linear approach is adapted to the fully non-linear govern-
ing partial differential equations but includes a second, slower time scale.
This multiple-scale analysis allows the non-linear governing equations to be
approximated with Burgers’ equation, a PDE, which allows for a variety of
3
solution types, including travelling waves.
Moreover, reaction systems may exhibit both oscillatory and travelling wave
behaviour simultaneously, manifesting as wave fronts which propagate with
periodic amplitude and wave speed. Such solutions have been noted by We-
ber et al. [10] who used adaptive numerical techniques to model the evolution
of combustion waves in gases and solids, and similar results have been ob-
served by Matkowsky and Sivashinksy [9] and Bayliss and Matkowsky [14];
however, the authors assumed the fuel itself to be stationary within the reac-
tion vessel. Further to the weakly non-linear analysis, chapter 1 also presents
a numerical scheme which is used not only to verify the travelling wave so-
lutions, but also to explore briefly the properties of some “pulsatile wave”
solutions which are beyond the scope of the weakly non-linear analysis. The
work contained in this chapter is presented much as it was published by the
author and Forbes [15].
For many scenarios, reactions occurring in spherical geometries offer a more
appropriate model and as such there is extensive literature on radially-sym-
metric combustion systems. Much as in the one-dimensional case, travelling
waves in spherical geometries have seen extensive investigation. An early
study is given by Sivashinsky [16] on an inward-travelling combustion wave
and further analyses of outward-travelling fronts have been given by, among
others, Frankel and Sivashinsky [17] and Ronney and Sivashinsky [18]. A
typical configuration includes a “pre-heating” zone, wherein the approaching
reaction front begins to warm the unburnt gas. Some authors, such as Ron-
ney and Sivashinsky [18], treat all of the gas which is not in the preheating
zone to be “active” and undergoing the reaction. Others such as Wu and
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Chen [19] include an “active” and a “burnt” region, the latter remaining in
chemical equilibrium. In models such as these the temperature profiles are
assumed continuous but not necessarily differentiable at the interface of each
domain. In chapter 2 of this thesis we analyse Sal’nikov’s reaction process
as it occurs in a compressible, radially-symmetric gas in which the temper-
ature, concentration, density and gas velocity are assumed to be continuous
and differentiable over the entire domain. Approximate solutions are found
by linearising the governing non-linear partial differential equations around
steady-state values, and two separate solution types are found, using two
different techniques, depending on the value of a calculated quantity. This
bifurcation parameter represents the linear approximation of the net heat
produced by the reaction, and is also shown to be intricately linked to the
stability of the reacting system. When this parameter is non-zero, the ap-
proximate linear equations are solved using spectral techniques. When it is
zero, however, exact solutions to the linearised equations are found in terms
of a travelling wave coordinate. The chapter also presents numerical solutions
to the full governing equations, which are used to verify the approximate lin-
ear solutions. Much of this chapter can also be found in the publication by
the author and Forbes [20].
When the combustible gas is ignited by an influx of energy of sufficient in-
tensity the resulting combustion wave may propagate at super-sonic speeds.
When this happens, the wave-front is no longer smooth, but instead mani-
fests as a sharp jump discontinuity, as the wave moves into the unburnt gas
faster than the super-heated burnt gas. While many properties of the gas are
discontinuous across this shock interface, the usual conservation laws must
5
still apply but now take the form of the Rankine-Hugoniot jump conditions,
so named for their formative publications on the subject in [21] and [22]
respectively. These jump conditions describe the properties of the shock in
terms of its propagation speed and conditions in the unburnt gas, and ensure
that the necessary quantities are conserved. In the late 19th and early 20th
centuries, Chapman [23] and Jouguet [24] independently described approxi-
mate conditions on the speed of the shock, which would form the basis of the
ZND model, named for Zel’dovich [25], von Neumann [26] and Do¨ring [27]
who each described it during the 1940s. This one-dimensional shock model
allowed for finite-rate reactions which depended on the local temperature and
composition of reagents, in contrast to earlier models which assumed that the
combustion occurs instantly in an infinitesimally small reaction zone at the
shock front. Much of the interest of early research was in determining the
limiting behaviour of the shock after the system has reached some steady-
state solution using similarity techniques, for example Taylor [28] and Rogers
[29], and are described in detail by Sedov [30]. These similarity solutions were
highly successful in modelling shock propagation and allowed Taylor to pub-
lish a remarkably accurate approximation of the yield of the 1945 detonation
of the world’s first nuclear bomb in New Mexico [31].
Modern computing power has allowed for the development of various numeri-
cal techniques which are able to track accurately the behaviour of an evolving
shock, and account for complex forcing terms and the influence of an ongo-
ing combustion reaction. Such methods may broadly be divided into two
camps: shock-capturing and shock-fitting. Shock-fitting methods build the
discontinuity into the scheme and are generally better at resolving the shock
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and its properties. This proficiency comes at the expense that they must
assume the presence and number of shocks a priori, and are limited in their
ability to resolve newly-formed discontinuities. Shock capturing methods,
such as the method of Godunov [32], make no such assumption, and allow
for the formation of shocks as the system evolves, though they are also less
able to resolve the shock with the same accuracy as shock fitting methods,
as the shock location is susceptible to numerical smearing (see Anderson [33,
p.422]). Chapter 3 models the reaction scheme in a spherically-symmetric
gas behind a shock which is propagating outwards from the centre of igni-
tion. The governing equations in this case are as in chapter 2, though new
conditions must be imposed to ensure the shock satisfies the expected con-
servation laws. A novel shock-fitting spectral method is developed, based
loosely on the spherical Bessel transforms used in chapter 2. The governing
equations are then solved numerically in the spectral space using a Runge-
Kutta method, and the required solutions reconstructed. The results of this
new numerical technique are verified by comparison with a Godunov scheme,
a well known shock-capturing numerical technique.
Finally, we conclude this thesis with a review and discussion of the contained
results, and consider some possible avenues of future research in section 4.
7
Chapter 1
Combustion in one spatial
dimension
8
1.1 Introduction
In this chapter we consider the Sal’nikov model in a combustible gas which
varies only in a single spacial dimension. In section 1.2 we present the model;
four highly non-linear partial differential equations and an equation of state
which govern the evolution of the combustion reaction.
In section 1.3 we employ asymptotic expansion techniques and the method of
strained coordinates to derive a system of weakly non-linear partial differen-
tial equations which approximate the fully non-linear system. The resulting
system of equations is then reduced to simply Burgers’ equation for the gas
speed. In doing so it will also prove necessary to account for a second, slower
time scale, as this prevents the approximate system from degenerating to one
of only ordinary differential equations.
The solutions to Burgers’ equation are well documented, owing largely to
the Cole-Hopf transform under which it reduces to the heat equation (see
Whitham [34, p.97]). Of particular interest in this chapter are the travelling
wave solutions, which manifest as a sech-squared temperature profile, and
pulsatile solutions, in which the wave front propagates with periodic ampli-
tude and wave speed.
When the viscosity term is small, Burgers’ equation is capable of developing
steep fronts, which become shocks in the inviscid limit. When two of these
shocks interact, they are known to merge, forming a larger shock whose
speed is between the speeds of the initial profiles. All of these behaviours are
described by Whitham [34, pp.96-112] and are investigated in this chapter.
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1.2 Combustion Model
Consider a pipe of infinite length positioned such that it extends along the
x-axis. Inside the pipe a chemical species A reacts according the Sal’nikov’s
scheme, as in the schematic in (1). The gas flow is assumed to be one-
dimensional and the only spatial variation in the gas properties is in the
direction of the x-axis. It is also assumed that the concentration of species A
is in such an excess that it remains effectively constant as the reactions pro-
ceed, the so-called ‘pool-chemical’ assumption (see Scott [35, p.31]). The gas
density ρ is governed by the convection-diffusion equation which, assuming
Fick’s laws of diffusion and constant diffusion coefficient S, is given by
Bρ
Bt `
B
Bx pρuq “ S
B2ρ
Bx2 (1.1)
in which u is the gas speed along the x-axis. A simple derivation of equation
(1.1) is given by Stocker [36, p.56].
It follows from a similar argument that the concentration of species X, de-
noted rXs, satisfies the equation
B rXs
Bt `
B
Bx pu rXsq “ rAs k0pT q ´ rXs k1pT q ` S
B2 rXs
Bx2 (1.2)
wherein rAs is the molar concentration of A.
Denoting the pressure of the gas as p and its bulk viscosity ν, the Navier-
Stokes equation for viscous and compressible fluids may be written
B
Bt pρuq `
B
Bx
`
ρu2 ` p˘ “ 4
3
ν
B2u
Bx2 . (1.3)
We may also relate the pressure of the gas to its density and temperature
using the ideal gas law
p “ ρRT (1.4)
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in which R is the universal gas constant. Finally, we consider the balancing
of energy in the system. Defining γ to be the ratio of specific heats of the
gas, B the rate of heat loss due to Newtonian cooling, w the rate of thermal
diffusion, Q0 and Q1 the enthalpies of creation of X and P respectively and
Ta the ambient temperature outside of the pipe, the energy equation is
B
Bt
„
ρ
ˆ
γRT
γ ´ 1 `
1
2
u2
˙
` BBx
„
uρ
ˆ
γRT
γ ´ 1 `
1
2
u2
˙
´ BpBt
“ wB
2T
Bx2 `
4
3
ν
B
Bx
ˆ
u
Bu
Bx
˙
`Q0 rAs k0pT q `Q1 rXs k1pT q ´B pT ´ Taq .
(1.5)
Equations (1.3) and (1.5) follow from the derivations given by Liepmann and
Roshko [37, p.337] with a little algebra.
Far ahead of the reaction front we expect the system to attain its unperturbed
state, and so we introduce the upstream boundary conditions
pÑ ρ0RTa ; ρÑ ρ0 ; uÑ 0 ; T Ñ Ta ; rXs Ñ rXs0 as xÑ 8.
Before non-dimensionalising we must consider the forms of the reaction rates
k0pT q and k1pT q. Assuming Arrhenius reaction kinetics, these rates are
k0pT q “ z0e´E0{RT
k1pT q “ z1e´E1{RT
where E0 and E1 are the activation energies of the respective reactions and
z0 and z1 are the reaction coefficients. Although alternative forms for these
rates may be chosen later, we will nevertheless make use of their activation
energies and reaction coefficients to define dimensionless parameters.
We now proceed to introduce non-dimensional variables in relation to appro-
priate scales. The reference length is chosen to be
?
E1{z1, the time scale is
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1{z1 and, consequently, the speed scale is ?E1. Temperature is scaled rela-
tive to the quantity E1{R and the upstream density ρ0 provides the reference
for the density. This then suggests the quantity ρ0E1 as the natural choice
to scale pressure. Finally, we scale concentration relative to the quantity
ρ0E1{Q1. We now introduce nine new dimensionless parameters
µ “ 4z1ν
3ρ0E1
; β “ B
z1ρ0R
; φ “ z1w
ρ0E1R
; ζ “ z0
z1
q “ Q0
Q1
;  “ E0
E1
; σ “ z1S
E1
; θa “ RTa
E1
; A “ rAsQ1
ρ0E1
.
Here, the constant µ represents the dimensionless bulk viscosity, β the rate
of Newtonian cooling, φ the rate of thermal diffusion, σ the rate of diffusion
of X and ρ, A the dimensionless concentration of chemical A and θa the am-
bient temperature. The quantities ζ, q and  represent the ratio of reaction
coefficients, heat of reaction and activation energies of each of the reaction
steps, respectively.
From here onwards we will drop the bracket notation used to denote concen-
tration. As such, the transport equation (1.2) becomes
BX
Bt `
B
Bx puXq “ ζAk0 pT q ´Xk1 pT q ` σ
B2X
Bx2 (1.6)
where the Arrhenius reaction rates k0 and k1 are now
k0 pT q “ e´{T
k1 pT q “ e´1{T .
(1.7)
The conservation of mass equation (1.1) becomes
Bρ
Bt `
B
Bx pρuq “ σ
B2ρ
Bx2 (1.8)
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while the momentum equation (1.3) yields
B
Bt pρuq `
B
Bx
`
ρu2 ` p˘ “ µB2uBx2 . (1.9)
The energy equation (1.5) is
B
Bt
„
ρ
ˆ
γT
γ ´ 1 `
1
2
u2
˙
` BBx
„
uρ
ˆ
γT
γ ´ 1 `
1
2
u2
˙
“ BpBt ` φ
B2T
Bx2 ` µ
B
Bx
ˆ
u
Bu
Bx
˙
` qζAk0pT q `Xk1pT q ´ β pT ´ Taq
(1.10)
and the gas law (1.4) has the form
p “ ρT. (1.11)
Finally, the upstream boundary conditions become
pÑ θa ; ρÑ 1 ; uÑ 0 ; T Ñ θa ; X Ñ X0 as xÑ 8.
1.3 Weakly Non-Linear Analysis
In this section we use the method of strained coordinates with the method of
multiple scales to derive a set of equations which approximate the behaviour
of the model outlined in §1.2, for small amplitude perturbations. We do
so by assuming that the values vary from their steady state solutions by
a small value, characterised by the parameter κ. Much of this analysis is
similar to the process used by Forbes [13] and, interestingly, the solutions
are qualitatively similar, despite the addition of diffusion and viscosity into
the model. Much of the notation in this analysis will be retained for ease of
comparison.
First we introduce two strained coordinates given by
t˜1 “ κt ; x˜ “ κx.
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We also introduce a second time-scale t˜2 defined as
t˜2 “ κ2t.
The dependent variables are now expanded as power series in the small pa-
rameter κ around their steady states as follows:
u “ κu1 ` κ2u2 `Opκ3q
ρ “ 1` κρ1 ` κ2ρ2 `Opκ3q
T “ θa ` κT1 ` κ2T2 `Opκ3q
p “ θa ` κp1 ` κ2p2 `Opκ3q
X “ X0 ` κX1 ` κ2X2 `Opκ3q.
The Arrhenius reaction rates in (1.7) are now approximated with the two
rates
k0 pT q “
$’&’%0, if T ď θa1´ e´pT´θaq, if T ą θa
k1 pT q “
$’&’%0, if T ď θa1´ e´pT´θaq, if T ą θa.
(1.12)
Reaction rates such as these have been used previously by Forbes and Derrick
[12]. The authors argue that these rates have the advantage of avoiding
the “cold boundary problem”, in which the Arrhenius rates are non-zero
for arbitrarily low temperatures (see Williams [38, p.21]), while maintaining
important qualitative behaviours of the Arrhenius rates; they have value zero
for T “ 0, have a finite bounding value for arbitrarily large temperature and
maintain the three potential points of intersection with a line of appropriate
slope. The same forms for the reaction rates have also been used by Forbes
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[13]. For simplicity, the ignition temperatures (below which the reactions
stop) are chosen to be equal to the ambient temperature θa. We may now
expand these rates in powers of the parameter κ, yielding
k0 pT q “κT1 ` κ2
ˆ
T2 ´ 1
2
2T 21
˙
`O `κ3˘
k1 pT q “κT1 ` κ2
ˆ
T2 ´ 1
2
T 21
˙
`O `κ3˘ (1.13)
for T ą θa. These expansions are substituted into the dimensionless govern-
ing equations and quantities at each order in κ are collected. The order κ
equation obtained from expanding the energy equation yields
T1
`
x˜, t˜1, t˜2
˘ ” 0
which, upon expanding the gas law (1.11), gives the relations
p1 “ θaρ1 ; p2 “ T2 ` θaρ2
at first and second orders in κ.
The second order temperature equation, coupled with the first order mass
equation and the new reaction rate expansion (1.13), yields the equation
T2
`
x˜, t˜1, t˜2
˘ “ ´ωBu1Bx˜ (1.14)
in which we have defined the constant
ω “ θa
β ´ ζqA´X0 . (1.15)
The resulting first order momentum and mass equations may be cross-differ-
entiated to yield
B2u1
Bt˜21
“ θaB
2u1
Bx˜2 . (1.16)
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Thus the fluid speed at first order obeys a linear wave equation with charac-
teristic speed
?
θa on the short time scale.
Ahead of further analysis we define the following constant in terms of ω,
outlined in (1.15):
Γ “ 1
µ` σ ` ω .
Then, after some algebraic manipulation of the second order momentum and
mass equations, it can be shown that the variable u1 satisfies the partial
differential equation
1
Γ
B2u1
Bx˜2 ´
B
Bx˜
`
u21
˘´ 2Bu1Bt˜2 “ 0 (1.17)
in the long time scale, of most interest here.
1.4 Travelling Waves
A travelling wave solution is now sought in terms of the variable
η “ x˜´aθat˜1 ´mt˜2. (1.18)
This transformation satisfies equation (1.16) identically, and so that equation
is considered no further. Equation (1.17) may now be integrated exactly,
yielding
du1
dη
“ Γ pu1 ´ 2mqu1 (1.19)
which has solution
u1 pηq “ 2m
1` exp p2mΓηq . (1.20)
Equation (1.14) now takes the form
T2 pηq “ ´ωdu1
dη
. (1.21)
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Evaluating this expression using (1.20) gives
T2 pηq “ m2ωΓsech2 pmΓηq (1.22)
and thus the asymptotic representation for temperature is
T px, tq “ θa ` κ2m2ωΓsech2 pκmΓ px´ ctqq `O
`
κ3
˘
.
Here c is the wave speed in the physical coordinate x and t and it follows
from (1.18) that along a characteristic of (1.16) c is given by
c “ dx
dt
“aθa ` κm`O `κ2˘ . (1.23)
We may now make use of the first order mass equation and second order
transport equation to find the forms of the density and concentration profiles.
The resulting expressions are
ρ1 pηq “ 2m?
θa r1` exp p2mΓηqs
and
X1 pηq “ 2m pX0 ´X0ω ` ωζAq?
θa r1` exp p2mΓηqs .
Notice that the amplitude of the solution (1.22) could formally be negative,
corresponding to a “cold soliton” if ωΓ ă 0. However, in the present model,
this is precluded by the assumption T ą θa in equation (1.13). Nevertheless,
“cold soliton” solutions might be possible for more complex reaction systems
in which the full Arrhenius reaction rates are included.
1.5 Numerical Analysis
We now proceed to analyse the full system of partial differential equations
(1.6), (1.8) – (1.11) by approximating each of them with a system of ordinary
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differential equations using the method of lines (see Ames [39, p.193]). We
do so by approximating the infinite pipe with one of length 2L, discretising
the spatial coordinate ´L ď x ď L into N mesh points and replacing the
corresponding spatial derivatives with appropriate centred finite differences.
Using a j subscript to represent the value of a dependent variable at the
jth spatial mesh point, a prime to represent temporal derivatives and let-
ting ∆x be the width between mesh points, the governing equations may be
approximated by
ρ1j “ρj puj´1 ´ uj`1q ` uj pρj´1 ´ ρj`1q2∆x ` σ
ˆ
ρj`1 ´ 2ρj ` ρj´1
∆x2
˙
u1j “2uj puj´1 ´ uj`1q ` Tj´1 ´ Tj`12∆x
` 1
ρj
«`
Tj ` u2j
˘ pρj´1 ´ ρj`1q
2∆x
´ ujρ1j ` µ
ˆ
uj`1 ´ 2uj ` uj´1
∆x2
˙ff
T 1j “pγ ´ 1q
"
uj
ˆ
Jj´1 ´ Jj`1
2∆x
´ u1j
˙
` Jj puj´1 ´ uj`1q
2∆x
` 1
ρj
„
µ
ˆ
uj puj`1 ´ 2uj ` uj´1q
∆x2
`
´uj`1 ´ uj´1
2∆x
¯2˙
(1.24)
` Jjuj pρj´1 ´ ρj`1q
2∆x
` φ
ˆ
Tj`1 ´ 2Tj ` Tj´1
∆x2
˙
` ρ1j pTj ´ Jjq `Xjk0 pTjq ` ζqAk1 pTjq ´ β pTj ´ θaq
*
X 1j “ζAk0 pTjq ´Xjk1 pTjq
` Xj puj´1 ´ uj`1q ` uj pXj´1 ´Xj`1q
2∆x
` σ
ˆ
Xj`1 ´ 2Xj `Xj´1
∆x2
˙
for 1 ď j ď N . In equation (1.24) we have defined the quantity
Jj “ γTj
γ ´ 1 `
1
2
u2j ,
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the total enthalpy of the gas (see [37]) at the jth mesh point, for convenience.
The reaction rates may be used in their approximated form (1.12), evaluated
at the mesh point xj.
The best choice of boundary conditions is not obvious, since the only con-
ditions on the original system were those which applied far upstream. For
this analysis we have chosen to enforce zero-derivative conditions for each de-
pendent variable at both ends of the mesh. This is achieved by introducing
“false boundaries” at x “ ´pL`∆xq and x “ L ` ∆x, which correspond
to mesh points at j “ 0 and j “ N ` 1 respectively. Approximating the
derivatives with appropriate central finite differences, these zero derivative
conditions on the gas speed u reduce to
u0 “ u2 ; uN`1 “ uN´1
with similar results holding for ρ, X and T . Further details of this technique
are discussed in the text by Ames [39].
This system of 5N equations can now be integrated forwards in time using
an appropriate method. For this analysis we have used ode45 routine in
MATLAB [40], which uses fourth and fifth order Runge-Kutta methods and
an adaptive time step to control the error.
The starting values are chosen such that the initial temperature has the form
T px, 0q “ θa ` AT sech2 pκmΓ px` x0qq
where AT is the amplitude of the initial temperature profile and x0 is an
offset for the location of the pulse. The value of x0 is chosen to position the
centre of the initial impulse away from the boundaries, minimising the effects
of boundary conditions. The starting values of u, ρ and X are all chosen such
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that they satisfy the weakly non-linear system derived in §1.3. As such they
become
u px, 0q “ 2κm
1` exp p2κmΓ px` x0qq
ρ px, 0q “1` 2κm?
θa r1` exp p2κmΓ px` x0qqs
X px, 0q “X0 ` 2κm pX0 ´X0ω ` ωζAq?
θa r1` exp p2κmΓ px` x0qqs .
The parameter combination κm may be calculated using the relation
κm “
c
AT
ωΓ
.
Figure (1.1) displays the temperature above ambient as returned by the nu-
merical solution obtained for parameters θa “ 0.15, X0 “ 0.25, A “ 1,
ζ “ 0.4, q “ 0.2,  “ 0.75, β “ 1, σ “ 0.1, µ “ 0.03, φ “ 0.2, γ “ 1.4 for
times t “ 0, 20, 40...500. The grid spacing is ∆x “ 0.02, since this has been
found sufficient for the convergence of the numerical results. The initial con-
dition is given perturbation amplitude AT “ 10´4 and initial displacement
x0 “ 100 to the left of the origin. The solution increases slightly in ampli-
tude at first, but continues travelling at a constant speed while maintaining
a profile closely matching its initial shape. Analysis of the solution indicates
an average wave speed of about 0.397. This value is calculated by simply
taking the change in position of the maximum temperature divided by the
final time of the numerical scheme (in this case 500). This measured value
for the average wave speed is in close agreement with the predicted speed of
20
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Figure 1.1: Travelling wave solution obtained by the numerical scheme, with
parameter values given in the text.
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?
θa ` κm « 0.400 in equation (1.23).
Figure (1.2) shows a comparison of the numerical solution (plotted with a
solid blue line) with the asymptotic solution (1.22) (dashed red line) for the
same parameters as figure (1.1), for times t “ 0, 200, 400...1000. It can be
seen that the two solutions are almost identical and there is little noticeable
separation of the two until t “ 1000. This confirms the usefulness of the
weakly non-linear solution in section (1.3).
Forbes [13] showed that, in the weakly non-linear case, two sech-squared
pulses with different amplitudes could run into each other and form a sin-
gle larger pulse. To investigate whether this is also true for large-amplitude
disturbances in the full system, figure (1.3) displays the numerical solution
to the full system of partial differential equations given a two sech-squared
pulse starting condition of the form
T px, 0q “ θa ` AT1sech2 pκm1Γ px´ x01qq ` AT2sech2 pκm2Γ px´ x02qq
where
κm1 “
c
AT1
ωΓ
; κm2 “
c
AT2
ωΓ
.
Here the system parameters are chosen to be θa “ 0.35, X0 “ 0.25, A “ 1,
ζ “ 0.4, q “ 0.2,  “ 0.75, β “ 1, σ “ 0.25, µ “ 0.1, φ “ 0.4, γ “ 1.4
with initial amplitudes AT1 “ 8ˆ 10´3 and AT2 “ 2ˆ 10´3. The two pulses
were started at positions x01 “ 250 and x02 “ 170 along the negative x-
axis. The solution is calculated using spacing ∆x “ 0.02 and is displayed
at times t “ 0, 26, 52...650. The figure shows that the larger, left-most pulse
travels faster than the smaller, right-most pulse and the two eventually meet
at around t “ 400. After coinciding, the two merge to form a single, larger
22
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Figure 1.2: Comparison of numeric solution (solid blue line) to asymptotic
solution (dashed red line), for the same parameter values illustrated in figure
(1.1).
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Figure 1.3: Evolution of two sech-squared pulses of differing amplitudes for
the parameter values listed in the text.
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pulse which continues travelling to the right.
Figure (1.4) displays the approximate speed of the larger pulse in figure
(1.3). The wave speed at a point xj, denoted vj, was calculated by track-
ing the position of the maximum temperature in figure (1.3) at intervals of
one time unit and numerically differentiating the results with a forward fi-
nite difference. The numerical differentiation produced rapid, low amplitude
oscillations over several numerical mesh points. In order to reduce these vari-
ations, triangular smoothing was employed. The velocity at the position xj,
denoted vj, was replaced with a weighted average of the nearby values, vj˚ ,
according to the rule
v˚j “ vj´2 ` 3vj´1 ` 5vj ` 3vj`1 ` vj`213 . (1.25)
Ten iterations of this procedure were needed before the majority of the vari-
ations were smoothed away. From figure (1.4) we can see that the speed
increases rapidly before settling at a value of around 0.817. Some remain-
ing small-amplitude oscillations may still be visible in this diagram. When
the two waves interact at about t “ 400, the wave speed decreases to about
0.769; this behaviour is consistent with that of confluent shocks in Burgers’
equation (see Whitham [34]). While the equation for the gas speed given in
(1.20) is not strictly a shock, it begins to look more like one as mΓ becomes
large. As such it is perhaps not too surprising that their behaviours are
qualitatively similar.
In the interest of exploration, we have run this system for a different set of
parameters but made use of the Arrhenius reaction rates as in (1.7). Figure
(1.5) shows the solution under this scheme with parameter values θa “ 0.15,
X0 “ 0.4, A “ 0.8, ζ “ 0.3, q “ 0.1,  “ 0.1, β “ 1, σ “ 0.3, µ “ 0.2,
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Figure 1.4: Approximate speed of the left pulse before and after it interacts
with the smaller pulse displayed in figure (1.3).
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φ “ 0.5, γ “ 1.4, initial amplitude AT “ 10´2 and offset x0 “ 100 to the
left of the origin. The solution is displayed for t “ 0, 5, 10...350 and has been
calculated with a grid spacing ∆x “ 0.02. The temperature quickly increases
in amplitude around t “ 60 and reaches a temperature of T « 2.15. At this
point the wave front (the location of the temperature peak) diverges, forming
both forward and backward travelling waves with periodically varying ampli-
tudes and wave speed. This behaviour continues, with more pulsatile wave
fronts branching off in both the positive and negative x direction. Coinciding
with each temperature spike are large increases in the reaction temperature
along the upper and lower lengths of the pipe, independent of the behaviours
of the reaction front. These oscillations are caused by the behaviour of the
well-mixed reaction system, in which u ” 0 and there is no spatial variation.
They are thus limit cycles in the purely temporal system, and come about
through a Hopf bifurcation in the Sal’nikov reaction; further details are given
in [41]. This behaviour did not occur if the Arrhenius rates were replaced
with the approximate rates (1.12).
The periodic behaviour in the amplitude and wave speed is best illustrated
by the right-most wave front. Figure (1.6) displays the amplitude of this
front over time and its periodic nature is evident. Similar behaviour can be
seen in the wave speed shown in figure (1.7). This plot was produced in much
the same way as figure (1.4); numerically differentiating the wave position,
and using one iteration of the smoothing scheming in (1.25) to reduce the
rapid variations (some residual oscillations from the numerical differentiation
may still be visible at early times). At around t “ 40 the speed begins to
increase rapidly and reaches a value of about 3.3 before decreasing to less
27
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Figure 1.5: Pulsatile travelling wave solution with Arrhenius rates for pa-
rameters given in the text. The diagram shows periodic oscillations in time
at all positions x, corresponding to the well-mixed system. In addition, a
pulsatile travelling-wave system moving in each direction is also present.
than 1. These rapid increases and decreases in wave speed occur approxi-
mately every 65 time units, and direct comparison with figure (1.6) indicates
that wave speed and amplitude maxima coincide. These plots were produced
by finding the position and amplitude of the maximum temperature on the
domain r´L,Ls at the initial time. At the next time step, this domain is
updated to rxm, Ls, where xm is the position of the maximum temperature
at the previous step, and this process is repeated. This has the effect of
tracking the right-most reaction-front.
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Figure 1.6: Amplitude of right-most wave front of pulsatile solution displayed
in figure (1.5).
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Figure 1.7: Approximate wave speed of the forward front in figure (1.5).
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1.6 Conclusion
We have demonstrated a weakly non-linear analysis of a Sal’nikov reaction
scheme in a viscous and diffusive compressible gas mixture using the method
of strained coordinates and multiple scales. Interestingly, it was demon-
strated that the solution to the weakly non-linear equations governing the
system is a sech-squared travelling wave, qualitatively similar to that which
was investigated by Forbes [13], despite the inclusion of strong fluid viscosity
and diffusion.
It is possible to demonstrate the stability of these solutions by considering
the behaviour of a perturbation of the form u1 pηq` uˆ1 pηq in equation (1.19).
This analysis is identical to the one provided by Forbes in the aforementioned
paper and is discussed in the appendix to this chapter.
We have also made use of the method of lines to develop a numerical scheme
to approximate accurately the behaviour of the full set of governing partial
differential equations. Using this scheme we have numerically verified the
conclusion of the weakly non-linear solution, demonstrating stable travelling
wave solutions. In addition, the full non-linear system permits pulsatile trav-
elling wave solutions, in which periodic oscillations in the well-mixed system
are also present and such a case has been illustrated.
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1.7 Appendix
1.7.1 Stability of Travelling Wave Solutions
In this chapter we discussed a particular sech-squared thermal soliton solution
to the weakly non-linear system of ordinary differential equations given in
(1.19) and (1.21). In this section we discuss the stability of the solutions, and
show that the derived profiles are unconditionally stable. Thus we introduce
a perturbation to the gas speed, in the form
u1 pηq ` δu˚1 pηq
in which δ is a small parameter characteristic of the size of the perturbation.
Substituting this perturbed quantity into equation (1.19), and retaining only
the quantities of order δ yields
du1˚
dη
“ 2Γ pu1 ´mqu˚1
which has solution
u˚1 pηq “ Aexp
„
2Γ
ż
pu1 ´mq dη

(1.26)
where A is an arbitrary constant. This integral can be evaluated rather easily
by rearranging equation (1.20) for u1, noting that
Γ pu1 ´mq “ 1
u1
du1
dη
`mΓ,
so that equation (1.26) may be equivalently written:
u˚1 pηq “ Aexp
„
2
ż ˆ
1
u1
du1
dη
`mΓ
˙
dη

“ Aexp “ln `u21˘` 2mΓη‰
“ Aexp p2mΓηqu21.
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Recalling the solution for u1 given in equation (1.20), we now have
u˚1 pηq “ 4m
2Aexp p2mΓηq
r1` exp p2mΓηqs2
“ 4m
2A
rexp p´mΓηq ` exp pmΓηqs2
“ m2Asech2 pmΓηq .
Thus, since sech2 pmΓηq vanishes as η Ñ ˘8, the solution is stable.
33
Chapter 2
Combustion in a
spherically-symmetric gas
34
2.1 Introduction
In the following chapter of we model a combustion reaction as it proceeds
according to the Sal’nikov two-step process in a radially-symmetric gas.
In section 2.2 we briefly describe the reaction model and present the govern-
ing equations for the combustion system. Interestingly, these equations may
be linearised, and it is not necessary to seek weakly non-linear solutions as
were required by the one-dimensional problem discussed in chapter 1, nor
is it necessary to make use of strained coordinates nor multiple time scales.
Thus we are able to write each of the relevant quantities as small perturba-
tions about a steady state so that the full system of highly non-linear partial
differential equations is approximated by a simpler, linear model.
In section 2.4 solutions are found which manifest as a combination of two sep-
arate profiles - an active part, which is reacting, and a “burnt” profile which
remains after the reaction has progressed. Non-travelling-wave solutions are
then considered in section 2.5 using integral transforms over a basis of spher-
ical Bessel functions, and a brief stability analysis is also given. Finally, a
numerical scheme is derived based on the method of lines to approximate the
full non-linear system of differential equations and the linearised solutions
predicted in sections 2.4 and 2.5 are compared with its results. This chapter
concludes with a brief overview in section 2.8.
2.2 Model
We consider a spherical cloud of gas reacting according to Sal’nikov’s scheme
(1). As in chapter 1, we will impose the pool-chemical assumption that the
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volume of initial species A is so large that its concentration rAs remains effec-
tively constant. Then the concentration of X at a distance r from the origin
is governed by the reaction-convection equation in spherical coordinates:
B rXs
Bt `
1
r2
B
Br
`
r2u rXs˘ “ rAs k0pT q ´ rXs k1pT q (2.1)
in which braces denote concentration. In radially-symmetric spherical coor-
dinates, the conservation of mass equation for a compressible fluid is
Bρ
Bt `
1
r2
B
Br
`
r2ρu
˘ “ 0 (2.2)
where ρ is the gas density and u is the velocity of the gas away from the
origin. The Euler equation, governing the conservation of momentum for
compressible fluids is
ρ
ˆBu
Bt ` u
Bu
Br
˙
` BpBr “ 0, (2.3)
assuming no body forces. Here p is the gas pressure and, assuming the gas
mixture to be ideal, can be related to the pressure and density by the gas
law
p “ ρRT (2.4)
where R is the universal gas constant. Finally, we have the equation for the
conservation of enthalpy which again is given by Liepmann and Roshko [37,
ch.7]. In spherical coordinates, after a little algebra, this equation takes the
form
ρ
D
Dt
ˆ
γRT
γ ´ 1 `
1
2
u2
˙
“ BpBt `Q0 rAs k0pT q`Q1 rXs k1pT q´B pT ´ Taq (2.5)
where γ is the ratio of specific heats of the gas, Q0 and Q1 are the enthalpies
of formation of X and P respectively, the constant B is the rate at which heat
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is lost to ambient and Ta is the ambient temperature beyond the reaction
front. The symbol D
Dt
“ BBt ` u BBr denotes the material derivative. Far from
the centre of the reaction we expect the system to attain its back-ground
values of velocity, temperature, density, chemical concentration and pressure.
Representing these values with a subscript 0, we have the upstream conditions
ρÑ ρ0; uÑ 0; T Ñ T0; rXs Ñ rXs0 ; pÑ ρ0RT0 as r Ñ 8. (2.6)
The upstream temperature T0 and concentration X0 satisfy the coupled non-
linear algebraic equations
Q0 rAs k0pT0q `Q1 rXs0 k1pT0q ´B pT0 ´ Taq “0
rAs k0pT0q ´ rXs0 k1pT0q “0,
as the steady-state solutions to equations (2.1) and (2.5), for use in boundary
condition (2.6). We now consider the forms of the reaction rates k0 and k1.
Perhaps the standard choice is to use Arrhenius reaction rates
k0pT q “z0e´E0{RT
k1pT q “z1e´E1{RT
(2.7)
as in section (1.2), where E0 and E1 are the activation energies of their re-
spective reaction steps and z0 and z1 are the pre-exponential reaction factors.
These coefficients are useful for defining dimensionless quantities. We non-
dimensionalise length and time with respect to
?
E1{z1 and 1{z1 respectively
and this naturally gives
?
E1 as the reference speed scale. Temperature is
scaled relative to E1{R and density to ρ0. Finally, the reference pressure
is chosen to be ρ0E1 and concentration ρ0E1{Q1. Five new dimensionless
parameters are now introduced:
β “ B
z1ρ0R
; α “ z0 rAsQ1
z1ρ0E1
; q “ Q0
Q1
;  “ E0
E1
; θa “ RTa
E1
. (2.8)
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Here β is the dimensionless rate of heat exchange to ambient, α, q and  are
the ratios of reaction constants, enthalpy of formation and activation energies
and θa is the ambient temperature.
The governing equations are expressed in terms of these new variables and
dimensionless parameters (2.8). Brackets denoting molar concentration are
omitted, and in non-dimensional form, the system (2.1) - (2.5) becomes
BXˆ
Btˆ `
1
rˆ2
B
Brˆ
´
rˆ2uˆXˆ
¯
“ αk0pTˆ q ´ Xˆk1pTˆ q (2.9)
Bρˆ
Btˆ `
1
rˆ2
B
Brˆ
`
rˆ2ρˆuˆ
˘ “ 0 (2.10)
ρˆ
ˆBuˆ
Btˆ ` uˆ
Buˆ
Brˆ
˙
` BpˆBrˆ “ 0 (2.11)
ρˆ
D
Dtˆ
˜
γTˆ
γ ´ 1 `
1
2
uˆ2
¸
“ BpˆBtˆ ` qαk0pTˆ q ` Xˆk1pTˆ q ´ β
´
Tˆ ´ θa
¯
(2.12)
pˆ “ ρˆTˆ . (2.13)
The dimensionless upstream conditions, from equation (2.6), are
ρˆÑ 1; uˆÑ 0; Tˆ Ñ Tˆ0; Xˆ Ñ X0; pˆÑ Tˆ0 as rˆ Ñ 8.
While the Arrhenius rates in equation (2.7) were useful in non-dimension-
alising the system, it is convenient in the following analysis to consider the
alternative forms
k0 pT q “
$’&’%0, if T ď θa1´ e´pT´θaq, if T ą θa
k1 pT q “
$’&’%0, if T ď θa1´ e´pT´θaq, if T ą θa,
(2.14)
exactly as in equation (1.12) of the previous chapter.
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2.3 Linearised System
We now proceed to linearise the system, expressing the dependent variables
as small-order perturbations around their steady-states. Letting κ be a small
parameter, we write
uˆ “ κu1 `Opκ2q
ρˆ “ 1` κρ1 `Opκ2q
Tˆ “ θa ` κT1 `Opκ2q
pˆ “ θa ` κp1 `Opκ2q
Xˆ “ X0 ` κX1 `Opκ2q.
(2.15)
Substituting the appropriate expansions into the continuity equation (2.10)
and retaining only the elements which are first order in κ yields
Bρ1
Bt `
1
r2
B pr2u1q
Br “ 0. (2.16)
A similar treatment of the gas law (2.13) gives
p1 “ θaρ1 ` T1
which, upon substitution into the momentum equation (2.11), yields
Bu1
Bt ` θa
Bρ1
Br `
BT1
Br “ 0. (2.17)
The non-Arrhenius reaction rates defined in (2.14) are also expanded as a
power series to first order in κ, giving
k0pT q “ κT1 `Opκ2q
k1pT q “ κT1 `Opκ2q
39
and so the enthalpy equation (2.12) becomes
1
γ ´ 1
BT1
Bt “ θa
Bρ1
Bt ` ΩT1. (2.18)
Finally, the linearised species-transport equation (2.9) is
BX1
Bt `
X0
r2
B pr2u1q
Br “ µT1. (2.19)
In the previous equations (2.18) and (2.19) we have defined the constants
Ω “ qα `X0 ´ β (2.20)
and
µ “ α ´X0
for simplicity.
2.4 Ω “ 0: Travelling Waves
In the previous section we derived a system of four linear partial differential
equations (2.16), (2.17), (2.18) and (2.19) which approximate the full gov-
erning partial differential equations (2.9) – (2.13) to first order in the small
parameter κ. It will prove necessary to consider the solution to this system
in two separate cases which depend on the value of the key parameter Ω
in equation (2.20). In this section we investigate the solution when Ω “ 0.
Physically, this represents the situation in which there is no nett production
or loss of heat energy to first order in κ. In this instance we see that equation
(2.18) may be directly integrated with respect to time to give
T1 “ θa pγ ´ 1q ρ1 ` L prq . (2.21)
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Here L prq is a yet unknown function only of r. Substituting this value for
T1 into equation (2.17) gives
Bu1
Bt ` γθa
Bρ1
Br ` L
1 prq “ 0. (2.22)
This is coupled with equation (2.16), and u1 is eliminated to give the result
B2ρ1
Bt2 ´
1
r2
B
Br
„
r2
B
Br pγθaρ1 ` Lq

“ 0 (2.23)
or equivalently
B2
Bt2
„
r
ˆ
ρ1 ` L prq
θaγ
˙
´ θaγ B
2
Br2
„
r
ˆ
ρ1 ` L prq
θaγ
˙
“ 0.
This is the wave equation in spherical coordinates (see Whitham [34, p.215]).
The reaction thus propagates with constant speed
?
γθa, which is also known
to be the speed of sound in an isentropic gas at temperature θa (see, for
example, Liepmann and Roshko [37, pp.65-70]). Writing c “ ?θaγ and
introducing the two moving coordinates η “ r ´ ct and ξ “ r ` ct, the
solution to the wave equation (2.23) is written
ρ1 pr, tq “ f
1 pηq ` g1 pξq
r
´ L prq
c2
(2.24)
in which a prime indicates differentiation with respect to the relevant vari-
able. These “differentiated forms” are used so as to simplify later equations.
Substitution of the expression (2.24) for ρ1 into (2.21) also yields the solution
for T1
T1 pr, tq “ θa pγ ´ 1q
„
f 1 pηq ` g1 pξq
r

` L prq
γ
. (2.25)
Using (2.24) in (2.22) gives
Bu1
Bt “ c
2
„
f 1 pηq ` g1 pξq
r2
´ f
2 pηq ` g2 pξq
r

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which may be integrated at once to give
u1 pr, tq “ c
„
g pξq ´ f pηq
r2
` f
1 pηq ´ g1pξq
r

. (2.26)
No arbitrary function of r is needed in (2.26), which follows from (2.16).
Finally, substituting the appropriate expressions for u1 and T1 (given
in (2.26) and (2.25) respectively) into equation (2.19) and integrating with
respect to t gives the solution for X1 as
X1 pr, tq “µθa pγ ´ 1q rg pξq ´ f pηqs
cr
` X0 rf
1 pηq ` g1 pξqs
r
` pµθat´X0qL prq
c2
`M prq .
(2.27)
Here M prq is another unknown function of r. Note that in this expression for
X1 the function L is multiplied by a term which is linear in t and, unless either
µ or L are identically zero, the expression (2.27) is algebraically unstable with
time.
The problem is now reduced to finding appropriate functions f , g, L and
M based on the initial state of the system. It follows directly from equation
(2.21), that L may be evaluated from the initial distributions of ρ1 and T1
according to the relation
L prq “ T pr, 0q ´ θa pγ ´ 1q ρ1 pr, 0q .
From (2.24), (2.25) and (2.26) we have
B
Br
"
1
r
ż
r rθaρ1pr, 0q ` T1 pr, 0qs dr
*
´ cu1 pr, 0q “ 2c2 BBr
ˆ
gprq
r
˙
.
By integrating with respect to r and simplifying we obtain
g pξq “ 1
2c
"ż ξ r rθaρ1pr, 0q ` T1 pr, 0qs
c
dr ´ ξ
ż ξ
u1 pr, 0q dr
*
(2.28)
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and differentiating both sides of this gives
g1 pξq “ 1
2c
"
ξ rθaρ1pξ, 0q ` T1 pξ, 0qs
c
´ ξu1 pξ, 0q ´
ż ξ
u1 pr, 0q dr
*
. (2.29)
Although a similar method may be used to find expressions for f and f 1,
namely
f pηq “ 1
2c
"ż η r rθaρ1pr, 0q ` T1 pr, 0qs
c
dr ` η
ż η
u1 pr, 0q dr
*
(2.30)
and
f 1 pηq “ 1
2c
"
ξ rθaρ1pξ, 0q ` T1 pξ, 0qs
c
` ηu1 pη, 0q `
ż η
u1 pr, 0q dr
*
, (2.31)
care must be taken as using these equations would involve evaluating ρ1 pr, 0q
and u1 pr, 0q for negative values of the radius r and a meaningful extension
of these initial distributions is needed. Such an extension may be found by
considering the behaviour of the solutions at the origin. In order to avoid
singularities in ρ1 and u1 at r “ 0 we impose the conditions
lim
rÑ0 rρ1 pr, tq “ limrÑ0 r
2u1 pr, tq “ 0
for all times t ě 0. Thus we must have
f 1 p´ctq “ ´ g1 pctq
f p´ctq “g pctq
,.- t ě 0.
For negative arguments, the values of f and its derivative f 1 are determined
in terms of g and g1 evaluated on positive arguments:
f p´ |η|q “ g p|η|q
f 1 p´ |η|q “ ´g1 p|η|q .
(2.32)
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From equations (2.28) - (2.31) and (2.32) it follows that, for all values of η,
f is given by
f pηq “ 1
2c
#ż |η| r rθaρ1p|r| , 0q ` T1 p|r| , 0qs
c
dr ` η
ż |η|
u1 pr, 0q dr
+
and likewise that its derivative is
f 1 pηq “ 1
2c
#
η rθaρ1p|η| , 0q ` T1 p|η| , 0qs
c
` |η|u1 p|η| , 0q `
ż |η|
u1 pr, 0q dr
+
.
Similar conditions on the solution to the spherical wave equation are consid-
ered by Whitham [34, p.216]. Finally, having found expressions for f and g,
evaluating equation (2.27) at t “ 0 allows for the calculation of M which,
after a little simplification using (2.24) and (2.26), may be written
M prq “ X1 pr, 0q ´X0ρ1 pr, 0q ` µ pγ ´ 1q
γ
ż r
u1 prˆ, 0q drˆ.
The solution discussed in this section may be viewed as having two major
components, the travelling-wave component behaving as an “active region”
modelled by f , g and their derivatives, and the “burnt” distribution, here
written in terms of L and M , left behind after the reaction passes.
2.5 Ω ‰ 0: Solutions to the Linearised System
and Stability
In this section we consider the solution to the linearised system derived in
section 2.3, under the assumption Ω ‰ 0. Also included in this section is an
analysis of the stability of the linear solution and a demonstration that the
growth rate of unstable modes depends only on the parameter Ω in equation
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(2.20). To begin, we focus on finding expressions for ρ1, u1 and T1 and
consider X1 separately towards the end of this section.
A separation of variables argument is used to solve equations (2.16),
(2.17), and (2.18) and solutions are found of the form
ρ1 pr, tq “
ż 8
0
Fm ptq j0 pmrq dm
u1 pr, tq “
ż 8
0
Gm ptq j1 pmrq dm
T1 pr, tq “
ż 8
0
Hm ptq j0 pmrq dm
(2.33)
where j0 and j1 are, respectively, the first kind spherical Bessel functions of
zeroth and first order. The quantities j0 pzq and j1 pzq can be expressed in
terms of elementary functions as
j0 pzq “ sin pzq
z
j1 pzq “ sin pzq
z2
´ cos pzq
z
“ ´j10 pzq
(see Abramowitz and Stegun [42, p.438]). The spherical Bessel functions
of the second kind with orders 0 and 1 also satisfy the radial part of these
equations, but they are omitted as they are divergent at the origin. It follows
from the closure relation for spherical Bessel functions (see Arfken [43, p.635])
and the equations in (2.33) that the temporal functions are given by
Fm ptq “ 2m
2
pi
ż 8
0
r2ρ1 pr, tq j0 pmrq dr
Gm ptq “ 2m
2
pi
ż 8
0
r2u1 pr, tq j1 pmrq dr
Hm ptq “ 2m
2
pi
ż 8
0
r2T1 pr, tq j0 pmrq dr.
(2.34)
The functions of time satisfy a linear system of ordinary differential equations
and, using a prime to denote a derivative with respect to time, these equations
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are
F 1m ptq`mGm ptq “ 0
G 1m ptq ´mθaFmptq ´mHm ptq “ 0
H1m ptq ´ pγ ´ 1q θaF 1m ptq ´ pγ ´ 1qΩHm ptq “ 0.
(2.35)
These three equations follow from (2.16), (2.17) and (2.18), respectively, after
integration by parts in (2.33). Eliminating first Hm ptq and then Gm ptq, these
can be reduced to the ordinary differential equation for Fm ptq, of third order:
F3m ptq ´ pγ ´ 1qΩF2m ptq `m2θaγF 1m ptq ´m2 pγ ´ 1qΩθaFm ptq “ 0. (2.36)
Since (2.36) is a constant-coefficient equation, a solution is sought in the
exponential form exppλtq, for which the constant λ then satisfies the cubic
characteristic equation
λ3 ´ pγ ´ 1qΩλ2 `m2γθaλ´m2 pγ ´ 1qΩθa “ 0. (2.37)
If λ1, λ2 and λ3 are the roots of this polynomial, the solution to (2.36) may
be written
Fm ptq “Ap1qm eλ1t ` Ap2qm eλ2t ` Ap3qm eλ3t (2.38)
and it follows that the remaining temporal components have the forms
Gm ptq “Bp1qm eλ1t `Bp2qm eλ2t `Bp3qm eλ3t
Hm ptq “Cp1qm eλ1t ` Cp2qm eλ2t ` Cp3qm eλ3t.
(2.39)
By substituting the expressions (2.39) into the first and second equations in
(2.35) all of the coefficients can be written in terms of A
pjq
m ;
Bpjqm “ ´λjmA
pjq
m
Cpjqm “ ´
`
m2θa ` λ2j
˘
m2
Apjqm
,//.//- j “ 1, 2, 3. (2.40)
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The third equation in (2.35) gives the compatibility condition
rλj ´ pγ ´ 1qΩsCpjqm ´ pγ ´ 1q θaλjApjqm “ 0, j “ 1, 2, 3
which, using (2.40), reduces to equation (2.37). Before looking at the roots
of the characteristic equation (2.37), we will analyse the discriminant, which
will allow us to determine their nature. It will first prove useful to define the
constants
δ1 “Ω pγ ´ 1q
ˆ
Ω2 pγ ´ 1q2 ´ 9
2
θam
2 pγ ´ 3q
˙
δ2 “3m2γθa ´ Ω2 pγ ´ 1q2
then, using ∆ to represent the discriminant, we have
∆ “ δ21 ` δ32.
This form of the discriminant is equivalent to the form given by Abramowitz
and Stegun [42, p.17], up to a positive multiplying constant. We find (after
some considerable algebra) that for m ą 0 it satisfies the equation
64γ3∆
27m2θa
“ “8γ3θam2 ` `27´ 18γ ´ γ2˘ pγ ´ 1q2 Ω2‰2 ` p9´ γq3 pγ ´ 1q5 Ω4.
For 1 ă γ ă 9 the right-hand side of this equation is strictly positive and
therefore ∆ ą 0. From this we conclude that the characteristic equation
(2.37) has two complex roots, which are mutual conjugates, and without loss
of generality we choose these roots to be λ1 and λ2. The third root, λ3, is
purely real and is given by
λ3 “ 1
3
«
Ω pγ ´ 1q `
´
δ1 `
?
∆
¯1{3 ´ δ2`
δ1 `
?
∆
˘1{3
ff
.
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The roots λ1 and λ2 have real and imaginary parts given, respectively, by
Re pλ1q “ Re pλ2q “Ω pγ ´ 1q
3
` 1
6
«
δ2`
δ1 `
?
∆
˘1{3 ´ ´δ1 `?∆¯1{3
ff
Im pλ1q “ ´Im pλ2q “ 1
2
?
3
«´
δ1 `
?
∆
¯1{3 ` δ2`
δ1 `
?
∆
˘1{3
ff
.
Finally, the problem is reduced to finding the values of the coefficients A
pjq
m ,
based on the equations for the initial data, given by
Fm p0q “ Ap1qm ` Ap2qm ` Ap3qm
Gm p0q “ Bp1qm `Bp2qm `Bp3qm
Hm p0q “ Cp1qm ` Cp2qm ` Cp3qm .
These expressions are found by evaluating (2.38) and (2.39) at t “ 0. Rewrit-
ing B
pjq
m and C
pjq
m in terms of the coefficients A
pjq
m using (2.40), they are re-
duced to the system of three algebraic equations
Fm p0q “ Ap1qm ` Ap2qm ` Ap3qm
Gm p0q “ ´ 1
m
`
λ1A
p1q
m ` λ2Ap2qm ` λ3Ap3qm
˘
Hm p0q ` θaFm p0q “ ´ 1
m2
`
λ21A
p1q
m ` λ22Ap2qm ` λ23Ap3qm
˘
.
It then follows that the coefficients are given by
Ap1qm “ pm
2θ ´ λ2λ3qFm p0q ´m pλ2 ` λ3qGm p0q `m2Hm p0q
pλ3 ´ λ1q pλ1 ´ λ2q
Ap2qm “ pm
2θ ´ λ1λ3qFm p0q ´m pλ1 ` λ3qGm p0q `m2Hm p0q
pλ1 ´ λ2q pλ2 ´ λ3q
Ap3qm “ pm
2θ ´ λ1λ2qFm p0q ´m pλ1 ` λ2qGm p0q `m2Hm p0q
pλ2 ´ λ3q pλ3 ´ λ1q .
Notice that these three quantities are all related by a cyclic permutation of
the indices. We now turn our attention to solving for X1 using the remaining
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linear equation (2.19). Equations (2.16) and (2.18) allow the substitutions
1
r2
B pr2u1q
Br “ ´
Bρ1
Bt
and
T1 “ 1
Ω pγ ´ 1q
BT1
Bt ´
θa
Ω
Bρ1
Bt
to be made into (2.19) and with a little simplification we obtain
BX1
Bt “
ˆ
X0 ´ µθa
Ω
˙ Bρ1
Bt `
µ
Ω pγ ´ 1q
BT1
Bt
which may be integrated with respect to t, yielding
X1 pr, tq “
ˆ
X0 ´ µθa
Ω
˙
ρ1 pr, tq ` µ
Ω pγ ´ 1qT1 pr, tq `N prq .
Here N prq is a function purely of radius, r, and may be calculated from
N prq “ X1 pr, 0q `
ˆ
µθa
Ω
´X0
˙
ρ1 pr, 0q ´ µ
Ω pγ ´ 1qT1 pr, 0q . (2.41)
The stability of the linear solutions derived above depends on the sign of λ3,
Re pλ2q and Re pλ1q; if, for any value of m, any of these three quantities is
positive, the expressions in (2.38) and (2.39) will grow exponentially with
time. Conversely, the solution will remain stable or decay if, for every value
of m, they are all negative or zero. These considerations lead to the key
result concerning stability of these solutions:
Theorem. The solutions presented in section 2.5 to the linearised system
derived in section 2.3 are stable if and only if Ω ă 0.
Proof. The Routh-Hurwitz stability criterion (see Routh [44, p.27]) for the
characteristic polynomial (2.37) reduces the requirements for stability to the
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condition that ´Ω pγ ´ 1q, ´Ω pγ ´ 1qm2θa and ´Ω pγ ´ 1q2m2θa must all
be positive. All of these conditions are satisfied, for all m, if and only if
Ω ă 0.
Since Ω may be interpreted as the first order approximation of the net heat
increase of the reaction, it is perhaps not too surprising that it determines the
stability of the linear system. Thus the solutions are stable when the cooling
rate to ambient temperature exceeds the rate at which heat is generated by
the reaction.
2.6 Comparison with Numerical Results
In this section we use the method of lines to derive a numerical scheme to
approximate the full non-linear system of partial differential equations, for
comparison with the linear solution given previously. The infinite domain
r0,8q is replaced by the finite one r0, rmaxs, which we divide into N ` 1
discrete, equally spaced points of width ∆r. In the interior of the domain
we replace the spatial derivatives in equations (2.9) - (2.12) with central
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differences, yielding the system of ordinary differential equations
ρ˜1jptq “pj ´ 1qρ˜j´1u˜j´1 ´ pj ` 1qρ˜j`1u˜j`12j∆r
u˜1jptq “ ρ˜j´1T˜j´1 ´ ρ˜j`1T˜j`12ρ˜j∆r ` u˜j
ˆ
u˜j´1 ´ u˜j`1
2∆r
˙
T˜ 1jptq “ pγ ´ 1q
„
u˜j
ˆ
Jj´1 ´ Jj`1
2∆r
´ u˜1j
˙
`
T˜j ρ˜
1
j ` X˜jk1pT˜jq ` zqAk0pT˜jq ´ β
´
T˜j ´ θa
¯
ρ˜j
fifl
X˜ 1jptq “pj ´ 1qX˜j´1u˜j´1 ´ pj ` 1qX˜j`1u˜j`12j∆r ` zAk0pT˜jq ´ X˜jk1pT˜jq
for j “ 1, 2, ..., N´1. Here we have made the substitution Jj “ γT˜j{ pγ ´ 1q`
1
2
u˜2j for convenience. The behaviour of the numerical system at either bound-
ary must be considered separately. Special consideration must be made of the
radial derivatives in the continuity equation (2.10), to ensure boundedness
at the origin. Using L’Hoˆpital’s rule we may write
lim
rÑ0`
1
r2
B
Br
`
r2ρˆuˆ
˘ “ lim
rÑ0`
„ B
Br pρˆuˆq `
2ρˆuˆ
r

“ 3 BBr pρˆuˆq
ˇˇˇˇ
r“0
.
The existence of this limit, and the application of L’Hoˆpital’s rule, requires
and assumes that ρˆuˆÑ 0 as r Ñ 0. Applying the product rule for derivatives
and setting uˆ p0, tq “ 0, the above expression can be simplified to
lim
rÑ0`
1
r2
B
Br
`
r2ρˆuˆ
˘ “ 3ˆρˆBuˆBr
˙
r“0
and a similar expression is derived for the radial derivative in the species
transport equation (2.9). Approximating these derivatives with forward finite
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differences gives
ρ˜10ptq “3ρ˜0
ˆ
u˜2 ´ 4u˜1
2∆r
˙
u˜10ptq “0
T˜ 10ptq “pγ ´ 1qρ˜0
”
T˜0ρ˜
1
0 ` X˜0k1pT˜0q ` zqAk0pT˜0q ´ β
´
T˜0 ´ θa
¯ı
X˜ 10ptq “3X˜0
ˆ
u˜2 ´ 4u˜1
2∆r
˙
` zAk0pT˜0q ´ X˜0k1pT˜0q.
This difference scheme is chosen to approximate the derivatives to order ∆r2
(see Zwillinger [45, p.705] and Fornberg [46]). Far from the origin (at j “ N)
the radial derivatives of the quantities are set to 0, so that they are unaffected
by the reaction front. As a result, the numerical scheme at this end is given
by
ρ˜1Nptq “0
u˜1Nptq “0
T˜ 1Nptq “pγ ´ 1qρ˜N
”
X˜Nk1pT˜Nq ` zqAk0pT˜Nq ´ β
´
T˜N ´ θa
¯ı
X˜ 1Nptq “zAk0pT˜Nq ´XNk1pT˜Nq.
The scheme is then numerically integrated with initial distributions given by
the expressions
ρ1 pr, 0q “ T1 pr, 0q “ X1 pr, 0q “ 10´6e´r2 (2.42)
and
u1 pr, 0q “ 10´6re´r2 . (2.43)
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Comparison with the linearised solution of section 2.3 is made possible by
evaluating the integrals in equation (2.34). We obtain
Fm p0q “ 10
´6m2e´m2{4
2
?
pi
Gm p0q “ 10
´6m3e´m2{4
4
?
pi
Hm p0q “ 10
´6m2e´m2{4
2
?
pi
while equation (2.41) gives
N prq “
„
1´X0 ` µθa
Ω
´ µ
Ω pγ ´ 1q

10´6e´r
2
The parameter values were chosen to be α “ 0.5, q “ 0.2,  “ 0.5, θa “ 0.1,
β “ 0.5 and X0 “ 0.3. For the remainder of this section the ratio of specific
heats, γ, will be given the value 1.4 (equal to that of a thermally perfect
diatomic molecule; see John [47, p.227]). From the definition given in (2.20),
the parameter Ω is calculated to be ´0.15 and from the stability analysis in
section 2.5 we expect the amplitude of the solution to decay with time.
The integrals presented in (2.34), necessary for calculating the linear so-
lution at later times t ą 0, will be evaluated numerically, due to the compli-
cated dependence of the integrand on the integration variable m. The infinite
upper bound is replaced with a sufficiently large finite value and with the
help of von Winckel’s Gauss-Legendre quadrature routine [48], the resulting
integrals are approximated to a high degree of accuracy. For this particular
case, we evaluated the quadratures with an upper bound of m “ 15 and 5000
mesh points.
Figure (2.1) displays the velocity profile, as produced by the numerical
scheme (plotted as a blue, solid line), with the linear approximation given in
53
(2.33) (plotted in the red, dashed line) up to the time t “ 50. The general
shape of the velocity profile remains largely unchanged as time progresses,
with a larger positive spike leading a smaller dip as the reaction front pro-
gresses away from the origin. The magnitude of the velocity, however, de-
creases with time and with distance from the origin, as predicted by the sign
of Ω. There is very little noticeable deviation between the two solutions at
t “ 10, but at t “ 30 the linear solution can be seen to dip below the nu-
merical output just behind the right-most reaction front. This discrepancy
grows slowly as time progresses, but the two agree very closely for all other
values of r.
A similar comparison of the temperature is made in figure (2.2). There are
effectively two separate regions in each plot, with an area of relatively high
temperature remaining around the origin, and a smaller, outward-travelling
ripple. This travelling portion is similar in shape to that seen in the velocity
profile in figure (2.1), with a positive spike leading a negative one as the
reaction front moves in the direction of increasing radius.
We now employ the numerical scheme to investigate the system with all
of the same parameter values but for the reduced rate of cooling to ambient
β “ 0.35. This gives the calculated value Ω “ 0 and the linear analysis in
section 2.4 indicates that we should expect travelling wave solutions. The
initial distributions are again chosen to be the same Gaussian distributions
used (2.42) and (2.43), assumed previously. Following the analysis given in
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Figure 2.1: A comparison of the gas velocities predicted by the numerical
scheme (solid blue line) and linearised equations (dashed red line), at various
times up to t “ 50. The two are virtually indistinguishable up to about
t “ 20.
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Figure 2.2: Temperature profiles produced by the numerical scheme plotted
in a solid blue line compared with the linearised solution in the dashed red
line. Comparisons are shown up to the time t “ 50, and there is almost no
noticeable deviation between the two. The temperature is displayed here as
its level above ambient.
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section 2.4, we derive the travelling wave functions
f pηq “ ´10
´6
4c2
pcη ` θa ` 1q e´η2
g pξq “ 10
´6
4c2
pcξ ´ θa ´ 1q e´ξ2
and their derivatives are given by
f 1 pηq “ 10
´6
4c2
“
2 p1` θaq η ` 2cη2 ´ c
‰
e´η
2
g1 pξq “ 10
´6
4c2
“
2 p1` θaq ξ ´ 2cξ2 ` c
‰
e´ξ
2
.
We also have the radial functions
L prq “ r1´ θa pγ ´ 1qs 10´6e´r2
as well as
M prq “
„
1´X0 ´ µ pγ ´ 1q
2γ

10´6e´r
2
.
The gas density, velocity, temperature, and the concentration of species X
may all be calculated as in equations (2.24) - (2.27). Here, as in previous
sections, the wave-speed is given by c “ ?θaγ « 0.374.
Figure (2.3) compares the velocity u pr, tq given by the numerical scheme
and linear analysis (plotted in the blue solid line and red dashed line respec-
tively) up to the time t “ 50. As time progresses the profiles move away
from the origin as two positive peaks either side of a negative one, all three
of which slowly decay in magnitude in successive plots. The two solutions
agree very closely for the majority of the plotted range, although, as with
previous plots, the linearised solution over-estimates the size of the dip be-
hind the advancing peak. A similar comparison is made for the temperature
in figure (2.4). The profiles are qualitatively quite similar to those seen in
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Figure 2.3: Velocity u of gas mixture in the numerical (blue, solid line)
and linear, travelling-wave solution (red, dashed line) at various times up to
t “ 50.
the figures (2.2), with a region of high temperature around the origin and
an outward-travelling reaction front consisting of an area of slightly higher
temperature leading one of lower temperature. In this case, however, the
travelling front appears to decay much more rapidly than in figure (2.2).
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Figure 2.4: Temperature comparison of the predicted travelling-wave solution
(red, dashed line) and the solution produced by the numerical scheme (blue,
solid line) up to time t “ 50.
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2.7 Extension to a Diffusive Gas
In this section, which was not published along with the preceding chapters,
we extend the previously derived linear method to a reaction in a diffusive
gas. In dimensionless form, the transport equation (2.9), conservation of mass
equation (2.10) and conservation of energy equation (2.12) now respectively
become,
BX
Bt `
1
r2
B
Br
`
r2uX
˘ “ σ
r2
B
Br
ˆ
r2
BX
Br
˙
` αk0pT q ´Xk1pT q
Bρ
Bt `
1
r2
B
Br
`
r2ρu
˘ “ σ
r2
B
Br
ˆ
r2
Bρ
Br
˙
ρ
D
Dt
ˆ
γT
γ ´ 1 `
1
2
˙
“ φ
r2
B
Br
ˆ
r2
BT
Br
˙
` BpBt
` qαk0pT q `Xk1pT q ´ β pT ´ θaq
wherein σ and φ are dimensionless diffusion parameters. The conservation of
momentum equation (2.11) and equation of state (2.13) remain unchanged.
When each variable is expanded in powers of the small parameter κ, as in
(2.15), and the components of order κ2 discarded, the linearised equations
are BX1
Bt `
X0
r2
B pr2u1q
Br “
σ
r2
B
Br
ˆ
r2
BX1
Br
˙
` µT1
Bρ1
Bt `
1
r2
B pr2u1q
Br “
σ
r2
B
Br
ˆ
r2
Bρ1
Br
˙
1
γ ´ 1
BT1
Bt “
φ
r2
B
Br
ˆ
r2
BT1
Br
˙
` θaBρ1Bt ` ΩT1
Bu1
Bt ` θa
Bρ1
Br `
BT1
Br “ 0
(2.44)
and with the linearised equation of state
p1 “ θaρ1 ` T1. (2.45)
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Under these new linear equations, the travelling wave solution found in sec-
tion 2.4 are no longer present, and so we make use of the transformation
method discussed in section 2.5. Solutions are sought in terms of the same
integral transformations presented in (2.33), that is we assume that the so-
lutions may be written as
ρ1 pr, tq “
ż 8
0
Fm ptq j0 pmrq dm
u1 pr, tq “
ż 8
0
Gm ptq j1 pmrq dm
T1 pr, tq “
ż 8
0
Hm ptq j0 pmrq dm.
Assuming that the temporal function F is of the form constant ˆ eλt, and
similarly for G and H, the exponent λ is found to satisfy the cubic polynomial
equation
λ3 ` p2λ2 ` p1λ` p0 “ 0 (2.46)
where the polynomial coefficients are given by
p2 “ m2φ pγ ´ 1q `m2σ ´ Ω pγ ´ 1q
p1 “ m4φσ pγ ´ 1q ´m2Ωσ pγ ´ 1q `m2γθa
p0 “ m2θa pγ ´ 1q
`
m2φ´ Ω˘ .
(2.47)
Then by the Routh-Hurwitz stability criterion, the solution is stable if and
only if the polynomial coefficients satisfy the inequalities
p2, p0 ą 0
p2p1 ´ p0 ą 0
(2.48)
for every value of m ą 0. Clearly, if Ω ą 0, p0 is negative when m2 ă Ω{φ
and thus the system is unstable when Ω ą 0. Conversely, if Ω ď 0, it can be
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seen easily that both p2 and p0 are positive, and all we need to do is verify
that the last stability condition holds. With some straight-forward algebra,
we have
p2p1 ´ p0 “ q3m6 ` q2m4 ` q1m2 (2.49)
where the polynomial coefficients are
q3 “ σφ pγ ´ 1q rσ ` φ pγ ´ 1qs
q2 “ γθaσ ` θaφ pγ ´ 1q2 ´ Ωσ pγ ´ 1q rσ ` 2φ pγ ´ 1qs
q1 “ ´Ω pγ ´ 1q2 pθa ´ σΩq .
(2.50)
It is obvious that all of these coefficients are positive (or zero) if Ω ď 0, and
therefore so is p2p1 ´ p0. Thus the system is stable if and only if Ω ă 0,
regardless of the strength of the diffusion. The remainder of the method
outlined in section 2.5 may now be adapted, with the appropriate changes,
to complete the solution.
2.8 Conclusion
We have presented a linear analysis of a spherically symmetric gas, which
is reacting according to Sal’nikov’s reaction model. The form of the solu-
tion is dependent on the value of a derived parameter Ω, given in equation
(2.20), which is a combination of various reaction parameters. Solutions with
travelling wave components are found when this parameter has value zero,
and exact solutions to the linearised equations are presented in terms of the
initial conditions of the reaction. When this parameter is non-zero, the so-
lutions are presented in terms of integrals over spherical Bessel functions.
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A straight-forward numerical scheme has been derived using the method of
lines and this has been used to compare non-linear results with the solutions
predicted by the linear analysis and the two show very close agreement, al-
though some minor deviation is seen behind a reaction front which travels
outwards from the origin. It is also shown that the linear perturbations of
density, gas velocity and temperature are all neutrally stable in the travelling
wave case (when Ω “ 0). The amplitude of the concentration perturbation,
however, will increase with time unless a second derived parameter, denoted
µ, is zero or the initial temperature and density perturbations satisfy the
relation T1 pr, 0q “ θa pγ ´ 1q ρ1 pr, 0q. When Ω ‰ 0, a brief analysis has also
shown that the stability of the system is dependent solely on the sign of Ω,
with the perturbations growing if the parameter is positive, and decaying if
it is negative.
Finally section 2.7 gives a brief outline of how the transform method can
easily be adapted to the case of a diffusive gas. Moreover, it also proves that
the stability condition remains unchanged; irrespective of the strength of the
diffusion, the system is stable if and only if Ω ď 0
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Chapter 3
Combustion behind a spherical
shock
64
3.1 Introduction
In the following chapter we model Sal’nikov’s reaction scheme behind an
outward-moving, spherically symmetric shock. The properties of the gas be-
tween the shock front and the centre of ignition are assumed to vary smoothly,
so that the governing equations which hold in this region are much as they
were in chapter 2; consisting of an algebraic equation of state, and partial
differential equations for mass, momentum, energy and concentration of the
intermediate reagent X. As we will discuss in more detail later, we will also
include a fifth such equation for the initial reagent A, as it is deemed ap-
propriate to drop the pool-chemical approximation discussed in the previous
chapters 1 and 2. Across the shock however, the differential form for each
of the governing equations is no longer appropriate as spatial become unde-
fined across a jump discontinuity. On the shock it is necessary to consider
the conservation equations in their integral forms, from which we derive an
algebraic equation for each of the conserved quantities.
In the pages that follow we present a novel numerical scheme which is able
to solve the governing differential equations behind the shock as well as the
algebraic conditions on the shock discontinuity by building the shock equa-
tions into a spectral method built around specially chosen spherical Bessel
functions, similar to those used in chapter 2. This yields a system of differ-
ential equations for the spectral coefficients and the shock strength, which
are intricately linked by a requirement that the solution found behind the
shock must be consistent with those which hold on the shock.
The resulting numerical method is shock-fitting, and thus provides clear res-
olution of the position and strength of the shock, but is occasionally suscep-
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tible to the accumulation of numerical errors in the high-frequency modes.
By comparison with the well-known method of Godunov, we show that a
small amount of artificial diffusion is able to dampen these spurious growths
in the higher order modes while maintaining an acceptable level of accuracy.
3.2 Model
In previous chapters we have invoked the “pool-chemical” approximation for
the reagent A, allowing us to consider its concentration as constant and ignore
dynamic effects on its distribution. In this chapter we will drop this simpli-
fying approximation, as it seems likely that a reaction sufficiently strong to
create a shock wave will also have a non-negligible effect in the distribution
of initial fuel A. As such there is a need to also model the depletion of this
reagent to the reaction and its movement through convection, by way of an-
other partial differential equation. This additional equation is of a similar
form to the reaction-convection equation used to model the distribution of
the intermediate reagent X in the previous chapter.
The gas in which the reaction takes place is assumed to be spherically sym-
metric, so that the only spatial coordinate of interest is the radius r from
the reaction centre, with a jump discontinuity at some distance r “ Rs ptq
from the origin. Beyond the shock the gas attains its background values
and remains stable. A sketch of this scenario in terms of the representative
variable V pr, tq can be seen in figure (3.1). In the reacting portion, then, the
governing equations in dimensionless form are very much the same as those
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Figure 3.1: Snapshot of a variable behind a shock
in chapter 2.
Governing the conservation of mass is the equation
Bρ
Bt `
1
r2
B
Br
`
r2ρu
˘ “ 0 (3.1)
and Euler’s momentum equation is
Bu
Bt ` u
Bu
Br `
1
ρ
Bp
Br “ 0. (3.2)
Here the variables are the same as in previous chapters, with ρ representing
the total density, u the gas velocity and p the pressure, which is related to
the density and temperature T by the gas law
p “ ρT. (3.3)
The conservation of energy equation takes the form
ρ
D
Dt
ˆ
γ
γ ´ 1T `
1
2
u2
˙
´ BpBt “ QT (3.4)
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where D
Dt
“ BBt ` u BBr is the material derivative, as in Batchelor [49, p.73].
Finally, the concentrations of X and A satisfy the equations
BX
Bt `
1
r2
B
Br
`
r2Xu
˘ “ QX (3.5)
and
BA
Bt `
1
r2
B
Br
`
r2Au
˘ “ QA. (3.6)
In the three previous equations, QT , QX and QA are the source terms for T ,
X and A, respectively and will be discussed in more detail later. As they
were in section 2.2 in chapter 2, these governing equations are based upon
derivations given by Zel’dovich et al [6, p.238] and Liepmann and Roshko
[37, p.337]. Equations (3.1) to (3.6) govern the behaviour of the gas in the
region 0 ď r ă Rs ptq. Outside the shock, in r ą Rs ptq, the gas retains its
background values:
ρ “ 1; u “ 0; T “ θa; X “ X0; A “ A0.
Here θa is the ambient temperature, X0 is the background concentration of
X and similarly for A0. These equations, however, offer no information on
the properties of the shock itself. In the next two sections we derive another
set of equations governing the strength of the shock and the speed at which
it propagates, by considering the conservation laws as they must hold across
the shock boundary.
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3.3 Weak solutions to PDEs in one spatial
dimension
Before deriving the conservation conditions across the shock, we will intro-
duce the concept of a weak solution to a partial differential equation. The
method used will follow that given by Whitham [34, p.39] in a single spa-
tial dimension, although Forbes and Krzysik have recently shown that this
method can be extended to arbitrarily many dimensions [50]. A weak solu-
tion generalises the concept of a solution to a partial differential equation to
one which holds even where derivatives may not necessarily exist. This will
allow us to apply the conservation laws governing our system in the region
of the shock, across which the spatial derivatives are undefined.
Consider the variable V px, tq, which satisfies the partial differential equation
BV
Bt `
BF pV q
Bx “ Cpx, t, V q, (3.7)
in some region R of space-time. In this equation x is a spatial coordinate, t
is time, F is a continuous function of V , and C is a continuous function of
x, t and V . Then V px, tq is a weak solution to (3.7) if it satisfiesĳ
R
V
Bφ
Bt ` F pV q
Bφ
Bx ` φCpx, t, V qdxdt “ 0 (3.8)
for an arbitrary differentiable function φ which vanishes on the boundary BR
of the region R. It can be shown that any solution to the integral equation
(3.8) also satisfies the partial differential equation (3.7), provided the relevant
derivatives exist. This brings us to the following theorem:
Theorem. A solution V px, tq to the integral equation in (3.8), where φ is
an arbitrary differentiable function which vanishes on the boundary BR of
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the region R, also satisfies the partial differential equation (3.7), provided all
relevant derivatives exist.
Proof. With a simple application of the product rule for differentiation we
obtainĳ
R
V
Bφ
Bt ` F pV q
Bφ
Bx ` φCpx, t, V qdxdt “
ĳ
R
BφV
Bt `
BφF pV q
Bx dxdt
´
ĳ
R
φ
„BV
Bt `
BF pV q
Bx ´ Cpx, t, V q

dxdt.
(3.9)
Applying Green’s theorem in the plane to the first integral on the right-hand
side of equation (3.9) givesĳ
R
„BφV
Bt `
BφF pV q
Bx

dxdt “
¿
BR
φ rV dx´ F pV q dts
and since φ “ 0 on the boundary BR, these integrals must vanish. As a
result, equation (3.9) reduces toĳ
R
V
Bφ
Bt ` F pV q
Bφ
Bx ` φCpx, t, V qdxdt “
´
ĳ
R
φ
„BV
Bt `
BF pV q
Bx ´ Cpx, t, V q

dxdt.
Now, V px, tq is assumed to satisfy the integral equation (3.8), so we haveĳ
R
φ
„BV
Bt `
BF pV q
Bx ´ Cpx, t, V q

dxdt “ 0.
Since φ is arbitrary, the result follows.
The implication of this theorem is that the concept of a weak solution
allows us to generalise the conservation laws in the presence of a shock, across
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Figure 3.2: Schematic of a shock S through the region R.
which the properties of the reacting gas experience a jump discontinuity.
We now consider a shock S passing through the region R, dividing it into
two non-overlapping regions R1 and R2, as in the diagram shown in figure
3.2. Following similar analysis to that outlined above, a weak solution to the
partial differential equation (3.7) in the region R in the presence of the shock
S satisfies
0 “
ĳ
R
V
Bφ
Bt ` F pV q
Bφ
Bx ` φCpx, t, V qdxdt
“
¿
BR1
φ rV dx´ F pV q dts `
¿
BR2
φ rV dx´ F pV q dts .
(3.10)
Again, as φ vanishes on the boundary BR, all that remains of the integrals on
the right-most side of equation (3.10) is the portion of the boundary integrals
along the shock. Equation (3.10) thus reduces toż
S
φ trF pV2q ´ F pV1qs dt´ rV2 ´ V1s dxu “ 0 (3.11)
wherein a subscript 1 or 2 indicates that a variable is evaluated on the side
of the shock in region R1 or R2 respectively. As φ is arbitrary, it must be
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that the quantity inside the braces in equation (3.11) is zero, and so, with a
little simplification, we obtain the jump condition in its final form,
dχ
dt
“ F pV2q ´ F pV1q
V2 ´ V1
where χ ptq is the spatial coordinate of the shock at time t.
3.4 Shock equations in one-dimensional
spherical coordinates
In the previous section we introduced the concept of a weak solution to a
partial differential equation, and showed that it allows the governing conser-
vation equations to be generalised to regions in which the spatial derivatives
are undefined, such as in the presence of a shock. In the following section we
apply this method to our governing equations (3.1) to (3.6), and derive alge-
braic expressions for the value of the gas properties on the shock, as well as
the speed of propagation of the shock front. Before deriving these conditions,
the governing equations need to be written in conservative form so that they
match the form of equation (3.7). It is well known that any differential equa-
tion may have multiple such conservative forms (see Whitham [34, p.40]), so
it is important to ensure that each equation represents a physical quantity
which is truly conserved. From the governing physics of the reaction prob-
lem, we know that each of the mass, momentum, energy and the amount
of reagents A and X are conserved within any volume element. Thus the
conserved quantities are ρ, ρu, ρ
´
γT
γ´1 ` 12u2
¯
, X and A, which thus satisfy
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the conservative equations:
Bρ
Bt `
B
Br pρuq “ ´
2ρu2
r
(3.12)
B
Bt pρuq `
B
Br
“
ρ
`
u2 ` T˘‰ “ ´2ρu2
r
(3.13)
B
Bt pρEq `
B
Br pρuHq “ QT ´
2ρuH
r
(3.14)
BX
Bt `
B
Br pXuq “ QX ´
2Xu2
r
(3.15)
BA
Bt `
B
Br pAuq “ QA ´
2Au2
r
. (3.16)
Here we have defined the specific energy E “ T
γ´1` 12u2 and specific enthalpy
H “ γT
γ´1 ` 12u2, for simplicity. Making use of the method given in section
(3.3), we may now derive the shock conditions. Using a subscript s to indicate
a value evaluated just inside the shock, and defining Rs ptq to be the radial
position of the shock front at time t, the jump conditions may now be written
pρs ´ 1q dRs
dt
“ ρsus (3.17)
ρsus
dRs
dt
“ ρs
`
Ts ` u2s
˘´ θa (3.18)ˆ
ρsEs ´ θa
γ ´ 1
˙
dRs
dt
“ ρsusHs (3.19)
pXs ´X0q dRs
dt
“ Xsus (3.20)
pAs ´ A0q dRs
dt
“ Asus (3.21)
in which Es “ Tsγ´1 ` 12u2s and Hs “ γTsγ´1 ` 12u2s.
The jump conditions (3.17) - (3.19) are equivalent to those given in the
seminal text by Courant and Friedrichs [51, p.124], and conditions (3.20) and
(3.21) are new, but analogous to (3.17). As this is a system of five equations
in the six unknowns ρs, us, Ts, Xs, As and
dRs
dt
, all but one variable may be
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eliminated such that five variables are expressed in terms of the sixth. It is
of some use to write each of the other variables in terms of the shock speed
R1s ptq, in which case equations (3.17) - (3.21) become
ρs “ pγ ` 1q pR
1
sq2
2γθa ` pγ ´ 1q pR1sq2
(3.22)
us “ 2
“pR1sq2 ´ γθa‰
pγ ` 1qR1s (3.23)
Ts “
“
2 pR1sq2 ´ θa pγ ´ 1q
‰ “pγ ´ 1q pR1sq2 ` 2γθa‰
pγ ` 1q2 pR1sq2
(3.24)
Xs “ X0 pγ ` 1q pR
1
sq2
2γθa ` pγ ´ 1q pR1sq2
(3.25)
As “ A0 pγ ` 1q pR
1
sq2
2γθa ` pγ ´ 1q pR1sq2
(3.26)
where a prime is used to represent differentiation with respect to time. It is
interesting to reconsider equation (3.22), written in the form
ρs “ γ ` 1
γ ´ 1
„
1´ 2γθa
2γθa ` pγ ´ 1q pR1sq2

ă γ ` 1
γ ´ 1 .
We may interpret this as saying that, regardless of the shock strength, the
gas density just behind the shock face is bounded by γ`1
γ´1 . It is also of interest
to rewrite equation (3.22), and solve for R1s in terms of ρs, yielding
R1s “ ˘
d
2γθaρs
γ ` 1´ pγ ´ 1q ρs . (3.27)
Note that the expression on the right will not switch sign for ρs ą 0 and
so the direction of propagation of the shock will not change. While we may
take either the positive value of equation (3.27) in the case of the outwards-
moving shock, or the negative for an inwards-moving one, we will limit our
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interest to just the positive case. It follows, based on an argument presented
by Whitham [34, p.175], that such a wave must be compressive and that
all of the relevant gas properties must decrease as we move from a position
behind the shock to one in front of it. Thus we must have
ρs ą 1; us ą 0; Ts ą θa; Xs ą X0; As ą A0.
Taking ρs ą 1 in equation (3.27), we also have the inequality
R1s “
d
2γθaρs
γ ` 1´ pγ ´ 1q ρs
ą
d
2γθa
γ ` 1´ pγ ´ 1q
“aγθa.
As
?
γθa is the speed of sound in the undisturbed gas, the shock must be
supersonic when viewed from ahead.
3.5 Solution Approach
In this section we outline a method of solving the system of partial differential
equations (3.1) - (3.6) in the region behind the shock, subject to the five jump
conditions (3.22)-(3.26) on the shock r “ Rs ptq. We will then present some
preliminary results of the application of this method, followed by a discussion
of these results. It is useful first to project the problem to a frame in which
the shock is stationary, by making the change of variables
ξ “ r
Rs ptq
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so that the shock is always at ξ “ 1. Radial derivatives may now be replaced
by a derivative with respect to the new variable ξ, using the chain rule
B ‚
Br “
1
Rs
B ‚
Bξ
and the temporal derivative becomes
B ‚
Bt
ˇˇˇˇ
r
“ B ‚Bt
ˇˇˇˇ
ξ
´ ξ
ˆ
R1s
Rs
˙ B ‚
Bξ
ˇˇˇˇ
t
. (3.28)
In an attempt to avoid confusion due to the ambiguity in the temporal deriva-
tives, a subscript has been used in equation (3.28) to indicate the variable
being held constant in each derivative. For the remainder of this chapter,
all derivatives with respect to t will be assumed to hold ξ constant, unless
otherwise stated. With some minor algebra the governing equations in the
new ξ ´ t space become
Bρ
Bt `
1
Rs
„
pu´ ξR1sq BρBξ `
ρ
ξ2
B
Bξ
`
ξ2u
˘ “ 0 (3.29)
Bu
Bt `
1
Rs
„
pu´ ξR1sq BuBξ `
1
ρ
Bp
Bξ

“ 0 (3.30)
BT
Bt `
1
Rs
„
pu´ ξR1sq BTBξ ` pγ ´ 1q
T
ξ2
B
Bξ
`
ξ2u
˘ “ pγ ´ 1q
ρ
QT (3.31)
BX
Bt `
1
Rs
„
pu´ ξR1sq BXBξ `
X
ξ2
B
Bξ
`
ξ2u
˘ “ QX (3.32)
BA
Bt `
1
Rs
„
pu´ ξR1sq BABξ `
A
ξ2
B
Bξ
`
ξ2u
˘ “ QA. (3.33)
Equation (3.31) is the result of some heavier simplification, using equations
(3.1) and (3.2) to remove time derivatives of ρ and u from equation (3.4)
before making the transformation from r to ξ. The source terms QT , QX
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and QA are each given by the expressions
QT “ qAk0 pT q `Xk1 pT q
QX “ Ak0 pT q ´Xk1 pT q
QA “ ´Ak0 pT q
where q is a dimensionless parameter given by the ratio of formation en-
thalpies of A and X, as in previous chapters. The quantities k0 pT q and
k1 pT q are the temperature dependent reaction rates for the respective steps
of the reaction scheme (1), which are assumed to be given by
k0 pT q “
$’&’%
ζexp
ˆ ´
T ´ θa
˙
, if T ą θa
0, if T ď θa
k1 pT q “
$’&’%
exp
ˆ ´1
T ´ θa
˙
, if T ą θa
0, if T ď θa
(3.34)
The parameters ζ and  are dimensionless numbers expressing the ratio of pre-
multiplying factors and activation energies respectively. These expressions
have many of the desirable properties of the reaction rates in (1.12) in chapter
1 and (2.14) chapter 2. Most notably, they avoid the cold-boundary problem
and are zero below the “ignition temperature”, which has been chosen to
be equal to the ambient temperature, θa, for convenience. However, these
expressions are also infinitely differentiable at T “ θa, which is not true of
the forms discussed in the previous chapter.
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Solutions to the governing equations (3.29) - (3.33) are sought in the form
ρ pξ, tq “ ρs ptq `
8ÿ
m“1
Am ptq j0 pmpiξq (3.35)
u pξ, tq “ ξus ptq `
8ÿ
m“1
Bm ptq j1 pαmξq (3.36)
T pξ, tq “ Ts ptq `
8ÿ
m“1
Cm ptq j0 pmpiξq (3.37)
X pξ, tq “ Xs ptq `
8ÿ
m“1
Dm ptq j0 pmpiξq (3.38)
A pξ, tq “ As ptq `
8ÿ
m“1
Em ptq j0 pmpiξq , (3.39)
where ρs, us and so on are the values at the shock ξ “ 1. For the numerical
scheme, it will be necessary to truncate these series, and the infinite bound
will be replaced with a suitably-large finite value denoted M .
The functions j0 and j1 are, respectively, the zeroth- and first-order spherical
Bessel function of the first kind, as were used in the linear solutions in chapter
2 and may be written rather simply as
j0 pzq “ sin pzq
z
(3.40)
and
j1 pzq “ sin pzq
z2
´ cos pzq
z
. (3.41)
The parameter αm is the m
th positive root of j1, of which there are infinitely
many, and will need to be found numerically. Note that, when m is an
integer,
j1
„p2m´ 1q pi
2

“ p´1qm`1
„
2
p2m´ 1q pi
2
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so it is clear j1 is continuous and changes sign in the intervalˆp2m´ 1q pi
2
,
p2m` 1qpi
2
˙
,
and thus there exists at least one root within this range. To see that there
is exactly one root in this interval, consider the function
f pzq “ z
2j1 pzq
cos pzq “ tan pzq ´ z.
Then the non-zero roots of f are exactly the roots of j1, and its derivative
satisfies
f 1 pzq “ sec2 pzq ´ 1
“ tan2 pzq
ě 0.
It follows that f pzq is increasing, and so there is at most one root in every
interval over which it is continuous. As f is discontinuous at each half-
integer multiple of pi, and continuous elsewhere, we conclude that j1 pzq has
exactly one root in every interval
´
p2m´1qpi
2
, p2m`1qpi
2
¯
, where m is an integer.
The roots can thus be reliably found to high accuracy with a bracketing
numerical scheme such as the bisection method.
As an aside, it is also interesting to explore the asymptotic behaviour of the
roots αm. From the definition of αm, we know that it satisfies the equation
j1 pαmq “ sin pαmq
α2m
´ cos pαmq
αm
“ 0. (3.42)
For large values of m (and thus large values of αm), the sine term will decrease
in magnitude faster than the cosine term and equation (3.42) becomes
cos pαmq
αm
„ 0.
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It follows then that αm behaves like the roots of cosine, and we must have
αm „ p2m` 1q pi
2
. (3.43)
Seeking solutions in the form of (3.35) - (3.39) effectively builds the shock
value into the solution, as they clearly satisfy the conditions
ρ p1, tq “ ρs ptq ; u p1, tq “ us ptq
etc. by design. The series solutions also have the advantage that the spatial
derivatives may be written (in principle, at least) in closed form, since
j10 pzq “ ´j1 pzq (3.44)
1
z2
d
dz
“
z2j1 pzq
‰ “ j0 pzq (3.45)
as can be verified from the relations in (3.40) and (3.41). The derivative of
j1 is not as straightforward as these, but can still be written as a rational
combination of trigonometric functions in the form
j11 pzq “ sin pzqz `
2 cos pzq
z2
´ 2 sin pzq
z3
“ j0 pzq ´ 2j1 pzq
z
.
(3.46)
The sets of spherical Bessel functions j0 pmpiξq and j1 pαmξq form orthogonal
bases with respect to the weight function ξ2 over the interval r0, 1s.
Making use of the trigonometric expressions for j0 and j1 in (3.40) and (3.41),
as well as some trigonometric identities yields to following orthogonality ex-
pressions: ż 1
0
ξ2j0 pmpiξq j0 pnpiξq dξ “ δmn (3.47)
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and ż 1
0
ξ2j1 pαmξq j1 pαmξq dξ “ δmn. (3.48)
Here δmn is the Kro¨necker symbol, taking the value 1 when m “ n and 0
when m ‰ n. Full derivations of the orthogonality equations (3.47) and
(3.48) are included in the appendix to this chapter, in section 3.10.
Using the orthogonality conditions in equations (3.47) and (3.48) allows us
to find the coefficients Am ptq, Bm ptq etc. in equations (3.35) - (3.39), such
that
Am ptq “ 2m2pi2
ż 1
0
ξ2 pρ´ ρsq j0 pmpiξq dξ
“ 2mpi
ż 1
0
ξ pρ´ ρsq sin pmpiξq dξ
(3.49)
and similarly for Cm ptq, Dm ptq and Em ptq. In much the same way, we can
find the coefficients Bm ptq with
Bm ptq “ 2α
2
m
sin2 pαmq
ż 1
0
ξ2 pu´ ξusq j1 pαmξq dξ
“ 2
sin2 pαmq
ż 1
0
pu´ ξusq rsin pαmξq ´ αmξ cos pαmξqs dξ
(3.50)
With all of the coefficients and shock values known at the current time step,
we can also calculate the spatial derivatives, with
Bρ
Bξ “ ´pi
Mÿ
m“1
mAm ptq j1 pmpiξq
and a similar form for the derivatives of T , X and A. For the gas velocity u
we have
Bu
Bξ “ us ptq `
Mÿ
m“1
αmBm ptq j11 pαmξq
where the derivative j11 pαmξq is as given in (3.46). Then, evaluating the
conservation of mass equation (3.1) using the series form (3.35) for the density
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to simplify the temporal derivative, gives a differential equation for ρs:
dρs
dt
`
Mÿ
m“1
A1m ptq j0 pmpiξq “ 1Rs
„
pξR1s ´ uq BρBξ ´
ρ
ξ2
B
Bξ
`
ξ2u
˘
. (3.51)
Evaluating this equation as ξ Ñ 1´ and using the series form to evaluate the
spatial derivatives of ρ and u gives an equation for the time derivative of just
the shock value:
dρs
dt
“ 1
Rs
Mÿ
m“1
rpus ´R1sqmpiAm ptq j1 pmpiq ´ ρsαmBm ptq j0 pαmqs . (3.52)
This may be simplified somewhat by recalling the alternate form for j0 and
j1, as in (3.40) and (3.41), so that we have
j1 pmpiq “ sin pmpiq
m2pi2
´ cos pmpiq
mpi
“ ´p´1q
m
mpi
and also
j0 pαmq “ sin pαmq
αm
.
Then with a little simplification we have finally
dρs
dt
“ 1
Rs
Mÿ
m“1
rp´1qm pR1s ´ usqAm ptq ´ ρs sin pαmqBm ptqs .
There is no immediate reason as to why this method could not be applied
to find u1s ptq, T 1s ptq, X 1s ptq or A1s ptq, other than the fact that we need to
ensure that the jump conditions (3.22)-(3.26) are satisfied. To that end, it
is actually useful to rewrite the four latter of these equations in terms of ρs,
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such that
us ptq “ pρs ´ 1q
d
2γθa
ρs rγ ` 1´ pγ ´ 1q ρss (3.53)
Ts ptq “ θa
ρs
„
1´ γ ` pγ ` 1q ρs
γ ` 1´ pγ ´ 1q ρs

(3.54)
Xs ptq “ X0ρs (3.55)
As ptq “ A0ρs. (3.56)
The time derivatives u1s, T 1s, X 1s and A1s may then be found by applying the
chain rule for differentiation to equations (3.53) - (3.56), so that with a little
algebra we have
dus
dt
“ dus
dρs
dρs
dt
“
c
γθa
2
1` γ ` p3´ γq ρs
tρs rγ ` 1´ pγ ´ 1q ρssu3{2
dρs
dt
(3.57)
and by a similar method we find an expression for T 1s
dTs
dt
“ θa pγ ´ 1q rpγ ` 1q ρ
2
s ´ 2 pγ ´ 1q ρs ` γ ` 1s
ρ2s rpγ ´ 1q ρs ´ pγ ` 1qs2
dρs
dt
. (3.58)
Finally, for the concentration of the two reagents, we have the much simpler
results
X 1s ptq “ X0 dρsdt
A1s ptq “ A0 dρsdt ,
with the intention to solve for ρ1s at the current time and use the above
equations to find u1s, T 1s, X 1s and A1s. Now that we know all of the coefficients
Am, Bm, Cm, Dm and Em, as well as the shock values ρs, us, Ts, Xs, As and
their time derivatives, we can then solve for the derivatives of the coefficients.
83
Rearranging equation (3.51) gives
Mÿ
m“1
A1m ptq j0 pmpiξq “ 1Rs
„
pξR1s ´ uq BρBξ ´
ρ
ξ2
B
Bξ
`
ξ2u
˘´ dρs
dt
.
The orthogonality condition (3.47) allows for the isolation of A1m ptq in the
form
A1m ptq “ 2mpi
ż 1
0
ξIρ sin pmpiξq dξ
wherein we have defined the term Iρ in the integrand to be
Iρ “ 1
Rs
„
pξR1s ´ uq BρBξ ´
ρ
ξ2
B
Bx
`
ξ2u
˘´ dρs
dt
. (3.59)
Similarly, writing
Iu “ 1
Rs
„
pξR1s ´ uq BuBξ ´
T
ρ
Bρ
Bξ ´
BT
Bξ

´ ξdus
dt
(3.60)
IT “ 1
Rs
„
pξR1s ´ uq BTBξ ´ pγ ´ 1q
T
ξ2
B
Bξ
`
ξ2u
˘` pγ ´ 1q
ρ
QT ´ dTs
dt
(3.61)
IX “ 1
Rs
„
pξR1s ´ uq BXBξ ´
X
ξ2
B
Bξ
`
ξ2u
˘`QX ´ dXs
dt
(3.62)
IA “ 1
Rs
„
pξR1s ´ uq BABξ ´
A
ξ2
B
Bξ
`
ξ2u
˘`QA ´ dAs
dt
(3.63)
we find the time derivatives for the remaining coefficients:
B1m ptq “ 2sin2 pαmq
ż 1
0
Iu rsin pαmξq ´ αmξ cos pαmξqs dξ (3.64)
C 1m ptq “ 2mpi
ż 1
0
ξIT sin pmpiξq dξ (3.65)
D1m ptq “ 2mpi
ż 1
0
ξIX sin pmpiξq dξ (3.66)
E 1m ptq “ 2mpi
ż 1
0
ξIA sin pmpiξq dξ. (3.67)
84
In producing the figures to be shown in sections 3.7 and 3.8, these spa-
tial integrals are approximated quickly and accurately using von Winckel’s
Gauss-Legendre quadrature routine [48]. With the help of an appropriate
numerical integrator, this system of equations may be integrated forwards in
time to find each of the spectral coefficients, the value of the gas properties
on the shock, and the position of the shock at a new time step.
3.6 Consistency conditions on spatial deriva-
tives approaching the shock
There is no guarantee, given the current construction of the solution method,
that the value found for, say, u1s using equation (3.60) matches the value we
would expect to get from evaluating equation (3.30) as ξ Ñ 1´ using the
series form in (3.36), and there is a need to enforce a consistency condition
so that the two do agree. The result is that, at least when deciding on the
initial conditions of our system, we are not necessarily free to pick every
aspect of the initial reaction profile, and will need to ensure the behaviour
driven by the governing partial differential equations is consistent with that
predicted by the shock conditions. In other words, we need to ensure thatc
γθa
2
1` γ ` p3´ γq ρs
tρs rγ ` 1´ pγ ´ 1q ρssu3{2
dρs
dt
“ dus
dt
“ lim
ξÑ1´
1
Rs
„
pR1s ´ uq BuBξ ´
T
ρ
Bρ
Bξ ´
BT
Bξ
 (3.68)
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where the first equality comes from equation (3.57) and the second from the
evaluation of (3.30) as ξ Ñ 1´. This is effectively a linear equation in the
quantities dρs
dt
, BρBξ
ˇˇˇ
ξÑ1´
, BuBξ
ˇˇˇ
ξÑ1´
and BTBξ
ˇˇˇ
ξÑ1´
. This process may be repeated
for the temperature, using equations (3.31) and (3.58), giving
θa pγ ´ 1q rpγ ` 1q ρ2s ´ 2 pγ ´ 1q ρs ` γ ` 1s
ρ2s rpγ ´ 1q ρs ´ pγ ` 1qs2
dρs
dt
“ dTs
dt
“ 1
Rs
„
pR1s ´ uq BTBξ ´ pγ ´ 1qT
Bu
Bξ ´ 2 pγ ´ 1qTsus

ξÑ1´
` pγ ´ 1q
ρs
QTs.
(3.69)
Evaluating equation (3.51) as ξ Ñ 1´ and combining it with (3.68) and (3.69)
gives a system of three equations for the four quantities dρs
dt
, BρBξ
ˇˇˇ
ξÑ1´
, BuBξ
ˇˇˇ
ξÑ1´
and BTBξ
ˇˇˇ
ξÑ1´
. Thus we are free to set any one of these values in the initial
condition, but the other three must satisfy this system of equations. For the
sake of argument, it will be assumed that we will choose a value for BρBξ
ˇˇˇ
ξÑ1´
.
Rearranging equations (3.51), (3.68) and (3.69) gives the matrix equation»———–
Rs ρs 0
ρsRs
dus
dρs
ρs pus ´R1sq ρs
ρsRs
dTs
dρs
pγ ´ 1q ρsTs ρs pus ´R1sq
fiffiffiffifl
»————–
dρs
dt
Bu
Bξ
ˇˇˇ
ξÑ1´
BT
Bξ
ˇˇˇ
ξÑ1´
fiffiffiffiffifl
“
»———–
´2ρsus
Ts
Bρ
Bξ
ˇˇˇ
ξÑ1´
pγ ´ 1qRsQTs ´ 2 pγ ´ 1qTsus
fiffiffiffifl
which we may solve to find BuBξ
ˇˇˇ
ξÑ1´
and BTBξ
ˇˇˇ
ξÑ1´
. Finally, evaluating equa-
tions (3.32) and (3.33) as ξ Ñ 1´, and rearranging to solve for the appropriate
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derivatives yields
BX
Bξ
ˇˇˇˇ
ξÑ1´
“
Rs
`
QX ´ dXsdt
˘´Xsˆ BuBξ ˇˇˇ
ξÑ1´
´ 2us
˙
us ´R1s
and similarly for BABξ
ˇˇˇ
ξÑ1´
.
3.7 Numerical Results
In the following pages we employ the method outlined in section 3.5 to model
the behaviour of a reacting gas in the presence of a jump discontinuity on
a selection of system parameters. For the first set of figures, the reaction
parameters are chosen to be
ζ “ 1.25 ;  “ 0.25 ; q “ 1.5 ; θa “ 0.5 ; γ “ 1.4
and with background concentrations of A and X
Ae “ 2 ; Xe “ 2.
The initial density profile is of the form
ρ pξ, 0q “ ρs p0q ` aρ
`
ξ2 ´ 1˘` bρ `ξ4 ´ 1˘ ,
wherein the coefficients aρ and bρ are constants to be chosen later. An initial
condition of this form gives two degrees of freedom and, by carefully choosing
the polynomial coefficients, we are able to set the density at the origin ρ p0, 0q.
More importantly, we may also choose the spatial-derivative of the density as
ξ Ñ 1´, as per the discussion in section (3.6). The initial spectral coefficients
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Am p0q can then be found in closed form, by evaluating the integrals in (3.49).
With a little algebra we obtain
Am p0q “ p´1q
m
m2pi2
„
12aρ ` 40
ˆ
1´ 6
m2pi2
˙
bρ

.
Similarly, we assume the velocity has an initial profile of the form
u pξ, 0q “ us p0q ξ ` au
`
ξ3 ´ ξ˘
wherein au is a constant to be chosen later. Choosing such an initial condition
ensures that the velocity is zero at the origin (consistent with Wood and
Kirkwood [52]), that it attains the shock value us at ξ “ 1 and that it has
an extra degree of freedom so that we may ensure it has the correct spatial
derivative as ξ Ñ 1´. Then, evaluating the integral in equation (3.50) with
t “ 0 gives
Bm p0q “ 20
α2m sin pαmqau.
Figure (3.3) displays the temperature as found by the numerical scheme in
these conditions at times t “ 0 to t “ 50. Interestingly the profile flattens
in the middle as time progresses, but forms a steep drop as it nears ξ “ 1.
Figure (3.4) displays the coefficients Cm in the spectral expansion of T at the
same time steps. It’s interesting to note that at first, only the coefficients
corresponding to the lower-frequency modes are noticeably larger than zero,
but the higher-frequency modes grow quickly thereafter. Figure (3.5) shows
the shock speed produced by the scheme. The speed decreases slightly at
first, before increasing quickly and continuing to accelerate at least until
time t “ 50. As such, the shock radius, as seen in figure (3.6) grows quickly
from 20 units at the start, to more than 80 units at time t “ 50.
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Figure 3.3: Temperature profile behind shock at regular intervals between
t “ 0 and t “ 50, for the system parameters given in the text. Over this
time frame, the shock temperature increases from about 0.59 to 0.75.
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Figure 3.5: Shock speed profile for the same parameters as figure (3.3). The
velocity decreases slightly at first, from approximately 1.08 at t “ 0 to 1.07
at approximately t “ 5 time units. It then increases steadily to a maximum
of 1.47 at time t “ 50.
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Figure 3.6: Shock radius profile for the same parameters as figure (3.3). The
radius increases steadily from 20 to approximately 84 length units; more than
quadrupling in size.
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For many starting conditions and system parameters, the high-order modes in
the spectral expansions (3.35) - (3.39) begin suddenly and rapidly to grow,
causing high-frequency oscillations to form. It is not clear at this stage
exactly what causes these oscillations, but the method fails soon after they
appear. Figure (3.7) displays the coefficients Cm, in the spectral expansion
of temperature, clearly exhibiting rapid growth in the high-frequency modes
as soon as time t “ 2. The system parameters used in the generation of this
image are
ζ “ 1.25 ;  “ 0.5 ; q “ 1.5 ; θa “ 0.5 ; γ “ 1.4. (3.70)
The background concentrations of A and X are
Ae “ 1 ; Xe “ 0.75. (3.71)
while the density and its spatial derivative on the shock at time t “ 0 are
given by
ρs p0q “ 3 ; BρBξ
ˇˇˇˇ
ξÑ1´, t“0
“ ´2.5 (3.72)
and the shock is initially located at radius
Rs p0q “ 4. (3.73)
In cases such as these, we have two options: use a shock-capturing numerical
method, such as a Godunov scheme; or alter the spectral method derived
here, by including a small amount of diffusion and viscosity, such that the
spurious growth in the high-order modes, allowing the numerical scheme to
progress beyond the point that it would otherwise fail. We will do both. More
precisely, we will include some “false” diffusion and viscosity into the method,
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and compare the results to a shock-capturing Godunov scheme. The advan-
tage of using the false diffusion method, as compared to a Godunov scheme,
is that, as the method is shock-fitting, the shock values are all calculated as
part of the method. As such, it’s rather easy to track accurately the position
of the shock using such a method. Conversely, a Godunov method, which
is shock-capturing, will not calculate these values directly, and there will be
a need to approximate them from other quantities. The disadvantage, how-
ever, is that the inclusion of false diffusion makes such a method inherently
less accurate than might otherwise be the case, and it’s not clear ahead of
time how strong the diffusion and viscosity coefficients need to be before the
scheme is able to dampen the growth of high-frequency modes.
When diffusion and viscosity are included, the governing equations to be
solved become
Bρ
Bt “
1
Rs
„
pξR1s ´ uq BρBξ ´
ρ
ξ2
B
Bξ
`
ξ2u
˘` σ
Rsξ2
B
Bξ
ˆ
ξ2
Bρ
Bξ
˙
(3.74)
Bu
Bt “
1
Rs
"
pξR1s ´ uq BuBξ ´
1
ρ
Bp
Bξ`
ν
Rs
B
Bξ
„
1
ξ2
B
Bξ
`
ξ2u
˘*
(3.75)
BT
Bt “
1
Rs
„
pξR1s ´ uq BTBξ ´ pγ ´ 1q
T
ξ2
B
Bξ
`
ξ2u
˘` φ
Rsξ2
B
Bξ
ˆ
ξ2
BT
Bξ
˙
` pγ ´ 1q
ρ
QT
BX
Bt “
1
Rs
„
pξR1s ´ uq BXBξ ´
X
ξ2
B
Bξ
`
ξ2u
˘` σ
Rsξ2
B
Bξ
ˆ
ξ2
BX
Bξ
˙
`QX (3.76)
BA
Bt “
1
Rs
„
pξR1s ´ uq BABξ ´
A
ξ2
B
Bξ
`
ξ2u
˘` σ
Rsξ2
B
Bξ
ˆ
ξ2
BA
Bξ
˙
`QA. (3.77)
Here we have marked in red the portion of each equation which differs from
their respective form in equations (3.29)-(3.33). The new parameters σ and
φ represent the artificial gaseous and thermal diffusion of the gas, whereas
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ν is the artificial viscosity. These new portions are the Laplacian of the
appropriate variable (or radial component of the vector Laplacian in the case
of equation (3.75)), see Batchelor [49, pp.600-601], converted to the new
spatial coordinate ξ.
The solution method is now much the same, and it is useful to note that the
basis functions satisfy the relations
1
ξ2
B
Bξ
ˆ
ξ2
B
Bξ j0 pmpiξq
˙
“ ´m2pi2j0 pmpiξq
and
B
Bξ
„
1
ξ2
B
Bξ
`
ξ2j1 pαmξq
˘ “ ´α2mj1 pαmξq ,
as can be verified by application of the product rule for derivatives and
the alternate forms for the basis functions in equations (3.40) and (3.41).
Combining these with the spectral form of the solutions, such as in (3.35)
and (3.36), yields the expressions
1
ξ2
B
Bξ
ˆ
ξ2
Bρ
Bξ
˙
“ ´pi2
8ÿ
m“1
m2Amj0 pmpiξq
and
B
Bξ
„
1
ξ2
B
Bξ
`
ξ2u
˘ “ ´ 8ÿ
m“1
α2mBmj1 pαmξq
and similarly for the respective derivatives of T , X and A. Consequently,
since these expressions vanish as ξ Ñ 1´, i.e.
lim
ξÑ1´
1
ξ2
B
Bξ
ˆ
ξ2
B
Bξ j0 pmpiξq
˙
“ ´m2pi2j0 pmpiq “ 0
lim
ξÑ1´
B
Bξ
ˆ
1
ξ2
B
Bξ ξ
2j1 pαmξq
˙
“ ´α2mj1 pαmq “ 0,
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we see that the equation for the derivative of the shock density is
dρs
dt
“ lim
ξÑ1´
1
Rs
„
pξR1s ´ uq BρBξ ´
ρ
ξ2
B
Bξ
`
ξ2u
˘` σ
Rsξ2
B
Bξ
ˆ
ξ2
Bρ
Bξ
˙
“ 1
Rs
Mÿ
m“1
rpus ´R1sqmpiAm ptq j1 pmpiq ´ ρsαmBm ptq j0 pαmqs ,
which remains identical to the previous equation in (3.52). Under this new
scheme, the only somewhat substantial change is to the integrands (3.59) -
(3.63) which now become
Iρ “ 1
Rs
„
pξR1s ´ uq BρBξ ´
ρ
ξ2
B
Bx
`
ξ2u
˘` σ
Rsξ2
B
Bξ
ˆ
ξ2
Bρ
Bξ
˙
´ dρs
dt
Iu “ 1
Rs
"
pξR1s ´ uq BuBξ ´
T
ρ
Bρ
Bξ ´
BT
Bξ `
ν
Rs
B
Bξ
„
1
ξ2
B
Bξ
`
ξ2u
˘*
´ ξdus
dt
(3.78)
IT “ 1
Rs
„
pξR1s ´ uq BTBξ ´ pγ ´ 1q
T
ξ2
B
Bξ
`
ξ2u
˘` φ
Rsξ2
B
Bξ
ˆ
ξ2
BT
Bξ
˙
` pγ ´ 1q
ρ
QT ´ dTs
dt
(3.79)
IX “ 1
Rs
„
pξR1s ´ uq BXBξ ´
X
ξ2
B
Bξ
`
ξ2u
˘` σ
Rsξ2
B
Bξ
ˆ
ξ2
BX
Bξ
˙
`QX ´ dXs
dt
(3.80)
IA “ 1
Rs
„
pξR1s ´ uq BABξ ´
A
ξ2
B
Bξ
`
ξ2u
˘` σ
Rsξ2
B
Bξ
ˆ
ξ2
BA
Bξ
˙
`QA ´ dAs
dt
(3.81)
and the rest of the scheme remains unchanged. As was done previously, the
new additions to these expressions have been written in red to highlight the
changes. While we are certainly free to choose any combination of values
for σ, φ and ν, for ease we will choose them all to be equal, and represent
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them by φ. The use of artificial or false diffusion or viscosity to dampen the
growth of instabilities such as Gibbs phenomena is not a novel idea, and was
utilised at least as early as 1950 by Von Neumann and Richtmyer [53].
3.8 Comparison with Godunov Scheme
We now employ a second numerical scheme, this time of the “shock-capturing”
variety, as a means of comparison with the results of the spectral method with
false diffusion. As such a scheme will require the governing equations to be
in conservative form, we will solve the governing equations in r ´ t space,
instead of ξ´ t. That is, the equations to be solved will be the partial differ-
ential equations (3.13) - (3.16), subject to the shock jump conditions (3.17) -
(3.21). Godunov methods and various related shock-capturing techniques are
discussed in great detail in Toro’s excellent text [54], which was an invaluable
reference for the writing of this section, and more briefly by Sweby [55]. The
spatial domain is truncated to r0, rmaxs, for some suitably large value of rmax,
and is divided into N sub-domains of constant width ∆r “ rmax
N
. We then
introduce the discrete position value ri “ pi ´ 1{2q∆r where i “ 1, 2, ..., N ,
representing the centre of each sub-domain.
The governing equations may be written in general vector form as:
B
¯
V
Bt `
B
Br¯f p¯Vq “ ¯C pr, ¯Vq (3.82)
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where
¯
V “
»—————————–
ρ
ρu
ρE
X
A
fiffiffiffiffiffiffiffiffiffifl
,
¯
f p
¯
Vq “
»—————————–
ρu
ρ pu2 ` T q
ρH
Xu
Au
fiffiffiffiffiffiffiffiffiffifl
,
¯
C pr,
¯
Vq “
»—————————–
´2ρu
r
´2ρu2
r
QT ´ 2ρHur
QX ´ 2Xur
QA ´ 2Aur
fiffiffiffiffiffiffiffiffiffifl
subject to the initial condition
¯
V pr, t1q “
¯
V0, with the aim to calculate (or
approximate)
¯
V pr, t2q at a later time t “ t2 “ t1`∆t. As we wish to account
for the presence of shock waves, an integral form of the governing equations
is necessary. If equation (3.82) is integrated over the region
“
ri´1{2, ri`1{2
‰ˆ
rtn, tn`1s, we obtainż ri`1{2
ri´1{2
`
¯
Vn`1 ´
¯
Vn
˘
dr `
ż tn`1
tn
“¯
f
`
¯
Vi`1{2
˘´
¯
f
`
¯
Vi´1{2
˘‰
dt
“
ż tn`1
tn
ż ri`1{2
ri´1{2 ¯
C pr,
¯
Vq drdt.
(3.83)
We then define ¯
¯
Vi as the spatial average of ¯
V over the domain
“
ri´1{2 ri`1{2
‰
.
That is,
¯
¯
Vi “ 1∆r
ż ri`1{2
ri´1{2 ¯
Vdr
wherein ∆r “ ri`1{2´ ri´1{2 is assumed constant for simplicity, so that equa-
tion (3.83) may be written as
¯
¯
V
pn`1q
i “ ¯¯V
pnq
i ´ 1∆r
ż tn`1
tn
“¯
f
`
¯
Vi`1{2
˘´
¯
f
`
¯
Vi´1{2
˘‰
dt
` 1
∆r
ż tn`1
tn
ż ri`1{2
ri´1{2 ¯
C pr,
¯
Vq drdt.
(3.84)
At this stage, equation (3.84) is exact, although calculating exact values for
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the integral expressions
ştn`1
tn
“¯
f
`
¯
Vi`1{2
˘´
¯
f
`
¯
Vi´1{2
˘‰
dt and
ştn`1
tn
şri`1{2
ri´1{2 ¯
C pr,
¯
Vq drdt
is not trivial.
To find an approximate solution, an intermediate value of ¯
¯
Vi is first calcu-
lated as:
¯
¯
V
pn`1{2q
i “ ¯¯V
pnq
i ` 12∆t
“
¯
C
`
ri´1{2,
¯
Vi´1{2
˘`
¯
C
`
ri`1{2,
¯
Vi`1{2
˘‰
wherein the “correction” term is an approximation to the double integral
1
∆r
ştn`1{2
tn
şri`1{2
ri´1{2 ¯
C pr,
¯
Vq drdt, making use of the trapezoidal rule to approx-
imate the integral over r, and a forward Euler method to approximate the
integral over t. The value of ¯
¯
V at the next time step is then approximated
by
¯
¯
V
pn`1q
i “ ¯¯V
pnq
i ´ ∆t∆r
´
¯
F
n`1{2
i`1{2 ´ ¯F
n`1{2
i´1{2
¯
`∆t
¯
C
´
¯
¯
V
pn`1{2q
i
¯
(3.85)
where
¯
F
n`1{2
i`1{2 and ¯
F
n`1{2
i´1{2 are the Godunov fluxes, which represent the amount
of flux into the ith cell through each of the boundaries at r “ ri`1{2 and
r “ ri´1{2, respectively. Operator splitting techniques such as that used
to compute ¯
¯
V
pn`1q
i in equation (3.85) have been utilised by, among others,
Bartsch and Borzi [56] to solve numerically partial differential equations with
source terms, using the method of Godunov.
To approximate the Godunov fluxes
¯
F
n`1{2
i`1{2 and ¯
F
n`1{2
i´1{2 , we consider the Rie-
mann problem, with piecewise initial data given by the value of ¯
¯
Vpn`1{2q:
B ¯
¯
V
Bt `
B
Br¯f
`
¯
¯
V
˘ “ 0 (3.86)
subject to the piecewise initial condition
¯
¯
V pr, tnq “
$&% ¯¯V
pn`1{2q
i if r ă ri`1{2
¯
¯
V
pn`1{2q
i`1 if r ą ri`1{2.
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It will also prove useful to define ∆
¯
V as the jump in
¯
V across the disconti-
nuity. Specifically, as
∆
¯
V “
¯
VR ´
¯
VL
and similarly
∆
¯
f “
¯
fR ´
¯
fL ”
¯
f p
¯
VRq ´
¯
f p
¯
VLq
where a subscript L indicates a variable evaluated on the left side of the
discontinuous interface, and a subscript R denotes a variable evaluated on
the right. It is simplest then to define VL “ Vi and VR “ Vi`1; however,
this can lead to high-frequency Gibbs-like phenomena near areas with sharp
gradients, such as around a shock. To limit these spurious oscillations, we also
define piecewise linear functions in each cell, with the form Vi`mi pr ´ riq for
an appropriately chosen slope mi. Linear expressions such as this maintain
the spatial average within each cell, that is
1
∆r
ż ri` 12∆r
ri´ 12∆r
Vi `mi pr ´ riq dr “ Vi.
Then we choose
VL “ Vi `mi
`
ri`1{2 ´ ri
˘ “ Vi ` 1
2
mi∆r
and by a similar argument
VR “ Vi`1 `mi`1
`
ri`1{2 ´ ri`1
˘ “ Vi`1 ´ 1
2
mi`1∆r.
A diagram of the Riemann problem, as well as the linear reconstruction
technique is displayed in figure (3.8). The slopes mi will be chosen according
to the rule
mi “ 1
2∆r
rσ pVi`1 ´ Viq ` σ pVi ´ Vi´1qsmin p|Vi`1 ´ Vi| , |Vi ´ Vi´1|q
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Vr
ri´1{2 ri`1{2 ri`3{2
Vi
Vi`1
VL
VR
Figure 3.8: A sketch of the classic Riemann problem (solid line) and linear
reconstruction (dashed line).
wherein σ denotes the sign function. That is, if the forward and backward
finite difference approximations to the spatial derivative are equal in sign,
the slope mi is chosen to be equal to the one which is smallest in absolute
value. Otherwise, the slope is set to zero. This is based upon the minmod
slope limiter discussed by Roe [57], for example. This is a somewhat na¨ıve
method for flux limiting, but for the purposes of comparison between the two
methods, it will prove sufficient. We aim to solve this problem numerically
using a Roe-type method (as first described by Roe in [58]). To do so, we
approximate the partial differential equation (3.86) with
B ¯
¯
V
Bt ` Ω
B ¯
¯
V
Br “ 0 (3.87)
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where Ω is a constant matrix which satisfies three properties:
‚ Ω has all real eigenvalues and a complete set of
linearly independent eigenvectors. (Hyperbolicity)
‚ Ω Ñ B¯fB
¯
V
in the limit ∆
¯
V Ñ
¯
0 (Consistency)
‚ ∆
¯
f “ Ω∆
¯
V (Conservation)
(3.88)
A method for finding such a matrix is also described by Roe [58], and we now
introduce a parameter vector ω, which will assist in finding such a matrix,
defined as such:
ω “
»—————————–
?
ρ
?
ρu
?
ρH
X?
ρ
A?
ρ
fiffiffiffiffiffiffiffiffiffifl
. (3.89)
With ω defined as in (3.89), every element of
¯
V (ρ, ρu, ρE, X and A) can
be expressed as quadratics in the elements of ω. Denoting the first element
of the vector ω as ω1, the second as ω2 and so on, we have the result
¯
V “
»—————————–
ρ
ρu
ρE
X
A
fiffiffiffiffiffiffiffiffiffifl
“
»—————————–
ω21
ω1ω2
γ´1
2γ
ω22 ` 1γω1ω3
ω1ω4
ω1ω5
fiffiffiffiffiffiffiffiffiffifl
,
For convenience, we now define ω¯1 “ 12 pω1L ` ω1Rq, that is, as the average
of ω1 on each side of the discontinuity, with similar definitions for ω¯2, ω¯3 and
103
so on. Then we have
∆
¯
v “
»—————————–
2ω¯1 0 0 0 0
ω¯2 ω¯1 0 0 0
1
γ
ω¯3
γ´1
γ
ω¯2
1
γ
ω¯1 0 0
ω¯4 0 0 ω¯1 0
ω¯5 0 0 0 ω¯1
fiffiffiffiffiffiffiffiffiffifl
∆ω. (3.90)
Similarly, every element of
¯
f , i.e ρu, ρ pu2 ` T q, ρH, uX and uA, can also be
written as quadratics in the elements of ω:
¯
f “
»—————————–
ρu
ρ pu2 ` T q
ρuH
uX
uA
fiffiffiffiffiffiffiffiffiffifl
“
»—————————–
ω1ω2
γ`1
2γ
ω22 ` γ´1γ ω1ω3
ω2ω3
ω2ω4
ω2ω5.
fiffiffiffiffiffiffiffiffiffifl
This then allows us to write
∆
¯
f “
»—————————–
ω¯2 ω¯1 0 0 0
γ´1
γ
ω¯3
γ`1
γ
ω¯2
γ´1
γ
ω¯1 0 0
0 ω¯3 ω¯2 0 0
0 ω¯4 0 ω¯2 0
0 ω¯5 0 0 ω¯2
fiffiffiffiffiffiffiffiffiffifl
∆ω. (3.91)
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It is useful here to introduce the “Roe-averaged values”, each given by
u˚ ” ω¯2
ω¯1
“
?
ρLuL `?ρRuR?
ρL `?ρR
H˚ ” ω¯3
ω¯1
“
?
ρLHL `?ρRHR?
ρL `?ρR
X˚ ” ω¯4
ω¯1
“
XL?
ρL
` XR?
ρR?
ρL `?ρR
A˚ ” ω¯5
ω¯1
“
AL?
ρL
` AR?
ρR?
ρL `?ρR
s˚ ”
d
pγ ´ 1q
„
H˚ ´ 1
2
pu˚q2

then, combining equations (3.90) and (3.91), we have:
∆
¯
f “
»—————————–
ω¯2 ω¯1 0 0 0
γ´1
γ
ω¯3
γ`1
γ
ω¯2
γ´1
γ
ω¯1 0 0
0 ω¯3 ω¯2 0 0
0 ω¯4 0 ω¯2 0
0 ω¯5 0 0 ω¯2
fiffiffiffiffiffiffiffiffiffifl
»—————————–
2ω¯1 0 0 0 0
ω¯2 ω¯1 0 0 0
1
γ
ω¯3
γ´1
γ
ω¯2
1
γ
ω¯1 0 0
ω¯4 0 0 ω¯1 0
ω¯5 0 0 0 ω¯1
fiffiffiffiffiffiffiffiffiffifl
´1
∆
¯
v
“
»—————————–
0 1 0 0 0
´1
2
p3´ γq pu˚q2 p3´ γqu˚ γ ´ 1 0 0
1
2
p3´ γq pu˚q3 ´ u˚H˚ H˚ ´ pγ ´ 1q pu˚q2 γu˚ 0 0
´u˚X˚ X˚ 0 u˚ 0
´u˚A˚ A˚ 0 0 u˚
fiffiffiffiffiffiffiffiffiffifl
∆
¯
v.
The eigenvalues of this matrix are
λ1 “ u˚ ` s˚
λ2 “ u˚ ´ s˚
λ3 “ λ4 “ λ5 “ u˚
(3.92)
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with corresponding eigenvectors
¯
K1 “
»—————————–
1
u˚ ` s˚
H˚ ` s˚u˚
X˚
A˚
fiffiffiffiffiffiffiffiffiffifl
,
¯
K2 “
»—————————–
1
u˚ ´ s˚
H˚ ´ s˚u˚
X˚
A˚
fiffiffiffiffiffiffiffiffiffifl
¯
K3 “
»—————————–
1
u˚
1
2
pu˚q2
0
0
fiffiffiffiffiffiffiffiffiffifl
,
¯
K4 “
»—————————–
0
0
0
1
0
fiffiffiffiffiffiffiffiffiffifl
,
¯
K5 “
»—————————–
0
0
0
0
1
fiffiffiffiffiffiffiffiffiffifl
(3.93)
It is rather straight-forward to show that the eigenvalues in (3.92) are real.
We may also see that the eigenvectors in (3.93) satisfy
∥∥∥
¯
K1
¯
K2
¯
K3
¯
K4
¯
K5
∥∥∥ “ 2 ps˚q3
γ ´ 1
and thus are linearly independent and the hyperbolicity condition in (3.88)
is met if s˚ ‰ 0. We then expand ∆
¯
V as a linear combination of the eigen-
vectors in (3.93), in the form
∆
¯
V “
5ÿ
j“1
aj
¯
Kj “
”
¯
K1
¯
K2
¯
K3
¯
K4
¯
K5
ı
¯
a.
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Here
¯
a is the 5ˆ1 column vector with entries a1, a2 etc. Then the coefficients
are given by the equation
¯
a “
”
¯
K1
¯
K2
¯
K3
¯
K4
¯
K5
ı´1
∆
¯
V
“ γ ´ 1ps˚q2
»—————————–
1
2
u˚
´
1
2
u˚ ´ s˚
γ´1
¯
1
2
´
s˚
γ´1 ´ u˚
¯
1
2
0 0
1
2
u˚
´
1
2
u˚ ` s˚
γ´1
¯
´1
2
´
s˚
γ´1 ` u˚
¯
1
2
0 0
ps˚q2
γ´1 ´ 12 pu˚q2 u˚ ´1 0 0
´1
2
pu˚q2X˚ u˚X˚ ´X˚ ps˚q2
γ´1 0
´1
2
pu˚q2A˚ u˚A˚ ´A˚ 0 ps˚q2
γ´1
fiffiffiffiffiffiffiffiffiffifl
∆
¯
V.
Then, we may calculate the approximate Godunov fluxes, given by
¯
Fi`1{2 “ 1
2
p
¯
FL `
¯
FRq ´ 1
2
5ÿ
j“1
aj |λj|
¯
Kj.
This scheme can be iterated repeatedly, at time steps of size ∆t until the
final, required time is reached, ensuring that the Courant-Friedrichs-Lewy
condition is satisfied. That is, we require:
∆t ă 1
2
∆r
max
i
||λi||
to ensure that no two characteristics of the partial differential equation (3.87)
may intersect (see Toro, [54, p.216]). As mentioned previously, a disadvan-
tage of the Godunov scheme over the spectral solution is that the position
of the shock and the value of the various system variables thereon are not
produced naturally from the method. For comparison purposes, however, we
need to determine, at least approximately, the values of these properties. In
the particular case to be discussed in the remainder of this section, this is
achieved simply by locating the position of the global maximum value of the
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initial reagent A. Figure (3.9) displays the concentration of A as produced
by the spectral method, with false diffusion parameter φ “ 2.5ˆ 10´3, with
the rest of the system parameters as were used in producing figure (3.7).
Note that it appears to attain a global maximum at ξ “ 1, at each time
step. This means that, at least in this particular case, the position of the
maximum value of A can be used as a proxy for the shock location. Approx-
imate values for the remaining shock properties can then be calculated from
the relations in (3.22) - (3.26). Figure (3.10) compares the shock radius as
predicted by the Godunov method described above (in the blue, solid line)
with that predicted by the spectral method with various values of the false
diffusion coefficient φ, between the times t “ 0 and t “ 50. Both numerical
methods were run with 104 nodes over the spatial domain r0, 100s in the
case of the Godunov method, and the usual domain of r0, 1s for the spectral
method. As with previous results, the spectral method used a total of 200
coefficients, as this was deemed sufficient to attain the required accuracy.
When φ “ 2.5 ˆ 10´3 (plotted in the red, dashed line) the shock radius is
almost indistinguishable from that produced by the Godunov method. As φ
increases to φ “ 2.5 ˆ 10´2 (plotted in the black, dot-dashed line) the solu-
tions are noticeably different from around the time t “ 25, but still remain
very close until t “ 50. When φ “ 2.5 ˆ 10´1 (magenta, dotted line) the
spectral method deviates from the Godunov scheme much more quickly, with
a noticeable difference forming around the t “ 15 mark. Figure (3.11) shows
the temperature profiles produced by each of the Godunov scheme (blue,
solid line) and the spectral method with false diffusion coefficients given by
φ “ 2.5ˆ 10´3 (in the red, dashed line), for the same parameters as given in
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Figure 3.9: A plot of the concentration of reagent A, as given by the spectral
method with parameters the same as in figure (3.7), with false diffusion
φ “ 2.5 ˆ 10´3, until time t “ 50. Note that the concentration appears to
attain its global maximum value on the shock at ξ “ 1.
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Figure 3.10: A comparison of the shock radius as predicted by the Godunov
scheme and spectral method with parameters the same as in figure (3.7) and
varying diffusion strengths. The disagreement between the Godunov scheme
(blue, solid line) and the spectral method increases as the diffusion parameter
increases from φ “ 2.5 ˆ 10´3 (red, dashed line), to φ “ 2.5 ˆ 10´2 (black,
dot-dashed line) and finally φ “ 2.5ˆ 10´1 (magenta, dotted line)
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(3.70)-(3.73) above. Both numerical schemes were able to produce this out-
put in similar amounts of time, with the Godunov scheme running in about
30 minutes and the spectral method 25. The spectral method, however, pro-
duces better spatial resolution, as every one of the 104 nodes lies within the
area of interest behind the shock. Conversely, the Godunov scheme “wastes”
some computation time and resolution on the unburnt gas, where no change is
expected, though it is possible that a more complex shock-capturing scheme
may be able to overcome this inefficiency.
3.9 Conclusion
In this chapter we have developed a spectral method to model the evolu-
tion of a reacting gas behind a shock. This new shock-fitting technique ties
together two separate sub-problems; on the shock a system of coupled or-
dinary differential equations govern the size and propagation speed of the
shock, and in the remainder of the domain the reaction is governed by a sys-
tem of highly non-linear, coupled partial differential equations. It is shown
that these two problems are inextricably linked, and careful consideration of
the initial conditions is needed to ensure that the two solution sets are com-
patible with each other. We then presented a novel spectral method which
builds the shock values in the general solution to each reaction variable, and
the partial differential equations are solved numerically in the transformed
spectral variable. Some numerical solutions are then presented, but it is seen
that the scheme is susceptible to the rapid growth of numerical instabilities
in some parameter regimes, as high-frequency spectral modes grow rapidly
111
0
0.
5
1
Temperature
0.
51
1.
52
2.
5
t 
=
0
0
0.
5
1
0.
51
1.
52
2.
5
t 
=
1
0
0
0.
5
1
0.
51
1.
52
2.
5
t 
=
2
0
ξ
0
0.
5
1
0.
51
1.
52
2.
5
t 
=
3
0
0
0.
5
1
0.
51
1.
52
2.
5
t 
=
4
0
0
0.
5
1
0.
51
1.
52
2.
5
t 
=
5
0
F
ig
u
re
3.
11
:
T
em
p
er
at
u
re
p
ro
fi
le
s
at
ti
m
es
t
“
0,
10
,
20
,
30
,
40
an
d
50
ti
m
e
u
n
it
s
fo
r
th
e
sp
ec
tr
al
m
et
h
o
d
w
it
h
p
ar
am
et
er
s
th
e
sa
m
e
as
in
fi
gu
re
(3
.7
)
an
d
fa
ls
e
d
iff
u
si
on
co
effi
ci
en
t
φ
“
2.
5
ˆ
10
´3
(r
ed
,
d
as
h
ed
li
n
e)
an
d
G
o
d
u
n
ov
sc
h
em
e
(b
lu
e,
so
li
d
li
n
e)
,
n
or
m
al
is
ed
to
th
e
d
om
ai
n
r0,
1s,
d
em
on
st
ra
ti
n
g
th
e
ve
ry
cl
os
e
ag
re
em
en
t
b
et
w
ee
n
th
e
tw
o
te
ch
n
iq
u
es
.
112
in value. These high order modes are damped out with the addition of a
small amount of artificial viscosity and diffusion, which allow the numerical
scheme to progress beyond the formation of these high-frequency oscillations.
This new scheme is then compared with the results of a classical Godunov
method, and the two show remarkable agreement, even when the artificial
viscosity parameter is moderately high.
3.10 Appendix
The previous sections of this chapter rely heavily on the orthogonality of the
basis functions j0 pmpizq and of j1 pαmzq. These orthogonality conditions are
given, without proof, in equations (3.47) and (3.48). These expressions are
derived in full in this appendix. It will be useful in each proof to recall the
trigonometric identity:
sin paq sin pbq “ 1
2
rcos pa´ bq ´ cos pa` bqs . (3.94)
3.10.1 Proof of orthogonality of j0 pmpizq
We first aim to prove the result stated in equation (3.47), that is
I1 pm,nq ”
ż 1
0
z2j0 pmpizq j0 pnpizq dz “ 1
2m2pi2
δmn. (3.95)
where δmn is the Kro¨necker delta and takes the value 1 if m “ n and zero
otherwise. To do so, we first make use of the trigonometric expressions for
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j0, as in equation (3.40), and simplify, so that we have
I1 pm,nq “
ż 1
0
z2
sin pmpizq
mpiz
sin pnpizq
npiz
dz
“ 1
mnpi2
ż 1
0
sin pmpizq sin pnpizq dz.
Recalling the trigonometric identity in equation (3.94), the integral in ques-
tion becomes
I1 pm,nq “ 1
2mnpi2
ż 1
0
tcos rpm´ nq pizs ´ cos rpm` nq pizsu dz.
Assuming first that m ‰ n, we have
I1 pm,nq “ 1
2mnpi2
„
sin rpm´ nq pizs
pm´ nq pi ´
sin rpm` nq pizs
pm` nq pi
1
0
dz “ 0
as both m and n are non-zero integers. If m “ n, then the integral is instead
I1 pm,nq “ 1
2m2pi2
ż 1
0
r1´ cos p2mpizqs dz
“ 1
2m2pi2
„
z ´ sin p2mpizq
2mpi
1
0
dz
“ 1
2m2pi2
,
thus completing the result.
3.10.2 Proof of orthogonality of j1 pαmzq
We now prove the result stated in equation (3.48) on the orthogonality of
the basis functions j1 pαmzq:
I2 pm,nq ”
ż 1
0
z2j1 pαmzq j1 pαnzq dz “ sin
2 pαmq
2α2m
δmn.
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where δmn is the Kro¨necker delta and takes the value 1 if m “ n and zero
otherwise. This time we begin with the derivative relations presented in
equation (3.44) and (3.45), so that integration by parts yields
I2 pm,nq “ ´ 1
αn
ż 1
0
z2j1 pαmzq d
dz
rj0 pαnzqs dz
“ 1
αn
"ż 1
0
j0 pαnzq d
dz
“
z2j1 pαmzq
‰
dz
´ “z2j1 pαmzq j0 pαnzq‰10*
“ 1
αn
ż 1
0
j0 pαnzq d
dz
“
z2j1 pαmzq
‰
dz
“ 1
αn
ż 1
0
z2j0 pαnzq 1
z2
d
dz
“
z2j1 pαmzq
‰
dz
“ αm
αn
ż 1
0
z2j0 pαnzq j0 pαmzq dz
“ 1
α2n
ż 1
0
sin pαnzq sin pαmzq dz.
(3.96)
The equality of the second and third lines of equation (3.96) above follows
from the definition of αm as a solution to j1 pαmq “ 0, so that the quantity
in brackets vanishes. The remainder of this proof continues similarly to the
previous proof, and we make use of the trigonometric identity in (3.94),
yielding
I2 pm,nq “ 1
2α2n
ż 1
0
rcos pαm ´ αnq ´ cos pαm ` αnqs dz. (3.97)
Assuming that m ‰ n (and therefore that αm ‰ αn), integral (3.97) becomes
I2 pm,nq “ 1
2α2n
„
sin pαm ´ αnq
αm ´ αn ´
sin pαm ` αnq
αm ` αn

“ αm sin pαnq cos pαmq ´ αn sin pαmq cos pαnq
2α2n pα2n ´ α2mq .
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Here we have used another trigonometric identity:
sin pa˘ bq “ sin paq cos pbq ˘ sin pbq cos paq (3.98)
to simplify the result of the integration step. Finally, since α cos pαq “ sin pαq,
as follows from equation (3.42), we have
I2 pm,nq “ αm sin pαnq cos pαmq ´ αn sin pαmq cos pαnq
2α2n pα2n ´ α2mq
“ sin pαnq sin pαmq ´ sin pαmq sin pαnq
2α2n pα2n ´ α2mq
“ 0.
We now consider the case that m “ n, or, equivalently, that αm “ αn. We
have from integral (3.97):
I2 pm,nq “ 1
2α2m
ż 1
0
r1´ cos p2αmqs dz
“ 1
2α2m
„
1´ sin p2αmq
2αm

“ 1
2α2m
„
1´ cos pαmq sin pαmq
αm

“ 1
2α2m
„
1´ sin
2 pαmq
α2m

“ 1
2α2m
„
sin2 pαmq ` cos2 pαmq ´ sin
2 pαmq
α2m

“ sin
2 pαmq
2α2m
.
The equivalence of the two final lines follows directly from equation (3.42):
cos2 pαmq ´ sin
2 pαmq
α2m
“ ´αm
„
sin pαmq
α2m
´ cos pαmq
αm
 „
cos pαmq ` sin pαmq
αm

“ 0.
Thus we have the final result.
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Chapter 4
Conclusion
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4.1 Discussion
In this thesis we have examined the mechanics by which a two-step reaction,
according to the Sal’nikov model, propagates through a combustible gas of
various geometries and properties. While rather simple, Sal’nikov’s combus-
tion model is capable of producing highly complex behaviour, as each step
is thermally sensitive, forming intricate feedback loops between reagent con-
centration and temperature.
In chapter 1, a reaction through an infinite pipe is considered, and the gas
properties are assumed to depend only on a single Cartesian spatial coordi-
nate. A weakly non-linear approximation is made to the governing equations,
and using the method of multiple time scales, it is seen that the gas veloc-
ity must satisfy the familiar wave equation in the shorter time scale, and
Burgers’ equation in the longer one. Travelling-wave solutions are sought in
the two time scales, and it is then shown that, regardless of the strength of
gaseous diffusion and viscosity, the reaction induces a thermal soliton with
a sech-squared profile in temperature, which propagates with speed equal to
the square root of the ambient temperature. The solutions to these weakly
non-linear approximations to the full, non-linear governing equations are then
compared to a rather straight-forward numerical scheme based on the method
of lines, and are shown to agree closely with the numerical results, at least
up to t “ 50 time units. The numerical scheme was then used to investi-
gate further behaviour of the system not covered by the weakly non-linear
analysis, and pulsatile travelling wave solutions were detected. These waves
spread out from the point of initial ignition, with periodically-varying am-
plitude and propagation speed. These waves spark new points of ignition in
118
turn, which spread throughout the domain.
A similar combustion model is then considered in chapter 2; however, the
reaction is assumed to emanate from an initial perturbation at the centre
of a spherically-symmetric cloud of gas. As such, the only spatial variable
of interest is the radial distance from the centre of reaction. Despite the
apparently minor difference in the geometry of the model compared to that
considered in chapter 1, the weakly non-linear method used previously is not
found to be necessary, and linear solutions are presented instead. It is then
shown that the form of the linear solutions is dependent on a single parame-
ter, denoted Ω, representing the net amount of heat produced by the reaction
at the linear level. When this parameter is zero, the reaction front is shown
to progress as a travelling wave with propagation speed equal to the speed
of sound in the ambient gas, and with a steady burnt-distribution which re-
mains after the reaction front passes. However, while every other variable
is stable under this regime, the concentration of the intermediate reagent,
X, is almost unconditionally unstable, growing or decaying at a rate directly
proportional to the time t. When the parameter Ω is non-zero, solutions
to the linearised equations are found via an integral transform over a basis
of spherical Bessel functions. This reduces the problem to a system of five
linear, ordinary differential equations in time for each value of the transfor-
mation variable m. Assuming exponential forms for the temporal functions
reduces the problem further to a system of algebraic equations for the ex-
ponential parameter, which is found to satisfy a cubic polynomial. Finally,
the solutions are reconstructed from the initial conditions, with special care
taken to ensure convergence at the origin. By a simple argument based on
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the Routh-Hurwitz criterion, it is then shown that the stability of these solu-
tions depend only on the same reaction parameter Ω; stable when Ω ă 0 and
unstable otherwise. Then the linearised solutions are compared to a numeri-
cal solution, again based on the method of lines, verifying their accuracy. In
the final section of this chapter, we provide a brief extension of the spectral
method to a diffusive gas. It is again shown that the solution is stable when
Ω ď 0, and unstable otherwise, independent of the strength of the diffusion,
though the travelling wave solutions are no longer present.
Finally, chapter 3 models the combustion reaction behind an out-ward mov-
ing spherical shock, where the reaction variables return abruptly to their
background values with an infinitely steep gradient. As in chapter 2, the
gas is assumed to be spherically-symmetric, depending only on the distance
r from the reaction centre. Behind the shock, the combustion progresses
according to the same governing equations modelled in chapter 2. These are
coupled with five algebraic conditions on the density, gas velocity, tempera-
ture and concentration of the reactants A and X, as well as the shock prop-
agation speed. These governing equations are then solved numerically using
a novel scheme, which builds the jump-conditions into a spectral method
based on a set of orthogonal spherical Bessel functions. While this method
is shown to model successfully the dynamics of the reacting gases in some
parameter spaces, in others high-frequency oscillations may cause the scheme
to diverge rapidly from the correct solution. In such cases, some small ar-
tificial diffusion and viscosity are then built into the model, smoothing out
any erratic behaviour in high-frequency spectral modes, which allows the
numerical scheme to progress far beyond the point at which it would other-
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wise fail. This new spectral scheme is then compared to a Godunov method,
using a Roe type Riemann solver, and the two schemes show remarkably
close agreement, even when artificial diffusion is necessary. As well as accu-
rately modelling the shock problem, the spectral method developed in this
chapter solves directly for each of the shock values, including the speed and
position of the shock front; something which the Godunov method does not
natively achieve. Moreover, this new method is capable of achieving much
higher spatial resolution behind the shock, as it devotes the entirety of its
computational power to the region of interest, and to do so in less time.
4.2 Future Work
While this thesis focuses specifically on Sal’nikov’s reaction scheme, there is
no reason as to why the analyses contained within cannot be applied to a
range of different chemical systems. It would be of interest to investigate a
range reaction pathways in this way, allowing for more complex interactions
between reaction steps.
Similarly, the range of geometries considered herein is also far from exhaus-
tive. As such there is room for future research in adapting the various meth-
ods described in the preceding chapters to unexplored geometric conditions,
such as allowing for variation in a second or third spacial dimension, or in
considering boundaries which are a finite distance from the reaction centre.
In this latter case, perhaps the most interesting feature will be in the inter-
action of a reaction front with a finite boundary.
Finally, it would be of interest to see the numerical algorithm discussed in
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chapter 3 adapted to allow for more sophisticated techniques to solve numer-
ically the flow equations in the domain 0 ă ξ ă 1. Such methods may be
less prone to developing the high-frequency oscillations to which the stated
method is shown to be susceptible, and may even avoid them altogether. It
may also be worthwhile to analyse these techniques in more detail, so as to
understand their stability and convergence rates, and to compare them with
other shock fitting methods.
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