We study generalization properties of weakly supervised learning. That is, learning where only a few "strong" labels (the actual target of our prediction) are present but many more "weak" labels are available. In particular, we show that having access to weak labels can significantly accelerate the learning rate for the strong task to the fast rate of O( 1 /n), where n denotes the number of strongly labeled data points. This acceleration can happen even if by itself the strongly labeled data admits only the slower O( 1 / √ n) rate. The actual acceleration depends continuously on the number of weak labels available, and on the relation between the two tasks. Our theoretical results are reflected empirically across a range of tasks and illustrate how weak labels speed up learning on the strong task. √ n), where n is the number of strongly labeled data points, we show that the feature transfer algorithm can do better, achieving the superior rate of 1 arXiv:2002.08483v1 [cs.
Introduction
While access to large amounts of labeled data has enabled the training of big models with great successes in applied machine learning, it remains a key bottleneck. In numerous settings (e.g., scientific measurements, experiments, medicine) obtaining a large number of labels can be prohibitively expensive, error prone, or otherwise infeasible. When labels are scarce, a common alternative is to use additional sources of information: "weak labels" that contain information about the "strong" target task and are more readily available, e.g., a related task, or noisy versions of strong labels from non-experts or cheaper measurements.
Such a setting is called weakly supervised learning, and given its great practical relevance it has received much attention [11, 25, 34, 43, 67] . A prominent example that enabled breakthrough results in computer vision and is now standard, is to pre-train a complex model on a related, large data task, and to then use the learned features for fine-tuning for instance the last layer on the small-data target task [15, 21, 49, 63] . Numerous approaches to weakly supervised learning have succeeded in a variety of tasks; beyond computer vision [8, 16, 19, 42] . Examples include clinical text classification [59] , sentiment analysis [36] , social media content tagging [35] and many others. Weak supervision is also closely related to unsupervised learning methods such as complementary and contrastive learning [1, 9, 61] , and particularly to self-supervised learning [14] , where feature maps learned via supervised training on artificially constructed tasks have been found to even outperform ImageNet learned features on certain downstream tasks [38] .
In this paper, we make progress towards building theoretical foundations for weakly supervised learning, i.e., where we have a few strong labels, but too few to learn a good model in a conventional supervised manner. Specifically we ask, Can large amounts of weakly labeled data provably help learn a better model than strong labels alone?
We answer this question positively by analyzing a generic feature learning algorithm that learns features on the weak task, and uses those features in the strong downstream task. While generalization bounds for supervised learning typically scale as O( 1 / Model Personalization. In examples like recommender systems [47] , online advertising [39] , and personalized medicine [48] , one needs to make predictions for individuals, while using information shared by a larger population as supportive, weak supervision [13] .
Weakly Supervised Learning
We begin with some notation. The spaces X and Y denote as usual the space of features and strong labels. In weakly supervised learning, we have in addition W, the space of weak labels. We receive the tuple (X, W, Y) drawn from the product space X × W × Y. The goal is to then predict the strong label Y using the features X, and possibly benefiting from the related information captured by W.
More specifically, we work with two datasets: (1) a weakly labeled dataset D weak m of m examples drawn independently from the marginal distribution P X,W ; and (2) a dataset D strong n of n strong labeled examples drawn from the marginal P X,Y . Typically, n m. We then use the weak labels to learn an embedding in a latent space Z ⊂ R s . In particular, we assume that there exists an unknown "good" embedding Z = g 0 (X) ∈ Z, using which a linear predictor β g 0 can determine W, i.e., β g 0 Z = β g 0 g 0 (X) = W. The strong equality assumption can be relaxed via an additive error term in our risk bounds that capture the risk of β g 0 g 0 .
Using the latent space Z, we define two function classes: strong predictors F ⊂ { f : X × Z → Y }, and weak feature maps G ⊂ {g : X → Z }. Later we will assume that class F is parameterized, and identify functions f in F with parameter vectors. We then learn a predictor f ∈ F by replacing the latent vector Z with an embeddingĝ(X) ∈ Z that we learn from weakly labeled data. Corresponding to these function classes we introduce two loss functions.
First, : Y × Y → R + measures loss of the strong predictor; we assume this loss to be continuously differentiable in its first argument. We will equivalently write f (x, z, y) := ( f (x, z), y) for predicting from a latent vector z ∈ Z; similarly, for predicting from an estimateẑ = g(x), we write the loss as f (·,g) (x, y) := ( f (x, g(x)), y).
Second, weak : W × W → R + measures loss for the weak task. This loss also applies to measuring loss of feature maps g : X → Z, by using the best possible downstream linear classifier, i.e., weak g (x, w) = weak (β g g(x), w) where β g ∈ arg min β∈R s E weak (β g(X), W). Our primary goal is to learn a model
To that end, we seek to bound the excess risk:
for h * = f * (·, g * ) where g * and f * are given by
The comparison ofĥ to h * based on the best weak task model g * is the most natural one for the feature transfer algorithm that we analyze (Algorithm 1). We study the rate at which the excess risk (1) goes to zero. Specifically, if the excess risk is O(n −γ ), the learning rate is γ. We refer to γ ≤ 1/2 as a slow rate, and γ ≥ 1 as a fast rate (possibly ignoring logarithmic factors, i.e., O( 1 /n)). When 1/2 < γ < 1 we have intermediate rates.
Feature transfer meta-algorithm
The algorithm we analyze solves two supervised learning problems in sequence. The first step runs an algorithm, Algorithm 1 Feature transfer meta-algorithm
on m i.i.d. observations from P X,W , and outputs a feature mapĝ ∈ G. Using the resultingĝ we form an augmented dataset D
. Therewith, we have n i.i.d. samples from the distributionP(X, Z, Y) := P(X, Y)1{Z =ĝ(X)}. The second step then runs an algorithm,f ← Alg n (F ,P) on n i.i.d samples fromP, and outputs a strong predictorf ∈ F . The final output is then simply the compositionĥ =f (·,ĝ). This procedure is summarized in Algorithm 1 and the high level schema in Figure 1 .
Algorithm 1 is generic because in general the two supervised learning steps can use any learning algorithm. Our analysis treats the case where Alg n (F ,P) is empirical risk minimization (ERM) but is agnostic to the choice of learning algorithm Alg m (G, P X,W ). Our results use high level properties of these two steps, in particular their generalization error, which we introduce next. We break the generalization analysis into two terms depending on the bounds for each of the two supervised learning steps. We introduce here the notation Rate(·) to enable a more convenient discussion of these rates. We describe our notation in the format of definitions to expedite the statement of the theoretical results in Section 3.
Definition 1 (Weak learning). Let Rate m (G, P X,W ; δ) be such that a (possibly randomized) algorithm Alg m (G, P X,W ) that takes as input a function class G and m i.i.d. observations from P X,W , returns a weak predictorĝ ∈ G for which,
with probability at least 1 − δ.
We are interested in two particular cases of loss function weak : (i) weak (w, w ) = 1{w = w } when W is a categorical space; and (ii) weak (w, w ) = w − w (for some norm · on W) when W is a continuous space.
Definition 2 (Strong learning). Let Rate n (F , Q; δ) be such that a (possibly randomized) algorithm Alg n (F , Q) that takes as input a function space F , and n i.i.d. observations from a distribution Q(X × Z × Y ), returns a strong predictorf ∈ F for which,
Henceforth, we drop δ from the rate symbols, for example writing Rate m (G, P X,W ) instead of Rate m (G, P X,W ; δ). It is important to note that the algorithms Alg m (G, P X,W ) and Alg n (F , Q) can use any loss functions during training. This is because the only requirement we place is that they imply generalization bounds in terms of the losses weak and respectively. For concreteness, our analysis focuses the case where Alg n (F , Q) is ERM using loss .
Excess Risk Analysis
In this section we analyze Algorithm 1 with the objective of obtaining high probability excess risk bounds (see (1) ) for the strong predictorĥ =f (·,ĝ). Informally, the main theorem we prove is the following.
Theorem 3 (Informal). Suppose that Rate m (G, P X,W ) = O(m −α ) and that Alg n (F ,P) is ERM. Under suitable assumptions on ( , P, F ), Algorithm 1 obtains excess risk,
For the prototypical scenario where Alg m (G, P X,W ) = O( 1 / √ m), one obtains fast rates when m = Ω(n 2 ), and m = Ω(n 4 ), in the discrete and continuous cases, respectively. More generally, if αβ < 1 then O(n −αβ ) is the dominant term and we observe intermediate or slow rates.
In order to obtain any such result, it is necessary to quantify how the weak and strong tasks relate to one another -if they are completely unrelated, then there is no reason to expect the representationĝ(X) to benefit the strong task. The next subsection introduces the central condition and a relative Lipschitz property, which embody the assumptions used for relating the weak and strong tasks. Roughly, they ask that g 0 (X) is a useful representation for the strong task.
Relating weak and strong tasks
In this section we introduce the central condition and our relative Lipschitz assumption for quantifying task relatedness. The Lipschitz property requires that small perturbations to the feature map g that do not hurt the weak task, do not affect the strong prediction loss much either.
Definition 4.
We say that f is L-Lipschitz relative to G if for all x ∈ X , y ∈ Y, and g, g ∈ G,
We say the function class F is L-Lipschitz relative to G, if every f ∈ F is L-Lipschitz relative to G. This Lipschitz terminology is justified since the domain uses the pushforward pseudometric (z, z ) → weak (β g z, β g z ), and the range is a subset of R + . In the special case where Z = W, and g(X) is actually an estimate of the weak label W, our Lipschitz condition reduces to | f (·,g) (x, y) − f (·,g) (x, y)| ≤ L weak (g(x), g (x)), i.e., conventional Lipschitzness of ( f (x, w), y) in w.
The central condition is well-known to yield fast rates for supervised learning [53] ; it directly implies that we could learn a map (X, Z) → Y with O(1/n) excess risk. The difficulty with this naive view is that at test time we would need access to the latent value Z = g 0 (X), an implausible requirement. To circumnavigate this hurdle, we replace g 0 withĝ by solving the supervised problem ( ,P, F ), for which we will have access to data.
But it is not clear whether this surrogate problem would continue to satisfy the central condition. One of our main theoretical contributions is to show that ( ,P, F ) indeed satisfies a weak central condition (Theorems 7 and 8), and to show that this weak central condition still enables strong excess risk guarantees (Theorem 9). We are now ready to define the central condition. In essence, this condition requires that (X, Z) is highly predictive of Y, which, combined with the fact that g 0 (X) = Z has zero risk on W links the weak and strong tasks together.
Definition 5 (The Central Condition). A learning problem ( , P, F ) on U := X × Z × Y is said to satisfy the ε-weak η-central condition if there exists an f * ∈ F such that
for all f ∈ F . The 0-weak central condition is known as the strong central condition. We drop the η notation when it is being viewed as constant. For the strong central condition, Jensen's inequality implies that f * must satisfy
The strong central condition is therefore a stronger requirement than the assumption that inf f ∈F E P [ f (U)] is attained. Note that the weak central condition becomes stronger as ε decreases. Later we derive generalization bounds that improve accordingly as ε decreases. Before continuing, we take a digression to summarize the central condition's connections to other theory of fast rates.
The central condition and related conditions. The central condition unifies many well-studied conditions known to imply fast rates [53] , including Vapnik and Chervonenkis' original condition, that there is an f * ∈ F with zero risk [54, 55] . The popular strong-convexity condition [28, 32] is also a special case, as is (stochastic) exponential concavity, which is satisfied by density estimation: where F are probability densities, and f (u) = − log f (u) is the logarithmic loss [2, 12, 27] . Another example is Vovk mixability [56, 57] , which holds for online logistic regression [18] , and also holds for uniformly bounded functions with the square loss. A modified version of the central condition also generalizes the Bernstein condition and Tysbakov's margin condition [3, 51] .
Capturing task relatedness with the central condition. Intuitively, the strong central condition requires that the minimal risk model f * attains a higher loss than f ∈ F on a set of U = (X, Z, Y) with exponentially small probability mass. This is likely to happen when (X, Z) is highly predictive of Y so that the probability mass of P(Y|X, Z) concentrates in a single location for most (X, Z) pairs. In other words, (X, Z) is highly predictive of Y. Further, if f * in F such that f * (X, Z) maps into this concentration, then f * (U) will be close to zero most of the time, making it probable that Definition 5 holds.
We also assume that the strong central condition holds for the learning problem ( , P, F ) with P = P U = P X,Z,Y where Z = g 0 (X). But as noted earlier, since Z is not observable at test time, we cannot simply treat the problem as a single supervised learning problem. Therefore, obtaining fast or intermediate rates is a nontrivial challenge. We approach this challenge by splitting the learning procedure into two supervised tasks (Algorithm 1). In its second step, Algorithm 1 replaces ( , P, F ) with ( ,P, F ). Our strategy to obtain generalization bounds is first to guarantee that ( ,P, F ) satisfies the weak central condition, and then show that the weak central condition implies the desired generalization guarantees.
The rest of this section develops the theoretical machinery needed for obtaining our bounds. We summarize the key steps of our argument below.
1. Decompose the excess risk into two components: the excess risk of the weak predictor and the excess risk on the learning problem ( ,P, F ) (Proposition 6).
2.
Show that the learning problem ( ,P, F ) satisfies a relaxed version of the central condition -the "weak central condition" (Propositions 7 and 8).
3. Show that the ε-weak central condition yields excess risk bounds that improve as ε decreases (Prop. 9).
4.
Combine all previous results to obtain generalization bounds for Algorithm 1 (Theorem 10).
Generalization Bounds for Weakly Supervised Learning
The first item on the agenda is Proposition 6 which obtains a generic bound on the excess risk in terms of Rate m (G, P X,W ) and Rate n (F ,P).
Proposition 6 (Excess risk decomposition). Suppose that f * is L-Lipschitz relative to G. Then the excess risk
The first term corresponds to excess risk on the weak task, which we expect to be small since that environment is data-rich. Hence, the problem of obtaining excess risk bounds reduces to bounding the second term, Rate n (F ,P). This second term is much more opaque; we spend the rest of the section primarily analyzing it.
We now prove that if ( , P, F ) satisfies the ε-weak central condition, then the artificial learning problem ( ,P, F ) obtained by replacing the true population distribution P with the estimateP satisfies a slightly weaker central condition. We consider the categorical and continuous W-space cases separately, obtaining an improved rate in the categorical case. In both cases, the proximity of this weaker central condition to the ε-weak central condition is governed by Rate m (G, P X,W ), but the dependencies are different.
Proposition 7 (Categorical weak label). Suppose that weak (w, w ) = 1{w = w } and that is bounded by B > 0, F is Lipschitz relative to G, and that ( , P, F ) satisfies the ε-weak central condition. Then ( ,P, F ) satisfies the ε + O e B Rate m (G, P X,W ) -weak central condition with probability at least 1 − δ.
Next, we consider the norm induced loss. In this case it is also possible to obtain obtain the weak central condition for the artificially augmented problem ( ,P, F ). Proposition 8 (Continuous weak label). Suppose that weak (w, w ) = w − w and that is bounded by B > 0, F is L-Lipschitz relative to G, and that ( , P, F ) satisfies the ε-weak central condition. Then ( ,P, F )
For both propositions, a slight modification of the proofs easily eliminates the e B term when Rate m (G, P X,W ) ≤ O(e −B ). Since we typically consider the regime where Rate m (G, P X,W ) is close to zero, Propositions 7 and 8 essentially say that replacing P byP only increases the weak central condition parameter slightly.
The next, and final, step in our argument is to obtain a generalization bound for ERM under the ε-weak central condition. Once we have this bound, one can obtain good generalization bounds for the learning problem ( ,P, F ) since the previous two propositions guarantee that it satisfies the weak central condition from some small ε. Combining this observation with the results from the previous section finally allows us to obtain generalization bounds on Algorithm 1 when Rate n (F ,P) is ERM.
For this final step, we assume that our strong predictor class F is parameterized by a vector in R d , and identify each f with this parameter vector. We also assume that the parameters live in an L 2 ball of radius R. By Lagrangian duality this is equivalent to our learning algorithm being ERM with L 2 -regularization for some regularization parameter.
Any parameterized class of functions that is continuously differentiable in its parameters satisfies the L -Lipschitz requirement since we assume the parameters live in a closed ball of radius R. The Y compactness assumption can be dropped in the case where y → (y, ·) is Lipschitz.
Observe that the bound in Proposition 9 depends linearly on d, the number of parameters of F . Since we consider the regime where n is small, the user might use only a small model (e.g., a shallow network) to parameterize F , so d may not be too large. On the other hand, the bound is independent of the complexity of G. This is important since the user may want to use a powerful model class for g to profit from the bountiful amounts of weak labels.
Proposition 9 gives a generalization bound for any learning problem ( , Q, F ) satisfying the weak central condition, and may therefore be of interest in the theory of fast rates more broadly. For our purposes, however, we shall apply it only to the particular learning problem ( ,P, F ). In this case, the ε shall depend on Rate m (G, P X,W ), yielding strong generalization bounds whenĝ has low excess risk. Combining Proposition 9 with both of the two previous propositions yields fast rates guarantees (Theorem 10) for the double estimation algorithm (Algorithm 1) for ERM. The final bound depends on the rate of learning for the weak task, and on the quantity of weak data available m.
Theorem 10 (Main result). Suppose the assumptions of Proposition 9 hold, ( , P, F ) satisfies the central condition, and that Rate m (G, P X,W ) = O(m −α ). Then, when Alg n (F ,P) is ERM we obtain excess risk
with probability at least 1 − δ, if either of the following conditions hold,
To reduce clutter we absorb the dependence on B into the big-O. One can obtain similar bounds if the weak central condition holds but with an extra additive term in the bound.
Experiments
Note that an excess risk bound of b = C/n γ implies a log-linear relationship log b = log C − γ log n between the error and amount of strong data. We are therefore able to visually interpret the learning rate γ using a log-log scale as the negative of the gradient. We experimentally study two types of weak label: noisy, and coarse labels. We study two cases: when the amount of weak data grows linearly with the amount of strong data, and when the amount of weak data grows quadratically with the amount of strong data (plus a baseline). All experiments use either a ResNet-18 or ResNet-34 for the weak feature map g. Full details of hyperparameter choices, architecture choices, and other experimental information are given in Appendix C.
Choice of baseline
The aim of our experiments is to empirically study the relationship between generalization, weak dataset size, strong dataset size, and weak learning rate that our theoretical analysis predicts. Therefore, the clearest baseline comparison for Algorithm 1 is to vanilla supervised learning (i.e. m = 0).
Noisy Labels
Simulated noisy labeler First, we simulate a noisy labeler, who gets some examples wrong but in a way that is dependent on the example (as opposed to independent random noise). For example, think of a human annotator working on a crowd sourcing platform. We simulate noisy labelers by training an auxiliary deep network on a held out dataset to classify at a certain accuracy -for our CIFAR-10 experiments we train to 90% accuracy. We then use the predictions of the auxiliary network as weak labels. The results are given in left hand part of Figure 2 .
Random noise Second, we run experiments using independent random noise. To align with the simulated noisy labeler, we keep a given label the same with 90% chance, and otherwise swap the label to any other label with equal chance (including back to itself). The results are given in right hand part of Figure 2 .
In each case, both the generalization error when using additional weak data is lower, and the learning rate itself is higher. Indeed, the learning rate improvement is significant. For simulated noisy labels, γ = 0.46 when m = 0, and γ = 0.97 for m = Ω(n 2 ). Random noisy labels has a similar result with γ = 0.45 and γ = 0.81 for m = 0, and m = Ω(n 2 ) respectively.
Coarse labels
CIFAR-100 -concept clustering To study learning with coarse weak labels, we first consider CIFAR-100. This dataset provides ready-made weak supervision. There are 100 categories, which are clustered into 20 super-categories each corresponding to a semantically meaningful collection. Each super category has exactly 5 categories in each super-category. For example, the categories"maple", "oak", "palm", "pine", and "willow" are all part of the super-category"trees". We use the coarse super category as a weak label, and the fine grained 100-way classes as strong labels. The results are presented in Figure 4 .
Simple grouping
We also ran experiments using a simple grouping to form weak labels for MNIST, SVHN, and CIFAR-10. We construct a weakly labeled dataset from MNIST and SVHN by assigning the weak label W = Y(mod d) for some d ∈ {2, . . . , 10}. For CIFAR-10 we followed an analogous approach, forming a five different weak labels by grouping the ten strong labels into pairs. The results depicted in Figure 3 are all for d = 5, however similar tests for different values of d, obtained similar results.
The coarse label results are a similar story to noisy labels. Generalization error is consistently lower, and learning rate constantly high for larger m growth rate. The differences are generally very significant, e.g. for CIFAR-100 where top-1 accuracy learning rate is γ = 0.45 for m = 0, and γ = 0.70 for m = Ω(n 2 ), and for MNIST γ = 0.89 and γ = 1.52 for m = 0 and m = Ω(n 2 ) respectively. 
Related Work
Weakly supervised learning. There exists previous work on the case where one only has weak labels. Khetan et al. [29] consider crowd sourced labels and use an EM-style algorithm to model the quality of individual workers. Another approach proposed in [45, 46] uses correlation between multiple different weak label sources to estimate the ground truth label. A different approach is to use pairwise semantic (dis)similarity as a form of weak signal about unlabeled data [1] or to use complementary labels, which give you a label telling you a class that the input is not in [61] .
Fast rates. There is a large body of work studying a variety of favorable situations under which it is possible to obtain rates better than slow-rates. From a generalization and optimization perspective, strongly convex losses enable fast rates for generalization and for fast convergence of stochastic gradient [17, 23, 28] . These works are special cases of exponentially concave learning, which is itself a special case of the central condition. There are completely different lines of work on fast rates, such as developing data dependent local Rademacher averages [4] ; and herding, which has been used to obtain fast rates for integral approximation [60] .
Learning with a nuisance component. The two-step estimation algorithm we study in this paper is closely related to statistical learning under a nuisance component [10, 17] . In that setting one wishes to obtain excess risk bounds for the modelf (·, g 0 (·)) where W = g 0 (X) is the true weak predictor. The analysis of learning in such settings rests crucially on the Neyman orthogonality assumption [40] . Our setting has the important difference of seeking excess risk bounds for the compositional modelf (·,ĝ(·)).
Self-supervised learning. In self-supervised learning the user artificially constructs pretext learning problems based on attributes of unlabeled data [14, 20] . In other words, it is often possible to construct a weakly supervised learning problem where the choice of weak labels are a design choice of the user. In line with our analysis, the success of self-supervised representations relies on picking pretext labels that capture useful information about the strong label such as invariances and spacial understanding [38, 41] . Conversely, weakly supervised learning can be viewed as a special case of self-supervision where the pretext task is selected from some naturally occurring label source [26] .
Discussion
Our work focuses on analyzing weakly supervised learning. We believe, however, that the same framework could be used to analyze other popular learning paradigms. One immediate possibility is to extend our analysis to consider multiple inconsistent sources of weak labels as in [29] . Other important extensions would be to include self-supervised learning and pre-training. The key technical difference between these settings and ours is that in both these settings the marginal distribution of features P(X) is potentially different on the pretext task as compared to the downstream tasks of interest. Cases where the marginal P(X) does not shift fall within the scope of our analysis.
Another option is to use our representation transfer analysis to study multi-task or meta-learning settings where one wishes to reuse an embedding across multiple tasks with shared characteristics with the aim of obtaining certified performance across all tasks. Finally, a completely different direction, based on the observation that our analysis is predicated on the idea of "cheap" weak labels and "costly" strong labels, is to ask how best to allocate a finite budget for label collection when faced with varying quality label sources.
A Section 3 Proofs
We begin by obtaining the decomposition that is instrumental in dividing the excess risk into two pieces that can be then studied separately.
2LRate m (G, P X,W ) + Rate n (F ,P).
Proof of Proposition 6. Let us split the excess risk into three parts
By definition, the first term is bounded by Rate n (F ,P). The relative Lipschitzness of f * delivers the following bound on the second and third terms respectively,
Since g * attains minimal risk, and W = β g 0 g 0 (X), the sum of these two terms can be bounded by,
Combining this with the bound on the first term yields the claim.
The next two propositions show, for the two cases of weak of interest, that the weak central condition is preserved (with a slight weakening in the constant) when replacing the population distribution P by the distribution P obtained by replacing the true weak label W by the learned weak estimateĝ(X). 7) . Suppose that weak (w, w ) = 1{w = w } and that is bounded by B > 0, F is Lipschitz relative to G, and that ( , P, F ) satisfies the ε-weak central condition. Then ( ,P, F ) satisfies the ε + O Rate m (G, P X,W )weak central condition with probability at least 1 − δ.
Proposition A.2 (Proposition
Proof of Proposition 7. Note first that
where we recall that we have overloaded the loss to include both f and h . To prove ( ,P, F ) satisfies the central condition we therefore need to bound 1 η log E P exp − η( f (·,ĝ) − f * (·,ĝ) ) above by some constant. We begin bounding (line by line explanations are below),
where the second line follows from the fact that for any f in the event {β ĝĝ (X) = W} we have f (·,ĝ) = f (·,g 0 ) and f * (·,ĝ) = f * (·,g 0 ) . This is because | f (·,ĝ) (X, Y) − f (·,g 0 ) (X, Y)| ≤ L weak (β ĝĝ (X), β g 0 g 0 (X)) = L weak (W, W) = 0. Dropping the indicator 1{β ĝĝ (X) = W} from the integrand yields 1 η log E P e −η( f − f * ) which is upper bounded by ε by the weak central condition. We may therefore upper bound the second term by,
).
The first inequality uses the fact that is bounded by B, the second line uses the basic fact log x ≤ x, and the final equality holds with probability 1 − δ by assumption. Combining this bound with the ε bound on the first term yields the claimed result. Proof of Proposition 8. For any δ > 0 we can split the objective we wish to bound into two pieces as follows,
We will bound each term separately. The first term can be rewritten as,
Let us focus for a moment specifically on the exponent, which we can break up into three parts, f (·,ĝ) − f * (·,ĝ) = ( f (·,g 0 ) − f * (·,g 0 ) ) + ( f (·,ĝ) − f (·,g 0 ) ) + ( f * (·,g 0 ) − f * (·,ĝ) ).
In the event that β ĝĝ (X) − W ≤ δ L the second and third terms can be bounded using the Lipschitzness of , and the relative Lipschitzness of F with respect to G,
Plugging this upper bound into the expression for I, we obtain the following bound
where in the second line we have simply dropped the indicator function from both integrands, and for the third line we have appealed to the ε-weak central condition. Next we proceed to bound the second term (line by line explanations are below) II by,
where the first line follows since is bounded by B, the second line since log x ≤ x, the fourth line is an application of Markov's inequality, and the final inequality holds by definition of Rate m (G, P X,W ) with probability 1 − δ. Collecting these two results together we find that
Rate m (G, P X,W ).
Since this holds for any δ > 0 we obtain the bound,
The minimization is a simple convex problem that is solved by picking δ to be such that the two terms are balanced.
The next proposition shows that the weak central condition is sufficient to obtain excess risk bounds. This result generalizes Theorem 1 of [37] , which assumes the strong central condition holds. In contrast, we make only need the weaker assumption that the weak central condition holds.
Proposition A.4 (Proposition 9). Suppose ( , Q, F ) satisfies the ε-weak central condition, is bounded by B > 0, each F is L -Lipschitz in its parameters in the 2 norm, F is contained in the Euclidean ball of radius R, and Y is compact. Then when Alg n (F , Q) is ERM, the excess risk
with probability at least 1 − δ, where V = B + ε.
Proof of Proposition 9. Before beginning the proof in earnest, let us first introduce a little notation, and explain the high level proof strategy. We use the shorthand ∆ f = f − f * . Throughout this proof we are interested in the underlying distribution Q. So, to avoid clutter, throughout the proof we shall write E and P as short hand for E U∼Q and P U∼Q .
Our strategy is as follows: we wish to determine an a > 0 for which, with high probability, ERM does not select a function f ∈ F such that E∆ f ≥ a n . Defining F β = { f ∈ F : E∆ f ≥ β} this is equivalent to showing that, with high probability, ERM does not select a function f ∈ F β n where β n = a n . In turn this can be re-expressed as showing with high probability that,
for all f ∈ F β n , where the random variables {U j } j are i.i.d samples from Q. In order to prove this we shall take a finite cover { f 1 , f 2 , . . . , f s } of our function class F β n and show that, with high probability 1 n ∑ n j=1 ∆ f (U j ) > c for all f i for some constant c > 0 depending on the radius of the balls. To do this, we use the central condition, and two important tools from probability whose discussion we postpone until Appendix Section B, to bound the probability of selecting each f i , then apply a simple union bound. This result, combined with the fact that every element of F β n is close to some such f i allows us to derive equation (2) for all members of the class F β n .
With the strategy laid out, we are now ready to begin the proof in detail. We start by defining the required covering sets. Specifically, let F β n ,ε be an optimal proper 1 ε/L s-cover of F β n in the 2 -norm, where we will pick s later. It is a classical fact (see e.g. [7] ) that the d-dimensional 2 -ball of radius R has ε-covering number at most ( 4R ε ) d . Since the cardinality of an optimal proper ε-covering number is at most the ε/2-covering number, and F is contained in the the d-dimensional 2 -ball of radius R, we have |F β n ,ε | ≤ ( 8RL s ε ) d . Furthermore, since is continously differentiable, Y is compact and f is Lipschitz in its parameter vector, we have that f → f is L s-Lipschitz in the 2 norm in the domain and ∞ -norm in the range (for some s, which we have now fixed). Therefore the proper ε/L s-cover of F β n pushes forward to a proper ε-cover of { f : f ∈ F β n } in the ∞ -norm.
We now tackle the key step in the proof, which is to upper bound the probability that ERM selects an element of F β n ,ε . To this end, fix an f ∈ F β n ,ε . Since ( ,P, F ) satisfies the ε-weak central condition, we have E e −η∆ f ≤ e ηε . Rearranging yields,
Lemma B.1 implies that for any 0 < γ < a there exists a modification ∆ f + ε of ∆ f + ε, and an η ≤ η f ≤ 2η such that ∆ f ≤ ∆ f , almost surely, and,
Since ∆ f + ε belongs to the shifted interval [−V, V] where V = B + ε, Corollaries 7.4 and 7.5 from [53] imply 2 that,
where we define a = a − γ. By Cramér-Chernoff (Lemma B.2) with t = ca ε (where c will also be chosen later) and the η in the lemma being η f /2, we obtain
where C := 0.18 B∨1/η − nηcε, and the second inequality follows since η ≤ η f ≤ 2η. Let us now pick c so as to make C bigger than zero, and in particular so that C = 0.09 B∨1/η . That is, let c = 1 nε 0.09
Vη∨1 . Using the fact that a − 2/c ≤ a , and a union bound over f ∈ F β n ,ε we obtain a probability bound on all of F β n ,ε ,
Define the right hand side to equal 0 < δ < 1. Note that we are allowed to do this thanks to the fact C > 0, which implies that the right hand side goes to zero as a → ∞ . This makes it possible to pick a sufficiently large a for which the right hand side is less than 1. Solving for a = a + γ we choose,
Therefore, with probability at least 1 − δ we have for all f ∈ F β n ,ε that 1
Finally, since ca ≥ 2 for sufficiently small ε by construction, and ∆ f ≥ ∆ f almost surely, we find that
We have proven that with probability at least 1 − δ that 1 n ∑ n j=1 ∆ f (U j ) > 0 for all f ∈ F β n . Therefore, with high probability, ERM will not select any element of F β n . Finally, the bound described in the theorem comes from substituting in the choice of c, and rounding up the numerical constants, recognizing that since the claim holds for all γ > 0 , we may take the limit as γ → 0 + to obtain,
The heavy lifting has now been done by the previous propositions and theorems. In order to obtain the main result, all that remains now is to apply each result in sequence. with probability at least 1 − δ, if either of the following conditions hold, 1. m = Ω(n β ) and weak (w, w ) = 1{w = w } (discrete W-space).
2. m = Ω(n 2β ) and weak (w, w ) = w − w (continuous W-space).
Proof of Theorem 10. Case 1: We have m = Ω(n β ), and Rate m (G, P X,W ) = O(1/m α ), together impling that Rate(G, D weak m ) = O(1/n αβ ). We apply Proposition 7 to conclude that ( ,P, F ) satisfies the O(1/n αβ )-weak central condition with probability at least 1 − δ.
Proposition 9 therefore implies that Rate n (F ,P) = O dαβ log 8RL n+log 1 δ n + 1 n αβ .
Combining these two bounds using Proposition 6 we conclude that
Case 2:
The second case is proved almost identically, however note that since in this case we have m = Ω(n 2β ), that now Rate m (G, P X,W ) = O(1/n 2αβ ). The factor of two is cancelled our by the extra square root factor in Proposition 8. The rest of the proof is exactly the same as case 1.
B Probabilistic Tools
In this section we present two technical lemmas that are key tools used to prove Proposition 9. The first allows us to take a random variable ∆ such that Ee −η∆ ≤ 1 and perturb downwards it slightly to some ∆ ≤ ∆ so that the inequality becomes an equality (for a slightly different η) and yet the expected value changes by an arbitrarily small amount. Lemma B.1. Suppose η > 0 and ∆ is an absolutely continuous random variable on the probability space (Ω, P) such that ∆ is almost surely bounded, and Ee −η∆ ≤ 1. Then for any ε > 0 there exists an η ≤ η ≤ 2η and another random variable ∆ (called a "modification") such that,
Proof. We may assume that Ee −η∆ < 1 since otherwise we can simply take ∆ = ∆ and η = η . Due to absolute continuity, for any δ > 0 there is a measurable set A δ ⊂ Ω such that P(A δ ) = e −1/δ . Now define ∆ : Ω → R by,
We now prove that as long as δ is small enough, all three claimed properties hold.
Property 1:
Since ∆ is almost surely bounded, there is a V > 0 such that |∆| ≤ V almost surely. Taking δ small enough that − 1 2δη ≤ −V we guarantee that ∆ ≤ ∆ almost surely. Property 2: We can lower bound the 2η case,
We can similarly upper bound the η case,
Recall that by assumption Ee −η∆ < 1, so we may pick δ sufficiently small so that e −1/2δ + Ee −η∆ < 1. Using these two bounds, and observing that boundedness of ∆ implies continuity of η → E e −η∆ , we can guarantee that there is an η ≤ η ≤ 2η such that E e −η ∆ = 1. Property 3: Since ∆ and ∆ only disagree on A δ ,
+ V e −1/δ which converges to 0 as δ → 0 + . We may, therefore, make the difference in expectations smaller than ε by taking δ to be sufficiently close to 0.
The second lemma is a well known Cramér-Chernoff bound that is used to obtain concentration of measure results. A proof was given, for example, given in [53] . However, since the proof is short and simple we include it here for completeness. Lemma B.2 (Cramér-Chernoff [53] ). Let ∆, ∆ 1 , . . . , ∆ n be i.i.d. and define Λ ∆ (η) = log E[e −η∆ ]. Then, for any η > 0 and t ∈ R,
Proof. Note that since x → exp(−ηx) is a bijection, we have,
Applying Markov's inequality to the right hand side of the equality yields the upper bound, exp(ηnt)E exp(−η n ∑ i=1 ∆ i ) = exp(ηnt) E exp(−η∆) n = exp ηnt + nΛ ∆ (η) .
C Hyperparameter and Architecture Details
All models were trained using PyTorch [44] and repeated from scratch 4 times to give error bars. All layers were initialized using the default uniform initialization.
Architecture For the MNIST experiments we used the ResNet-18 architecture as a deep feature extractor for the weak task [24] , followed by a single fully connected layer to the output. For the strong model, we used a two hidden layer fully connected neural network as a feature extractor with ReLU activations. The first hidden layer has 2048 neurons, and the second layer has 1024. This feature vector is then concatenated with the ResNet feature extractor, and passed through a fully connected one hidden layer network with 1024 hidden neurons. For all other datasets (SVHN, CIFAR-10, CIFAR-100) the exact same architecture was used except for replacing the ResNet-18 feature extractor by ResNet-34. We also ran experiments using smaller models for the weak feature map, and obtained similar results. That is, the precise absolute learning rates changed, but the comparison between the learning rates remained the similar.
Optimization We used Adam [30] with initial learning rate 0.0001, and β 1 = 0.5, and β 2 = 0.999. We used batches of size 100, except for MNIST, for which we used 50. We used an exponential learning rate schedule, scaling the learning rate by 0.97 once every two epochs.
Data pre-processing For CIFAR-10, CIFAR-100, and SVHN we used random cropping and horizontal image flipping to augment the training data. We normalized CIFAR-100 color channels by subtracting the dataset mean pixel values (0.5071, 0.4867, 0.4408) and dividing by the standard deviation (0.2675, 0.2565, 0.2761). For CIFAR-10 and SVHN we normalize each pixel to live in the interval [−1, 1] by channel-wise subtracting (0.5, 0.5, 0.5) and dividing by (0.5, 0.5, 0.5). For MNIST the only image processing was to normalize each pixel to the range [0, 1].
Number of training epochs
The weak networks were trained for a number of epochs proportional to 1/m. For example, for all CIFAR-10 experiments the weak networks were trained for 500000/m epochs. This was sufficient to train all models to convergence. Once the weak network was finished training, we stopped all gradients passing through that module, thereby keeping the weak network weights fixed during strong network training. To train the strong network, we used early stopping to avoid overfitting. Specifically, we tested model accuracy on a holdout dataset once every 5 epochs. The first time the accuracy decreased we stopped training, and measured the final model accuracy using a test dataset.
Dataset size
The amount of strong data is clearly labeled on the figures. For the weak data, we used the following method to compute the amount of weak data to use: where m (1) i is the amount of weak data for the linear growth, m (2) i for quadratic growth, and n 1 , n 2 , . . . , n 7 are the different strong data amounts. For MNIST we took (c 1 , c 2 ) = (4, 0.02), for SVHN we took (c 1 , c 2 ) = (4.8, 0.0024) and for CIFAR-10 and CIFAR-100 we took (c 1 , c 2 ) = (4, 0.002). An important property in each case is that m
1 , i.e. weak and quadratic growth begin with the same amount of weak labels.
