As a variant of "valuated matroid" of Dress and Wenzel, we define the concept of a "valuated bimatroid" to investigate the combinatorial properties of the degree of subdeterminants of a rational function matrix. Two algorithms are developed for computing the maximum degree of a minor of specified order; the algorithms are valid also for "valuated bimatroids" in general.
INTRODUCTION
Let A(x) = (A ij (x)) be an m × n matrix with A ij (x) being a rational function in x with coefficients from a field F , and denote by δ k the highest degree of a minor of order k of A(x). That is, The present paper develops two algorithms for computing δ k by exploiting the combinatorial properties of the function w(I, J). To be specific, we first define the concept of a "valuated bimatroid" as a variant of "valuated matroid" introduced by Dress and Wenzel [1] , [2] ; a valuated bimatroid is nothing but a valuated matroid in a disguise, just as a bimatroid [3] (or a linking system [4] ) can be identified with a matroid with a fixed base. Then, we derive two theorems; the first (Theorem 1) stating the concavity of δ k as a function of k, and the second (Theorem 2) revealing the nesting structure of the maximizers (I, J) of w(I, J). Finally we develop, based on those theorems, two different algorithms for computing δ k that work for valuated bimatroids in general, and we mention their applications to rational function matrices.
The results of this paper not only contribute to the theory of valuated matroid but also have fundamental engineering significance. For example, when δ k is defined for a rational function matrix A(x) as above, we can obtain the SmithMcMillan form at infinity (known also as the structure at infinity in the literature of control theory [5] 
is a regular pencil, on the other hand, the δ k (k = 1, 2, · · ·) determine the structural indices of its Kronecker form [6] (and hence the index of nilpotency) which plays an important role in the analysis of differential-algebraic equations (DAEs). See [7] for details.
VALUATED BIMATROID
We introduce the concept of a "valuated bimatroid" as a variant of valuated matroids as follows. Let R and C be disjoint finite sets and let w be a map from
We define (R, C, w) to be a valuated bimatroid if (R ∪ C, v) is a valuated matroid (as defined in [1] , [2] ) with v(R) = −∞. This means in particular that
and
where
By translating the exchange axiom for valuated matroids v into conditions on w, we see that (R, C, w) is a valuated bimatroid if and only if w satisfies (4), (5) , and the exchange properites (E1) and (E2) below for any (I, J) ∈ S and (I , J ) ∈ S: (E1) For any i ∈ I − I, at least one of the following two assertions holds:
(E2) For any j ∈ J − J , at least one of the following two assertions holds:
We define the rank r of (R, To state our results we introduce notations:
Theorem 1 The following inequality holds
Proof.
In the first case, the right-hand side is bounded by 2δ k since ( (6) is established. In the second case, the righthand side is bounded by δ k−1 + δ k+1 , and therefore (
By applying the above argument repeatedly, we will end up with the first case since |I − − I + | decreases while the second case applies.
2 Next we look at the families M k (k = 0, 1, · · · , r) of the maximizers of w. either (a 1) or (b 1) (or both) holds, where either (a 2) or (b 2) (or both) holds, where
Lemma 1 Let
Proof. This follows from inequalities like those in the proof of Theorem 1. 2
Theorem 2 For any
Proof. We show the existence of such (I k−1 , J k−1 ). The existence of (I k+1 , J k+1 ) can be shown in a similar manner, and the existence of the other (I l , J l ) (with |l − k| ≥ 2) follows by induction.
we apply Lemma 1 (1) to obtain (a 1) or (b 1). In case of (a 1) we are done with (
Applying the above argument repeatedly, we will arrive at the case (a 1) or otherwise obtain (I − The iteration stops when w(I k , J k ) = −∞, and then the rank r is given by k − 1. The second algorithm is based on Theorem 1 and relies on the greedy algorithm defined in [1] for valuated matroids. The concavity of δ k implies that for α satisfying
