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ABSTRACT
In this thesis we investigate two topics in data mining on graphs; in the first part we
investigate the notion of centrality in graphs, in the second part we look at reconstructing
graphs from aggregate information.
In many graph related problems the goal is to rank nodes based on an importance score.
This score is in general referred to as node centrality. In Part I. we start by giving a novel
and more efficient algorithm for computing betweenness centrality. In many applications
not an individual node but rather a set of nodes is chosen to perform some task. We gener-
alize the notion of centrality to groups of nodes. While group centrality was first formally
defined by Everett and Borgatti (Everett and Borgatti, 1999), we are the first to pose it as
a combinatorial optimization problem; find a group of k nodes with largest centrality. We
give an algorithm for solving this optimization problem for a general notion of centrality
that subsumes various instantiations of centrality that find paths in the graph. We prove
that this problem is NP-hard for specific centrality definitions and we provide a universal
algorithm for this problem that can be modified to optimize the specific measures. We
also investigate the problem of increasing node centrality by adding or deleting edges in
the graph. We conclude this part by solving the optimization problem for two specific ap-
plications; one for minimizing redundancy in information propagation networks and one
v
for optimizing the expected number of interceptions of a group in a random navigational
network.
In the second part of the thesis we investigate what we can infer about a bipartite graph
if only some aggregate information – the number of common neighbors among each pair
of nodes – is given. First, we observe that the given data is equivalent to the dot-product
of the adjacency vectors of each node. Based on this knowledge we develop an algorithm
that is based on SVD-decomposition, that is capable of almost perfectly reconstructing
graphs from such neighborhood data. We investigate two versions of this problem, in the
versions the dot-product of nodes with themselves, e.g. the node degrees, are either known
or hidden.
vi
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Chapter 1
Introduction
1
2In this thesis we focus on two problems related to graph analysis. In Part I we study
importance measures assigned to graphs. In Part II we focus on inferring the graph from
dot-product data.
Part I – Centrality in graphs. Centrality is a collective name for measures that quantify
the notion of ”importance” in the network. In the first part of the thesis we develop efficient
algorithms for certain instantiations of centrality. After giving a brief introduction to graph
centrality, in Chapter 2 we review the relevant related work.
In Chapter 3 we discuss one of the most popular centrality measures, betweenness
centrality. We give an overview of state-of-the-art efforts for computing it, including the
prevailing best exact algorithm developed by Brandes (Brandes, 2001). We then give our
algorithm, Brandes++, an exact algorithm for betweenness centrality that, dependent on
the input data, can speed up Brandes’ original algorithm significantly. The contents of this
chapter are based on (Erdo˝s et al., 2015).
In Chapter 4 we present an umbrella framework that subsumes different notions of
centrality, all of which have in common that they count some type of paths in the graph.
We introduce k-GROUP CENTRALITY MAXIMIZATION (k-GCM) in this chapter, an opti-
mization problem geared towards finding central groups within this framework. We proof
that k-GCM is NP-complete for several specific centrality definitions. We give a universal
approximation algorithm for k-GCM that can be adjusted to any of the specific centrality
notions. We also briefly discuss the problem of network engineering (e.g., adding or re-
moving edges) in order to increase the group centrality of a given node. The contents of
this chapter appeared in (Ishakian et al., 2012).
We proceed to give two specific applications of group centrality. The application in
Chapter 5 handles about minimizing redundancy of network traffic in information propa-
gation networks. We propose to solve this problem by picking a group of k nodes to place
filters – some devices that can alleviate the information multiplicity. We are the first to
3introduce the FILTER PLACEMENT problem (Problem 3), we proof its NP-completeness
and we provide an efficient approximation algorithm to solve it. This chapters describes
work in (Erdo˝s et al., 2012b). The problem described in Chapter 6, REPETITION-AWARE
CONTENT PLACEMENT, defines a notion of centrality that takes the expected number of
times that a random walk in the graph contains a given node into consideration. Besides
proposing this new problem setting, the chapter also describes a novel way of modeling
this probabilistic notion of repetition with help of absorbing Markov-chains and introduces
algorithmic techniques to speed up computations. The paper corresponding to this chapter
is (Erdo˝s et al., 2013).
Part II – Reconstruction of dot-product graphs. Very often a certain dataset is not
available to us, e.g. the data could be sensitive and hence kept private, it was not possible
to collect the desired data or there is some data available but it is incomplete and noisy. In
this case we have to resort to find the answers we are looking for in the data that we do
have. In the second part of the thesis we look at what we can infer about graph data, if
instead of the graph only some aggregate measure of the data is known, and even that has
possible missing values or contains noise.
In Chapter 8 we propose and solve the problem of reconstructing a bipartite graph
from only its neighborhood data, that is, for every pair of nodes we are given the number
of their common neighbors. Our solution is based on finding the SVD-decomposition of
the biadjacency matrix of the graph, it also applies a novel computational ”trick” and is
extremely successful in the graph reconstruction in practice. This chapter contains work
that appeared in (Erdo˝s et al., 2012a; Erdo˝s et al., 2014).
Conclusions. In the final Chapter 9 we summarize the contributions of this thesis and
highlight future research directions.
Part I
Network Centrality
4
5Often it is desired to rank the nodes in a network by assigning some score or measure
of importance to the nodes (Bavelas, 1948; Freeman, 1979; Borgatti, 2005). This measure
is referred to as the centrality of a node in the graph. Many different notions of central-
ity exist that are used for ranking nodes in various graph-based applications. Computing
centrality scores is always dependent on the specific definition of centrality and can pose
algorithmically very different problems. In Part I of this thesis we investigate some of
these computational aspects.
For the rest of this Introduction let G(V,E) be a graph that may be directed or undi-
rected and let s, t, v ∈ V be some nodes in G. Further, let σ(s, t) denote the number of
paths connecting s and t. For the specific centrality notions we will specify what kind
of paths (e.g., shortest paths, simple paths, random paths) are considered in the specific
instantiation of σ(s, t). We denote the number of nodes |V | by n and the number of edges
|E| by m.
1.0.1 Betweenness centrality
Betweenness centrality is one of the most widely used notions of centrality (Freeman,
1977; Brandes, 2008). For any two nodes s, t let σ(s, t) denote the number of shortest
paths between s and t. Let σ(s, t|v) denote the number of shortest paths between s and t
that contain v. We say that the betweenness centrality C(v) of v is the fraction of shortest
paths that contain v for every pair s, t. That is,
C(v) =
∑
s,t∈V
σ(s, t|v)
σ(s, t)
.
The history of betweenness centrality in computer science has been quite interesting.
This definition of betweenness was introduced in the 70s by Linton C. Freeman (Free-
man, 1977). He also gave a naive algorithm for computing it which is O(n3) in running
time. While betweenness centrality was widely used in many applications, for example
6in the case of the infamous Zachary’s karate club (Zachary, 1977), there has been no
improvement on its computational time for more than 20 years. In 2001 Ulrik Brandes
came up with the first algorithm to compute betweenness centrality in O(nm) time. While
in worst case this running time is similar to the naive version, for sparse graphs (with
m = O(nlog(n)) this algorithm is more efficient. Ever since researchers and practition-
ers have been looking at improving on this running time. While there has been a steady
stream of approximation algorithms (Bader et al., 2007a; Brandes and Pich, 2007; Geis-
berger et al., 2008) and parallel implementations (Bader and Madduri, 2006; Tan et al.,
2009; Edmonds et al., 2010), to the best of our knowledge there has been no breakthrough
on the exact algorithm (there are some results for certain graph structures, e.g. (Puzis et al.,
2012; Sariyu¨ce et al., 2013)).
We observe that many real life graphs – especially graphs depicting social networks
– have some natural community structure. One of the most well-known examples is
Zachary’s karate club (Figure 1·1). In his work (Zachary, 1977) Zachary observed the
social ties among the members of a karate club. Based on his observations, he identified
two clusters in the graph. Later the karate club split into two, and the members of the
former club joined one of the new clubs. As it turned out the new memberships were iden-
tical to what Zachary predicted. In Chapter 3 we present a novel algorithm to compute
exact values of betweenness centrality. Our algorithm works on the divide-and-conquer
principle by making use of the inherent community structure of datasets. Depending on
what type of data it is we achieve significant speedup over the existing algorithms.
1.0.2 Optimizing group centrality
Centrality is an efficient measure to rank the nodes of a network. However, often the
specific applications call for finding a set of k nodes to perform some task together as
a group. Some examples of such applications are selecting k seed nodes to maximize
the spread of information (Kempe et al., 2003), detect contamination (Leskovec et al.,
7Figure 1·1: This figure depicts the social structure in a karate
club; nodes correspond to members and edges correspond to so-
cial interactions between members. Zachary distinguished two groups
among the members, highlighted by the dashed line in the im-
age. Later the club split into two; the members of the two
groups were the same that Zachary predicted. Image source:
http://www.pnas.org/content/103/23/8577/F2.large.jpg
2007b) or select nodes to immunize to inhibit the spread of a disease (Pastor-Satorras and
Vespignani, 2002). In many of these applications the most evident solution – selecting the
k highest ranked nodes – does not give a very good solution. That is because for most
centrality measures the contribution, or utility, of a node to the group depends on the other
groupmembers. Let us look at an experiment for which the results are shown in Table 1.1.
Here we count the total number of shortest paths in a blog network that are covered by
the best group of size k. We compare k to the number of highest ranked nodes (second
column) that are needed to cover the same number of shortest paths. Here we can see
that already for very small k-s (k = 10 for a graph with 21K nodes) we find a significant
difference in the two numbers.
Given a graph G(V,E) we can think of a centrality measure C in G as a function on
the nodes, that is C : V → R. We can extend this notion to the centrality of groups,
by turning C( ) into a set function assigning values to subsets of V . In Chapter 4 we
8group size (k) number of top ranked nodes
1 1
2 5
3 7
4 8
5 9
6 23
7 24
8 28
9 30
10 31
Table 1.1: Number of top-ranked nodes that cover as many shortest paths in
a graph as the group of size k with highest shortest-paths centrality. Details
of this experiment can be found in Section 4.6.2.
introduce the k-GROUP CENTRALITY MAXIMIZATION (k-GCM) problem. This is the
general optimization problem of given a graph G and a centrality measure C( ), find a
group V ′ ⊂ V of k nodes with highest C(V ′) centrality. To the best of our knowledge, we
are the first to introduce k-GCM. In this chapter we also show the problem’s complexity
and give a general algorithm to compute an approximate solution for this problem for types
of centrality measures that count some kind of paths in the graph.
1.0.3 Group centrality applications
The technical part of computing any centrality measure depends on the specific notion
of centrality. This is especially true for group centrality optimization problems, where
the fact that C( ) is a set function results in additional difficulties to efficiently solve the
problem. In Chapters 5 and 6 we present two specific applications and our solutions to
k-GCM with regard to these measures. In Chapter 5 we address the problem of mini-
mizing information multiplicity in an information propagation network. In Chapter 6 we
introduce a probabilistic notion of group centrality. Besides the new problem definition
we also present a novel efficient computational approach to encode memory in a random
propagation network without increased space requirements.
Chapter 2
Related Literature on Centrality
9
10
Measures for quantifying the centrality of a node in a network date back to the 1950s,
when Shimbel (Shimbel, 1953) proposed that the centrality of a node should be the total
number of shortest paths that go through it. Ever since, researchers have proposed dif-
ferent measures of centrality, as well as algorithms for computing them. For example,
Anthonisse (Anthonisse, 1971) and Freeman (Freeman, 1977) introduced the notion of
betweenness centrality to be the fraction of shortest paths passing through nodes. More
recently, Goh et al. (Goh et al., 2001) introduced load centrality in order to to compute
the load on a node in packet-switched networks. Other notions of centrality involve con-
nectivity properties of the network, examples include current-flow centrality (Brandes and
Fleischer, 2005), bridging centrality (Hwang et al., 2006; Pfeiffer III and Neville, 2010) or
the notion of eigenvalue centrality (Bonacich, 1972; Bonacich, 1987) and its probabilistic
version, random walk centrality (Newman, 2005).
Group centrality – the centrality score assigned to a group of nodes – has been in-
troduced for some specific centrality measures, for example of degree, closeness and be-
tweenness centrality (Everett and Borgatti, 1999) . An algorithm for computing between-
ness centrality for a given group was provided by Brandes (Brandes, 2008). Finding a
group with highest centrality was investigated for specific centrality measures by Dolev et
al. (Dolev et al., 2009) And Fink et al. (Fink and Spoerhase, 2011).
While, to the best of our knowledge, there is no previous work on optimizing for
group centrality in general, there is substantial literature on identifying a set of k important
nodes in graphs. The problem of identifying k key nodes or agents has been addressed
in the context of many different social-network studies and applications. For example, a
number of studies focused on the identification of k influential nodes such that information
seeded (e.g., advertisements) at these nodes would be maximally spread out throughout the
network (Domingos and Richardson, 2001a; Goldberg et al., 2001; Kempe et al., 2003;
Richardson and Domingos, 2002). All existing variants of this influence-maximization
problem are concerned with improving the extent of information spread in the network,
11
even if such maximization results in significant information redundancy.
Another line of work focuses on the identification of k nodes that need to be monitored
(and/or immunized) in order to detect contamination (prevent epidemics) (Aspnes et al.,
2004; Krause and Guestrin, 2007; Leskovec et al., 2007b; Pastor-Satorras and Vespignani,
2002). Here, the goal from selecting these key nodes is to inhibit as much as possible the
spread of harmful information content (e.g., viruses) by insuring that the selected nodes
act as barriers that stop/terminate the flow of such content.
Chapter 3
A Divide-and-Conquer Algorithm for
Betweenness Centrality
12
13
3.1 Introduction
In 1977, Freeman (Freeman, 1977) defined the betweenness centrality of a node v as
the fraction of all pairwise shortest paths that go through v. Since then, this measure
of centrality has been used in a wide range of applications including social, computer as
well as biological networks.
A naı¨ve algorithm can compute the betweenness centrality of a graph of n nodes in
O(n3) time. This running time was first improved in 2001 by Brandes (Brandes, 2001)
who provided an algorithm that, for a graph of n nodes and m edges, does the same
computation inO(nm+n2 log n). The key behind this algorithm, which we call Brandes
is that it reuses information on shortest path segments that are shared by many nodes.
Over the years, many algorithms have been proposed to improve the running and space
complexity of Brandes. Although we discuss these algorithms in the next section, we
point out here that most of them either provide approximate computations of betweenness
via sampling (Bader et al., 2007b; Brandes and Pich, 2007; Geisberger et al., 2008; ?), or
propose parallelization of the original computation (Bader and Madduri, 2006; Madduri
et al., 2009; Tan et al., 2009; Edmonds et al., 2010).
The goal of our paper is to exploit the structure of the underlying graph and further
improve this running time, while returning the exact values of betweenness scores. We
achieve this goal by designing the Brandes++ algorithm, which is a divide-and-conquer
algorithm and works as follows: first it partitions the graph into subgraphs and runs some
single-source shortest path computations on these subgraphs. Then it deploys a modified
version of Brandes on a sketch of the original graph to compute the betweenness of all
nodes in the graph. The key behind the speed-up of Brandes++ over Brandes is that
all computations are run over graphs that are significantly smaller than the original graph.
There are many real-life settings where there is a set S of prominent nodes in the
network and only shortest paths connecting these nodes are important to the application.
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The original Brandes algorithm can be used for this setting as well (see Section 3.2 for
details) and compute exactly the betweenness scores in time O(|S|m + |S|n log n). In
this current work we first present Brandes++ as an algorithm that takes the target set
S as an input and computes the betweenness centrality of every node v with respect to S
in Section 3.4. We then elaborate on how to use the schema of Section 3.4 to compute
betweenness centrality with respect to all node pairs in Section 3.5.
Our experiments (Section 3.6) with real-life networks suggest that there are networks
for which Brandes++ can yield a 75-fold improvement over Brandes. Our analysis re-
veals that this improvement depends largely on the structural characteristics of the network
and mostly on its community structure.
Some other advantages of Brandes++ are the following: (i) Brandes++ can em-
ploy all existing speedups for Brandes. (ii) Many steps of our algorithm are easily
paralellizable. (iii) Finally, we have made our code public to benefit the research commu-
nity.
Perhaps the most widely known algorithm for computing betweenness centrality is due
to Ulrik Brandes (Brandes, 2001), who also studied extension of his algorithm to groups of
nodes in Brandes et al. (Brandes, 2008). The Brandes algorithm has motivated a lot of
subsequent work that led to parallel versions of the algorithm (Bader and Madduri, 2006;
Madduri et al., 2009; Tan et al., 2009; Edmonds et al., 2010) as well as classical algorithms
that approximate the betweenness centrality of nodes (Bader et al., 2007b; Brandes and
Pich, 2007; Geisberger et al., 2008) or a very recent one (?). The difference between
approximation algorithms and Brandes++ is that in case of the former a subset of the
graph (either pivots, shortest paths, etc. depending on the approach) is taken to estimate
the centrality of all nodes in the graph. In contrary, Brandes++ computes the exact value
for every node. Further, any parallelism that can be exploited by Brandes can also be
exploited by Brandes++.
Despite the huge literature on the topic, there has been only little work on finding an
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improved centralized exact algorithm for computing betweenness centrality. To the best of
our knowledge, only recently Puzis et al. (Puzis et al., 2012) and Sariyu¨ce et al. (Sariyu¨ce
et al., 2013) focus on that. In the former, the authors suggest two heuristics to speedup the
computations. These heuristics can be applied independent of each other. The first one,
contracts structurally-equivalent nodes (nodes that have identical neighborhoods) into one
“supernode”. The second heuristic relies on finding the biconnected components of the
graph and contracting them into a new type of “supernodes”. These latter supernodes are
then connected in the graph’s biconnected tree. The key observation is that if a shortest
path has its endpoints in two different nodes of this tree then all shortest paths between
them will traverse the same edges of the tree. Sariyu¨ce et al. (Sariyu¨ce et al., 2013) rely on
these two heuristics and some additional observations to further simplify the computations.
The similarity between our algorithm and the algorithms we described above is in their
divide-and-conquer nature. One can see the biconnected components of the graph as the
input partition that is provided to Brandes++. However, since our algorithm works with
any input partition it is more general and thus more flexible. Indicatively, we give some
examples of how Brandes++ outperforms these two heuristics by comparing some of
our experimental results to the results reported in (Puzis et al., 2012) and (Sariyu¨ce et al.,
2013). In the former, we see that the biconnected component heuristic of Puzis et al.
achieves a 3.5-times speedup on the WikiVote dataset. Our experiments with the same
data show that Brandes++ provides a 78-factor speedup. For the DBLP dataset Puzis et
al. achieve a speedup factor between 2−6 – depending on the sample. We achieve a factor
of 7.8. The best result on a social-network type graph in (Sariyu¨ce et al., 2013) is a factor
of 7.9 speedup while we achieve factors 78 on WikiVote and 7.7 on the EU data.
3.2 Betweenness centrality and the Brandes algorithm
We start this section by defining betweenness centrality. Then we review some necessary
previous results.
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Notation. Let G(V,E,W ) be an undirected weighted graph with nodes V , edges E and
non-negative edge weights W . We denote |V | = n and |E| = m.
Let u, v ∈ V . The distance between u and v is the length of the (weighted) shortest
path in G connecting them, we denote this by d(u, v). We denote by σ(u, v) the number
of shortest paths between u and v. For s, t ∈ V the value σ(s, t|v) denotes the number of
shortest paths connecting s and t that contain v. Observe, that σ is a symmetric function,
thus σ(s, t) = σ(t, s).
The dependency of s and t on v is the fraction of shortest paths connecting s and t that
go through v, thus
δ(s, t|v) = σ(s, t, |v)
σ(s, t)
.
Given the above, the betweenness centrality C(v) of node v can be defined as the sum of
its dependencies.
C(v) =
∑
s6=t∈V
δ(s, t|v). (3.1)
Throughout the paper we use the terms betweenness, centrality and betweenness centrality
interchangeably.
A naı¨ve algorithm for betweenness centrality. In order to compute the dependencies in
Eq. (3.1) we need to compute σ(s, t) and σ(s, t|v) for every triple s, t and v. Observe that
v is contained in a shortest path between s and t if and only if d(s, t) = d(s, v)+d(v, t). If
this equality holds, then any shortest path from s to t can be written as the concatenation
of a shortest path connecting s and v and a shortest path from v to t. Hence, σ(s, t|v) =
σ(s, v) · σ(v, t). If Pv = {u ∈ V |(u, v) ∈ E, d(s, v) = d(s, u) + w(u, v)} is the set of
parent nodes of v, then it is easy to see that
σ(s, v) =
∑
u∈Pv
σ(s, u). (3.2)
We can compute σ(s, v) for a given target s and all possible nodes v by running a weighted
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single source shortest paths algorithm (such as the Dijkstra algorithm) with source s.
While the search tree in Dijkstra is built σ(s, v) is computed by formula (3.1). The run-
ning time of Dijkstra is O(m+ n log n) per source using a Fibonacci-heap implemen-
tation (the fastest known implementation of Dijkstra). Finally, a naı¨ve computation of
the dependencies can be done as
δ(s, t|v) = σ(s, v) · σ(t, v)
σ(s, t)
.
Even given if all σ(s, t) values are given, this computations requires time equal to the
number of dependencies, i.e., O(n3).
The Brandes algorithm. Let δ(s|v) define the dependency of a node v on a single target
s as the sum of the dependencies containing s, thus
δ(s|v) =
∑
t∈V
δ(s, t|v). (3.3)
The key observation of Brandes is that for a fixed target s we can compute δ(s|v) by
traversing the shortest-paths tree found by Dijkstra in the reversed order of distance to
s using the formula:
δ(s|u) =
∑
v:u∈Pv
σ(s, u)
σ(s, v)
(1 + δ(s|v)). (3.4)
Using this trick, the dependencies can be computed in time O(nm), yielding a total run-
ning time of O(nm+ n2 log n) for Brandes.
Betweenness centrality for a given target set. In many applications there is a subset of
nodes S ⊆ V that is of interest to the user. We call s ∈ S a target node and assume
2 ≤ |S| ≤ n. Observe now, that the naı¨ve algorithm for betweenness centrality can easily
be modified to compute the centralities only with respect to S. For this we only need to
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modify equation (3.1) to sum over nodes in the target set only,
CS(v) =
∑
s 6=t∈S
δ(s, t|v). (3.5)
Observe that for S = V the definitions in equations (3.1) and (3.5) are identical. As it
will always be clear from the context whether the centrality of v is computed with regard
to a target set S or the entire V , we will omit S from the notation and use C(v) instead
of CS(v) in this paper. Naturally we only compute σ(s, v) for pairs where s ∈ S and
v ∈ V . This modified algorithm requires time equal to the number of dependencies, that
is O(|S|2 · n).
To adjust the Brandes algorithm to the target set we again need to modify the com-
putations to only consider nodes in S. Thus the dependency δ(s|v) only takes targets t ∈ S
into consideration;
δ(s|v) =
∑
t∈S
δ(s, t|v). (3.6)
The recusive formula in equation (3.4) also only takes target nodes into account;
δ(s|u) =
∑
v:u∈Pv
σ(s, u)
σ(s, v)
(Iv∈S + δ(s|v)). (3.7)
Where Iv∈S is an indicator that is 1 if v ∈ S and zero otherwise. This is used to make
sure that we only sum dependencies between pairs of target nodes. Using this trick, the
dependencies can be computed in timeO(|S|m), yielding a total running time ofO(|S|m+
|S|n log n) for Brandes.
3.3 The SKELETON graph
In this section, we introduce the SKELETON of a graph G. The purpose of the SKELETON
is to get a simplified representation ofG that still contains all information on shortest paths
between nodes.
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Figure 3·1: Graph G(V,E) (Figure 3.1(a)) is given as input to
Brandes++. The nodes and edges inside the circle correspond to supern-
ode Gi. The set of frontier nodes in Gi is Fi = {1, 2, 3}. Supernode Gi is
replaced by a clique on nodes {1, 2, 3} with characteristic tuple 〈djk, σjk〉
on edge (j, k) in the SKELETON (Figure 3.1(b)).
Let G(V,E,W ) be a weighted undirected graph with nodes V , edges E and edge
weights W : E → [0,∞). We also assume that we are given a partition P of the nodes V
into k parts: P = {P1, . . . , Pk} such that ∪ki=1Pi = V and Pi ∩ Pj = ∅ for every i 6= j.
The SKELETON of G is defined to be a graph GPsk(Vsk, Esk,Wsk); its nodes Vsk are a
subset of V . For every edge e ∈ Esk the function Wsk represents a pair of weights called
the characteristic tuple associated with e. All of Vsk, Esk and Wsk depend on the partition
P . Whenever it is clear from the context which partition is used we drop P from the
notation and use Gsk instead of GPsk. We now proceed to explain in detail how Vsk, Esk and
Wsk are defined.
Supernodes: Given P , we define Gi to be the subgraph of G that is spanned by the nodes
in Pi ⊆ V , that is Gi = G[Pi]. We denote the nodes and edges of Gi by Vi and Ei
respectively. We refer to the subgraphs Gi as supernodes. Since P is a partition, all nodes
in V belong to one of the supernodes Gi.
Nodes in the SKELETON (Vsk): Within every supernode Gi(Vi, Ei) there are some nodes
Fi ⊆ Vi of special significance. These are the nodes that have at least one edge connecting
them to a node of another supernode Gj . We call Fi the frontier of Gi. In Figure 3.1(a)
the supernode Gi consists of nodes and edges inside the large circle. The frontier of Gi
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is Fi = {1, 2, 3}. Observe that nodes a, b and c are also frontier nodes in their respective
supernodes. The nodes Vsk of the SKELETON consist of the union of all frontier nodes i.e.,
Vsk = ∪ki=1Fi.
Edges in the SKELETON (Esk): The edges in Gsk are defined with help of the frontiers in
G. First, in order to see the significance of the frontier nodes, pick any two target nodes
s, t ∈ V . Observe, that some of the shortest paths between s and t may pass through Gi.
Any such path has to enter the supernode through one of the frontier nodes f ∈ Fi and exit
through another frontier q ∈ Fi. It is easy to check, whether there are any shortest paths
through f and q; given d(f, q), there is a shortest path between s and t passing through f
and q if and only if
d(s, t) = d(s, f) + d(f, q) + d(q, t). (3.8)
Also the number of paths passing through f and q is:
σG(s, t|f, q) = σ(s, f) · σ(f, q) · σ(q, t). (3.9)
Recall that the nodes Vsk of the SKELETON are the union of all frontiers in the supernodes.
The edges Esk serve the purpose of representing the possible shortest paths between pairs
of frontier nodes, and as a result, the paths between pairs of target nodes in G. The key
observation to the definition of the SKELETON is, that we solely depend on the frontiers
and do not need to list all possible (shortest) paths in G. We want to emphasize here
that in order not to double count, we only consider the paths connecting f and q that do
not contain any other frontier inside the path. Paths containing more than two frontiers
will be considered as concatenations of shorter paths during computations on the entire
SKELETON. The exact details will be clear once we define the edges and some weights
assigned to the edges in the following paragraphs.
Esk consists of two types of edges; first, the edges that connect frontiers in different
supernodes (such as edges (1, a), (2, b) and (3, c) in Figure 3.1(a)). We denote these
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edges by R. Observe that these edges are also in the original graph G, namely R =
E \ {∪ki=1Ei}. The second type are edges between all pairs of frontier nodes f, q ∈ Fi
within each supernode. To be exact, we add the edges Xi of the clique Ci = (Fi, Xi) to
the SKELETON. Hence, the edges of the SKELETON can be defined as the union of R and
the cliques defined by the supernodes, i.e., Esk = R ∪ {∪ki=1Xi}.
Characteristic tuples in the SKELETON (Wsk): We assign a characteristic tupleWsk(e) =
〈δ(e), σ(e)〉, consisting of a weight and a multiplicity, to every edge e ∈ Esk. For edge
e(u, v) the weight represents the length of the shortest path between u and v in the original
graph; the multiplicity encodes the number of different shortest paths between these two
nodes. That is, if e ∈ R, then Wsk(e) = 〈w(e), 1〉, where w(e) is the weight of e in G. If
e = (f, q) is in Xi for some i, then f, q ∈ Fi are frontiers in Gi. In this case Wsk(e) =
〈d(f, q), σ(f, q)〉. The values d(f, q) and σ(u, v) are used in Equations (3.8) and (3.9).
While these equations allow to compute the distance d(s, t) and multiplicity σ(s, t|f, q)
between target nodes s and t, both values are independent of the target nodes themselves.
In fact, d(f, q) and σ(f, q) only depend and are characteristic of their supernode Gi.
We compute d(f, q) and σ(f, q) by applying Dijkstra – as described in section 3.2
– in Gi using the set of frontiers Fi as sources. We want to emphasize here, that the
characteristic tuple only represent the shortest paths between f and q that are entirely
within the supernode Gi and do not contain any other frontier node in Fi. This precaution
is needed to avoid double counting paths between f and q that leaveGi and then come back
later. To ensure this, we apply a very simple modification to the Dijkstra algorithm;
in equation (??) we only sum over the set of parents P−v of a node that are not frontiers
themselves, thus
P−v={u ∈ Vi \ Fi | (3.10)
(u, v) ∈ Ei, d(s, v) = d(s, u) + w(u, v)}.
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We refer to this modified version of Dijkstra’s algorithm that is run on the supernodes
as Dijkstra SK. For recursion (3.9) we also set σ(f, f) = 1.
The SKELETON: Combining all the above, the SKELETON of a graph G is defined by the
supernodes generated by the partition P and can be described formally as
GPsk = (Vsk, Esk,Wsk) = (∪ki=1Fi, R ∪ {∪ki=1Xi},Wsk)
Figure 3.1(b) shows the SKELETON of the graph from Figure 3.1(a). The nodes in Gsk
are the frontiers of G and the edges are the dark edges in this picture. Edges in R are for
example (1, a), (2, b) and (3, c) while edges in Xi are (1, 2), (1, 3) and (2, 3).
Properties of the SKELETON: We conclude this section by comparing the number of
nodes and edges of the input graph G = (V,E,W ) and its skeleton Gsk = (Vsk, Esk,Wsk).
This comparison will facilitate the computation of the running time of the different algo-
rithms in the next section.
Note thatGsk has less nodes thanG: the latter has |V | nodes, while the former has only
|Vsk| =
∑k
i=1 |Fi|. Since not all nodes in Gsk are frontier nodes, then |V | ≤ |Vsk|. For the
edges, the original graph has |E| edges, while its skeleton has |Esk| = |E| −
∑k
i=1 |Ei|+∑k
i=1
(|Fi|
k
)
. The relative size of |E| and |Esk| depends on the partition P and the number
of frontier nodes and edges between them it generates.
3.4 The Brandes++ Algorithm for Target Set S
We are now ready to describe Brandes++, which leverages the speedup that can be
gained by using the SKELETON of a graph. At a high level Brandes++ consists of
three main steps, first the SKELETON is created, then a multipiclity-weighted version of
Brandes’s algorithm is run on the SKELETON. In the final step the centrality of all other
nodes in G is computed.
In this section we present Brandes + + as it is applied to computing the betweenness
23
centrality of nodes with regard to a target set S. It is trivial to see that the results of this
section could be used to compute betweenness over all node pairs by taking S = V . How-
ever, as we will see, the running time for Brandes++, when taking S into consideration
is dependent on S and suboptimal compared to Brandes if |S| is too large. In the next
Section 3.5 we explain how to compute centrality over all node pairs, again by leveraging
the SKELETON. We denote the version of Brandes++ that considers all node pairs by
Brandes++All.
The Brandes++ algorithm: The pseudocode of Brandes++ is given in Alg. 1. The
input to this algorithm is the weighted undirected graph G = (V,E,W ), the set of targets
S and partition P . The algorithm outputs the exact values of betweenness centrality for
every node in V . Next we explain the details of each step.
Algorithm 1 Brandes++ to compute the exact betweenness centrality of all nodes for a
target set S.
Input: graph G(V,E,W ), targets S, partition P = {P1, . . . , Pk}.
1: Gsk(Vsk, Esk, 〈., .〉) = Build SK(G,P)
2: {C(G1), . . . , C(Gk)} = Brandes SK(Gsk)
3: {C(v)|v ∈ V } = Centrality({C(G1), . . . , C(Gk)})sec:betw
return: C(v) for every v ∈ V
Step 1: The Build SK algorithm: Build SK (Alg. 2) takes as input G and the parti-
tion P and outputs the SKELETON Gsk(Vsk, Esk,Wsk). First it decides the set of frontiers
Fi in the supernodes (line 1). Then the characteristic tuples Wsk are computed in every
supernode by way of Dijkstra SK (line 3). Characteristic tuples on edges e ∈ R are
〈1, 1〉 by definition.
Running time: The frontier sets Fi of each supernode can be found in O(|E|) time as
it requires to check for every node whether they have a neighbor in another supernode.
Dijkstra SK has running time identical to the traditional Dijkstra algorithm, that is
O(|Fi|(|Ei|+ |Vi| log |Vi|)).
Target nodes in the SKELETON: Note that since we need to know the shortest paths
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Algorithm 2 Build SK algorithm to create the SKELETON of G.
Input: graph G(V,E,W ), targets S, partition P .
1: Find frontiers {F1, F2, . . . , Fk}
2: for i = 1 to k do
3: {〈d(f, q), σ(f, q)〉 | for all f, q,∈ Fi} = Dijkstra SK(Fi)
return: SKELETON Gsk(Vsk, Esk,Wsk)
for every target node s ∈ S, we treat the nodes in S specially. More specifically, given
the input partition P , we remove all targets from their respective parts and add them as
singletons. Thus, we use the partitionP ′ = {P1\S, P2\S, . . . , Pk\S,∪s∈S{s}}. Assuming
that the number of target nodes is relatively small compared to the total number of nodes
in the network, this does not have a significant effect on the running time of our algorithm.
Observe that the characteristic tuples of different supernodes are independent of each
other allowing for a parallel execution of Dijkstra SK.
Step 2: The Brandes SK algorithm: The output of Brandes SK are the exact be-
tweenness centrality values for all nodes in Gsk, that is all frontiers in G.
Remember from Section 3.2 that for every target node s ∈ S Brandes consists of
two main steps; (1) running a single-source shortest paths algorithm from s to compute
the distances d(s, v) and number of shortest paths σ(s, v). (2) traversing the BFS tree of
Dijkstra in reverse order of discovery to compute the dependencies δ(s|v) based on
Equation (3.7). The only difference between Brandes SK and Brandes is that we take
the distances and multiplicities on the edges of the SKELETON into consideration. This
means that Equation (3.11) is used instead of (3.2).
σ(s, v) =
∑
u∈P skv
σ(s, u)σ(u, v). (3.11)
Here P skv = {u ∈ Vsk|(u, v) ∈ Esk, d(s, v) = d(s, u) + d(u, v)} is the set of parent nodes
of v in Gsk. Observe that σ(s, v) in Equation (3.11) is the multiplicity of shortest paths
between s and v both in Gsk as well as in G. That is why we do not use subscripts (such
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as σsk(s, v)) in the above formula.
In the second step the dependencies of nodes in Gsk are computed by applying Equa-
tion (3.12) – which is the counterpart of Eq. (3.7) that takes multiplicities into account –
to the reverse order traversal of the BFS tree.
δ(s|u) =
∑
v:u∈Pv
m(u, v) · σ(s, u)
σ(s, v)
(Iv∈S + δ(s|v)) (3.12)
Running time: Brandes and Brandes SK have the same computational complexity
but are applied to different graphs (G andGsk respectively). Hence we get that Brandes SK
on the skeleton runs in O(|S|Esk + |S|Vsk log Vsk) time. If we express the same running
time in terms of the frontier nodes we get
O
(
|S|(|R|+
k∑
i=1
(|Fi|
2
)
) + |S|
(
k∑
i=1
|Fi|
)
log
(
k∑
i=1
|Fi|
))
.
Step 3: The Centrality algorithm: In the last step of Brandes++, the centrality
values of all remaining nodes v ∈ Vi \ Fi in G are computed. Let us focus on supernode
Gi; for any node v ∈ Vi \ Fi and s ∈ S there exists a frontier f ∈ Fi such that there
exists a shortest path from s to f containing v. Using Equation (3.12), we can compute
the dependency δ(s|v) as follows:
δ(s|v) =
∑
f∈Fi
σ(s, v)
σ(s, f)
σ(v, f) (Iv∈S + δ(s|f)) . (3.13)
Then, the centrality of v is C(v) =
∑
s∈S δ(s|v).
To determine whether v is contained in a path from s to f we need to remember the
information d(f, v) for v and every frontier f ∈ Fi. This value is actually computed
during the Build SK phase of Brandes++. Hence with additional use of space but
without increasing the running time of the algorithm we can make use of it. At the same
time with d(f, v) the multiplicity σ(f, v) is also computed.
Space complexity: The Centrality algorithm takes two values – d(f, v) and σ(f, v)
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– for every pair v ∈ Vi\Fi and f ∈ Fi. This results in storing a total of
∑k
i=1 (|Fi||Vi \ Fi|)
values for the SKELETON.
Running time: Since we do not need to allocate any additional time for computing
d(f, v) and σ(f, v) computing Equation (3.13) takes O(|Fi|) time for every v ∈ Vi \ Fi.
Hence, summing over all supernodes we get that the running time of Centrality is
O
(∑k
i=1 |Fi||Vi \ Fi|
)
.
Running time of Brandes++: The total time that Brandes++ takes is the combina-
tion of time required for steps 1,2 and 3. The asymptotic running time is a function of the
number of nodes and edges in each supernode, the number of frontier nodes per supern-
ode and the size of the SKELETON. To give some intuition, assume that all supernodes
have approximately n
k
nodes with at most half of the nodes being frontiers in each supern-
ode. Further, assume that R ≤ m
2
. Substituting these values into steps 1–3, we get that
for a partition of size k Brandes++ is order of k-times faster than Brandes. While
these assumptions are not necessarily true, they give some insight on how Brandes++
works. For k = 1 (thus when there is no partition) the running times of Brandes++ and
Brandes are identical while for larger values of k the computational speedup is much
more significant.
3.5 Brandes++All for All Pairs of Nodes
The concept of the SKELETON graph is also suitable to compute betweenness centrality
over all pairs of nodes in G. In this section we present this version of Brandes++, which
we denote by Brandes++All.
The Brandes++All algorithm: The high level structure of Brandes++All, shown
in Algorithm 3, is very similar to Algorithm 1 presented in Section 3.4. Brandes++All
takes as input the graph G(V,E,W ) and the partition P = {P1, . . . , Pk}. We create the
supernodes G1, G2, . . . , Gk the same way as before with help of the Build SK algorithm
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Algorithm 3 Brandes++All to compute the exact betweenness centrality of all nodes
in V .
Input: graph G(V,E,W ), partition P = {P1, . . . , Pk}.
1: C(v) = 0,∀v ∈ V
2: Gsk(Vsk, Esk, 〈., .〉) = Build SK(G,P)
3: for i, j = 1, 2, . . . k do
4: Ssc = Pi, Sdest = Pj
5: {Cij(G1), . . . , Cij(Gk)} =
6: Brandes SK(Gsk, Ssc, Sdest)
7: {Cij(v)} = Centrality({Cij(G1), . . . , Cij(Gk)})
8: for v ∈ V do
9: C(v)+ = Cij(v)
return: C(v) for every v ∈ V
(Line 2). We set the centrality C(v) for every node v initially to 0. The idea is to iterate
over all pairs of supernodes Gi and Gj and compute the centrality Cij(v) of nodes when
we only consider shortest paths that have a node in Gi as their source and a node in Gj as
their destination. We compute the centrality of v as the sum
C(v) =
∑
i,j=1...k
Cij(v).
Since P is a partition of G and we iterate over all i, j pairs (including the case i = j), this
way we consider all shortest paths inG. We now discuss the steps in Algorithm 3 in detail.
Step 1, the Build SK algorithm: In this first step we compute the SKELETON Gsk the
same way as before. Note that there is no designated target set, hence Gsk will consist
exactly of the nodes and edges defined by the partition P .
Step 2, the Brandes SK algorithm: The version of Brandes SK that we use here has
one additional step to the algorithm described in Section 3.4. It takes as input not only Gsk
but also the set of source nodes Ssc and destination nodes Sdest. First it will change Gsk
by adding every node in Ssc and Sdest as singleton supernodes to the graph, the resulting
SKELETON is denoted byGijsk. Then the old version of Brandes SK(G
ij
sk) is run on this new
SKELETON that is dependent on i and j. Note that when i = j, then Brandes SK(Giisk)
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is exactly the algorithm described in the previous section with S = Vi. If i 6= j, then the
indicator function in Equation (3.7) is 1 if v ∈ Sdest and zero otherwise.
Step 3, the Centrality algorithm: This algorithm is identical to Centrality de-
scribed in the previous section.
Running time of Brandes++All: The main difference in the running time between
Brandes++ and Brandes++All is that in the latter Brandes SK is called k2 times
as opposed to once. But, since it is run on the same size SKELETON this only yields a k2-
factor increase in this part of the algorithm. Observe that the running times of Build SK
and Centrality did not change in this version of Brandes++. For Build SK this is
trivial to see. Let v be any node in V and let Gv be the supernode that contains v. To see
the claim for Centrality, recall that to compute δ(s, t|v) for some source s, destination
t and node v, we need to do a computation for all f, g frontier tuples in Fv (if v /∈ Fv).
Thus, the number of required computations is the same as in Section 3.4, not forgetting
that this number is a function of the size of the target set which in this instance is n.
3.6 Experiments
sec:betwIn this section, we validate the performance of Brandes++ for a given target set
S, with experiments using data from a diverse set of applications.
Experimental setup: For all our experiments we follow the same methodology; given
the partition P , we run Steps 1–3 of Brandes++ (Alg. 1) using P as input. Then, we
report the running time of Brandes++ using this partition. The local computations on
the supernodes Gi (lines 1 and 3 of Alg. 2) can be done in parallel across the Gi’s. Hence,
the running time we report is the sum of: (i) the running time of Build SK on the largest
supernode Gi (ii) running Brandes SK on the SKELETON and (iii) computing the cen-
trality of all remaining nodes in G.
Implementation: In all our experiments we compare the running times of Brandes++ to
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Brandes (Brandes, 2001) on weighted undirected graphs. While there are several high-
quality implementations of Brandes available, we use here our own implementation of
Brandes and, of course, Brandes++. All the results reported here correspond to our
Python implementations of both algorithms. The reason for this is, that we want to ensure
a fair comparison between the algorithms, where the algorithmic aspects of the running
times are compared as opposed to differences due to more efficient memory handling,
properties of the used language, etc. As the Brandes SK algorithm run on the SKELETON
is almost identical to Brandes (see Section 3.4), in our implementation we use the exact
same codes for Brandes as Brandes SK, except for appropriate changes that take into
account edge multiplicities. We also make our code available1.
Hardware: All experiments were conducted on a machine with Intel X5650 2.67GHz
CPU and 12GB of memory.
Datasets: We use the following datasets:
WikiVote dataset (Leskovec et al., 2010): The nodes in this graph correspond to
users and the edges to users’ votes in the election to being promoted to certain levels of
Wikipedia adminship. We use the graph as undirected, assuming that edges simply refer
to the user’s knowing each other. The resulting graph has 7066 nodes and 103K edges.
AS dataset: (Gill et al., 2011) The AS graph corresponds to a communication network
of who-talks-to whom from BGP logs. We used the directed Cyclops AS graph from Dec.
2010 (Gill et al., 2011). The nodes represent Autonomous Systems (AS), while the edges
represent the existence of communication relationship between two ASes and, as before,
we assume the connections being undirected. The graph contains 37K nodes and 132K
edges, and has a power law degree distribution.
EU dataset (Leskovec et al., 2007a): This graph represents email data from a European
research institute. Nodes of the graph correspond to the senders and recipients of emails,
1available at: http://cs-people.bu.edu/edori/code.html
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and the edges to the emails themselves. Two nodes in the graph are connected with an
undirected edge if they have ever exchanged an email. The graph has 265K nodes and
365K edges.
DBLP dataset (Yang and Leskovec, 2012): The DBLP graph contains the co- authorship
network in the computer science community. Nodes correspond to authors and edges
capture co-authorships. There are 317K nodes and 1M edges.
For all our real datasets, we pick 200 nodes (uniformly at random) to form the target
set S.
Graph-partitioning: The speedup ratio of Brandes++ over Brandes is determined
by the structure of the SKELETON(Gsk) that is induced by the input graph partition.
In practice, graphs that benefit most of Brandes++ are those that have small k-cuts,
such as those that have distinct community structure. On the other hand, graphs with large
cuts, such as power-law graphs do not benefit that much from applying the partitioning of
Brandes++.
For our experiments we partition the input graph into subgraphs using well-established
graph-partitioning algorithms, which aim to either find densely-connected subgraphs or
sparse cuts. Algorithms with the former objective fall under modularity clustering (Clauset
et al., 2004; Newman and Girvan, 2004; Radicchi et al., 2004; Rotta and Noack, 2011)
while the latter are normalized cut algorithms (Andersen, 2010; Dhillon et al., 2007; Hen-
drickson and Leland, 1995; Kannan et al., 2004; Karypis and Kumar, 1998; Ng et al.,
2001; Schaeffer, 2007). We choose the following three popular algorithms from these
groups: Mod, Gl and Metis.
Mod: Mod is a hierarchical agglomerative algorithm that uses the modularity op-
timization function as a criterion for forming clusters. Due to the nature of the ob-
jective function, the algorithm decides the number of output clusters automatically and
the number of clusters need not be provided as part of the input. Mod is described
in Clauset et al (Clauset et al., 2004) and its implementation is available at: http:
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//cs.unm.edu/˜aaron/research/fastmodularity.htm
Gl: Gl (graclus) is a normalized-cut partitioning algorithm that was first intro-
duced by Dhillon et al. (Dhillon et al., 2007). An implementation of Gl, that uses a kernel
k-means heuristic for producing a partition, is available at: cs.utexas.edu/users/
dml/Software/graclus.html. Gl takes as input k, an upper bound on the number
of clusters of the output partition. For the rest of the discussion we will use Gl-k to denote
the Gl clustering into at most k clusters.
Metis: This algorithm (Karypis and Kumar, 1998) is perhaps the most widely used
normalized-cut partitioning algorithm. It does hierarchical graph bi-section with the ob-
jective to find a balanced partition that minimizes the total edge cut between the different
parts of the partition. An implementation of the algorithm is available at: glaros.dtc.
umn.edu/gkhome/views/metis. Similar to Gl, Metis takes an upper bound on
the number of clusters k as part of the input. Again, we use the notation Metis-k to
denote the Metis clustering into at most k clusters.
We report the running times of the three clustering algorithms in Table 3.1. Note that
for both Gl and Metis their running times depend on the input number of clusters k –
the larger the value of k the larger the running time. The table summarizes the largest
running time for each dataset (see Table 3.2 for the value of k for each dataset). Note that
the running times of the clustering algorithms cannot be compared to the running time of
Brandes++ for two reasons; these algorithms are implemented using a different (and
more efficient) programming language than Python and are highly optimized for speed,
while our implementation of Brandes++ is not. We report Table 3.1 to compare the
various clustering heuristics against each other.
Results: The properties of the partitions produced for our datasets by the different clus-
tering algorithms, as well as the corresponding running times of Brandes++ for each
partition are shown in Table 3.2. In case of Gl and Metis we experimented with several
(about 10) values of k. We report for three different values of k (one small, one medium
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Table 3.1: Running time (in seconds) of the clustering algorithms (reported
for the largest number of clusters per algorithm) and of Brandes (last
column).
Mod Gl Metis Brandes
WikiVote 13 1.29 1.9 5647
AS 6780 256.58 9.5 606
EU 1740 2088 12.2 14325
DBLP 3600 109.22 5.5 28057
and one large) for each dataset. The values were chosen in such a way, that the k-clustering
with the best results in Brandes++ is among those reported. As a reference point, we
report in Table 3.1 the running times of the original Brandes algorithm on our datasets.
In Table 3.2 N and M refer to the number of nodes and edges in the SKELETON.
Remember, that the set of nodes in the skeleton is the union of the frontier nodes in each
supernode. Hence, N is equal to the total number of frontier nodes induced by P . Across
datasets we can see quite similar values, depending on the number of clusters used. Mod
seems to yield the lowest values of N and M . The third and fourth rows in the table
contain the number of clusters k (the size of the partition) for each algorithm and the total
number of nodes (from the input graph) in the largest cluster of each partition.
The ultimate measure of performance is the running time of Brandes++ in the last
row of the table. We compare the running times of Brandes++ to the running time of
Brandes in Table 3.1 – last column. On the WikiVote data Brandes needs 5647
seconds while the corresponding time for Brandes++ can be as small as 72 seconds!
Note that the best running time for this dataset is achieved using the Metis-100 partition.
Suggesting that the underlying ”true” structure of the dataset consists of approximately 100
communities of Wikipedia users. High speedup ratios are also achieved on EU and DBLP.
For those Brandes takes 14325 and 28057 seconds respectively, while the running time
of Brandes++ can be 189 and 3600 seconds respectively. This is an 8-fold speedup on
DBLP and 75-fold on EU.
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Table 3.2: Properties of the partitions (N : number of frontier nodes in
SKELETON, M : number of edges in SKELETON, k: number of supernodes,
LCS: number of original nodes in the largest cluster) produced by different
clustering algorithms and running time of Brandes++ on the different
datasets.
WikiVote dataset
Mod Gl-100 Gl-1K Gl-2K Metis-100 Metis-1K Metis-2K
N 3833 5860 6365 6432 4920 5854 6181
M 26147 89318 96111 96743 91545 92091 97270
k 29 100 1000 2000 98 989 1927
LCS 3059 172 12 10 258 496 50
Brandes++ running time in seconds
209.43 75.27 90.23 96.65 71.59 73 77.71
AS dataset
Mod Gl-1K Gl-10K Gl-15K Metis-1K Metis-10K Metis-15K
N 14104 31139 34008 34418 25022 32572 35244
M 28815 111584 120626 121833 93989 117808 125556
k 156 1000 10000 15000 991 9966 14484
LCS 8910 732 10 10 1304 433 18
Brandes++ running time in seconds
1666 430.97 447.97 486.91 417 420.93 458.71
EU dataset
Mod Gl-1K Gl-3K Gl-5K Metis-1K Metis-3K Metis-5K
N 19332 143636 208416 215397 42333 54249 50171
M 45296 231089 208416 215397 117147 132573 129071
k 45296 231089 319006 327263 995 2996 4996
LCS 53224 7634 7633 7633 8917 7407 7271
Brandes++ running time in seconds
188.79 5670 7816.7 8291.3 3601 2101 1872
DBLP dataset
Mod Gl-100 Gl-1K Gl-5K Metis-100 Metis-1K Metis-5K
N 102349 98281 130643 141955 104809 119417 132661
M 146584 164989 267350 310472 203834 257383 318969
k 3203 100 1000 5000 100 1000 4999
LCS 55897 116252 26666 21368 3270 344 93
Brandes++ running time in seconds
3600 95982 16405 10335 13574 5805 5709
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If we compare the running time of Brandes++ applied to the different partitions,
we see that the algorithm with input by Metis is consistently faster than the same-sized
partitions of Gl. Further, on EU and DBLP Brandes++ is the fastest with the Mod
partition. Note the size of Gsk for each of these datasets. In case of EU Mod yields
a skeleton where N is only 7% of the original number of nodes and M is 12% of the
edges. The corresponding rations on DBLP are 32% and 14%. This is not surprising,
as both datasets are known for their distinctive community structure, which is what Mod
optimizes for. For AS, Brandes++ exhibits again smaller running time than Brandes,
yet the improvement is not as impressive. Our conjecture is that this dataset does not
have an inherent clustering structure and therefore Brandes++ cannot benefit from the
partitioning of the data.
Note that the running times we report here refer only to the execution time of Brandes++
and do not include the actual time required for doing the clustering – the running times for
clustering are reported in in Table 3.1. However, since the preprocessing has to be done
only once and the space increase is only a constant factor, Brandes++ is clearly of huge
benefit.
Chapter 4
A Framework for the Evaluation and
Management of Network Centrality
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4.1 Introduction
Common characteristics of many of the most famous notions of centrality ( (Anthonisse,
1971; Borgatti, 2005; Brandes, 2008; Freeman, 1977; Goh et al., 2001)) is that they quan-
tify a node’s centrality by computing the number (or the fraction) of (shortest) paths that
go through that node. For example, in a network where packets propagate through nodes,
a node with high centrality is one that “sees” (and potentially controls) most of the traffic.
In many applications, it is important to discover a central set of nodes, that is a set
with high group centrality. For example, consider an Internet service provider that wants
to identify a set of nodes for effective placement of traffic-monitoring devices. Or alter-
natively, consider advertisement campaign designers that want to identify a set of nodes
in a traffic network for putting gigantic advertisement boards so that they influence large
proportion of the drivers. In such cases, the goal is not to measure the centrality of a group
of nodes, but rather to identify the group with the highest centrality. We call this high-level
problem the k-GROUP CENTRALITY MAXIMIZATION (k-GCM) problem.
To give some insight into group centrality, we performed an experiment to illustrate
the difference between group centrality and individual node centrality scores. For this
experiment we used the graph of a blog network depicting online information propagation
(details of the QUOTE dataset used in this experiment can be found in section 4.6). The
measure of centrality is the number of shortest paths (denoted by #SP) that an individual
node or group of nodes cover in the graph. The results are in Table 4.1. In line k of this
table we compute the centrality of the group of size k that has the highest group centrality.
In the second column of the table we show the number of nodes with highest (individual)
#SP centrality that are needed to cover the same number of shortest paths as the best group
of size k. We can see that already for k = 10 there is a factor-3 increase in the number of
nodes needed. This clearly shows the benefit to solving k-GCM instead of simply looking
at the scores of individual nodes.
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group size (k) #SP
1 1
2 5
3 7
4 8
5 9
6 23
7 24
8 28
9 30
10 31
Table 4.1: Number of nodes needed to cover the same number of shortest
paths as the group of size k with highest group centrality on the QUOTE
dataset.
Of course, different definitions of centrality lead to different instantiations of the k-
GCM problem. In our work we provide an umbrella framework that allows us to define
and compute different group-centrality measures for different groups. At the same time,
we can utilize this framework to also solve the k-GCM optimization problem for differ-
ent centrality measures. Further, our generic algorithm for solving k-GCM provides a
constant-factor approximation algorithm for all centrality measures we consider.
Our first main contribution is that we provide a generalized framework for computing
the centrality of a single node in a given network. That is, we show that existing centrality
definitions are specializations of the following definition of centrality: “the centrality of
a node is the number of special paths that go through it”. Different definitions of special
paths lead to different notions of node centrality. This observation allows us to design
a generic algorithm for computing the centrality of a node under this general definition
of centrality. This generic algorithm can then be instantiated trivially to account for the
peculiarities of different notions and measures of centrality.
Our second main contribution is that we use the above framework to solve any in-
stantiation of the k-GROUP CENTRALITY MAXIMIZATION problem. Although variants
of this problem have been defined in the past (Dolev et al., 2009; Fink and Spoerhase,
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2011), we are the first to solve it for arbitrary centrality measures and provide an efficient,
constant-factor approximation algorithm for the problem.
Finally, we show that using our framework, one can formalize a new class of problems
that we call centrality-management problems. We define and solve one such problem,
namely the k-EDGE CENTRALITY BOOSTING problem. We instantiate the problem using
different notions of centrality and we show that our framework can be again utilized to
solve all these problems. To the best of our knowledge we are the first to introduce and
solve this problem for network centrality.
4.2 Node centrality
Let G(V,E) be a directed, acyclic graph (DAG). We assume that some nodes in V have
special roles assigned; i.e., some of the nodes are sources or destinations. Throughout the
paper we denote the set of sources by S ⊆ V and the set of destinations by T ⊆ V .
Since our graph is acyclic, there is a topological order of the nodes. For a node v, we
define the ancestors (resp. descendants) of v to be the nodes that are before (resp. after) v
in the topological order and there is a path from them to v.
Given a graph, and sets S and T , it is often required to find a set of “central” nodes
that are along paths that connect the nodes in S to the nodes in T . Such central nodes may
be the nodes that are in many (shortest) paths between sources and destinations. There
has been a lot of work on defining measures of a node’s centrality. The common trait in
these definitions is, that they all focus on counting the number (or the fraction) of a set
of “important” paths that go through this node. The higher this number the higher the
centrality of the node. In the literature, centrality of a node v is often computed as the
number of (shortest) paths between all node pairs in the graph, that v is on. Our definition
is a generalization of that, since we have no restriction on S and T . Both sets could contain
the whole of V .
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For completeness, we summarize some of these definitions below.
#SP centrality: For a node v, the #SP centrality of v, denoted by Csp(v), is the number
of shortest paths between node pairs (s, t) ∈ S × T that contain v. Such a centrality
measure is particularly important in communication networks where shortest-path routing
is used for the transmission of information. In such networks, disabling nodes with high
Csp(v) value causes the largest harm in the network. Similar to the above is the notion of
betweenness centrality. The betweenness centrality of node v is the fraction of shortest
paths from S to T that contain v.
#P centrality: For a node v, the #P centrality of v, denoted by Cp(v) is the number of
paths between nodes in S and T that contain v. This measure is also known as stress
centrality.
Both the above definitions of centrality count the number of (shortest) paths between
sources and destinations that a node is on. In addition to the above, there are also measures
of centrality that have more of a set-cover flavor. In these measures, the centrality of a node
v is determined by whether or not v is in at least one (shortest) path from nodes in S to
nodes in T . We summarize these centrality definitions below.
SP centrality: For a node v, the SP centrality of v, denoted by C1sp(v), is the number of
node pairs (s, t) ∈ S × T for which v is on at least one shortest paths between s and t.
The notion of SP centrality has applications in transportation; people prefer to travel on
the shortest route to their destination. Thus, for transportation companies it makes sense to
establish major hubs in cities that lie on at least one shortest route for many destinations.
P centrality: For a node v, the P centrality of v, denoted by C1p(v), is the number of node
pairs (s, t) ∈ S × T for which v is on at least one paths between s and t. Typically, broad-
cast messages travel through all paths in a network. For purposes of collecting information
about the general state of the network (for example learning about congestion or inactive
links), it is enough to receive at least one of these broadcast messages.
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Recall, that our focus in this paper is on directed and acyclic graphs. This choice is
informed both by motivating applications and the notions of centrality themselves. Specif-
ically, #P and P centrality cannot be defined on graphs, that contain cycles. In case there
was a cycle in the graph, a path could contain the edges of the cycle arbitrary many times.
It would not be clear, what the centrality of a node in the cycle would be. The two mea-
sures #SP, SP, and betweenness centrality do not suffer from this problem, since shortest
paths cannot contain any cycles. For this reason, without loss of generality we can assume
the acyclicity of the graph.
4.2.1 General framework for centrality.
While the above centrality measures are all slightly different and have different uses, they
have many common properties. In this section we highlight these common traits and show
how these characteristics allow these measures to fit in a common framework.
As before, let G(V,E) be a directed, acyclic graph with source and destination sets of
nodes S and T respectively. The common characteristic in the above centrality measures is
that each corresponds to the number of special-type of paths between S and T that a node
v is on. Let PROP be a property, that a directed path may have (e.g. it is a shortest path, or
it is a simple directed path, etc.). PROP depends on the specific centrality measure. Let P
be a subset of directed paths in G that connect nodes in S to nodes in T and which have
property PROP. We refer to the paths in P as special paths. Observe that for the measures
#SP, betweenness and SP centrality P contains the set of shortest paths between S and T .
In the case of #P and P centrality, P consists of all directed paths from S to T .
We denote by P(s, t) the set of special paths, that have nodes s ∈ S and t ∈ T as their
endpoints. We say that v covers a path p in P(s, t), if v is a node on p. The set Pv(s, t)
denotes the special paths in P(s, t) that are covered by v. We define the centrality C(v) of
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a node v as a function F of P .
C(v) =
∑
(s,t)∈S×T
F(Pv(s, t)). (4.1)
For the first type of centrality measures, i.e., #SP and #P, the function F is simply the
number of special paths v covers. That is,
C(v) =
∑
(s,t)∈S×t
|Pv(s, t)|.
In the case of SP and P centrality, F is an indicator function that takes value 1 for a
source-destination pair s, t, when |Pv(s, t)| > 0. That is,
C(v) =
∑
(s,t)∈S×t
δ(|Pv(s, t)| > 0).
4.3 Computing node centrality
In this section we describe how to compute the centrality of a node v with respect to the
general definition of C(v). At the end of the section, we show how this computation can
be used to compute specific centrality measures.
4.3.1 A generic computation of the impact of a node.
We denote the number of distinct directed paths from any node x to y by #PATHS(x, y).
For a set X ⊆ V , let #PATHS(X, y) = ∑x∈X #PATHS(x, y) denote the number of paths
starting in X . Then #PATHS(S, v) denotes the number of distinct paths that lead from any
source to v. We call this the PREFIX of v, and by definition PREFIX(v) =
∑
s∈S #PATHS(s, v).
We denote by SUFFIX(v) the total number of distinct directed paths, that start in v and
end in T : SUFFIX(v) =
∑
t∈T #PATHS(v, t). Observe, that the total number of source-
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destination paths that v covers is equal to the product of the two values:
I(v) = PREFIX(v)× SUFFIX(v).
We call I(v) the impact of v. We will use the same terminology later: the impact of v is
the number of special paths that v covers.
In order to compute the impact, we need to compute the PREFIX and SUFFIX of every
node. For computing the PREFIX we rely on the observation that any path from a source
s to a node v has go through one of v’s parents (s may be one of the parents of v). This
implies, that #PATHS(s, v) is equal to the total number of distinct paths leading to the
parents of v.
Let Πv denote the set of parents of v. Then PREFIX(v) can be computed with equa-
tion (5.1).
PREFIX(v) =
∑
x∈Πv
PREFIX(x). (4.2)
We need to evaluate (5.1) sequentially, by first computing the PREFIX of v’s ancestors. To
do this, we fix a topological order σ of the nodes. (A topological order of nodes is an order
in which every edge is directed from a smaller to a larger ranked node in the ordering.) This
order naturally implies that the parents of a node precede it in the ordering. Formula (5.1)
can now be evaluated, while traversing the nodes of G in the order of σ.
Recall that the PREFIX of a node can also be expressed as #PATHS(S, v), thus for-
mula (5.1) is equivalent to
PREFIX(v) = #PATHS(S, v) (4.3)
=
∑
x∈Πv
#PATHS(S, x).
As we established before, SUFFIX(v) is equivalent to the total number of directed paths
starting from v. This can be computed efficiently by doing some bookkeeping during the
sequential computation of (5.1): For every node v, we maintain a list, PLISTv, that contains
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for every ancestor y of v the number of paths that go from y to v. Thus, PLISTv[y] =
#PATHS(y, v). Observe now, that for an ancestor y of v, plistv[y] can be computed as the
sum of the PLIST of the parents (see Formula (5.3)).
∀y ∈ V : PLISTv[y] =
∑
x∈Πv
PLISTx[y]. (4.4)
Observe, that for every node, PLISTv can be computed during the same recursion
as (5.1).
To compute the SUFFIX of a node v, we need to sum the number of paths that start in v
and end in T . This is simply the sum of the PLISTt entries, that correspond to v for every
t ∈ T (see Formula (5.4)).
SUFFIX(v) = #PATHS(v, T ) =
∑
t∈T
PLISTt[v]. (4.5)
As a technical detail, in order to use this recursive formula, every node’s PLIST contains
itself with value one: PLISTv[v] = 1. As a special case, a sources list would contain only
the entry corresponding to itself.
The topological order σ of the nodes can be computed in linear time. Formulas (5.1)
and (5.3) are updated along every edge of the graph. Formula (5.1) can be updated in
constant time along an edge, while formula (5.3) requires O(∆) lookups and additions.
(Where ∆ corresponds to the maximal degree in the graph.) SUFFIX(v) can be computed
by doing |T | lookups in the PLIST’s of T and using formula (5.4). This yields a total run-
ning time of O(|E| ·∆) to compute the impact of every node. This can be O(n3) in worst
case, but in practice, for most graphs |E| < O(n · logn), which results in a O(n · logn2)
running time.
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4.3.2 Computing centrality.
In this section, we show how the notion of impact can be tailored to the different centrality
measures, to compute the centrality of a node efficiently. In general, the centrality of every
node v ∈ V will be equal to the impact of v, where the impact is computed by the formula
I(v) = PREFIX(v) × SUFFIX(v). The difference between the different centralities shows
only in the way formulas (5.1), (5.3) and (5.4) are computed.
#SP centrality: Recall that Csp(v) denotes the number of shortest paths between pairs
(s, t) ∈ S × T . To compute this we only have to add a simple criterion when computing
PREFIX(v) in formula (5.1) and SUFFIX(v) in formulas (5.3) and (5.4): observe that a path
(s, x1, x2, . . . xr, v) from source s to node v can only be a shortest path if (s, x1, x2, . . . xi)
is also a shortest path for every intermediate node xi. Thus, when we compute the sums
in these formulas, we only add the values for the subset Π′v ⊆ Πv of parents, that are on a
shortest paths. Thus, formula (5.1) becomes
PREFIX(v) =
∑
x′∈Π′v
PREFIX(x′).
Similarly, formula (5.3) is replaced by
∀y ∈ V : PLISTv[y] =
∑
x′∈Π′v
PLISTx′ [y].
Observe, that using the PLIST values corresponding to the number of shortest paths is
sufficient to compute the SUFFIX for shortest paths in formula (5.4). The set Π′v can be
found by comparing the distance d(s, v) of v from s and d(s, x) for every candidate parent
x ∈ Πv. Node x lies along a shortest path to v if and only if d(s, v) − d(s, x) = 1. The
distances d(s, v) only need to be computed once. Observe that the shortest paths from
different source nodes to a node v are different (and may have different length). For this
reason we have to compute the impact of a node v for every source si ∈ S separately and
then aggregate those. Thus, if we denote the PREFIX and SUFFIX corresponding to source
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si with a subscript i (thus PREFIXi(v) and SUFFIXi(v)), then
I(v) =
∑
si∈S
PREFIXi(v)× SUFFIXi(v). (4.6)
The betweenness CB(v) of a node with regard to a pair (s, t) can be computed by
dividing CSP (v) by the total number of shortest paths.
#P centrality: Recall that Cp(v) corresponds to the number of distinct paths from S to T
that v covers. Observe that this is the same notion as the impact of v, thus Cp(v) = I(v).
SP centrality: For evaluatingC1sp(v), when computing (5.1) and (5.3) we only add values
for parents, that are on a shortest paths from s to v, and we use boolean addition, when
doing so.
P centrality: Recall that the value of C1p(v) is the number of pairs (s, t) ∈ S × T , which
v covers. For a given source node s we are only interested if node v is along at least one
paths starting in s. Thus, when computing formulas (5.1) and (5.3) we only do a boolean
addition. This way when we compute SUFFIX(v) in formula (5.4) (we emphasize, that
here we use the conventional integer addition) we get the exact number of destinations for
which v covers at least one paths between s and the destination. Similar to the shortest
paths, we need to do this computation separately for every source node and then aggregate
the results as in formula (4.6).
4.4 Group centrality
Many applications make use of the combined centrality of a set of nodes. For this, we
generalize the centrality measures to measure the centrality of a group of nodes, rather
than individual nodes. We call these generalized versions of centrality measures group-
centrality measures.
Let A ⊆ V be a subset of nodes. Let P be the set of special path with property PROP.
We say that the group centrality C(A) of set A is the number of special paths that nodes
46
in A participate in.
C(A) =
∑
(s,t)∈S×T
F(PA(s, t)).
4.4.1 Finding the most-central group of nodes.
In many applications the goal is to find a set of nodes that are the most central amongst
other groups with the same cardinality. This leads to a straightforward definition of the
optimization problem.
Problem 1. (k-GROUP CENTRALITY MAXIMIZATION
(k-GCM)). LetG(V,E) be a directed acyclic graph with sources S ⊆ V and destinations
T ⊆ V and P the set of special paths inG. For integer k, find a setA ⊆ V of size |A| ≤ k,
such that C(A) is maximized.
Different centrality measures lead to different versions of the k-GCM problem. We
denote these by k-GCM(#SP), k-GCM(#P), k-GCM(SP), k-GCM(P) for #SP, #P, SP
and P centralities respectively, We have the following result for the complexity of these
instantiations.
Theorem 1. The k-GCM(#SP), k-GCM(#P) and k-GCM(SP) problems are NP-complete.
Proof. For continuity of reading, the proof of Theorem 1 is deferred to Section 4.7.
4.4.2 Approximating the k-GCM problem.
In this section, we present a generic algorithm for approximating the k-GCM problem.
This algorithm can be instantiated appropriately to solve k-GCM(#SP), k-GCM(#P)
and k-GCM(SP) problems; all with the same approximation factor.
Our algorithm is a greedy heuristic, which expands the current set A ⊆ V in every
iteration with a node v, that results in the highest increase IA(v) = C(A∪{v})−C(A) of
group centrality. We define the conditional impact IA(v) of node v with regard to group
A as the increase in coverage by adding v to the group. We will see that I∅(v) = I(v),
the impact we defined in Section 4.3.1. Moreover, the computation of IA(v) requires the
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use of Formulas (5.1), (5.3) and (5.4) in the same way as in Section 4.3.1, with only slight
modifications. The Greedy algorithm we propose (Algorithm 8) iterates the recalculation
of the impact IA() and the choice of the (currently) highest impact node k times.
Input: G(V,E) and integer k.
Output: set of nodes A ⊆ V , where |A| ≤ k.
A = ∅
for i = 0 . . . k − 1 do
for j = 1 . . . n do
compute IAi(vj)
Ai+1 = Ai ∪ {argmaxv∈V IAi(v)}
Approximation. The objective function C(A) in the optimization Problem 1 is positive,
monotone increasing, and submodular. Thus, by a theorem of Nemhauser et al. (Nemhauser
et al., 1978) our Greedy algorithm yields an (1 − 1
e
)-approximation for the optimal so-
lution.
Updating the impact efficiently. Let us assume that at the start of iteration i the Greedy
algorithm has already chosen nodeset Ai ⊆ V . In this iteration we need to pick a node v
that covers the largest possible number of special paths, that were not covered by Ai. This
is the value IAi(v) that we mentioned above. Let PAi ⊆ P be the set of special paths that
are covered by Ai. Observe, that if a path p ∈ PAi , then it is already covered, thus it is
not counted in the conditional impact of the nodes. Let us assume that node a ∈ Ai lies
on p (other nodes in Ai might also cover it). Since none of the special paths is counted in
the conditional impact, that are covered by node a, we would get the same value for the
conditional impact, if we removed a from the graph. We introduce the notion of condi-
tional PREFIXAi(v) and SUFFIXAi(v), that are computed with this idea of node removing
in mind. The algorithm proposed in Section 4.3.1 is used to compute the conditional im-
pact in the following way. When PREFIXAi(v) is computed by Formula (5.1), the PREFIX
values for nodes in Ai are replaced by 0. Thus, PREFIXAi(a) = 0 for a ∈ Ai, and this
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0 value is used for the PREFIX computation of a’s children. Similarly, when computing
PLISTiv, all entries in PLIST
i
v(a) are set to 0 and this zero value is used, when evaluating
Formula (5.3). Using these conditional PLIST values in Formula (5.4) result in the condi-
tional SUFFIXAi(v), where paths going through Ai are not counted towards the SUFFIX.
Observe that, IAi(v) = PREFIXAi(v) × SUFFIXAi(v) counts exactly the number of paths
covered by v and NOT covered by any node in Ai. The computation of the conditional
impact takes the same time as in the case of the unconditional. Thus, the running time
for one iteration of the Greedy algorithm is O(|E| ·∆). Observe also that adding a new
node v to the set Ai changes the conditional SUFFIX of all nodes before v and the PRE-
FIX of all nodes after v in the topological order. Thus, the conditional impact needs to be
recomputed in every iteration. This results in a total running time of O(k · |E| ·∆) for k
iterations.
Observe that once the Greedy algorithm needs to compute the impact of nodes at
different iterations. Depending on the particular centrality measure we adopt, the Greedy
algorithm will use the appropriate impact computation for this measure, as described in
Section 4.3.2. In that respect, Greedy is a generic algorithm for the k-GCM problem.
4.4.3 Computational speedups.
In this section, we outline some of the techniques for reducing the computational aspects
of our approach. All these heuristics are inspired by the Greedy algorithm, but approx-
imate some of its steps and have significantly smaller running times. We describe these
algorithms below.
The G max algorithm: This heuristic is a simplified version of Greedy where we do not
take into account the interdependency of the centralities of nodes. We compute the impact
of every node once and then choose the k nodes with highest centrality. The running time
is the time it takes to compute the impact of every node once, which is O(|E| ·∆)
The G 1 algorithm: In this heuristic the k nodes with the highest product of Cd(v) =
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din(v) × dout(v) are picked. This is our fastest heuristic and can be computed in O(|E|)
time. Cd(v) is the number of paths of length two that go through v. In the literature Cd(v)
is sometimes referred to as degree centrality. In our experiments we show that degree
centrality, despite its name, is different in nature from other centrality measures, and in
fact not a good indicator of “centrality”.
The G Sampled algorithm: In this heuristic we create a sample of the original input
graph and then run the Greedy algorithm on the smaller sampled graph. The sampling
is based on random walks started simultaneously from both source and destination nodes.
We stop the sampling once a subgraph is traversed, where 15% of the original {s, t} source
and destination pairs are connected by a path.
4.5 Managing centrality
In this section, we consider the problem of increasing the centrality of one particual node
u∗ ∈ V by adding edges in G. More specifically, we consider the optimization version
where the problem is to identify the subset of edges to be added to G so that C(u∗) is
increased the most. Since edge additions change graph G, we will enhance the notation of
centrality to take the underlying graph as an argument. That is for node v and graph G we
use C(v,G) to denote the centrality of node v in graph G.
Formally, we define the problem as follows:
Problem 2. (k-EDGE CENTRALITY BOOSTING
(k-ECB)). Given DAG G(V,E), node u∗ ∈ V and integer k, find k edges Ek to form
G′ = (V,E ∪ Ek), such that C(u∗, G′) is maximized.
As before, the k-ECB problem can be instantiated to k-ECB(#SP), k-ECB(#P), k-
ECB(SP) and k-ECB(P) problems when the centrality of a node is measured using the
#SP, #P, SP and P respectively. We reiterate that the k-ECB problem is a special case of
the general problem of maximizing (or even minimizing) a node’s centrality by addition or
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deletion of edges. We also note that maximization (resp. minimization) of the #P centrality
of a node can be only achieved by edge additions (resp. deletions).
We again propose a generic algorithm for solving the k-ECB problem. We call this
greedy-heurstic algorithm Greedy Add. The Greedy Add algorithm adds the edge
(u → v) that maximizes the centrality of u∗. Thus (u → v) = argmax{C(u∗, G ∪ (u →
v))}. Repeating this k times results in our Greedy Add algorithm 4.5.
Greedy Add algorithm for edge addition
Input: G(V,E) and node u∗ ∈ V .
Output: edges E ′ = (u1, v1) ∪ (u2, v2) ∪ . . . (uk, vk).
E ′ = ∅
for i=1. . . k do
G′ = G(V,E ∪ E ′)
(ui, vi) = argmax{C(u∗, G′ ∪ (u→ v))}
E ′ ← (ui, vi)
Instead of selecting among all possible edges to add, the Greedy Add algorithm can
be restricted to choose amongst candidate edges that have one of their endpoints in u∗. We
refer to this variant of the Greedy Add algorithm as the G Add 1. Since G Add 1 has
fewer choices to consider in every iteration, it is naturally a more efficient algorithm than
Greedy Add. We discuss the running time of G Add 1 towards the end of this section.
Properties of Greedy Add. Although Greedy Add performs very well in practice,
we show here some theoretical evidence why it is not a constant-factor approximation
algorithm for the different variants of the k-ECB problems.
#SP: Here we show that the #SP centrality a node u∗, Csp(u∗), is not monotonically
increasing with respect to edge additions. Consider the example in Figure 4·1: Let u∗ be
the node, whose centrality we wish to increase. In the solid-edge graph, there are two
shortest paths from s to t. Node u∗ covers both, hence Csp(u∗, G) = 2. However, by
adding the dotted edge, the length of the shortest paths has decreased to 4, and the number
of shortest paths to 1. Now u∗ is covering only this shortest path, and thusCsp(u∗, G∪(v →
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w)) = 1.
A
B
C
S T
Figure 4·1: Adding edge (v → w) decreases the #SP centrality of node
u∗.
#P: Here we show that eventhough the #P centrality of u∗, Cp(u∗), is monotonically
increasing with respect to edge additions, it is not submodular. Consider the solid-edge
graph in Figure 4·2. The increase in centrality Cp(u∗, G∪(u→ v))−Cp(u∗, G) caused by
adding edge (u→ v) in G is smaller, than the increase Cp(u∗, G′∪ (u→ v))−Cp(u∗, G′)
caused by adding the same edge (u→ v) inG′ = G∪(v → w), in contrast to the definition
of submodularity.
S
u
v
w
u*
Figure 4·2: Adding edges (v, w) and (u → v) show, that Cp(u∗, G) does
not maintain submodularity during edge addition.
SP: The SP centrality of u∗, C1sp(u∗), is also not monotonic neither is it submodular with
respect to edge additions. However, if we restrict edge additions to contain u∗ as one of
their endpoints, then SP is both monotonically increasing and submodular. To see this, let
us assume that we add edge (u∗ → v) to G and obtain G′. For every pair s, t, that the
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length d(s, t|G′) of shortest path between s and t is shorter than in G, it is true that u∗
covers this shorter path. Thus the set of pairs for which u∗ covers a shortest path in G′
is a super set of those in G. This implies that the G Add 1 algorithm is a constant-factor
approximation algorithm for the k-ECB(SP) problem; the constant factor is as before
(1− 1/e).
P: The P centrality of node u∗, C1p(u∗), is monotonically increasing with edge additions.
This is because adding an edge only adds new paths to the set of special paths. However,
the same function is not submodular (even when edges are restricted to have u∗ as one of
their endpoints). The example in Figure 4·2 can be again used to illustrate this.
4.5.1 Implementation details of Greedy Add.
According to the definition, C(u∗, G) is a function of the number of special paths, that are
covered by u∗. Let us assume, that an edge (u → v) is added to G, resulting in graph
G′ = G ∪ (u → v). Observe that G′ contains all paths from S to T that are in G, and it
may contain some additional paths. However, all additional paths will contain (u → v)
as an edge. Thus, the centrality C(u∗, G′) of u∗ in graph G′ increases by the number
of special paths, that are covered by u∗ and contain edge (u → v). Since this increase
in centrality is due to the addition of edge (u → v), we will call this value the relative
impact of (u → v). Expressed with a formula, the relative impact of edge (u → v) is
I((u→ v) |u∗) = C(u∗, G ∪ (u→ v))− C(u∗, G).
The Greedy Add algorithm for edge addition (Algorithm 4.5) can be reformulated,
with help of the relative impact of node pairs. The edge (u→ v) that maximizes
argmax{C(u∗, G ∪ (u→ v))}
can be found, by computing the relative impact of every node pair u, v and then choosing
the largest. Once (u → v) is added to G, the centrality C(u∗, G) and the relative impacts
of potential edges need to be recomputed, before chosing the next edge to add. These steps
53
can be repeated k times in order to add k edges.
Computing the relative impact. Here, we show how the relative impact of node pairs can
be computed in a graph G. We describe the algorithm for the general centrality definition.
This general algorithm can easily be adjusted to the specific centrality measures.
In order to compute the relative impact I((u→ v) |u∗) we need to compute the number
of paths that go through (u → v) and u∗. This suffices, because all special paths that are
covered by u∗ in G′ but not in G are paths that contain edge (u → v) and node u∗. Let
the notation #PATHS(x, y, z) denote the number of paths between x and z containing y.
We define the relative PREFIX of a node u as PREFIX∗u(u) = #PATHS(S, u
∗, u). Observe,
that PREFIX∗u(u) = PREFIX(u
∗) × #PATHS(u∗, u), since it denotes the number of paths
from S to u going through u∗. The relative SUFFIX is defined similarly, SUFFIX∗u(v) =∑
x∈V #PATHS(v, u
∗, x). A similar observation can be made, SUFFIX∗u(v) = #PATHS(v, u
∗)×
SUFFIX(u∗).
Let us fix an arbitrary topological order σ of the nodes in V . Since G′ is a DAG, it is
impossible for a path to contain both edge (u→ v) and u∗ in G′, if σ(u) < σ(u∗) < σ(v).
Thus, either both u and v have to be before or after u∗ in the order of σ. Let K(u →
v|u∗) = PREFIX(u) × SUFFIX∗u(v) and let L(u → v|u∗) = PREFIX∗u(u) × SUFFIX(v).
Observe that K(u → v|u∗) is the relative impact of edge (u → v), if both u and v are
before u∗ in σ. Similarly L(u→ v|u∗) denotes the relative impact of edge (u→ v) if they
are both after u∗. Now the relative impact can be computed as follows:
I((u→ v) |u∗) = MIN{K(u→ v|u∗) + L(u→ v|u∗),
K(u→ v|u∗)× L(u→ v|u∗)}.
Observe, that this formula takes care of the case when σ(u) < σ(u∗) < σ(v), since
then I((u→ v) |u∗) = 0.
The computation of the relative impact of node pairs consists of three phases. Since the
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formula for evaluating I((u→ v) |u∗) contains the general PREFIX and SUFFIX of nodes,
we need to compute that in the first phase, as described in Section 4.3.1. Second, we focus
on computing PREFIX∗u and SUFFIX
∗
u. For this we need to compute #PATHS(u, u
∗) and
#PATHS(u∗, v) for every node u, v ∈ V . Observe that #PATHS(u, u∗) can be determined
by a simple lookup in PLIST∗u; namely #PATHS(u, u
∗) = PLIST∗u[u]. We assume that if u is
not in the list, then PLIST∗u[u] = 0. The PLIST can also be used to compute #PATHS(u
∗, v);
namely #PATHS(u∗, v) = PLISTv[u∗]. Now we know all terms needed to compute K(u→
v|u∗) and L(u → v|u∗) and ultimately I((u→ v) |u∗) in the third phase. This process is
described in Algorithm 4.5.1.
Algorithm for computing the relative impact
Input: G(V,E) and node u∗ ∈ V .
Output: values I((u→ v) |u∗) for every u, v ∈ V
Compute PREFIX(u) and SUFFIX(v)
Compute #PATHS(u, u∗) and #PATHS(u∗, v)
Compute K(u→ v|u∗) and L(u→ v|u∗)
Compute I((u→ v) |u∗)
Running time of Greedy Add: This algorithm involves the computation of the PREFIX
and suffix of every node. As we have established in Section 4.3.1, this computation takes
O(∆ · |E|) time. The computation of #PATHS(u, u∗) and #PATHS(u∗, v) can be done along
with the computation of PREFIX and SUFFIX, and thus it does not increase the running
time. At last we have to compute K(u → v|u∗), L(u → v|u∗) and I((u→ v) |u∗) for
every edge, which takes at most O(n2) steps. We repeat the algorithm k times, which
results in a total running time of O(k ·∆ · n2).
Computational speedups: Since the running time of Greedy Add has the same magni-
tude as that of Greedy we present here some computational speedup techniques that we
apply in our experiments.
Sampling: We use the same sampling techniques to sample graphs as described in Sec-
tion 4.4.3.
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The G Add max algorithm: Similar to the G max algorithm, this heuristic computes the
relative impact of (u→ v) edges once, and takes the k highest impact edges.
The G Add 1 algorithm: This algorithm is a simplified version of Greedy Add, which
can be computed significantly faster, and depending on the graph, can perform quite well
compared to Greedy Add (see Figure 4·5 in Section 4.6 for comparative experiments).
The G Add 1 algorithm adds the edge adjacent to u∗ with the largest relative impact.
For this we need to compute PREFIX(v) for every node v preceding u∗ in the topological
order, and compute SUFFIX(w) for every node w, succeeding u* in the topological order.
Computing the PREFIX and SUFFIX of the nodes takes O(∆ · n) time. Since the edges
adjacent to u∗ are independent, we only need to compute these values once. Thus a set of
k edges can be added in O(∆ · n) time.
4.6 Experiments
In this section, we demonstrate the utility of our framework by presenting a thorough
experimental evaluation of the performance of the different alogrithms we propose.
QUOTE dataset: The QUOTE dataset (Leskovec et al., 2009) is a network of online media
sites (e.g., news sites, blogs etc.). The links in the network are directed and they correspond
to hyperlinks between the corresponding sites. Every hyperlink u → v is labeled with a
quote, i.e., the piece of news that caused node u to connect to v. For the experiments we
report here we select a particular quote: “lipstick on a pig” and pick the subgraph of the
input graph that is defined by the edges that are labeled with this quote. Since sites may
freely link to each other, the formed graph might contain cycles. We convert this graph
into an acyclic graph as follows: From every node u we find a maximal acyclic subgraph
using a DFS traversal, having u as its initiator. Then, we use the largest resulting DAG to
work with. The DAG we end up with contains 21472 nodes and 81427 edges. We pick
the set S to be the immediate neighbors of the initiator of the selected DAG; in this way
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we ended up with 36 source nodes. We formed the set of destinations T by picking 100
random nodes from the graph.
The maximum centrality group of nodes corresponds to media sites that are traversed
by users the most in relationship to a specific phrase or idiom, and thus may be the best
for placement of advertisement related to that idiom (e.g., by a political party).
TWITTER dataset: The TWITTER dataset (Kwak et al., 2010) contains user ids and links
between users, directed from the user to his/her followers. The complete dataset contains
over 41 million user profiles. We again selected a subgraph by first running a breadth-first
search up until six levels, starting from the user “sigcomm09”. Our goal was to find a
subnetwork of users related to the computer science community. For this, we created a
list of keywords related to computer science, technology and academia and filtered the
user profiles of the followers according to that. The resulting network is an acyclic graph
with a single root “sigcomm09’. The graph contains about 90K nodes and 120K edges.
The number of out-going edges from the different levels of the graph show an exponential
growth: 2, 16, 194, 43993 and 80639 for levels 1,2,. . . , 5. We had to remove a small
number of edges, in order to maintain an acyclic graph. Similar to the QUOTE dataset
source selection, we drop the intial node corresponding to “sigcomm09” from the graph,
which was connected to 2 nodes, and select 100 random destinations from the graph.
Similarly to the QUOTE dataset, central nodes in the twitter dataset corresponds to
users that are on many information-propagation paths. In this dataset, nodes might want
to increase their centrality by following other central nodes.
4.6.1 Evaluating algorithms for the k-GCM problem.
In this section we compare the performance of Greedy G max and G 1 algorithms by
comparing the centrality of the groups of nodes they produce as solutions to the k-GCM
problem. We also use the following algorithms as baseline:
In our random baseline algorithms, groups of size k in expectation are chosen accord-
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ing to the following heuristics:
(Rand K): chooses k nodes from V uniformly at random.
(Rand I): Every node is chosen with probability k
n
.
(Rand W): Every node v is chosen with probability w(v) × k
n
. The weight w(v) is equal
to weight w(v) =
∑
u∈Cv
1
din(u)
, where Cv = {u ∈ V |(v → u) ∈ E} is the set of children
of v. The intuition behind this is, that the influence of node v on its child u, is inversely
proportional to the in-degree of u.
To measure the performance, we define the coverage ratio (CR) as the fraction C(Aother)
C(AGreedy)
– The closer this value is to 1, the better the performance of the algorithm. AGreedy is the
group of size k chosen by the Greedy algorithm, and Aother corresponds to the group
of (expected) size k chosen by the heuristic against which we compare Greedy. For the
deterministic algorithms we simply report the achieved CR, while for random heuristics
we report an average over ten runs.
The results from our comparative evaluation are shown in Figures 4·3 and 4·4, in which
the X axis corresponds to the group size and the Y axis corresponds to CR. We report
results on both the QUOTE and TWITTER datasets. For the former, we report experiments
on all four types of centrality we describe in this paper. Due to the technique that the
TWITTER dataset was generated with, almost all paths in that graph are also shortest paths.
For this reason we only report results for #P and P centrality on the TWITTER data. Plots
for #SP and SP look quite similar.
The results show that G max and G Sampled algorithms’ performance is comparable
to Greedy with a CR of at least 70%. Also G Sampled performs better than G max .
The performance of the random algorithms strongly depend on the type of centrality and
the dataset, but it is always decisively lower, than the performance of all other algorithms.
As another observation, we note that G 1 performs well on finding groups with high
#P and P centralities. However, the same algorithm performs poorly in identifying groups
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Figure 4·3: Group centrality in the k-GCM problem on the QUOTE
dataset. X axis corresponds to the size k of the group. Y axis reports
the coverage ratio.
with high #SP and SP centralities. This shows that the in- and out-degree of a node are
not good indicators of the number of special paths this node participates in.
4.6.2 Evaluating the utility of group centrality.
In this set of experiment we aim to show that the centrality of a group is different from the
sum of centralities of individual nodes.
For that, we use the QUOTE dataset and the #SP and SP centralities. We first use
the Greedy algorithm to solve the k-GCM problem for the two centrality measures and
for k = 1, 2, . . . 10. For every value of k we compute the group centrality achieved by
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Figure 4·4: Group centrality in the k-GCM problem on the TWITTER
dataset. X axis corresponds to the size k of the group. Y axis reports the
coverage ratio.
the group AGreedy reported by Greedy. Then we traverse a list of the nodes - sorted by
decreasing individual node centrality - and stop the traversal at position d. This position
corresponds to the number of nodes required to cover at least as many special paths as the
solution of Greedy. The group of traversed nodes is referred to as Atop. We report the
values of d against k in Table 4.2.
The results in Table 4.2 show that for relatively small sizes of k, d is three times larger
than k for comparable group centrality. In case of #P and P centrality we observed even
more significant difference. A set of d = 30 nodes were needed to match the group
centrality of the top 2 nodes chosen by the Greedy algorithm.
4.6.3 Evaluating the algorithms for k-ECB problem.
In this set of experiments, we chose a node u∗ ∈ V at random and applied the different
heuristics for the k-ECB problem to increase its centrality. We ran the experiments choos-
ing u∗ to have low-, medium- or high-initial centrality. We report here the results for #P
centrality on the QUOTE dataset.
We compare Greedy Add, G Add max and G Add 1 algorithms with the following
baselines:
60
Table 4.2: Size d of Atop compared to size k of AGreedy for #SP and SP
centralities. k d (#SP) d (SP)
1 1 1
2 5 2
3 7 4
4 8 11
5 9 13
6 23 13
7 24 18
8 28 28
9 30 30
10 31 33
(Rand K): chooses k nodepairs to add (u→ v) edges uniformely at random.
(Rand I): Every edge (u→ v) is chosen with probability k
(n2)
.
(Rand W): An edge is created between a node v1 which is chosen with probability w(v1)×
k
n
, and a node v2 chosen with probability w(v2)× kn such that σ(v1) < σ(v2). The weight
of w(v1) is =
∑
u∈Cv
1
din(u)
, where Cv = {u ∈ V |(v → u) ∈ E} is the set of children of v1.
We define the percentage of increase (CI) of the centrality of u∗ asC(u∗, G∪A)/C(u∗, G).
Where A is the set of edges selected by the algorithms to add to G. In Figure 4·5 we report
the number k of edges added in the x-axis against the CI in the y-axis.
As expected, the baseline algorithms perform poorly in comparison with Greedy Add
and other heuristics. Results on the sampled graph was also poor in comparison and thus
are not reported. Greedy Add achieves the best performance increasing the centrality
of nodes by more than 200 times (on a log scale) for low and medium centrality nodes.
In addition, we observe that nodes with lower centrality achieve the most benefit from
increasing their centrality as opposed to nodes with already high centrality.
4.7 Appendix to chapter 4
Theorem 2. The SP problem is NP-complete.
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Proof. We proceed by reducing the NP-complete SETCOVER problem to SP. An instance
of SETCOVER consists of a universeU = {u1, u2, · · · , um} and a set S = {S1, S2, · · ·Sn},
where ∀i, Si ⊆ U is a subset of U and k is an integer. The goal is to find a subset S ′ ⊆ S
such that |S ′| ≤ k and {uj ∈ U : uj ∈ ∪Si∈S′Si}. Define an instance of SP by constructing
a directed graph G′ = (V ′, E ′) as follows. Designate the nodes ui ∈ U as nodes ui ∈ V ′
and the sets Si ∈ S as nodes si ∈ V ′. Thus, V ′ = {ui} ∪ {si}. Let E ′ consists of a set
of edges e defined as follows. Create a directed edge between each node nj ∈ V and an
si ∈ V iff nj ∈ Si. Furthermore, create a additional directed edge from si ∈ V to each
node nj ∈ V iff nj ∈ Si. Observe that a directed shortest path between a node to itself, i.e
a node pair (nj ,nj) is of length two and will necessarily pass through the node si.
Let us assume that A′ is a solution of size k to the SP problem. We will show that
S ′ ⊆ S is a solution for SETCOVER problem. Observe that A′ will cover at least one
shortest path between a node pair (nj ,nj) thus conclude that an S ′ corresponding to the
nodes of A′ is a solution to the SETCOVER problem. Removing a node from A′ will result
that there will be no shotest path coverage for at least one node pair (nj ,nj), which in
turn will result in an incomplete solution to the SETCOVER problem. Since the decision
problem of the SETCOVER is NP-Complete, this reduction shows that SP is also NP-
Complete.
Theorem 3. The #SP problem is NP-complete.
Proof. We proceed by reducing the NP-complete VERTEXCOVER problem to #SP. We
say that for an undirected graph G(V,E), a set A ⊆ V is a vertex cover of G, if every edge
in E is incident to at least one node in A. For an instance of the VERTEXCOVER problem,
let G(V,E) be an undirected graph and k an integer. The decision version of the problem
asks for a set A ⊆ V of size k that is a VERTEXCOVER.
Define the directed graph G′(V ′, E ′) of the corresponding #SP problem as follows.
Let V ′ = V ∪ {si, di} contain the nodes in G, and additional source si and destination di
nodes where i = 1..|E|. Let E ′ contain all edges in E. In addition to that, add an edge
from a source si to a node v such that v is one of the node incident to edge ei. Also add an
edge from the other node incident to edge ei to di. Observe that a shortest path between
node pairs (si,di) i = 1..|E| will traverse the edge ei and would be of length at least three.
The total number of Nodes and edges in G′ is n+ 2E and 3E respectively.
Let us assume that A′ is a solution of size k to the #SP problem. We will show that
A ⊆ V is a solution for VERTEXCOVER problem. A′ will cover all shortest paths between
pairs (si,di). But covering a shortest path between (si,di) would necessarily imply covering
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one of the nodes incident to edge ei. Since the decision problem of the VERTEXCOVER is
NP-Complete, this reduction shows that #SP is also NP-Complete.
Theorem 4. The #P problem is NP-complete.
Proof. We reduce the NP-complete VERTEXCOVER problem to the #P problem on DAGs.
We say that for an undirected graph G(V,E), a set A ⊆ V is a vertex cover of G, if every
edge in E is incident to at least one node in A. For an instance of the VERTEXCOVER
problem, let G(V,E) be an undirected graph and k an integer. The decision version of the
problem asks for a set A ⊆ V of size k that is a vertex cover.
Define the DAG G′(V ′, E ′) of the corresponding #P problem as follows. Let V ′ =
V ∪ {s, t} contain the nodes in G, an additional source node s and an additional sink t.
Let E ′ contain all edges in E. In addition to that, add an edge from the source to every
node, and from every node to the sink. Fix an arbitrary order σ of the nodes in V ′, such
that s is the first and t is the last in this ordering. Then direct every edge (u → v) ∈ E ′
from u to v if σ(u) < σ(v), otherwise from v to u. This will naturally result in a DAG.
Let m be an arbitrary integer such that m > Ω(|V ′|5). We will replace every directed
edge in E ′ (including the edges incident to s and t) with the following multiplier tool
(Figure 5·12). For every edge (u → v) we add m new nodes: w1, w2, . . . , wm, and 2m
new directed edges: (u,wi) and (wi, v). Observe, that by this exchange, the size of the
graph only changes by a polynomial factor of the original size. Let PV ′ be the total number
of directed paths in V ′. The instance of #P consists of the graph G′(V ′, E ′) and of the pair
(s, t). Which means ,the objective of #P is to cover a maximal number of paths from s to
t. Now we proof that there exists a vertex cover A of size at most k for this instance of
the VERTEXCOVER problem if and only if there exists an #P A′ of size k where U(A′)
(the number of uncovered paths) is U(A′) = PV ′ − F (A′) < Ω(m3). Thus, the number
of uncovered paths is at most of order O(m2). In addition we claim that A′ ⊆ V and thus
A = A′ is the desired solution for the VERTEXCOVER.
Let A′ ⊆ V ′ be a solution of size k for the #P problem. First we show, that if k ≤ n,
then A′ ⊆ V . Let us assume that node w has indegree 1, and his parent is v. Observe now,
that every path that goes through w is also covered by v, moreover v might have other
children besides w. Hence at least as many paths are covered if v ∈ A′, then if w ∈ A′.
For this reason we can assume that a node with indegree 1 is only in A′ if all other nodes
with larger indegree are already in the set. Since all new nodes wi have indegree 1, this
implies A′ ⊆ V .
Now we show that A′ = A is a vertex cover. We show that (1.) if for every edge
at least one of its ends is incident to A, then U(A) = O(m2), and (2.) if there is an
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edge (u → v) ∈ E ′, such that u, v /∈ A, then U(A) = Ω(m3). For this, let us consider
the subgraph Guv depicted in Figure 5·13, corresponding to the nodes u, v ∈ V and the
adjacent edges. σi depicts the number of incoming uncovered paths on that edge. Let
Σu = σ
u
1 + σ
u
2 + . . . + σ
u
u + m and Σv = σ
v
1 + σ
v
2 + . . . + σv
v + m be the total number
of incoming uncovered paths through u and v. Let us assume that every edge (u′, v′) ∈ E
different from (u→ v) is incident to A. For the edge (u→ v) ∈ E we have to check four
cases (in order to compute U(A) we have to consider, how many uncovered paths go to
node t, through all the nodes in V ):
case u, v ∈ A: U(A) = 0 ∗ Σu + 0 ∗ Σv +O(nm) = O(nm) << Ω(m3)
case u ∈ A, v /∈ A: U(A) = 0∗Σu+m∗Σv +O(nm) = O(m+m2) = O(m2) < Ω(m3)
case u /∈ A, v ∈ A: U(A) = m∗Σu+0∗Σv +O(nm) = O(m2 +m) = O(m2) < Ω(m3)
case u, v /∈ A: U(A) = m ∗ Σu +m ∗ Σu ∗ Σv +O(nm) = O(m2 +m3 +m) = O(m3)
The above cases show our claim, thatA is a vertex cover if and only if U(A) < Ω(m3).
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Figure 4·5: CI in the k-ECB problem on the QUOTE dataset, with regard
to #P centrality. x-axis corresponds to the number of new edges k, y-axis
reports the logarithm of the CI.
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Figure 4·7: Isolated subgraph Guv = {v, v, s, t} of G′.
Chapter 5
The Filter-Placement Problem and its
Application to Minimizing Information
Multiplicity
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5.1 Introduction
In Chapter 4 we gave a general framework that subsumes many of the existing centrality
measures. However, there may be as many different notions of centrality as there are ap-
plications out there. Often these specific centrality definitions need a customized approach
to being able to efficiently compute, or even optimize for some function of it. In this cur-
rent and the following chapter (Chapters 5 and 6) we investigate two application-specific
centrality measures.
Motivation. Information networks arise in many applications, including social networks,
RSS-feed and blog networks, sensor networks and ad-hoc networks. In information net-
works content propagates from content creators, i.e., sources, to content consumers through
directed links connecting the various nodes in the network. The utility of an information
network has been long associated with its ability to facilitate effective information propa-
gation. A network is considered highly functional, if all its nodes are up-to-date and aware
of newly-generated content of interest.
A common characteristic of many information networks is that content propagation is
not coordinated: nodes relay information they receive to their neighbors, independent, of
whether these neighbors have received such information from other sources. This lack of
coordination may be a result of node autonomy (as in social networks), limited capabili-
ties and lack of local resources (as in sensor networks), or absence of topological/routing
information (as in ad-hoc networks). As an example consider the users’ feed in Facebook.
The feed displays all content (e.g. videos) shared by the friends of a particular user U . In
cases where two or more friends of U share the same content, this content appears mul-
tiple times in U ’s feed. Such uncoordinated information propagation results in receiving
the same or similar content repeatedly, we call this phenomenon information multiplicity.
The redundancy underlying information multiplicity results in significant, yet unnecessary,
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communication and processing overheads, ultimately reducing the utility of information
networks.
As an illustration of information multiplicity, consider the toy news network shown in
Figure 5·1, in which branded syndicated content propagates over directed edges. In this
example, node s is the originator of new information – the syndicated content – whereas
nodes x and y are distributors (e.g., newspapers) that may add branding or advertisement
to the syndicated content received from s. All nodes other than s do not generate new
content; rather, they utilize their connections to relay content to other nodes along directed
links.
x
zs
y z
3
2
z
1
w
Figure 5·1: Illustration of information multiplicity.
Now assume that a single news item i reaches x and y after its generation by s. Nodes
x and y forward a copy of i to their neighbors, and as a result, z1, z2 and z3 receive i as
well. In fact, z2 (unnecessarily) receives two copies of i; one from x and one from y. Even
worse, if z1, z2 and z3 forward whatever they get to w, then w receives (1 + 2 + 1) copies
of i. Clearly, to inform w, one copy of i is enough.
In many network settings we observe propagation of multiple instances of the same
underlying piece of information. For example in online media networks information mul-
tiplicity arises by different news sites posting different articles about the same topic. In
sensor networks information about the same measurement is propagated by different sen-
sors.
To alleviate the negative implications of information multiplicity, we propose that a
subset of nodes be strategically selected and equipped with additional “filtering” function-
69
ality, namely the removal (or significant reduction) of similar data items relayed through
them. In some cases, filtering could be an inexpensive process when only exact match-
ing techniques are used such as in broadcast by flooding scenarios (Williams and Camp,
2002). In this case, all nodes can be equipped with this functionality. In other cases, fil-
tering may cause significant overheads to identify similar but not identical content. (e.g.
image (Natsev et al., 1999), video processing (ching S. Cheung and Zakhor, 2003), time
series analysis (Chan and chee Fu, 1999), content with different branding or presentation).
Due to this overhead, the deployment of such a filtering functionality cannot be justified,
except at a small number of nodes.
We refer to nodes that carry out such special functionalities as filters. We refer to the
problem of identifying the set of filter nodes in a given network as the FILTER PLACE-
MENT problem.
Notice that the placement of filters does not impact the utility of the network in any
other way; filters simply remove similar content. In the example above, placing two filters
at z2 and w completely alleviates redundancy.
Contributions. To the best of our knowledge, we are the first to address the issue of net-
work information multiplicity, and the first to propose a solution based on the deployment
of filtering functionality at strategic locations in these information networks. We formally
define the FILTER PLACEMENT problem as a combinatorial optimization problem, and
study its computational complexity for different types of graphs. We present polynomial-
time constant-factor approximation algorithms for solving the problem, which is NP-hard
for arbitrary graph topologies. We also present a set of computational speedups that sig-
nificantly improves on the running time of our algorithm without sacrificing its practical
utility. Our experimental results suggest that in many settings a relatively small number of
filters is fairly effective in removing a large fraction of duplicative information.
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5.2 Coordinated content dissemination and facility location.
While our work is the first to motivate, formalize, and study the FILTER PLACEMENT
problem, at a high level it is related to work on coordinated content dissemination in ad-
hoc networks as well as some versions of the Facility Location problem (Mirchandani
et al., 1990). For this reason, we survey some of that literature here.
Coordinated content dissemination. At a high level, our work is related to mechanisms
for information flow management in sensor networks. In sensor networks, nodes are im-
poverished devices – with limited battery life, storage capacity, and processing capabilities
– necessitating the use of in-network data aggregation to preserve resources, and/or the use
of coordination of node operations for effective routing and query processing. In-network
aggregation is not aimed at removal of redundant data, but at the extraction of aggregate
statistics from data (e.g., sum, average, etc). Therefore, studies along these lines focus on
the design of data-aggregation strategies (Dasgupta et al., 2003; Goel and Estrin, 2003;
Heidemann et al., 2001; Luo et al., 2009) as well as associated routing of queries and
query results (Krishnamachari et al., 2002) in order to allow for reduced communication
costs. Here we note that there is an implicit tradeoff between resource consumption and
the quality of information flow. An aggregate is effectively a caricature (an approximation)
of the information; aggressive aggregation implies a reduction in the quality (and hence
utility) of information flow.
Coordinated communication of sensory data is exemplified by recent work that went
beyond standard aggregation and focused on minimizing the communication cost required
for the evaluation of multi-predicate queries scheduled across network nodes (Chatzimil-
ioudis et al., 2009). In that work, a dynamic-programming algorithm is used to determine
an optimal execution order of queries. Examples of other studies that proposed coordi-
nation strategies include techniques that ensure efficient storage, caching, and exchange
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of spatio-temporal data (Morcos et al., 2008b; Morcos et al., 2010) or aggregates thereof
(Morcos et al., 2008a).
In addition to their focus on balancing information fidelity and resource consumption,
there is an implicit assumption in all of these studies that all nodes in the network are under
the same administrative domain, and hence could be expected to coordinate their actions
(e.g., as it relates to routing or wake-sleep cycles). In our work, we consider settings
in which coordination of node operation is not justified (since nodes are autonomous).
Instead, we focus on reducing overheads by adding functionality to a subset of nodes,
without concern to resource or energy constraints.
Finally, Broadcast by flooding in ad-hoc networks is an active topic of research. A
good comparison of suggested methods is done by Williams and Camp (Williams and
Camp, 2002). In its basic model, a node propagates the broadcast message it receives
to all of its neighbors. The goal is to devise propagation heuristics, such that all nodes
in the network receive the content, but at the same time the number of exact messages
propagated in the network is minimized to avoid network congestion. In this setup, the
propagated items are exactly the same, thus comparison of items, by storing a fingerprint
of the received content, is a relatively cheap operation for nodes. The emphasis of existing
research in this area is more on effective ways of information spreading. Our work is
applicable in a different domain of problems, namely where spread of information is given,
but comparison of content is expensive and not every node can be equipped with this
functionality.
Facility location. A common challenge in large-scale access and distribution networks
is the optimal placement of servers to optimize some objective (e.g., minimize average dis-
tance or delay between end-points and the closest content server) – namely, the classical fa-
cility location and k-median problems (Mirchandani et al., 1990), for which a large number
of centralized (Mirchandani et al., 1990; Erlenkotter, 1978) and distributed (Moscibroda
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and Wattenhofer, 2005; Frank and Ro¨mer, 2007) solutions have been developed. Con-
ceptually, the FILTER PLACEMENT problem could be seen as a facility location problem,
wherein filters constitute the facilities to be acquired. However, in terms of its objective,
the FILTER PLACEMENT problem is fundamentally different since there is no notion of lo-
cal measures of “distance” or “cost” between installed facilities and end-points. Rather, in
our setting, the subject of the optimization is a global measure of the impact of all facilities
(and not just the closest) on the utility that end-points derive from the network.
5.3 The Filter Placement problem
Propagation model. In this paper, we consider networks consisting of an interconnected
set of entities (e.g., users, software agents) who relay information items (e.g., links, ideas,
articles, news) to one another. We represent such a network as a directed graph G(V,E),
which we call the communication graph (c-graph). Participants in the network correspond
to the nodeset V . A directed edge (u, v) ∈ E in the graph represents a link, along which
node v can propagate items to u. Some nodes of G generate new items by virtue of access
to some information origin; we call these nodes sources. Sources generate distinct items
– i.e., any two items generated by the same source are distinct. Once an item is generated,
it is propagated through G as follows: every node that receives an item blindly propagates
copies of it to its outgoing neighbors. Since the propagation is blind, a node might receive
many copies of a single item, leading to information multiplicity.
Our information propagation model is deterministic in the sense that every item reach-
ing a node is relayed to all neighbors of that node. In reality, links are associated with
probabilities that capture the tendency of a node to propagate messages to its neighbors.
Although our results (both theoretical and experimental) continue to hold under a proba-
bilistic information propagation mode, for ease of presentation and without loss of gen-
erality we adopt a deterministic propagation model in this paper. Moreover, even though
the propagation model defined by G could be used to communicate multiple items, in this
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paper we focus on a single item i. The technical results are identical for the multiple-item
version of the problem.
Filters. Consider the production of a new item i by source s. In order for node v to
receive this item, i has to travel along a directed path from s to v. Since there are several
paths from s to v, node v will receive multiple copies of i. Moreover if v has children,
then v propagates every copy of i it receives to each one of its children. To reduce the
amount of redundancy (underlying information multiplicity), our goal is to add a filtering
functionality to some of the nodes in G. We use filters to refer to nodes augmented with
such filtering functionality.
A filter can be viewed as a function that takes as input a multiset of items I and outputs
a set of items I ′, such that the cardinality of I ′ is less than the cardinality of I . The specific
filtering function depends on the application. We emphasize, that for many applications
such filtering may be costly to implement (for example resource-intensive). For ease of
exposition, we will fix the filter function to be the function that eliminates all duplicate
content:1 for every item the filter node receives, it will perform a check to determine if it
has relayed an item with similar content before. If not, it propagates the item to all of its
neighbors. A filter node never propagates already propagated content.
Objective Function. Let v ∈ V be an arbitrary node in the graph. Define Φ(∅, v) as
the number of (not necessarily distinct) items that node v receives, when no filters are
placed. Let A ⊆ V be a subset of V . Then Φ(A, v) denotes the number of items node v
receives, when filters are placed in the nodes in A. For a subset X ⊆ V , let Φ(A,X) =∑
x∈X Φ(A, x).
For a given item of information, the total number of messages that nodes in V receive
in the absence of filters is Φ(∅, V ). For filter set A, the total number of items that nodes in
1Generalizations that allow for a percentage of duplicates to make it through a filter are straightforward.
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V receive is Φ(A, V ). Thus, our goal is to find the set A of k nodes where filters should
be placed, such that the difference between Φ(∅, V ) and Φ(A, V ) is maximized.
Problem 3 (Filter Placement–FP). Given directed c-graph G(V,E) and an integer k, find
a subset of nodes A ⊆ V of size |A| ≤ k, which maximizes the function
F (A) = Φ(∅, V )− Φ(A, V ).
Another choice for an objective function in Problem 3 would be to minimize Φ(A, V ),
and by that maximize the number of items covered. However this function has shortcom-
ings which make it undesirable: as we observed, every copy of an item corresponds to
a directed paths in the graph. The total number of directed paths in a graph is typically
exponential in the number of nodes. Hence, even covering an exponential amount of paths
may result in a relatively low level of redundancy elimination. Also, as shown in the ex-
ample in Figure 5·1, not all redundancy can be eliminated. As a consequence, the number
of paths covered is not a good indicator of the quality of filtering.
The objective function F (A) described in problem 3 overcomes these shortcomings
by measuring the improvement in redundancy reduction. In addition, it has some nice
properties. It is always positive and monotone, since placing an additional filter can only
reduce the number of items. This also implies that F is bounded: F (∅) = 0 ≤ F () ≤
F (V ). Furthermore, function F is submodular, since for every X ⊂ Y ⊂ V and v /∈ Y , it
holds that F (X ∪ {v})− F (x) ≥ F (Y ∪ {v})− F (Y ).
In the definition of Problem 3, there is a bound k on the size of the filter set A. In
the next proposition we show that when the number of filters is not bounded, finding the
minimal size filter placement that maximizes FP is trivial. Throughout the paper we use
n = |V | to denote the number of nodes in G.
Proposition 1. Let G(V,E) be a directed c-graph. Finding the minimal sized set of filters
A ⊆ V , such that F (A) = F (V ) takes O(|E|) time.
Proof. Let the filter set A consist of the nodes v ∈ V that are not sinks and din(v) > 1, i.e.,
A = {v ∈ V |din(v) > 1 and dout(v) > 0}. With this choice of A, either the node is a sink,
75
is inA or it has indegree 1. Hence, every node propagates at most one copy of an item to its
children. This shows the optimality of A. It is easy to see that A is a minimal optimal set;
omitting any node from set A would result in unnecessary content duplication. Finding set
A needs one traversal of the graph, to determine the nodes with indegree greater than 1.
This has running time proportional to the number of edges (O(|E|)) in the graph.
Despite this result, FP for a filterset of fixed k-size on an arbitrary graph is NP-
complete.
Theorem 5. The FP problem on an arbitrary c-graph G(V,E) is NP-complete.
Proof. For readability, the proof of Theorem 5 is deferred to Section 5.6
5.4 Filter placement algorithms
In this section, we present algorithms for the FP problem on different types of c-graphs,
namely trees, DAGs and arbitrary directed graphs.
5.4.1 Filter placement in a tree
While FP is hard on arbitrary graphs, and as we will show also on DAGs, it can be solved
in polynomial time with dynamic programing on c-trees. We call a graph G(V,E) a com-
munication tree (c-tree), if in addition to being a c-graph, G is a tree when removing the
source node. The recursion of the dynamic programming algorithm is done on the children
of every node. Transforming the input c-tree G into a binary tree makes it computation-
ally more feasible. This transformation can be done in the following way: for every node
v ∈ V , if dout(v) ≤ 2 then do nothing. Otherwise, fix an arbitrary ordering v1, v2, . . . vr of
the children of v, where dout(v) = r. Let v1 be the left child of v. Create a new node u1
and let that be the right child of v. Let the remaining children of v be the children of u1.
Repeat these steps until ur−1 has only two children: vr−1 and vr. The edges adjacent to
the source will continue to be connected to the nodes in V . The resulting binary tree is G′.
Observe that the number of nodes in G′ is at most twice as much as the number of nodes
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in G. Also notice that if the maximum out-degree in tree G is ∆ then the height of G′ is at
most a factor of ∆− 1 larger than G.
We apply dynamic programming on G′: Let opt(v, i, A) be the function that finds an
optimal filter setA of size |A| ≤ i ≤ k in the subtree rooted in v. Then for every i = 0 . . . k
we can compute opt(v, i, A) by
opt(v, i, A) = max{
max
j=0...i
{opt(vl, j, A) + opt(vr, i− j, A)},
max
j=0...i−1
{opt(vl, j, A ∪ {v}) + opt(vr, i− 1− j, A ∪ {v})}}.
In the equation above, vl and vr denote the left and right child of v. The first term of this
recursion corresponds to the case where we do not place a filter in v, hence a total number
of i filters can be placed in the subtrees. The second term corresponds to the case when
we do place a filter in v and only i− 1 can be placed in the subtrees. The optimal solution
for the whole tree is then opt(r, k, A) where r ∈ V is the root of the tree. The above
recursion does not guarantee that we do not choose any dump nodes of the binary tree. For
this reason, we omit the second term of the recursion when v is a dump node. Building
the binary tree takes O(n∆) time. We have to evaluate the recursion O(k) times for every
node. One evaluation takesO(k) computations. There areO(nlog(∆)) nodes inG′, which
makes the total running time O(n∆ + k2nlog(∆)).
5.4.2 Filter placement in DAGs
Consider c-graphsG(V,E), which are directed and acyclic (DAGs). Although DAGs seem
to have simpler structures than arbitrary graphs, the FP problem is NP-complete even on
DAGs.
Theorem 6. The FP problem is NP-complete when the c-graph G(V,E) is a DAG.
Proof. For readability, the proof of Theorem 6 is deferred to Section 5.6
In the remainder of this section, we propose polynomial-time algorithms, that result in
solutions for the FP problem, that we prove to be effective in our experiments.
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First, we start with a naive approach, G 1 (G 1)(this name will be meaningful later,
when we propose heuristics that can be viewed as extensions of G 1). Consider node
v ∈ V ; v will receive items on its incoming edges and will forward a copy of every item
on every one of its outgoing edges. We can now compute a lower bound on the number
of copies of an item that v is propagating: m(v) = din(v) × dout(v). G 1 computes m(v)
for every v ∈ V and chooses the k nodes with the highest m() values. Computing m()
depends on the way the graph is stored. In general it takes O(|E|) time, since we need to
compute the in and outdegree of every node. Finding the k largest values of m() requires
O(kn) computations, which makes the total running time of G 1 O(kn+ |E|).
B
A
Figure 5·2: For k = 1 G 1 places a filter in B while the optimal solution
would be to place a filter in A.
Although G 1 is simple and efficient, for many graphs it does not yield an optimal
solution as exemplified in Figure 5·2. Without any filters, the total number of received
items in the graph is 14. G 1would place a filter in nodeB; this is becausem(B) = 1×4 is
the largest m() value in this graph. However the optimal solution would be to place a filter
in A, for which m(A) = 3 × 1. Placing a filter in B leaves the number of received items
unchanged. Making node A a filter instead, would yield a total number of 12 received
items.
In light of this illustrative example, we propose Greedy All (G All), which is an
improved extension of G 1. The main idea behind Greedy All is, to compute for every
node v ∈ V , how many copies of a propagating item i are generated because of v. The
algorithm then greedily chooses the node with the highest such number to put a filter.
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First, we look at the propagation of an item i that is created by the source s. In order
for i to be received by node v, i has to propagate along at least one path from s to v. In
fact, v will receive as many copies of i as the number of paths from s to v. We denote
the number of distinct directed paths from any node x to y by #PATHS(x, y). Then, the
number of copies of i that arrive in v can be expressed as #PATHS(s, v). For later clarity
we need to make the distinction between the number of paths between two nodes and the
number of copies of i that v receives. We denote the latter value by PREFIX(v). Observe,
that for now #PATHS(s, v) = PREFIX(v). We denote by SUFFIX(v) the number of copies
of i, that are generated across the whole graph, after i has propagated through v. Similarly
to PREFIX(v), the SUFFIX of v is also related to directed paths in the graph. In this simple
case the SUFFIX is equal to the total number of distinct directed paths, that start in v:
SUFFIX(v) =
∑
x∈V #PATHS(v, x). Observe now, that the total number of copies of i that
propagate through v is the product PREFIX(v)× SUFFIX(v).
To study the effects of placing a filter in v, observe that even if node v were a filter,
it would still propagate one copy of i. In other words, placing a filter in v has the same
effect on the number of copies of i, as if PREFIX(v) = 1. Hence, the amount of redundant
copies of i generated because of the propagation through v, can be expressed by I(v) =
(PREFIX(v) − 1) × SUFFIX(v). We call I(v) the impact of v. The impact can also be
expressed in terms of the objective function: F (v) = Φ(∅, V )− Φ({v}, V ) = I(v).
This is the concept underlying our Greedy All algorithm: The algorithm first chooses
the node with the highest impact. Placing a filter at that node might change the im-
pact of other nodes. Hence, an update of the impact of every node is required. Then
Greedy All chooses again the node with the highest impact. The algorithm repeats
this for k steps. Observe that G 1 only looks at the immediate neighbors of every node,
whereas Greedy All is more exhaustive and considers all the nodes in the graph.
Because of the properties of F (), we can use the well-known result by Nemhauser
et al. (Nemhauser et al., 1978), which states that for any maximization problem, where
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Algorithm 4 Greedy All algorithm
Input: DAG G(V,E) and integer k.
Output: set of filters A ⊆ V and |A| ≤ k.
1: find topological order σ of nodes
2: for i = 1 . . . k do
3: for j = 1 . . . n do
4: compute I(vj)
5: A← argmaxv∈V I(v)
6: return A
the objective function is a positive, monotone and submodular set-function, the greedy
approach yields a (1− 1
e
)-approximation.
Theorem 7. The Greedy All algorithm for problem 3 is an (1− 1
e
)-approximation.
Implementation of Greedy All. In order to compute the impact, we need to compute
the PREFIX and SUFFIX of every node. We can think of PREFIX(v) as the number of
copies of an item i that v receives. Since the copies of i are propagated through the parents
of v, it is easy to see that the PREFIX of a node is the sum of the prefixes of its parents.
We can compute the PREFIX of every node recursively, by first computing the PREFIX of
its ancestors. We fix a topological order σ of the nodes. (A topological order of nodes
is such an order, in which every edge is directed from a smaller to a larger ranked node
in the ordering.) This order naturally implies, that the parents of a node precede it in the
ordering. Traversing the nodes of G in the order of σ the PREFIX can be computed with
the recursive formula (5.1) (Πv denotes the set of parents of v).
PREFIX(v) =
∑
x∈Πv
PREFIX(x) (5.1)
Remember, that the PREFIX of a node can also be expressed as #PATHS(s, v), thus
formula (5.1) is equivalent to
PREFIX(v) = #PATHS(s, v) =
∑
x∈Πv
#PATHS(s, x) (5.2)
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As we established before, SUFFIX(v) is equivalent to the total number of directed
paths starting in v. This can be computed effectively by doing some bookkeeping dur-
ing the recursive computation of (5.1): For every node v we will maintain a list, PLISTv
that contains for every ancestor x of v the number of paths that go from x to v. Thus
PLISTv[x] = #PATHS(x, v). Observe now, that for an ancestor x of v, plistv[x] can be
computed as the sum of the PLIST of the parents.
∀x ∈ V : PLISTv[x] =
∑
p∈Πv
PLISTp[x] (5.3)
Observe, that for every node, PLISTv can be computed during the same recursion as (5.1).
To compute the SUFFIX of a node v, we need to sum the number of paths that start in
v. This is simply the sum of the PLIST entries, that correspond to v.
SUFFIX(v) = #PATHS(v, .) =
∑
x∈V
PLISTx[v] (5.4)
As a technical detail, in order to use this recursive formula, every node’s PLIST contains
itself with value one: PLISTv[v] = 1. As a special case, a sources list would contain only
the entry corresponding to itself.
Thus far, we described how to compute the impact of a node by computing its PREFIX
and SUFFIX when there are no filters in the network. Remember now our earlier obser-
vation, that placing a filter in a node v∗ has the same effect on the number of copies of
an item, as if there was only one path leading from the source to v∗. We can capture this
effect, by setting PLISTv∗[v∗] = 1 and all other values PLISTv∗(x) = 0, before using this
list in the recursion. Observe that the change in PLISTv∗ changes the SUFFIX of all nodes
preceding v∗, and the PREFIX of all nodes succeeding it. For this reason, we need to make
a pass over the whole graph when updating the impact.
Running time of Greedy All. The topological order σ of the nodes can be computed
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in linear time. This value will be evanescent in the total running time of the algorithm.
Formulas (5.1) and (5.3) are updated along every edge of the graph. Formula (5.1) can
be updated in constant time along an edge, while formula (5.3) requires O(∆) lookups
and additions. (Where ∆ corresponds to the maximal degree in the graph.) To compute
SUFFIX(v) we keep a counter for every node v and according to formula (5.4) update that
online when the PLIST entries are computed. This yields a total running time ofO(|E| ·∆)
for one iteration of the algorithm. Greedy All has k iterations, which yields a total
running time of O(k · ∆ · |E|). This can be O(k · n3) in worst case, but in practice, for
most c-graphs |E| < O(n · logn), which results in a O(k · n · logn) running time.
Observe that Greedy All is optimal for k = 1. For larger values of k it also yields
very good results. In our experiments we found, that there are real-life graphs, where
Greedy All is capable of finding an FP which yields perfect filtering. However in some
cases it does not find the optimal solution. Look at the toy example in Figure 5·3. When no
filters are placed the total number fo received items is Φ(∅, V ) = 26. Since for k = 1 the
impact values of the nodes are I(A) = 7, I(B) = 6, I(C) = 6, Greedy All will choose
A as its first filter. Observe now, that the total number of items has been reduced with the
amount of A’s impact: Φ({A}, V ) = 19. Then, for k = 2 nodes B and C have updated
impact: I(B|A) = 3, I(C|A) = 4. The algorithm will choose C. This yields a total of
Φ({A,C}, V ) = 15 received items in this system. The optimal solution would be to place
filters in nodes B and C, which would result in Φ({B,C}, V ) = 14 items received.
A
B C
S1 S2
Figure 5·3: For k=2 Greedy All chooses filter set {A,C}, while the
optimal solution is {B,C}.
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Computational speedups. Our experimental evaluation (Section 5.5) shows, that al-
though Greedy All yields good results with respect to our objective function, it is rather
inefficient to apply to large datasets. For this reason, we propose two new heuristics, that
along with G 1, yield much faster and yet effective solutions to FP. Both heuristics are
inspired by the principles behind Greedy All.
The first algorithm, Greedy Max (G Max) computes the impact of all nodes in the
graph, similar to Greedy All. Once the impacts are calculated, Greedy Max se-
lects the k nodes with the highest impact as filters, without recomputation of the impact.
As our experiments show, Greedy Max finds solutions very similar to those found by
Greedy All. The running time of this algorithm is O(n|E|), since the impact of nodes
needs to be computed only once.
Our other heuristic is Greedy L (G L). This algorithm computes a simplified impact
for every node: I ′(v) = PREFIX(v)× dout(v). This is the number of items v propagates to
its immediate children. Then Greedy L picks the top k nodes with respect to I ′ as filters.
To compute I ′(), we need to compute PREFIX() (Equation (5.1)) and we need to know the
degree of every node. Both tasks can be accomplished by traversing the edges once in
Greedy L. I ′ is updated in every iteration, which yields a total running time of O(k|E|).
The three algorithms proposed above are all significantly faster than Greedy All.
This superior running time is due to the fact that these algorithms choose the filters lever-
aging less information about the graph. All three heuristics capture different characteris-
tics of a good filter set, and hence their performance is not the same on different datasets.
First observe, that a well connected node in the network has high in and out degrees and
thus, would be ranked high by G 1. On the other hand, G 1 does not take into account
the location of the node in the network. Greedy Max computes the full impact of every
node, thus it can give a more accurate estimate of the influence of individual nodes, than
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G 1. However, it fails to capture the correlation between filters placed on the same path
and thus, might choose filters that diminish each others impact. Greedy L overcomes
these shortcomings by combining these two methods. However,this algorithm tends to
pick nodes further away from the source, since the PREFIX() of nodes grows exponentially
with the distance from the source. The differences in performance for various datasets are
shown in our experimental evaluation (Section 5.5).
Algorithm 5 The Greedy L algorithm on DAGs.
Input: DAG G(V,E), integer k
Output: set of filters A ⊆ V of size k.
1: A = ∅
2: for i = 1 . . . k do
3: compute PREFIX()
4: A← argmaxv∈V PREFIX(v)
5: return A
5.4.3 Filter placement in general graphs
Solving FP on general graphs is NP-hard. In this section we propose a heuristic to choose
an acyclic subgraph from any graph. This allows us to apply the algorithms designed for
DAGs on this subgraph.
Let c-graph G′(V,E ′) be a general directed graph. Fix an arbitrary ordering σ of the
nodes in V . We call an edge (v, u) ∈ E ′ a forward edge if σ(v) < σ(u); otherwise it
is a backward edge. A well-known 2-approximation for choosing an acyclic subgraph is
the following greedy algorithm: fix an arbitrary order σ of the nodes. Let F be the set of
forward edges with respect to σ, and let B be the set of backward edges. If |F | > |B| then
choose the DAG G(V, F ), else choose the edges in B: G(V,B). The drawback of this
algorithm is that it does not guarantee the resulting DAG to be connected. For this reason
we develop our own algorithm, ACYCLIC (Algorithm 6) to choose a connected acyclic
subgraph.
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The ACYCLIC algorithm finds an acyclic subgraph in two steps. We can assume that
there is only one source s in G′, otherwise we create a new super-source s, and direct an
edge from s to every source. First, ACYCLIC performs a DFS traversal of G′ starting in
s. Every edge that is used during this traversal is added to G. Second every remaining
edge in E ′ is considered for addition. An edge e ∈ E ′ is added to E if it does not create a
cycle. Observe, that the resulting acyclic subgraph is maximal, since no edge can be added
without creating a cycle.
ACYCLIC is built on the observation made in the previous section; an item i that is
generated by s reaches a node v if there is at least one directed path from s to v. For this
reason, it is clear that every node that receives a copy of i is visited by the DFS traversal
in the first part of ACYCLIC. Nodes that are not visited, do not receive copies of i, thus
uninteresting with regard to information propagation in G′. The edges used during the
DFS traversal result in a spanning tree T of G, thus making G connected.
In the second part of ACYCLIC edges are added to G in a greedy fashion: every edge
e ∈ E ′ is considered and is added to E if it does not result in a directed cycle. A naive
approach for doing this would be to add the edge e in question to G, and then run a DFS
to determine whether G ∪ {e} is still acyclic. If not, then remove e. However, this would
require too many computations.
Our approach uses instead a decision mechanism based on the location of nodes in
T . We call the order in which nodes are first visited during the DFS traversal the nodes
discovery time, and denote it by σ( ). We call a node a junction if it has more than one
child in T . Due to the DFS traversal, there can be no forward edge with regard to σ( )
in E ′, that is not an edge in T . A backward edge (u, v) can be added to E if there is
no directed path from v to u. This is the case if v and u are in different branches of the
tree. Thus, there is a junction w, for which paths (w,wu1), (wu1, wu2) . . . (wur, u) and
(w,wv1), (wv1, wv2) . . . (wvl, v) are in T and wu1 and wv1 are different. In order to decide
the existence of such a w we need to keep for every node u a signature: sign(u) contains
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a list of pairs {(w,wu1)}. Where the first elements w of the pairs are the junctions on
the path (s → u). Observe that σ(wu1) is always less or equal to σ(u). Also, for any
branch starting in w either all nodes’ discovery times in that branch are smaller or all are
larger or equal than σ(wu1). When an edge (u, v) is considered for addition now, we scan
sign(u) and sign(v). We find w with the largest σ(w), such that (w,wu1) ∈ sign(u) and
(w,wv1) ∈ sign(v). u and v are in different branches (thus edge (u, v) can be added) only
if σ(v) < σ(wu1) ≤ σ(u)).
The DFS traversal in the first phase of ACYCLIC takes O(n · logn) time. To create the
signatures we need to traverse T once. Every node w passes on it’s signature list to it’s
children. Every child uw ofw addsw to the list, ifw is a junction, otherwise it uses sign(w)
unchanged. This introduces an additional O(n) steps to the algorithm. For an edge (u, v)
the comparison of sign(u) and sign(v) takes O(logn) time. This needs to be repeated for
every edge inE ′, yielding a total running time ofO(n2 ·logn) for the ACYCLIC algorithm.
Algorithm 6 ACYCLIC algorithm to find maximal acyclic subgraph.
Input: directed graph G′(V,E ′) with source s
Output: acyclic directed graph G(V,E)
1: DFS traversal starting in s
2: E ← T
3: compute signatures
4: for (u, v) ∈ E ′ do
5: if σ(v) < σ(wu1) ≤ σ(u) then
6: E ← (u, v)
5.5 Experiments
We present here a comparative experimental evaluation of the various FILTER PLACE-
MENT algorithms, using synthetic data and real datasets. These datasets capture the prop-
agation of information in real-life scenarios. We report the performance of the various
algorithms with regard to the objective function as well as the running time.
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Figure 5·4: CDF of indegrees for synthetic graphs
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Figure 5·5: FR on synthetic graphs
Performance metric. To measure and compare the effectiveness of various algorithms,
we define the Filter Ratio (FR) as the ratio between the objective function using
filters deployed in a subset of nodes (A) and the maximum value of the objective function
–i.e., the level of redundancy reduction delivered by installing filters at the nodes in A. A
FR of 1 underscores complete elimination of redundancy.
FR(A) =
F (A)
F (V )
Baseline algorithms. We compare our algorithms to a set of random heuristics that serve
as baseline.
Random k (Rand K): chooses k filters from V uniformly at random.
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Random Independent (Rand I): Every node becomes a filter independently of other
nodes, with probability k
n
.
Random Weighted (Rand W): Every node v is assigned a weight w(v) =
∑
u∈Cv
1
din(u)
,
where Cv = {u ∈ V |(v, u) ∈ E} is the set of children of v. Then, every node becomes a
filter with probability w(v) × k
n
. The intuition behind this is, that the influence of node v
on the number of items that its child u receives, is inversely proportional to the indegree
of u.
Note that while we cannot guarantee that the number of filters for randomized algo-
rithms is k, they are designed so that the expected number of filters is k. We run the
randomized algorithms 25 times and then average the results.
Results using synthetic datasets. To test some basic properties of our algorithms we
generate synthetic graphs. First, we assign nodes to 10 levels randomly, so that the ex-
pected number of nodes per level is 100. Next, we generate directed edges from every
node v in level i to every node u in level j > i with probability p(v, u) = x
yj−i . The choice
of x and y influences the density of the graph. The exponent of y is designed in such a
way, that nodes in nearby classes have higher probability of being connected, than nodes
that are far apart. We choose to experiment with the combinations (x, y) = (1, 4) and
(x, y) = (3, 4). For x
y
= 1
4
we generate a graph with 1026 nodes and 32427 edges. For
x
y
= 3
4
we generate 1069 nodes and 101226 edges. The CDFs of the indegree are shown
in Figure 5·4. The CDFs of the outdegree are quite similar, and thus omitted due to space
limitations. Observe that nodes on the same level have similar properties; the expected
number and length of paths going through them is the same.
Figures 5.5(a) and 5.5(b) reveal a gradual increase in FR as a function of the number
of filters. This shows that the choosen filters are nodes, that cover roughly equal-sized,
distinct portions of all the paths in the graphs.
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Results using the QUOTE dataset. The QUOTE dataset by Leskovec et al. (Leskovec
et al., 2009) contains the link network of mainstream media sites ranging from large news
distributors to personal blogs, along with timestamped data, indicating the adoption of
topics or different phrases by the sites. We utilize monthly traces from August 2008 to
April 2009 to generate a c-graph G PHRASE. Since the QUOTE graph, which has over
400K edges, is very large, in our experiments we select a subgraph. The subgraph we
chose contains the nodes and adjacent edges, corresponding to sites that use the phrase
“lipstick on a pig”. Sites may freely link to each other, which might result in cycles.
We run ACYCLIC to find a maximal acyclic subgraph in this graph. There is no clear
initiator of the phrase in the blogosphere, since it was used by a candidate during the 2008
presidential campaign. For this reason, we run ACYCLIC initiated from every node in the
graph, and then choose the largest resulting DAG. This DAG has a single source: the node
ACYCLIC was started from. It contains 932 nodes and 2,703 edges.
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Figure 5·6: CDF of node indegree for G PHRASE.
Figure 5·6 shows the CDF of the nodes’ in-degree in G PHRASE. We found that almost
70% of the nodes are sinks and almost 50% of the nodes have in-degree one. There are a
number of nodes, which have both high in- and out-degrees. These are potentially good
candidates to become filters. The steep curve of FR for G PHRASE in Figure 5·7 confirms
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our intuition: as few as four nodes achieve perfect redundancy elimination for this dataset.
As expected, Greedy All performs the best with regard to the FR. Greedy Max picks
a different node for k = 2, but for k ≥ 3 it picks the same filter set and hence performs
as good as Greedy All. The two heuristics, G 1 and Greedy L are just a little bit less
effective. We tracked the connection between the node chosen first by Greedy All (node
A), and the node chosen first by Greedy L (node B). These nodes were connected by a
path of length 2. The impact of A is larger then the impact of B, since A also influences
all of B’s children. However B is chosen over A by Greedy L, since the prefix of B is
much larger than that of A. The four central nodes chosen by Greedy All also explain
why Random Weighted performs so well: nodes with large weights (and thus high
probability of becoming filters) are those nodes with a large number of children. The
randomized algorithms Random k and Random Independent perform significantly
worse than all others because of the high fraction of sink nodes in the graphs.
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Figure 5·7: FR for G PHRASE on the QUOTE dataset; x-axis corresponds
to the number of filters, y-axis corresponds to the FR for different algo-
rithms
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Results using the TWITTER dataset: The TWITTER dataset was collected by Kwak et
al. (Kwak et al., 2010)2. The dataset contains user ids and links between users, directed
from the user to his followers. The complete dataset contains over 41 million user profiles.
In order to select a subgraph of feasible size for our experiments, we first ran a breadth-
first search up until six levels, starting from the user “sigcomm09”. Our goal was to find
a subnetwork of users related to the computer science community. For this, we created
a list of keywords related to computer science, technology and academia and filtered the
user profiles of the followers according to that. The resulting network is an acyclic graph
with a single root “sigcomm09”, which we consider the source of information in this
subnetwork. The graph contains about 90K nodes and 120K edges. The number of out-
going edges from the different levels of the graph show an exponential growth: 2, 16, 194,
43993 and 80639 for levels 1,2,. . . , 5. We had to remove a small number of edges, in
order to maintain an acyclic graph. Observe that this graph is quite sparse compared to
the other datasets. Figure 5·8 shows that Greedy All can remove all redundancy with
placing as few as six filters. Our other heuristics also perform well. Greedy Max, G 1
and Greedy L all achieve complete filtering with at most ten filters. The convergence of
FR to one for Greedy L is slower, as for the other algorithms, because of its tendency to
choose nodes further away from the source.
Results using APS research dataset: The APS research dataset3 contains of the cita-
tion network of over 450,000 articles from Physical Review Letters, Physical Review, and
Reviews of Modern Physics, dating back to 1893. The dataset consists of pairs of APS ar-
ticles – one citing the other. This can be viewed as a graph with a directed edge from node
A toB ifB citesA. We select article (Rader et al., 1997), published in Physical Review as
the source node, and take the subgraph of nodes that can be reached from this node through
2Available at http://an.kaist.ac.kr/traces/WWW2010.html
3Available at https://publish.aps.org/datasets
91
directed paths. In this case only the node corresponding to paper (Rader et al., 1997) is
connected to the source. The resulting subgraph is intended to portray the propagation of
an original concept or finding in this paper through the physics community: a filter in this
setting can be seen as an opportune point in the knowledge transfer process to purge po-
tentially redundant citations of the primary source (e.g., derivative work).4 The resulting
citation graph G Citation is acyclic and contains 9,982 nodes and 36,070 edges. As
for G PHRASE and the TWITTER graph, G Citation has a power-law distribution of in
and out degrees. (Plot omitted due to space constraints.)
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Figure 5·8: FR for the TWITTER graph. x-axis corresponds to the number
of filters, y-axis corresponds to the FR for different algorithms
While G 1, Greedy L or Greedy Max all converge to a high level of removing redun-
dant items with less, than fifteen filters, it is evident from Figure 5·9, that Greedy All
performs here better than the alternatives. The G Citation graph is a good illustration
of the potential shortcomings of our heuristics. As sketched in Figure 5·10, the graph has
a set of nine nodes, interconnected by a path, that all have indegree one. All paths from
4In a live corpora of interconnected documents and citations, filters can be seen as the key documents in
which to consolidate references to a specific source.
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Figure 5·9: FR for G Citation in the APS dataset; x-axis corresponds
to the number of filters, y-axis corresponds to the FR for different algo-
rithms
the upper to the lower half of the graph traverse through these nodes, which makes them
all high-impact. However, placing a filter in the first node highly diminishes the impact
of the remaining nodes. This remains unobserved by Greedy Max for example. Which
results in the long range over which G Max is constant.
Summary of comparative performance. Comparing the results for the synthetic data
sets (Figures 5.5(a) and 5.5(b)) to the results for the real datasets (Figures 5·7, 5·8 and
Figure 5·10: Sketch of the APS graph.
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5·9) reveals a significant difference in the marginal utility from added filters (the steepness
of the performance curve). For the synthetic data sets, there is a slow gradual improve-
ment in performance for all algorithms as the number of filters increases, suggesting a
fairly constant marginal utility of additional filters throughout. In contrast, for the QUOTE
and TWITTER datasets, almost all redundancy can be filtered out with at most ten filters,
implying no marginal utility from added filters beyond that point. For the APS data set,
there is more of a spread in the performance of the algorithms, but the best algorithms
have very steep performance curves as well.
This disparity between the results on synthetic and real data sets can be explained by
the structure of the underlying c-graph. The synthetic graphs are densely connected, and
as a result paths cannot be covered with a small number of filters. On the other hand,
the real data sets have a small set of “key” nodes that cover all paths in the graph. In
conclusion, while our methods can be used effectively on all types of graphs, placing
filters is more effective when operating over sparse graphs (which are more prevalent in
many information networks).
Running times. Although all our algorithms have running time polynomial in the num-
ber of nodes in the dataset, we also investigate their efficiency in practice. For that, we
report here their actual running times in one of our datasets. We can draw similar conclu-
sions for the other datasets.
We implemented our algorithms in Python, and although our implementation uses clever
data structures and other necessary optimizations, our code is not focused on optimizing
performance. Therefore, our efficiency study should be seen as an evaluation of the relative
efficiency of the different algorithms. For our experiments we used a machine with 4GHz
AMD Opteron with 256GB of RAM, running a 64-bit Linux CentOS distribution.
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Figure 5·11: Execution times for the placement of ten filters in the case of
the TWITTER dataset.
Figure 5·11 reports the running times of the different algorithms for the TWITTER
dataset in seconds for k = 10 filters. Obviously, G 1 (with worst-case running time of
O(|E|)) is our fastest algorithm with running time less than a minute. Greedy All is
the most computationally intensive method, with a running time of 83 minutes. Since
it requires the recomputation of the impact of every node in every iteration. Finally,
Greedy Max and Greedy L appear to have similar running times, approximately 60
minutes. Despite the fact, that Greedy Max does the computation of the impact only
once. As we have seen, the tendecy of Greedy L is to pick nodes at the end of the
topological order (away from the source). After selecting such a node v as filter, the mod-
ified impact I ′ of most of the nodes remains the same; the only nodes whose value of I ′
changes are those that are after v in the topological order. Since there is small number
of such nodes, clever bookkeeping allows us to make this updates in, practically, constant
time.
Overall, our algorithms G 1, Greedy Max and Greedy L are much more efficient
than Greedy All and can be applied to larger datasets. This observation, combined with
the fact that these algorithms have high-quality results make them appropriate to solve the
FP problem in practice.
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5.6 Appendix to chapter 5
In the appendix we will proof Theorems 5 and 6.
Theorem 1. The FP problem on an arbitrary c-graph G(V,E) is NP-complete.
Proof. First of all observe that for the communications graph G the set A ⊆ V maximizes
F (.) whenever Φ(A, V ) is minimized. Hence we will prove the hardness of Problem 3
by showing that finding a placement of k filters A such that Φ(A, V ) is minimized is
NP-complete. We prove this by showing that finding the smallest integer k, for which
the number of received items in graph G(V,E) is finite, is equivalent to the SETCOVER
problem. An instance of SETCOVER consists of the universe U = {u1, u2, . . . , um} and
a set S = {S1, S2, . . . , Sn}, where ∀i, Si ⊆ U is a subset of U and k is an integer. The
goal is to find a subset S ′ ⊆ S such that |S ′| ≤ k and {uj ∈ U : uj ∈ ∪Si∈S′Si} = U .
Define the instance of FPas follows. First, define graph G by creating a node vi for every
set Si ∈ S. Fix an arbitrary cyclic order σ of the nodes vi. A cyclic order is the same
as a linear order with the additional constraint that σ(n + 1) = σ(1). For every instance
uj ∈ U add an edge vj1 → vj2 whenever u ∈ Sj1 , u ∈ Sj2 and σ(vj1) < σ(vj2). Observe
that this adds a directed cycle to the graph for every u ∈ U . Also add a source vs to the
graph and add an edge from the source to all other nodes in the graph. Imagine now that the
source creates one single item and propagates that to its children. Observe that now infinite
number of items will propagate on every directed cycle. Let k be the integer, specified in
the instance of SETCOVER and let l be an arbitrary finite integer. Now for the decision
version of the FPproblem if the answer tot he question “Is there a filter assignment A with
|A| ≤ k, such that Φ(A, v) ≤ l?” is “YES”, then this also implies a solution with k sets for
the SETCOVER problem. Since the decision version of SETCOVER is NP-complete this
reduction shows that FPis also NP-complete.
Theorem 2. The FP problem is NP-complete when the c-graph G(V,E) is a DAG.
Proof. We reduce the NP-complete VERTEXCOVER problem to the FP problem on DAGs.
We say that for an undirected graph G(V,E), a set A ⊆ V is a vertex cover of G, if every
edge in E is incident to at least one node in A. For an instance of the VERTEXCOVER
problem, let G(V,E) be an undirected graph and k an integer. The decision version of the
problem asks for a set A ⊆ V of size k that is a vertex cover.
Define the DAG G′(V ′, E ′) of the corresponding FP problem as follows. Let V ′ =
V ∪ {s, t} contain the nodes in G, an additional source node s and an additional sink t.
Let E ′ contain all edges in E. In addition to that, add an edge from the source to every
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Figure 5·12: Multiplier edge construction for G′. When x items leave u,
x ·m items arrive at v.
node, and from every node to the sink. Fix an arbitrary order σ of the nodes in V ′, such
that s is the first and t is the last in this ordering. Then direct every edge (u, v) ∈ E ′ from
u to v if σ(u) < σ(v), otherwise from v to u. This will naturally result in a DAG. Let m
be an arbitrary integer such that m > Ω(|V ′|10). We will replace every directed edge in E ′
(including the edges incident to s and t) with the following multiplier tool (Figure 5·12).
For every edge (u, v) we add m new nodes: w1, w2, . . . , wm, and 2m new directed edges:
(u,wi) and (wi, v). Observe, that by this exchange, the size of the graph only changes by
a polynomial factor of the original size. Now we will proof that there exists a vertex cover
A of size at most k for this instance of the VERTEXCOVER problem if and only if there
exists an FP A′ of size k where Φ(A′, V ′) < O(m3). In addition we claim that A′ ⊆ V
and thus A = A′ is the desired solution for the VERTEXCOVER.
Let us assume A′ is the solution of size k for the FP problem and Φ(A′, V ′) < Ω(m3).
We will show thatA′ ⊆ V and thatA is a vertex cover ofG. In special we will show that, if
there is an edge (u, v) in E that is not incident to any node in A, then Φ(A′, V ′) > O(m3).
As seen in Proposition 1, it is more advantageous to put the filter in the parent of a node
with indegree 1, than in the node itself. For this reason, we can assume that filters are
only placed in the nodes wi of the multiplier tool, if all nodes with indegree larger than
1 are already filters. In this case, all nodes in V ⊆ V ′ would be filters, and then A is a
trivial vertex cover. Thus we can assume A′ ⊆ V . Now we will show that A is a vertex
cover. Let us consider the subgraph Guv depicted in Figure 5·13, corresponding to the
nodes u, v ∈ V and the adjacent edges. σi depicts the number of incoming items on that
edge. Let Σu = σu1 + σ
u
2 + . . .+ σ
u
u and Σv = σ
v
1 + σ
v
2 + . . .+ σv
v be the total number of
items u and v receive from other nodes.
Let us assume that for every edge (u, v) ∈ E at least one {u, v} is in A′. Then we
can compute an upper bound on the number of items propagating in this subgraph, with
respect to A′. There are three possible cases:
case u ∈ A′, v ∈ A′: In this case the total number of items propagating on the edges
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Figure 5·13: Isolated subgraph Guv = {v, v, s, t} of G′.
of Guv is Σu +m+m+ 2m+ Σv +m+m+m+m, which is O(m2).
case u ∈ A′, v /∈ A′: Then the total number of items propagating on the edges of Guv
is (Σu +m) + 2m+ (Σv +m) + ((m+ (Σv +m)) ·m), which is O(m2);
case u /∈ A′, v ∈ A′: Here the total number of items propagating on the edges of Guv
is (Σu +m) + 2 · ((Σu +m) ·m) + (Σv +m) +m, which is O(m2);
case u /∈ A′, v /∈ A′: The total number of items propagating on the edges of Guv is
(Σu +m) + 2 · ((Σu +m) ·m) + (Σv +m) + ((((Σu +m) ·m) + (Σv +m)) ·m), which
is O(m4) for a worst-case Σu,Σv and O(m3) in the best case;
The total number of subgraphs Guv in G′ is |E|. Thus if A is a vertex cover in G, then
for A′ the number of items is bounded Φ(A′, V ′) = O(n2×m2) < m3. On the other hand
let us assume that A = A′ is not a vertex cover in G. This means that there is at least
one edge (u, v) ∈ E for which u /∈ A′ and v /∈ A′. In this case Φ(A′, V ′) = Ω(m3) in
contradiction with our assumption.
In this proof we showed that there exists a vertex cover of size k for G(V,E) if and
only if there exists an FP A′ of size k forG′(V ′, E ′), with a bounded number of total items
Φ(A′, V ′) = O(m2). This provides a reduction of the VERTEXCOVER problem to FP thus
making it NP-complete.
Chapter 6
Repetition-aware content placement
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6.1 Introduction
In this chapter we give another example of the notion of group centrality. This time we
focus on an application in random-propagation networks.
There is ample evidence in the literature that the probability of internalizing a con-
cept or buying a product (user conversion) is dependent on the number of times that an
individual user is exposed to information or advertisement related to that concept or prod-
uct. As Artistotle put it “it is frequent repetition that produces a natural tendency”. In
education, repetition is recognized as an effective pedagogical tool; repetition deepens
and hastens students’ engagement and understanding processes (Bruner, 2001; Weibell,
2011). In marketing, repeated exposure to a product is key to the success of market-
ing campaigns (Kotler and Armstrong, 2005). In politics, repeating specific messages in
stump speeches or in mass media advertisements is effective in influencing public opinion,
and thus critical to the success of political campaigns (Agarwal et al., 2009; Trent et al.,
2011). The effects of repetition are not always positive: while repeated exposure to a mes-
sage increases one’s ability to internalize a concept in an educational setting, it may yield
undesirable outcomes in a different setting – for example, the probability of purchasing a
product decreases dramatically with repeated exposure (more than twice) of the product to
a customer 1.
Problem. Motivated by the role that repeated exposure to content plays in these various
settings we define and study the Repetition-Aware Content-Placement (RACP) problem in
navigational networks, i.e., networks in which the (directed) edges represent the poten-
tial of users to transition from one node to another as they navigate through the network.
Broadly speaking, given the navigational patterns of users in such a network, and given
the relationship between the level of user exposure to content and the probability of user
1http://www.mediabizbloggers.com/bill-harvey/50150992.html
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conversion, the RACP problem is that of identifying the set of k nodes on which con-
tent should be placed so that the expected number of users adopting the content (i.e., the
conversion rate) is maximized.
Applications. Instances of RACP occur in multiple domains. For example, consider the
problem of superimposing content on the navigational network defined by the hyperlink
structure of the Web. Here, the challenge is the identification of the set of k web pages
(nodes of the navigational graph) on which content should be placed in order to maximize
the impact of an advertisement campaign, e.g., placement of slogans that raise awareness
about a social issue, or placement of advertisement about a product or a political party.
As another example, consider the problem of providing recommendations for additional
content to readers of on-line corpora. Here, the reader (a student) navigates a body of
knowledge (an on-line textbook) – not necessarily serially – by following links that un-
derscore dependencies between units of the corpus (e.g., sections and chapters), and the
challenge is to identify the best set of units where additional content (further readings,
references, exercises) could be linked or recommended so as to maximize the probability
of access to such additional content. The RACP problem is applicable to offline physical
navigational networks as well – the canonical example being road networks. Here users
navigate a set of interconnected locations, and the challenge is the placement of billboard
advertisements at the right locations, so as to maximize the impact on travelers/commuters.
Model. The main components of our setting are the user’s navigational and conversion
models. The navigational model assumes that user’s navigation through the nodes of the
network is modeled by a Markov chain, i.e., a random walk over the navigational graph.
The conversion model specifies the probability of a user adopting content as a function
of the number of times that content is shown to the user within a single walk over the
navigational network. Our incorporation of a conversion model fundamentally changes
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the nature of content placement by making user conversion dependent on the number of
times that content is shown to the user. Said differently, the novelty of our work is the
introduction of memory into the navigation process. In our work, rather than focusing on a
particular type of relationship between number of views and probability of content adop-
tion, we consider generic conversion models that handle arbitrary dependencies between
the number of views and the probability of content adoption.
Contributions. Problems of picking important (or target) nodes in networks have been
studied extensively in the past, both in information-flow (or social) networks (Chen, 2008;
Domingos and Richardson, 2001b; Even-Dar and Shapira, 2007; Kempe et al., 2003),
in transportation (Berman et al., 1997; Berman et al., 1995; Hodgson, 1990; Hodgson
et al., 1996; Tanaka and Furuta, 2010) and in navigational networks (Charikar et al., 1999;
Chierichetti et al., 2011). The key difference between that prior work and ours is that
the former assumes memoryless navigation or information flow processes, and as a result
has an implicit conversion model that presumes the independence of number of views and
conversion probability. The explicit modeling of this dependence and the flexibility of our
model to capture arbitrary forms of this dependency makes our work more general in the
sense that prior work represents a subset of the scenarios that are possible to consider using
our approach. Another salient feature of our work is that our formulation and algorithmic
treatment of the RACP problem are general in the sense that they apply to any conversion
model as long as the conversion probability can be expressed as a function of the number
of times content is presented to the user in a single random walk over the navigation graph.
The incorporation of an arbitrary conversion model (memory) into a navigation (random
walk) process raises new modeling as well as computational challenges, which comprise
the main technical contributions of our paper. We address this new class of problems
by building upon the notion of random walks with absorbing states. More specifically, we
propose solutions to our RACP problem based on analysis using absorbing random walks,
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and we demonstrate that our techniques are scalable and thus useful for real-world data-
analysis tasks. To the best of our knowledge we are the first to leverage such techniques not
only in the context of content placement in navigational networks, but also in the context
of node-selection in general.
6.2 Location allocation and node selection in navigational networks
To the best of our knowledge there is no work in the literature considering a random nav-
igational model endowed with the notion of memory that our objective function captures.
The literature that we believe is most related to RACP is on the topics of flow-capturing lo-
cation allocation in transportation networks and content assignment to (randomized) nav-
igational networks. We survey these works below.
Transportation networks. The Flow-Capturing Location Allocation problem (FCLA)
in transportation networks has originally been introduced in 1990 by Hodgson (Hodgson,
1990). In the FCLA problem, the input consists of a network as well as the customer
traversals in the form of flows between source and destination pairs. The objective is
to locate facilities in a set of k nodes so as to maximize the number of customers who
encounter at least one facility in their flow through the network. In his original paper,
Hodgson proves that this version of the location-allocation problem is NP-hard, but em-
pirically shows that a greedy algorithm can be quite efficient in solving it. The problem we
study here is different from this original version of the FCLA problem in three ways: First,
while in FCLA the repetition of interceptions (i.e., multiple encounters of customers with
facilities) is ignored, our work focuses on optimizing the interception of the users’ navi-
gation given the impact that repetitions have on the users’ tendency to convert. Second,
Hodgson assumes that the interception of a flow is a deterministic process, i.e., a flow is
either intercepted or not, hence set-cover type of reasoning works for his approach. In our
case the paths of users is only intercepted in a probabilistic sense. Third, in our work we
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assume the navigation model is Markovian, while in FCLA the navigation paths of users
from sources to destinations are a priori known and deterministically defined. As a result,
both our model as well as the computational challenges we need to resolve are different
from those that arise in the FCLA problem.
Even in the domain of transportation networks, the assumption that all source-destination
flows are known a priori proved impractical. As a result, there exists work on variants of
the original FCLA problem where partial flow information is assumed (Berman et al.,
1997; Berman et al., 1995). In these cases, the available navigation information specifies
the fraction of flows that pass through every node and its neighbors. Despite the fact that
this navigation model resembles ours, existing work still ignores the effect of repetitive
interceptions on users. As a result, the underlying combinatorial problems that appear in
existing work (Berman et al., 1997; Berman et al., 1995) are different from ours. After all,
the algorithms used for solving these existing variants of FCLA are based on non-linear
integer programming and total-reward Markov decision processes, while our solution is
based on deploying Markov chains with absorbing states.
Navigational networks. More recent work on node - selection in online navigational
networks includes the work of Chierichetti et al. (Chierichetti et al., 2011) and Charikar
et al. (Charikar et al., 1999). In their work Charikar et al. (Charikar et al., 1999) assume
a similar propagation model and objective to ours, in that users traverse a Markov chain
and the ultimate goal is to assign content to certain states in this chain. Despite the similar
objective function, the underlying problem they solve is completely different from ours;
in their setup users can either be in a targeted or non-targeted population and the goal
is to intercept the largest possible fraction of the targeted population. In their setting,
interception of users’ is deterministic and repetition does not play any role. As opposed to
this, in our work users are only intercepted with some probability in chosen states and this
probability may change with the number of times an interception happens.
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Chierichetti et al. (Chierichetti et al., 2011) assume a user-navigation model similar
to ours and their goal is to find an optimal placement of online advertisements. In their
setting, ads are placed to the nodes of the navigation network and there is a utility assigned
to a user seeing an ad, that depends both on the state and the specific ad that is shown.
When an ad is shown the user may stop with some probability (go to an exit state of the
chain) or continue traversing. While the user propagation model of Chierichetti et al. is
similar to ours, their conversion model is different. In special, they do not distinguish
between the first and subsequent views of the same ad. They propose a very elegant LP
solution for their problem. However, the method they derive is inadequate to solve the
RACP problem. Due to the fact that in our setting the conversion probabilities are affected
by repeated traversal through the same state, the size of the corresponding LP program in
their solution would blow up.
6.3 Problem definition
The input to our problem consists of the navigational and the conversion model. The
navigational model is a network; the nodes of this network correspond to entities; the
user navigates through the entities by following the links of the underlying graph (directed
or undirected) based on probabilities associated with the links. The conversion model
quantifies the relationship between the number of times a user views a particular content
and the probability of her adopting the content (or converting to the content). The objective
of our work is to place content in the network at locations so as to maximize the probability
of conversion.
Throughout the paper, we assume as input a navigational graph G = (S, E), which is
a directed or undirected graph with nodes S, edges E and |S| = n.
Navigational model. We assume that the users’ traversal of the network follows the
traditional Markov model; users navigate between a set of states in a randomized way,
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transitioning between states with given probabilities, such that the transition probabilities
define a Markov chain on this set of states. LetM = 〈S,P〉 denote this Markov chain, set
S contains n states S = {s1, s2, . . . , sn} and P contains the transition probabilities P(i, j)
of a user moving from state si to state sj . We think of P as an n × n matrix, that is the
transition matrix ofM. Note that the state space S of the Markov chain is simply the set
of nodes of the navigational graph G = (S, E).
For the rest of the discussion, we will assume thatM is irreducible and aperiodic, and
thus has a stationary distribution pi2. Finally, in order to make our model more realistic, we
assume that there is an upper bound on the maximum number of hops the user is taking,
i.e., this bound encodes that the user quits his navigational session in finite time. We
denote this bound by Mmax.
Conversion model. This model depicts the user’s behavior upon being exposed to some
content in one of the states. Upon viewing content c the user has two possible actions:
either convert ( i.e., click on the link, adopt some view or buy the advertised product) and
quit the traversal of the network or continue without taking any action. The conversion
model provides the probability with which the user chooses in any given situation between
these two options. Note, that a user may only quit the navigation by either converting or
by exceeding the maximum number of hops.
In this paper, we focus on memory-full conversion models, i.e., conversion models for
which the probability of a user converting to the content c depends on the number of times
she has been exposed to this content before – while it does not depend on the specific path
that the user has followed. To describe this model in more detail we introduce the notion
of levels.
Definition 1. We say that a user is in level ` if she has been exposed to content c exactly `
2In fact, our method only makes use of the irreducibility property of Markov chains. In our experiments
we compute the PageRank with a dampening factor (Brin and Page, 1998) of states instead of the stationary
distribution.
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times.
A result of the above definition is that the user is in level 0 when she has not seen the
content yet. That is, every user starts her traversal of the network in level 0. When a user,
who is at level ` is exposed to the content but decides not to convert, she moves to level
(`+ 1).
The probability that a user converts to content c, when presented with it in state s,
depends on the state itself as well as on the user’s level `, but not on the user’s path during
her navigation. We denote this probability by C(`, s). Naturally, the probability that a
user continues the traversal – without converting – is (1− C(`, s)). We call C(`, s) the
conversion probability in state s at level `.
Note that the probability C(`, s) can be any arbitrary function of s and `. For example,
if the number of repetitions of the content’s viewings increases (resp. decreases) the prob-
ability of adoption, then we will assume that C(`, s) is monotonically increasing (resp.
decreasing) with `. However, such monotonic relationship is not necessary for our frame-
work. Our intuition is that the probability of the user’s conversion increases for the first
couple of exposures to the content and then it decreases.
The only assumption we make with respect to the dependency of C(`, s) on ` is that
there is a sufficiently large number K, such that if the user did not convert after level K,
then the probability of conversion becomes infinitesimal small. That is, C(`, s) → 0 for
` ≥ K and for any s. This assumption also ensures that the number of different conversion
probabilities per state is at most K.
The dependency of C(`, s) on the state s may also be arbitrary. In some cases, the
conversion probability C(`, s) may depend on the relevance of the content c, which we
are placing to the node s, and the content of the node s itself. For example, an ad’s
placement on a webpage depends on the topic of the page. In other cases, the conversion
probability C(`, s) may only depend on factors irrelevant to the content or the node.
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Expected conversion rate. The objective in the RACP problem is to maximize the ex-
pected probability of a user converting to content c, given the navigational and conversion
models. We are now ready to give the formal definition of this objective function.
For this, letM〈S,P〉 be the user’s navigational model. Moreover, ifL = {1, 2, . . . , K}
is the set of all possible levels of a user then let C : L×S→ [0, 1] denote the input conver-
sion model. Finally, let R(`, s) denote the probability that the user is encountering content
c for the `-th time when she is visiting state s. Note that since the user has not yet quit the
navigation she has neither converted to c, nor has she reached the maximum number of
steps Mmax. Although the definition of R(`, s) is conceptually easy, computing the value
of R(`, s) is computationally challenging. In order to maintain the smoothness of the flow
of the paper, we assume for now that R(`, s) can be computed and we give the details of
this computation in Section 6.4.2.
If copies of content c are placed on a subset of states A ⊆ S, then the expected
conversion rate of content placement A is given by the formula:
CR(A) =
∑
s∈A
K∑
`=0
R(`, s)C(`, s). (6.1)
Note that Equation (6.1) is the probability that a user reaches a state s ∈ A and converts
to content c, after having encountered content c for ` times in the past, where ` ∈ L.
Since our goal is to actually find the content placement A for which Equation (6.1) is
maximized, we define the RACP problem as an optimization problem as follows:
Problem 4 (RACP ). Given the navigational model
M = 〈S,P〉, the conversion model C(`, s) for every ` ∈ L and s ∈ S, and a budget B,
assign content to at most B states A ⊆ S so that the expected conversion rate CR(A) is
maximized.
Theorem 8. The RACP problem is NP-hard.
Proof. We prove the theorem by reducing the decision version of the VERTEX COVER
problem (Garey and Johnson, 1979) to the decision version of the RACP problem.
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The decision version of the VERTEX COVER problem takes as input a graph G′ =
(V ′, E ′) and asks whether there exists a set of vertices U ⊆ V ′ of size at most k such that
every edge in E ′ is incident to at least one of the vertices in U .
We transform the above instance of VERTEX COVER to an instance of the decision
version of our problem as follows. We assume that our navigation graph G = (S, E) has
the same nodes as G′ (i.e., S = V ) and the same set of edges as E ′ (the undirected edges
in E ′ become bidirectional edges in E). Our navigational model is a simple Markov chain
defined on G. Further, we define our conversion model as follows: for any state s ∈ S, the
user converts to content c the first time she encounters c. That is, for every s ∈ S we have
that C(0, s) = 1. We can now show that there exists a vertex cover of size k in G′ iff in
the above instance of the RACP problem there exists a set of k nodes A ⊆ S such that for
Mmax = 1 the expected conversion rate for A is equal to 1, i.e., CR(A) = 1.
6.4 Solving the RACP problem
In this section, we give a greedy algorithm for solving the RACP problem. We also iden-
tify the connection of our problem to random walks with absorbing states and demonstrate
how this connection is exploited within the implementation of our algorithm.
6.4.1 The Greedy algorithm
Our greedy algorithm, which we call Greedy, forms solution A iteratively; at each itera-
tion it adds the node that causes (locally) the most increase in the objective function.
More specifically, Greedy starts from an empty set A = ∅. At iteration i, a new state
s is added to A, such that CR(A ∪ {s}) is maximized. The algorithm terminates when
either the budget B of states for content placement is exceeded, or there is no state that
increases the expected conversion rate. In many applications, not all states are available
for content placement. For this reason, we keep a set of candidate states S ⊆ S and only
consider states in S to add to A. The pseudocode of the Greedy algorithm is given in
Algorithm 8.
In terms of running time, the most computationally expensive step of Greedy is the
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Algorithm 7 The Greedy alorithm for the RACP problem.
Input: Markov chainM〈S,P〉, budget B, candidate list S and conversion rates C(`, s)
for every ` ∈ {0, . . . , K} and every s ∈ S.
Output: set of states A and CR(A).
A← 0
CR(A)← 0
for i = 1 . . . B do
s = argmaxs′∈SCR(A ∪ {s′})
A = A ∪ {s}
S = S \ {s}
computations done inside the for loop, i.e., computing CR(A∪{s′}) (line 4 of Algorithm 8).
If the time required for computing function CR() is T , then the running time of Greedy
is O(B|S|T ), which in the worst case (i.e., when S = S) is O(BnT ).
Note that at each iteration of the for loop in line 4 all candidates need to be evaluated
in order to choose the one with the largest marginal benefit. Although this can be time
consuming, we observe that the evaluation of each candidate can be done independently
of the rest. Therefore, we have implemented a parallel version of Greedy, which we
call Par-Greedy, and which evaluates each candidate separately. Thus Par-Greedy
is O(n/q) times faster than the serial version of Greedy shown in Algorithm 8, where q
depends on the number of cores of the underlying hardware.
The details of how we evaluate CR(A) for any A ⊆ S are given in the next paragraph.
6.4.2 Computing the expected conversion rate
The computation of CR(A) for any A requires the evaluation of Equation (6.1). Since
C(`, s) for any level ` and any state s is provided as part of the input (i.e., the conversion
model), the main challenge in the evaluation of Equation (6.1) stems from computing the
values of R(`, s) for every ` ∈ {0, . . . , K} and every s ∈ S. Next, we show how these
computations can be done using the notion of absorbing Markov chains (Doyle and Snell,
1984; Kemeny and Snell, 1969).
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Absorbing Markov chains. Given an underlying graph H = (X, Q), consisting of
nodes X and edges Q, an absorbing Markov chain C = 〈X,Q〉 defines an absorbing
random walk on H . The statespace of this walk is X (i.e., the nodes of H) and there are
two types of states in X: absorbing and transient. A state x ∈ X is absorbing if the
random walk transitions into this node, but not out of it (and thus, the random walk is
absorved in state x). Let B ⊆ X denote the set of absorbing states. The remaining states
U = X \B define the set of non-absorbing or transient states.
Given this partition of the states, the transition matrix of this random walk can be
written as follows:
Q =
QUB QUU
I 0
 . (6.2)
If |X| = N , then in the above equation, I is an (N − |U|) × (N − |U|) identity matrix
and 0 a matrix with all its entries equal to 0; QUU is the |U| × |U| sub-matrix of Q with
the transition probabilities between transient states; and QUB is the |U| × |B| sub-matrix
of Q with the transition probabilities from transient to absorbing states.
An important quantity of an absorbing random walk is the expected number of visits
to a transient state y when starting from a transient state x, before being absorbed. The
probability of transitioning from x to y in exactly ` steps is the (x, y) entry of the matrix
Q`UU. Finally, the matrix
QUB = Q
`
UUQUB (6.3)
is an |U| × |B| matrix, with QUB(x, y) being the probability that a random walk which
starts at a transient state x ends up being absorbed at state y ∈ B.
Absorbing Markov chains and the RACP problem. In order to illustrate how absorb-
ing random walks can be leveraged by our problem, let us consider the navigational graph
G = (S, E) and the corresponding navigational modelM = 〈S,P〉 and conversion model
C(`, s) for ` ∈ {0, . . . , K} and s ∈ S. Further assume that a subset of states A ⊆ S have
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been selected for placing content c.
Given the above we will define the extended navigational graph Ĝ = (Ŝ, Ê) as fol-
lows: for every node s ∈ S \A there exist a node s′ ∈ Ŝ, and for every node s ∈ A we
create two copies of it in Ŝ – one denoted by st and the other denoted by sb. We call st
the transient copy of s and sb the absorbing copy of s. For the rest of the discussion, we
will use At and Ab to denote the set of all transient copies and the set of all absorbing
copies appearing in Ŝ due to states s ∈ A. Clearly, |At| = |Ab| and |Ŝ| = |S|+ |A|. The
edges among the nodes in S \A are the same both in G and Ĝ. Finally, the transient copy
st of s ∈ A maintains all the outgoing edges of node s, while the absorbing copy sb of s
maintains all the incoming edges of s.
Given Ĝ, we also define the absorbing Markov chain M = 〈Ŝ, P̂〉. In this Markov
chain, the nodes Ab are absorbing and all other nodes in Ŝ are transient. The transition
matrix P̂ of such an absorbing random walk is defined as follows: the transition probability
from a transient state s to an arbitrary state s′ ∈ Ŝ is identical to that inM, thus P̂(s, s′) =
P(s, s′). For absorbing state s ∈ Ab the probability of transitioning to any other state
s′ ∈ Ŝ is zero and thus, P̂(s, s′) = 0. To make P̂ a proper transition matrix (i.e., ensure
that all its rows sum up to 1) we set P̂(s, s) = 1 for all absorbing states s ∈ Ab. Note that
matrix P̂ has the same structure as matrix Q described in Equation (6.2).
A transformation from the original Markov chainM to the absorbing Markov chain
M is shown in Figures 6·1 and 6·2. The former figure shows the original Markov chain
which corresponds to the navigational graph G = (S, E). The highlighted nodes in the
figure correspond to the set A on which content c is placed. The highlighted graph of
Figure 6·2 shows the absorbing Markov chain M = 〈Ŝ, P̂〉, which corresponds to graph
Ĝ = (Ŝ, Ê). The highlighted nodes here are the absorbing states of the chain.
Note that the extended graph Ĝ and the corresponding absorbing Markov chain M
capture the navigational journey of a user at a single level, e.g., level `. At this level, the
user navigates according to her navigational model and once it encounters content c placed
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in one of the level’s absorbing nodes, the random walk of the user gets absorbed.
In order to capture the journey of the user across levels holistically, we need to create
one copy of M at every level ` = {0, . . . , K}; we denote such copies by M`. Now, when
the user gets absorbed at sb at level ` (i.e., while she was at random walk M
`
), she directly
enters random walk M
(`+1)
; the starting point of this random walk is node st. We call this
set of connected absorbing Markov chains a sequence of absorbing Markov chains. The
transition of the user from M
`
to M
(`+1)
is shown in Figure 6·2 and is captured by the
dotted arrows that connect nodes from different levels.
In practice, we never actually construct this sequence of absorbing Markov chains,
neither do we need to do any computation on the sequence itself. However, the above
description provides a nice intuition and a conceptual understanding of the computations
that follow.
Figure 6·1: Markov chainM = 〈S,P〉, with A = {s, s′} picked as states
on which content c is placed.
Computing CR. In this paragraph we compute CR(A) as given in Equation (6.1). Ob-
serve, that as C(`, s) is part of the input, we only need to compute R(`, s) where s is one
of the states in A.
Given the above discussion though, R(`, s) is identical to the probability of the user
being absorbed in the absorbing copy of s, i.e., node sb, in M
`
. Since the user only enters
M
`
from transient states t ∈ At then R(`, s) can be computed as the sum over all states
113
Figure 6·2: A sequence of absorbing Markov chains M` = 〈Ŝ, P̂〉. For
each state s ∈ A of Markov chainM shown in Figure 6·1 two states are
created: sb (absorbing) and st (transient). The transient and the absorbing
copies of the same state are drawn as superstates.
in t ∈ At of probabilistic paths of length at most Mmax ending in sb and starting at all
possible entry points t ∈ At.
The probability of a path of length of exactly i between any two states s1 and s2 can be
computed as the appropriate cell in the i-th power of the transition matrix as Pri(s1, s2) =
P̂i(s1, s2). Hence, the probability of a path of length at most Mmax from any state t ∈ At
to state sb is
Pr(t, sb) =
Mmax∑
i=0
P̂i(t, sb). (6.4)
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Speedup: The computation of Equation (6.4) can be computationally demanding. After
all, it requires evaluating theMmax-th power of the matrix P̂. However, since we only need
to know the absorption probabilities of the states in Ab ⊆ Ŝ, we can obtain a significant
speedup as follows: first we define an auxiliary matrix F of size |Ŝ| × |Ab|. The columns
of this matrix correspond to the absorbing states Ab of chain M while the rows of the
matrix correspond to all states Ŝ ofM. Each column of F has one non-zero element: for
sb ∈ At we set F (st, sb) = 1. That is, there is an 1 in a cell of F if the row and the column
of the cell correspond to the transient and the absorbing copies of the same state.
Observe now that P̂ · F is of the same size as F , and contains at cell (s′, sb) the
probability that a random walk starting in state s′ will be absorbed in one step in state sb.
Moreover, if we set F0 = F and apply the recursion
Fi = PA · Fi−1 (6.5)
we get that Fi(s′, sb) is the same as PiA(s, a); i.e., stores the probability that a random walk
that starts at s′ gets absorb at sb. From the theory of random walks with absorbing states,
we can observe that matrix F and Recursion (6.5) allows us to compute the analogue of
matrix QUB (described in Equation (6.3)) for the absorbing Markov chain M.
Despite the fact that Equation (6.5) still involves a matrix multiplication, it is much
more efficient to compute in practice, when compared to Equation (6.4). This is not only
because F is of much smaller size than P̂, but also because the sparsity of P̂ is maintained
and thus the running time of the computation only depends on the number of non-zero
entries of P̂ (i.e., the number of edges |E| of the input navigational graph). Thus, for
an absorbing state sb and transient state t we can compute the probability of a user being
absorbed in that state after at most Mmax steps by
Pr(t, sb) =
Mmax∑
i=0
Fi(t, sb). (6.6)
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Using the above machinery, we can to compute the probabilities R(`, s). Observe that
R(`, s) depends on two things: the probability that the user will end up at level `, and the
probability that the user will be absorbed in the absorbing copy of s, i.e., sb, at level `.
Thus R(`, s) for every level ` = 1 . . . K can be computed by the recursion:
R(`, s) =
∑
s′∈A
R(`− 1, s′)(1− C(`− 1, s′))Pr(s′t, sb) (6.7)
Level 0 is slightly different since at this level the user can start his random walk in the
Markov chain in any state. Assuming that the probability of starting at any state is propor-
tional to the state’s stationary probability we have that
R(0, s) =
∑
s′∈S
pi(s′)Pr(s′, s). (6.8)
Since C(`, s) is a-priori given as an input, we can now compute CR(A) using its definition
given in Equation (6.1).
6.4.3 Running times
Running time of computing CR(A). Regardless of the maximum number of levels, we
only need to compute the absorption probabilities in Equation (6.6) once, since they are
identical in every level. Evaluating this takes as much time as multiplying P̂ with F ,
Mmax times. Since |A| ≤ B and K and B are constants, then the total running-time
for computing CR(A) only depends on the non-zero entries of P̂ and is thus O(|E|); in
practice |E|  n2 and thus, the time required for this computation is sub-quadratic.
Running the Greedy algorithm. Having described the underpinnings of the compu-
tation of CR(A), we can now describe the details of the Greedy algorithm, shown in
Algorithm 8. The algorithm starts from an empty set A and, given constant integer bud-
get B, it runs for B iterations. At every iteration, a new element is added to A such that
CR(A∪{s}) is maximized. This maximization step is achieved by computing CR(A∪{s})
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for every candidate state s and choosing the one which gives the highest CR. If all nodes
in S are considered as candidates for content placement, then CR is computed nB times
in Greedy. Plugging in the running time of computing CR, this yields a total running
time of O(n|E|). Again, the parallel version of the Greedy algorithm can attain lower
running times. The degree of speedup depends on the degree of parallelism allowed by the
hardware.
6.5 Experiments
In this section, we give an experimental evaluation of the Greedy algorithm on real
datasets. All our implementations are in Matlab and we conducted our experiments us-
ing a 12 CPU cores (Intel Xeon E5-2680 processors, operating at 2.7 GHz) machine with
256GB of 1333 MHz DDR3 RAM.
6.5.1 Experimental setup
Datasets. In our experiments, we use real-world datasets. For our experiments with real
navigational graphs, we pick graphs that come from domains where the RACP problem
is applicable. Further, the choice of datasets is such that they help us demonstrate the
scalability of our algorithms. We describe the characteristics of the datasets we use below.
The ROAD dataset: This is the road network of the state of Minnesota3 The links in the
network are undirected and correspond to roads in Minnesota, while nodes correspond to
road intersections. The dataset contains 2642 nodes, and 6600 edges. Since this network
depicts actual roads it is not only very sparse but the node degree distribution is also
quite homogeneous, with degrees ranging from 1 to 10, but most degrees being at most 5.
Content placement in this setting can correspond to placing billboards along the roads.
3www.cise.ufl.edu/research/sparse/matrices/Gleich/minnesota.html
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The WEB dataset: This dataset contains the hyperlink structure of the stanford.edu
domain in 20014. Nodes of the graph correspond to web pages and the directed edges cor-
respond to hyperlinks between them. The graph contains 10K nodes and 36K edges. The
degree distribution of the graph is power-law with degrees ranging from 1 to 500. Placing
content in nodes can correspond for example to advertising educational content, link to
online tutoring resources as well as online advertising.
The SCIENCE dataset: The SCIENCE dataset5 contains of the citation network of
articles that appeared in the domain of high-energy physics. The nodes in the network
correspond to papers and the edges correspond to one paper citing the other. The purpose
of this dataset is to depict the learning process of a person, who wants to obtain knowledge
in high-energy physics. The person might read a paper and then based on the reference list
of this paper choose his next read. Since this process does not necessary imply reading the
papers in chronological order, we make edges bidirectional and from the resulting graph
we pick the largest connected component. The end result of this preprocessing is a graph
with 27K nodes and 704K edges.
The navigational models. Our navigational models are defined by the graph datasets
described above. More specifically, using these graphs we define the navigational model
for each dataset to be the corresponding PageRank Markov chain on the graph defined by
the dataset. In these Markov chains, the user that is at node x chooses with probability
α one of the outgoing links of x uniformly at random; with probability (1 − α) the user
jumps to a random node of the input graph. Note that our framework works for any Markov
chain defined on the input navigational graphs, as long as the chain is ergodic. Our choice
of the PageRank Markov chain (Brin and Page, 1998) guarantees the ergodicity of our
navigational models, even when the input graph is disconnected. For all our experiments
4www.cise.ufl.edu/research/sparse/matrices/Gleich/wb-cs-stanford.html
5snap.stanford.edu/data/cit-HepTh.html
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we use α = 0.8.
The conversion model. For all of our datasets we use a conversion model generated
along the same principles. We first assign the initial CR values C(0, s) to states in level 0.
We obtain the CR rates C(`, s) on subsequent levels with help of a function f(`) based on
formula (6.9)
C(`, s) = f(`)C(0, s). (6.9)
The initial assignment of C(0, s) to states is done by assigning to every state s value
C(0, s) chosen randomly among the following 10 candidate values:{0.2, 0.1, 0.07, 0.04,
0.03, 0.027, 0.018, 0.017, 0.015, 0.010}. Note that these values are exponentially decreas-
ing and capture our intuition that there will be small number of states with high probabil-
ity of affecting the conversion of the users. Experiments with different conversion values
showed quite similar results.
For our experiments, we pick five different functions f . The types of functions depict
our intuition of different possible user behaviors; one is linear increasing with `, another
is exponentially decreasing, and the last three are first increasing and then decreasing with
different rates (linear, exponential, or a combination of the two). Every state s is assigned
one of the above functions, which is then used for computing C(`, s) for that state.
Baseline algorithms
Baseline algorithms. In order to better judge and understand the performance of our
Greedy and Par-Greedy algorithms, we compare them with the following baselines.
Stationary: Given the navigational modelM and budget B on how many states
content can be place, the Stationary algorithm picks the B states with highest station-
ary distribution (highest PageRank).
Rank: The Rank algorithm is an extension of Stationary. That is, it first finds the
stationary probability distribution pi(s) (i.e., the PageRank score) for every state s. Then,
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Figure 6·3: ROAD network; x-axis: number of nodes where content is
placed; y-axis: the expected CR.
it computes the rank of each state s as rank(s) = pi(s) × C(0, s). Given budget B the
Rank algorithm picks the B nodes with the highest rank(s) score.
Degree: For budget B, the Degree algorithm picks the B highest indegree states.
Basic: For budget B, we rank states s ∈ S in decreasing order of C(`, 0), i.e., the
probability of a user being converted at every state at level 0. Then, the Basic algorithm
reports the top-B states from this order.
Note that comparison with Rand (i.e., the algorithm that selects random B nodes) is
omitted since its performance is many orders of magnitude worse than any other algo-
rithms.
6.5.2 Experimental results
In this section, we report the experimental results on the three real datasets we described
above. Our results demonstrate the superior quality of the solutions obtained by Greedy
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Figure 6·4: WEB network; x-axis: number of nodes where content is
placed; y-axis: the expected CR.
(and Par-Greedy) and the scalability of our algorithms reasonably large datasets.
Qualitative evaluation. For the qualitative evaluation of our framework we run the
Greedy algorithm as well as all the baseline algorithms (i.e., Rank, Stationary,
Degree and Basic) for all our datasets and report the expected conversion rate of the
solutions they obtained as a function of the budget B = {1, . . . , 200}.
Results for the ROAD and WEB datasets: The results obtained for the ROAD and the
WEB graph are shown in Figures 6·3 and 6·4. For both datasets we observe that Greedy
gives clearly the best results when compared to all other baseline algorithms. Also in both
datasets the ranking of the rest of the heuristics is consistent: Basic and Rank are the
second best, with Stationary and Degree to follow with solution with much lower
expected conversion rates. The fact that Rank gives better results than Stationary is
expected since the former takes both the stationary distribution and the conversion proba-
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Figure 6·5: SCIENCE network; x-axis: number of nodes where content is
placed; y-axis: the expected CR.
bility of each node into account when forming its solutions, while the latter only looks at
the stationary probability. Moreover, the relatively poor performance of Degree is also
expected since the degree of the nodes is not necessarily correlated neither with its con-
version probability nor its stationary distribution. Finally, the fact that Basic and Rank
have almost identical performance is due to the fact that the C(`, s) values are much larger
(in scale) than the stationary probability values and, therefore, the choices of the two al-
gorithms are very similar.
Although the general trends observed in both the ROAD and the WEB datasets are
similar, one can also observe some high-level differences. More specifically, for the ROAD
network (Figure 6·3) the expected conversion rate of the solutions obtained by Greedy
increases almost linearly with the size of the solution B. On the other hand, for the WEB
dataset (Figure 6·4) the increase appears to be steeper, i.e., the Greedy solutions appear
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to benefit tremendously by the addition of new nodes in the solution. We conjecture that
this effect is a result of the “diversity” of the nodes in the WEB graph. That is, in the
ROAD network there are no “special” nodes – after all nodes simply correspond to road
intersections with an (average) degree equal to four. On the other hand, the nodes of
the WEB dataset have larger diversity and the in-degrees of the nodes are distributed in a
power-law fashion.
Results for the SCIENCE dataset: We also evaluate the performance of our methodol-
ogy on even larger networks, we have experimented with SCIENCE dataset, which is an
order of magnitude (in terms of the number of edges) larger than the other two. For this
experiment, we have restricted our set of candidate nodes to a set of approximately 500
nodes sampled from the set of nodes in the graph with probability proportional to their
in-degree. The expected conversion rate achieved by the solutions of the different algo-
rithms are shown in Figure 6·5. For this experiment, we use the parallel implementation
of Greedy, which we call Par-Greedy.
Although the superiority of our method is clear in this dataset as well, the relative
performance of the other heuristics is different in SCIENCE; to see this compare the rank-
ing of the baseline algorithms as indicated by the results in Figure 6·5 with the ranking
obtained by the results for the ROAD and WEB datasets – shown in Figures 6·3 and 6·4.
We can observe that for SCIENCE the performance of Degree is clearly the second best,
giving solutions between than Rank and Stationary. Clearly part of this change is
due to the fact that we are only considering a subset of the nodes as candidates for content
placement. More over, this subset is selected in such a way that is biased towards nodes
with high in-degree. As a result, among those candidates there are not so many nodes
with high stationary probability and high conversion probability and, as a result, neither
the Rank nor the Stationary algorithms perform as well as Degree. In fact, when
we ran the experiment using all nodes as candidates, we would have obtained the same
relative ranking for all baselines.
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It is important to observe that in Figure 6·5 the expected conversion rate of the solu-
tions obtained by our algorithm increases steeply as a function of the size of the solution.
This steep increase resembles the results we obtained for the WEB dataset – shown in Fig-
ure 6·4. The explanation we had in that case, applies here as well: the nodes in the science
graph (as well as the candidate nodes) have diverse degrees following a power-law like
distribution.
Running times. In order to give an idea of the actual computational time required to run
our experiments, we report here the running time required for executing one step of the
Greedy algorithm, i.e., the execution of the for loop shown in line 3 of Algorithm 8.
Table 6.1 shows the running times of this execution both for the Greedy and Par-Greedy
algorithms. Recall that Par-Greedy executes the searching over the candidates in a par-
allel fashion. All the experiments were conducted using the configuration we described in
the beginning of this section.
The results demonstrate that the parallel version of our algorithm offers an order-of-
magnitude speedup to its corresponding serial implementation. Even further, the evalua-
tion of our candidate set for the SCIENCE network was impossible to execute in the serial
implementation of Greedy, but it was done in less than an hour using Par-Greedy.
Table 6.1: Running time of Greedy and Par-Greedy for the selection
of the first node of their solution.
Dataset Greedy Par-Greedy
ROAD 131 secs 16 secs
WEB 7920 secs (2.2 hours) 670 secs
SCIENCE n/a 2884 secs
Part II
Introduction to Reconstructing
Dot-Product Graphs
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Often in data mining applications the data necessary to run our algorithms may not
be available. In practice, the datasets that measure real life phenomena often consist of
incomplete and noisy data. Often it happens that instead of the actual data only some
aggregate or statistics of the data is available. In Part II of this thesis we are concerned
with such less-than-ideal data and what we can infer from it about the data.
One classical example for such a scenario is the famous Netflix Prize 6. When a Netflix
user watches a movie he can rate the movie with a score between 1 − 5. on Netflix’s
website. Netflix is trying to recommend movies for each user that he is likely to rate
high. In this competition Netflix provided the (anonymized) data matrix M of users and
the score that they gave to movies. The competitors were asked to find an algorithm that
can predict future ratings of users, so that it can be used to recommend movies based on
these predictions. Unfortunately some serious privacy issues arised when researchers were
able to identify users in the anonymized dataset based on some external publicly available
information. The question naturally arises, whether Netflix (the data owner) can get the
predictions he is looking for from data mining experts without sharing M with them.
A class of approaches to solve prediction problems is that of collaborative filtering.
Here a researcher can follow two approaches; either compute the similarity of users and
recommend a movie m to a user u if users similar to u have given m high ratings, or
compute the similarity between movies and recommend movies to u that are similar to the
movies he has rated high. In both cases it is sufficient if Netflix only releases the similarity
matrices MMT or MTM. In Part II we show that this information on the similarity
matrices is sufficient to make accurate predictions.
In another example there is a webshop that has customers and products that the cus-
tomers have purchased. Obviously, this who-purchased-what information is highly sensi-
tive and must be kept private. However, is there some kind of statistics about customers’
shopping behavior that is safe to release to the public? In this part of the thesis we show
6www.netflixprize.com/
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that from as little information as knowing for each pair of customers how many products
they have in common and each two products, how many customers have bought both, we
can reconstruct the purchase-graph completely. Observe, that in this example we again
are dealing with some kind of similarity matrices. Specifically, let M be a matrix whose
rows correspond to customers and columns correspond to products. Mcp = 1 if customer
c has purchased product p. Then the number of common products among customers can
be computed as the dot-product MMT and the number of common customers as MTM.
Both problems are examples where we want to infer something about the data when
only the pairwise dot-products of pairs of rows or columns is given. In Chapter 8 we in-
troduce the problem of reconstructing bipartite graphs with the greatest possible accuracy
from only their dot-product information. We identify two versions of the problem, RA if
the nodes’ degree (that is the dot-product with themselves) is given and RO if the degrees
are hidden. We develop algorithms for both RA and RO that are extremely successful in
reconstructing the original bipartite graphs.
Chapter 7
Related Literature on Dot-Product Graph
Reconstruction
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Graph data, when represented with its adjacency matrix, can be thought of as matrix
data. Thus, one approach to answering questions about graphs is to answer questions about
their adjacency matrices.
Matrix completion. A first natural question to ask is whether a graph can be recon-
structed when some entries in the adjacency matrix (thus some edges in the graph) are
missing. Observe,that when two nodes u and v in a graph are not connected there is zero
in the corresponding cells in the adjacency matrix. However, we do not know if there
actually is an edge between u and v but is hidden from the dataset or they truly do not
share an edge. To address the problem of missing data a plethora of work exists on matrix
reconstruction. This line of work focuses on the reconstruction of real-valued matrices
from a few or noisy entries (Cande`s and Recht, 2009; Keshavan et al., 2010). Such re-
construction problems, also known as matrix-completion problems, have received a lot of
attention over the last years and existing studies have led to interesting algorithmic results.
In these works it is often assumed that the underlying hidden matrix is of low (effective)
rank. Another tool used for matrix reconstruction is that of low-rank matrix factorization,
where a partial matrix is approximated as the product of low-rank matrices and missing
values are estimated as the corresponding values in the product (Cai et al., 2010; Meka
et al., 2009; Cande`s and Recht, 2009).
Binary matrix completion. The adjacency matrix of undirected graphs is binary. Hence,
besides the above mentioned matrix reconstruction methods, there is work on reconstruct-
ing binary matrices that utilizes this defining property of the adjacency matrix.
The analysis of binary data using matrix decompositions has been extensively stud-
ied (Miettinen, 2008; Miettinen, 2010; Miettinen and Vreeken, 2011). Reconstructing
binary matrices arises in many practical settings; in computer vision for example. Here
the goal is to reconstruct a noise-free image from a noisy version of a black and white
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image. Existing methods for these problems either use combinatorial (Kolmogorov and
Zabih, 2004) or statistical inference techniques (Boykov et al., ). These methods rely on
the fact that a noisy version of the hidden matrix is known; the goal is to remove the noise
from the observed pixels. The problem of reconstructing 0/1 matrices has also been stud-
ied recently in data mining. For example, Vuokko and Terzi (Vuokko and Terzi, 2010)
considered the problem where a randomized version of the data is revealed and the goal is
to reconstruct the original data as accurately as possible.
Reconstructing binary matrices from aggregate information. One of the first areas
where the question of reconstruct ability of data given some aggregate came up in database
security applications. Database privacy questions—in particular the possibility to recon-
struct data from seemingly secure, anonymized information—have already been consid-
ered in the 70ss (Chin, 1978). The question is here what information can be inferred about
the data, if answers to a small set of statistical questions are known. More recent work by
Mielika¨inen (Mielika¨inen, 2004) is concerned with the inverse frequent itemset problem,
which aims to infer the contents of a transaction database given an anonymized version of
that database and true frequent itemset data.
Recently predicting drug-protein interactions has been in the focus of research in the
computational biology community. In that problem the input consists of a set of drugs D,
a set of protein targets P , a protein similarity matrix SP , a drug similarity matrix SD, as
well as the interaction graph M(D,P ) which is a bipartite graph representing the known
molecular interactions between the proteins and the drugs. Given these, the goal is to pre-
dict an updated version of M, called M∗, given that a new drug is added to P or a new
target is added to D. Current approaches to solve the drug - protein interaction prediction
problem use methods from bipartite graph learning (Bleakley and Yamanishi, 2009; Ray-
mond and Kashima, 2010; Bleakley et al., 2007) or semi-supervised learning (Xia et al.,
2010; Yamanishi et al., 2008).
Chapter 8
Reconstructing graphs from neighborhood data
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8.1 Introduction
The neighbors that are common between a pair of nodes of an undirected graph carry
valuable information about the graph structure. For example, in the context of movie
recommendations, we may say that two users are similar if they have watched the same or
a largely overlapping set of movies. Likewise, two movies are similar if they have been
watched by the same set of users. Such neighborhood information has been exploited
successfully in collaborative-filtering algorithms (Baeza-Yates and Ribeiro-Neto, 2011;
Das et al., 2007; Koren, 2010), which recommend movies to users based on the number
(and ratings) of movies these users have in common with other users. As another example,
the set of words that are shared between two documents is an indicator of the documents’
topical similarity and is exploited by document clustering techniques (Baeza-Yates and
Ribeiro-Neto, 2011). Finally, the set of the common friends or common interests between
social-network users carries valuable information about the strength and quality of their
friendship (Goyal et al., 2010; Lattanzi and Sivakumar, 2009; Zheleva et al., 2009).
Generally, the set of features (e.g., movies, groups, friends, or words) that are shared by
two entities (e.g., users or documents) reveals valuable information for data-mining algo-
rithms. Traditionally, this information is extracted directly from the available data, which
explicitly states which features are associated with every entity (e.g., movies watched by
users, words appearing in documents, friends or interests of a user).
In some cases, however, the original data contains sensitive private information that
the dataset owner may not want to share. For example, Netflix may not want to share
which customer watched which movie. Similarly, Facebook may be unwilling to share the
friendship graph or the affiliation graph (i.e., the graph that contains information about the
membership of users to groups). In such cases, the data owner can decide to reveal some
aggregate form of the original data. Such aggregate should preserve enough valuable
information for researchers and practitioners to test their data-mining methods, while at
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the same time should hide the characteristics of individual entities.
In this paper, we focus on a particular type of such aggregate information, which we
call neighborhood information. The neighborhood information of a dataset reveals only
the number of features shared by every pair of entities (and vice verse), but does not con-
tain information about which features are shared. Given such neighborhood information,
we try to answer the following question: “To what extent does the revelation of neigh-
borhood information prevent an adversary from reconstructing the original dataset?” For
example, in the domain of social networks, the question is whether or not we can iden-
tify the membership of users to groups, given that we know only the number of common
groups between every pair of users and the number of common users for every pair of
groups.
We formalize this problem as a bipartite-graph reconstruction problem, which we refer
to as RECONSTRUCT. Intuitively, RECONSTRUCT assumes a hidden binary dataset that
associates entities to features. This dataset can be represented as a bipartite graph, in
which an edge between an entity p and a feature q indicates that q is observed in p. The
input to the problem is encoded in the following neighborhood information: for every
pair of entities p and p′, we are given the number L(p, p′) of features shared by the two
entities. Similarly, for every pair of features q and q′, we are given the number R(q, q′) of
entities associated with both features. Given L and R, our goal is to reconstruct the hidden
bipartite graph.
Here, we study two variants of RECONSTRUCT: the degree-aware (which we denote
by RA) and the degree-oblivious (which we denote by RO) problems. In the first variant,
we assume that the degree (i.e., the number of neighbors) of every node is given as part of
the input. In the second variant, we assume that we only know the number of neighbors
every node shares with every other node besides itself. That is, the degree of the nodes is
unknown.
Apart from the new problem definitions, our main contribution lies in the design of
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heuristics that can effectively reconstruct the hidden dataset both in the RA and the RO
variants. The key observation that our algorithms exploit is that we can use the neighbor-
hood information to (approximately) reconstruct parts of the singular value decomposition
of the biadjacency matrix of the hidden bipartite graph. We investigate the utility of our
methods on a variety of datasets from different application domains. We found that in
most cases, the reconstruction error is low; in some cases, our algorithms are able to ex-
actly reconstruct the hidden bipartite graph.
8.2 Problem definition
The RECONSTRUCT problem can be expressed both in terms of bipartite graphs as well as
binary matrices. Throughout our discussion, we will use both representations interchange-
ably. We assume that there exists a hidden bipartite graph G = (P,Q,E), where P and
Q constitute the sets of nodes in the left and the right partition, respectively. Set n = |P |
and m = |Q|. The edge set E ⊆ P × Q connects nodes from P with nodes in Q. Every
bipartite graph can be represented by its biadjacency matrix M. The biadjacency matrix
is a binary n × m matrix with M(p, q) = 1 if and only if (p, q) ∈ E. For every node p
from P (or Q), denote by N(p) the set of neighbors of p in G.
In this paper, we assume that G – and consequently M – is hidden. Our goal is to
construct M from aggregate information. As discussed previously, we focus on the case
where the aggregate information consists of the number of common neighbors between
all pairs of nodes. Formally, we assume that for each pair (p, p′) ∈ P × P , we are
given L(p, p′) = |N(p) ∩N(p′)|. Similarly, for each pair (q, q′) ∈ Q × Q, we are given
R(q, q′) = |N(q) ∩N(q′)|. We call L and R the neighborhood matrices of G.
Observe that the main diagonal of the neighborhood matrices contain the degree of
each node. One may consider that revealing the degree of every node may reveal too much
information about the node. For this reason, we consider two types of neighborhood ma-
trices: (a) the degree-aware and (b) the degree-oblivious. The first ones are neighborhood
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matrices in which the main diagonal is known, while the latter are matrices in which the
main diagonal is unknown.
Given L and R, our goal is to find a binary matrix M̂ that is as close to M as possible.
Ideally, we aim to minimize the square of the Frobenius norm F (M̂,M) = ‖M̂ −M‖2F ,
where
‖X‖2F =
n∑
i=1
m∑
j=1
X(i, j)2.
However, this objective F (M̂,M) cannot be computed since M is unknown (we are given
only L and R). We therefore quantify the quality of M̂ with respect to L and R. In more
detail, our goal is to minimize the sum of
FL(M̂) = ‖L̂− L‖2F
and
FR(M̂) = ‖R̂−R‖2F ,
where R̂ and L̂ denote the neighborhood information induced by M̂.
Problem 5 (RECONSTRUCT). Given neighborhood matrices L and R, find a binary ma-
trix M̂ that minimizes the sum FL(M̂) + FR(M̂).
While our true objective is to find a binary matrix M that minimizes F (M̂,M), this
is impossible to find as M is not known. However, since L̂ and R̂ are both related to M
(see Observation 1 in Section 8.4 for the exact relationship) we believe that the optimal
solution to problem 5 hints a good M as well. Specifically, it is easy to see that for any
M where F (M̂,M) is minimal, FL(M̂) + FR(M̂) is also minimized with the L̂ and R̂
derived from M. In Section 8.6 we show experimentally, that in case FL(M̂) +FR(M̂) is
low, then F (M̂,M) is too.
In case matrices L and R are degree-oblivious, we modify the above definitions such
that the main diagonals are not taken into account. Since the type of the neighborhood
matrices will always be clear from the context, we abuse notation and write FL(M̂) and
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FR(M̂) for both degree-aware and degree-oblivious matrices. In what follows, we use
RA (resp. RO) to refer to the the variant of the RECONSTRUCT problem where the input
neighborhood matrices are degree-aware (resp. degree-oblivious).
Discussion. The above problem definitions as well as the algorithms presented in the
next section also apply to general (non-bipartite) graphs: We simply use the graph’s adja-
cency matrix instead of its biadjacency matrix (and redefine L and R appropriately). In
fact, our algorithms are oblivious to the fact that the hidden matrix constitutes a biadja-
cency matrix of some graph, i.e., they apply to any binary matrix. If M is symmetric, thus
L = R, then M can be though of as the adjacency matrix of a general undirected graph.
In case M is squared (thus of size n × n) but asymmetric, then it can represent a general
directed graph. Here L and R correspond to the neighborhood information of the outgoing
(respectively incoming) links. In what follows, we focus on bipartite graphs for clarity of
exposition.
8.3 Background
Before describing our algorithms in detail, we provide some background on the eigende-
composition and the singular value decomposition. See (Golub and Loan, 1996) for an
in-depth treatment of these decompositions.
The eigendecomposition of an arbitrary symmetric matrix X is a decomposition X =
UΛUT , where U is a unitary matrix having as columns the normalized eigenvectors of
X, and Λ is a diagonal matrix containing the corresponding eigenvalues of X.
The singular value decomposition (SVD) of an arbitrary matrix X is a decomposition
X = USVT , where U (resp. V) is an orthonormal matrix with the left (resp. right)
singular vectors of X as its columns, and S is a diagonal matrix that contains the singular
values of X in its main diagonal.
When matrix X is symmetric and positive semi-definite, then the left and the right sin-
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gular vectors are equal. In this case, the eigendecomposition and the SVD decomposition
coincide. The following fact is known about the SVD decompositions of a matrix X as
well as matrices XXT and XTX.
Proposition 2. If matrix X is an n×m matrix and its SVD is X = USVT , then the SVD
decomposition of XXT is
XXT = US2UT (8.1)
and the SVD decomposition of XTX is
XTX = VS2VT . (8.2)
To see this, substitute X with USVT in the left-hand-side of Eq. (8.1) to obtain
XXT = USVT
(
USVT
)T
= USVTVSUT = US2UT .
The proof of Eq. (8.2) is similar and omitted.
Moreover, it is known that a truncated SVD can give the best low-rank approximation
of X.
Proposition 3 (Eckart and Young (Eckhart and Young, 1936)). If Uk (resp. Vk) represents
the left (resp. right) singular vectors that correspond to the k singular values Sk of the
largest magnitude, then matrix Xk = UkSkVTk is the best rank-k approximation of X in
terms of the Frobenius norm. That is, Xk minimizes
‖X−Xk‖2F =
n∑
i=1
m∑
j=1
(X(i, j)−Xk(i, j))2 .
Observe, that we can write Xk as the sum of k rank-1 matrices:
Xk =
k∑
i=1
U(:, i)S(i, i)V(:, i)T . (8.3)
Here X(:, i) denotes the i-th column of X. The decomposition of Xk into a sum of rank-1
matrices turns out to be useful for our estimation algorithms since it allow us to determine
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the elements of the singular value decomposition one component at a time.
8.4 Solving the RA problem
The high-level idea of our algorithms is to compute M̂ by reconstructing the components
of the singular value decomposition (SVD) of M.
Recall that in the RA problem, we assume that the diagonal elements of the neigh-
borhood matrices are equal to the degree of the nodes in the hidden bipartite graph. We
refer to such neighborhood matrices by Ld and Rd. The key to our approach for RA is the
following observation.
Observation 1. The matrices Ld and Rd are given by Ld = MMT and Rd = MTM.
This observation connects the hidden data matrix with the observed neighborhood ma-
trices and it allows us to use the singular value decomposition to devise an efficient heuris-
tic algorithm.
Denote by M = USVT the SVD of the unknown matrix M. Combining Observation 1
with Proposition 2, we obtain Ld = UΛUT and Rd = VΛVT . This means that the
eigendecompositions of Ld and Rd provide the left and the right singular vectors of M.
Additionally, we obtain S =
√
Λ, where the square root is taken element-wise. Intuitively,
our goal is to exploit this knowledge to reconstruct the unknown matrix M. However,from
here it is not immediately clear how to proceed, since we know the columns (eigenvectors)
in U and V only up to sign. That is, while instead of the eigenvector u = U(:, i) the
vector −u could be used equivalently in the eigendecomposition of L, this is not the case
in the SVD of M. Only one of the vectors u and −u yields the true SVD decomposition
of M, but we do not know which one. (The same can be said for the columns of V. )
To proceed, we make use of the observation that for a given eigenvector u = U(:, i) we
obtain the same product USVT if we use −u or negate the corresponding singular value
σi = S(i, i). (Again, the same holds for columns in V.) For this reason, and for the
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rest of this paper, we fix the the columns of U and V to be whatever is output by the
eigendecomposition algorithm applied to L and R. Our task now is to assign positive or
negative signs to the singular values in S to obtain a suitable decomposition of M. In this
paper we are going to refer to this as finding the sign of a singular value.
More formally, set σi = S(i, i) and λi = Λ(i, i). We assume without loss of generality
that the singular values are reported in decreasing order of magnitude, i.e., |σ1| ≥ |σ2| ≥
. . . ≥ |σn|. By Proposition 2, we know that λi = σ2i and thus
√
λi = |σi|. This means that
σi can take two possible values: −
√
λi and
√
λi. Let Ŝ be a diagonal matrix with values σ̂1,
. . . , σ̂n in its main diagonal, such that |σ̂i| = |σi|. Here each σ̂i is signed, that is, it is either
positive or negative. We refer to Ŝ as a sign assignment of S. Given a sign assignment
Ŝ, matrixM = UŜVT constitutes an estimate of M. Note thatM may not be a binary
matrix; we return to this issue below. Throughout the paper we use calligraphic capital
letters to denote real-valued matrices related to M and thus avoid confusion between these
matrices and the appropriate binary estimates M.
Our algorithms aim to find the “best” sign assignment, i.e., the one that produces the
best estimate of M. In order to do this, we need to address the following two questions:
(a) How do we evaluate a given sign assignment and (b) how can we find good sign as-
signments?
Evaluating sign assignments. Given U and V together with a sign assignment Ŝ, we
want to decide how well we can reconstruct M. Ideally, we would like to evaluate Ŝ by
computing F (M,M). Unfortunately, this approach is infeasible because M is unknown.
Alternatively, we could try to set M = UŜVT and compute FL(M) + FR(M).
However, this approach is also not helpful for two reasons. First, the quantities FL(M)
and FR(M) do not depend on the sign assignment. To see this, observe that the elements
of S get squared when we compute L = MMT and R = MTM. Secondly, the matrix
M = UŜVT is not binary and our goal is to actually find a binary matrix.
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In order to overcome these problems, we propose a way to evaluate the sign assignment
Ŝ, which utilizes the fact that M is a binary matrix: IfM is a good estimate of M, then it
is close to M and — as a result — close to a binary matrix. For this, we define the binary
counterpart bin(M) of (any) matrixM to be the binary matrix closest toM in terms of
the Frobenius norm. We denote the output of the bin( ) function by bin(M) = M. Then
the values of M can be computed as
M(i, j) =

1 if M(i, j) > 0.5
0 else
In our case, we assume that matrix M = UŜVT is a good estimate of M if it is
close to its binary counterparts. Although this assumption is based on mere intuition,
our experiments give strong evidence that the M minimizing F (M,M) leads to a low
reconstruction error. While choosing 0.5 as a rounding threshold results in the binary M
that is also the closest toM, in our experiments (Sec. 8.6.3) we also show some results
when different thresholds are used.
Observe, that the binary matrix M output by the bin( ) function is unique. Based on
this observation and although we do not make any formal claims, our hope is that there are
few (or ideally just one) sign assignments that produce a binary matrix M̂ that minimizes
FL(M) + FR(M) .
8.4.1 The RecSVD algorithm
Using the intuitions we have developed in the above paragraph, we describe here our
algorithm for solving the RA problem. At a high level, our algorithm finds the best binary
estimate of M by choosing the signs of the singular values greedily and then use this sign
assignment in order to estimate the final estimate M̂. We discuss these two steps below.
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Algorithm 8 Greedy algorithm to compute an optimal sign assignment Ŝ and construct
M a non-binary estimate of M.
Input: Uk, |Sk|, Vk and integer k
Output: M̂k
1: M0 ← 0n×m
2: for i = 1 . . . k do
3: M+i =Mi−1 + Uk(:, i)σiVk(:, i)T
4: M−i =Mi−1 −Uk(:, i)σiVk(:, i)T
5: if F (M+i , bin(M+i )) < F (M−i , bin(M−i )) then
6: Mi =M+i
7: else
8: Mi =M−i
9: returnMk
A Greedy sign-assignment algorithm. Using matrices U, |S| and V as inputs the
greedy sign-assignment routine outputs a non-binary matrixM. The routine works iter-
atively. That is, it constructs M in k iterations, where k is a parameter that influences
accuracy. In iteration i, the sign of σi is determined. In more detail, it computes matrices
M+i andM−i by considering the positive and negative sign for σi, respectively. The signs
of σ1, . . . , σi−1 are taken from previous iterations, and σi+1, . . . , σn are taken to be zero.
Then the sign of the i-th singular value is selected based on whetherM+i orM−i is closer
to its binary counterpart. The intuition behind this approach is that large singular values,
which are processed first, have significant impact on the estimate M̂ so that we expect such
greedy choices to lead to correct decisions. After k iterations have been completed, our al-
gorithm produces a sign assignment Ŝk for the k singular values of the largest magnitude.
Algorithm 8 gives pseudo code for this Greedy sign-selection process. In the pseudocode
we demonstrate howM+i andM−i can be computed usingMi−1, i.e., there is no need for
these matrices to be recomputed from scratch in every iteration. This observation leads to
significant running-time improvements in practice.
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The RecSVD algorithm. Here, we demonstrate how the Greedy routine we described
above can be used to solve the RA problem. First, we compute the eigenvectors U and V as
well as the eigenvalues Λ of both L and R. Note that Λ is the same in both eigendecompo-
sitions. We then input matrices U,
√
Λ, and V to the Greedy algorithm to constructM,
which is subsequently rounded to a binary matrix M̂. We refer to this complete algorithm
as RecSVD. Given a value of k, RecSVD proceeds as follows:
• Compute the truncated SVD of Ld and Rd
1: Ld ≈ UkΛkUTk
2: Rd ≈ VkΛkVTk
• Run Greedy(Uk,
√
Λk,Vk, k) to obtainMk
• Output M̂k = bin(Mk)
Observe that RecSVD does not use all of the left and right singular vectors obtained by
the eigendecompositions of Ld and Rd but only the ones with the k eigenvalues of largest
magnitude. For this reason, we compute only the truncated SVD – the k largest singular
values and the corresponding singular vectors – of Ld and Rd (see also Proposition 3),
which significantly reduces computational costs.
Discussion. The impact of the number k of singular values used in the RECONSTRUCT
problem is explored extensively in the experimental section (Sec. 8.6). In general, we
expect the algorithms to work well, when the truncated rank-k SVD of M is a very close
approximation of the original matrix M. Clearly, if M is rank-k, then taking the singular
values and singular vectors in our algorithm results in an M that is very close to M. In
practice, M is not low rank, but usually has small effective rank. That is, there is usually
a small number of singular values that which much higher magnitude as the rest. An
example of such a matrix is a noisy block-diagonal matrix. We show some experimental
results on such matrices in Section 8.6.2.
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Running time of RecSVD. Assume w.l.o.g. that n ≥ m. Since we only compute the k
largest-magnitude eigenvalues (and their corresponding eigenvectors) of Ld and Rd, the
running time of the eigendecomposition is O(n2k). The running time of the Greedy
routine is O(n2k) as well so that the total time complexity of RecSVD is O(n2k).
Speeding up RecSVD. Since eigendecompositions are useful for many problems, there
exists a vast majority of work devoted to speed up these computations (see, for example,
the sampling-based approach in (Drineas et al., 2006)). Such methods can be utilized—
whenever needed—to speed up the first step of the RecSVD algorithm.
In what follows, we describe a technique to speed up the second step of RecSVD,
i.e., the Greedy algorithm given in Algorithm 8. Observe that the computations done in
lines 3, 4, and 5 of Algorithm 8 require O(n2k) time. We can speed up this computation
significantly by sampling the rows of Uk and Vk. If we use a sample of c rows for some
constant c, the running time is reduced to O(c2k). In order to choose the rows that affect
the entries of the output matrixM the most, we sample row r with probability proportional
to
∑k
i=1 |Uk(r, i) ·Vk(r, i)|.
8.5 Solving the RO problem
In this section, we turn our attention to the RO problem. Recall that in this problem, our
goal is to estimate M from degree-oblivious matrices L and R. In this case, the degrees of
nodes in P and Q are unknown, i.e, the main diagonal elements of L and R are all zero.
The high level idea for the solution of RO is to first reconstruct the main diagonals of
L and R, compute the corresponding singular value decomposition during the procedure
and then apply the Greedy heuristic to obtain the sign-assignment. We present three
algorithms; the first algorithm Iterative is efficient in reconstructing the main diago-
nals in case the nodes corresponding to the hidden M are such, that they either have no
neighbor in common or share most of their neighbors. The second, LS can reconstruct the
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diagonals if L and R are both low-rank. Finally, a hybrid approach, Hybrid combines
the benefits of both algorithms. In our experiments, we show that while Iterative
and LS are efficient for certain types of underlying data, they can perform quite bad on
others. On the other hand, the performance of Hybrid is almost identical to that of the
performance of RecSVD on the RA problem on most of our datasets.
8.5.1 The Iterative algorithm
First, we introduce a solution to the RO problem that is an iterative version of RecSVD.
We call this new modified algorithm Iterative. Iterative starts with some initial-
ization of the diagonal matrices D̂P and D̂Q corresponding to the estimated node degrees
in P and Q, respectively – for example DP and DQ could be initialized to zero. In every
iteration, we run RecSVD using input matrices L̂d = L + D̂P and R̂d = R + D̂Q. After-
wards, we revise the node degrees by performing an educated guess of new values for D̂P
and D̂Q. These new values are computed using the output binary matrix M̂ of RecSVD.
That is, first we compute the updated versions of L̂d = (M̂)(M̂)T and R̂d = (M̂)T (M̂).
Then new estimates of D̂P and D̂Q are obtained by the diagonal entries of L̂d and R̂d,
respectively.
Observe that in Iterative, we use only the main diagonals of L̂d and R̂d in order
to update D̂P and D̂Q. Hence, we can speed up computation by computing only the
diagonals of L̂d and R̂d.
Scheinerman and Tucker (Scheinerman and Tucker, 2010) use a similar iterative ap-
proach to compute the eigenvalue decomposition of symmetric matrices with missing en-
tries. They also show that convergence of the diagonals D̂P and D̂Q is not guaranteed. In
practice, however, convergence is fast in most cases. In our experience, we found that 100
iterations sufficed to achieve convergence on all our datasets.
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Running time of Iterative. In every iteration Iterativemakes a call to RecSVD.
Under the assumption that n > m, we obtain O(n2k) time per iteration. Using the opti-
mization mentioned above, the computation of D̂P and D̂Q takes at most O(n2) time. If
Iterative is run for t iterations, then the total running time is O(n2kt).
Discussion. In our experiments we observe that the reconstructive power of Iterative
is dependent on the underlying dataset. The success of this algorithm (compared to
RecSVD) depends mostly on how well it is able to reconstruct the main diagonals of L and
R. We find that Iterative performs best if nodes either have completely disjoint neigh-
borhoods, or share most of their neighbors. On the other hand, partially overlapping neigh-
borhoods result in severe under- or overestimation of the diagonals. We believe, that this
is due to the fact that the SVD decomposition of a matrix is a best rank-approximation; ev-
ery singular value – singular vectors pair is contributing to the reconstruction of a squared
area of the input matrix. Hence, it will optimize to approximate the majority of fields,
and as a result, the estimate for a diagonal element will be proportional to the off-diagonal
elements in its corresponding row and column rather than the true degree of that node.
8.5.2 The LS algorithm
In our second algorithm we use least-squares approximation to infer the missing main
diagonal entries of the square matrices L and R. We describe our algorithm LS for a
general square rank-r matrix A. Then in our experiments we apply this algorithm to both
L and R. An approach similar to this is used for example to infer missing values in traffic
matrices by Bharti et al. (Bharti et al., 2010).
Let A be a square matrix, with unknown main diagonal elements. Assume rank(A) =
r. We estimate the elements of the main diagonal one by one. To compute a missing
diagonal entry A(i, i) we apply the following heuristic. We first choose r independent
rows, denoted by rows and r independent columns, denoted cols. These sets define the
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submatrix Z = A(rows,cols). We choose rows and cols to contain different indices,
so that none of the missing diagonal elements are in Z. We define the column vector y
as y = A(rows, i) and row vector w as w = A(i,cols). We then use least-squares
approximation to learn the scaling factors β that satisfies Zβ = y. Given β we finally
compute A(i, i) by Equation (8.4)
A(i, i) = wβ. (8.4)
A pictorial illustration of this is shown in Figure 8·1.
In practice, if we apply this heuristic to L and R we are faced with the problem of not
knowing the rank r of the neighborhood matrices. However, we can make use of the fact
that all missing values are located in the main diagonal; we can choose rows and cols
to contain up to n
2
− 1 elements each, without containing any elements from the main
diagonal. Though there is no theoretical guarantee, from our experiments we find that if
the rank r of the matrix is less than n
2
, then Z is very likely to have rank-r.
Figure 8·1: The mechanics of the LS algorithm for reconstructing the main
diagonal elements of L and R.
Running time of LS. For a given submatrix Z the least-square computation ofβ requires
O(n2) time. Since there is a submatrix Z corresponding to every diagonal element A(i, i),
the total running time is O(n3) assuming w.l.o.g. that the size of A is n× n.
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8.5.3 The Hybrid algorithm
While both Iterative and LS algorithms are only efficient in underlying data with a
certain structure, their combination, leads to an algorithm that is consistently superior to
both of them. We call this combination algorithm Hybrid. The key observation that led
us to the design of Hybrid is the observation that the number of rows and columns in the
bi-adjacency matrices M are not balanced. That is, if M is of size n×m, then often either
n m or m n.
For the rest of the discussion (and without loss of generality) assume that n  m.
Since L and R have the same rank, and this rank cannot be more than m, this means that
L is a low-rank matrix. Given these, the Hybrid algorithm operates in two phases. In the
first phase we apply LS to L to reconstruct its main diagonal. Then, we use Iterative
on R. However, remember that in the latter algorithm an SVD decomposition is computed
in every iteration of the algorithm. Since we already reconstructed the full matrix L we
can achieve higher accuracy by fixing S to be the square root of the eigenvalue matrix Λ
of L and only update V in every iteration of the algorithm. Hence, the final algorithm
Hybrid is the following
• Compute Ld using LS
• Compute Ld = UΛUT , S =
√
Λ
• Apply Iterative on R, but fix S
• Run Greedy(Uk,
√
Λk,Vk, k) to obtainMk
• Output M̂k = bin(Mk)
Running time of Hybrid. As the algorithm takes Iterative and LS as its subrou-
tines, its running time depends on them. Hence Hybrid takes O(n2kt + nr3log r) time
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to construct L and R. Then the second part of the algorithm has the same running time as
Greedy that is O(n2k).
8.5.4 Comparison of Iterative, LS and Hybrid
As the performance of the three algorithms introduced in this section depend strongly on
the input data, we give a short analysis of our expectations and a preview of the experi-
mental findings from the next Section 8.6 here.
As we mention in Section 8.5.1 Iterative is effective on input data where the nodes
have a certain neighborhood structure. In our experiments we show that the performance
of Iterative varies on the real-life datasets with various different neighborhood struc-
tures.
LS (Section 8.5.2) works if both neighborhood matrices L and R are low rank. Further-
more, if this is not the case, then the algorithm will assign completely non-sense values to
the main diagonals, only dependent on the particular implementation of the least-squares
method but unrelated to the true hidden node degrees. As none of our real-life datasets are
low rank in both L and R we decided not to show the experimental results separately for
LS, since they would be similar to random guesses of M.
Finally, we show the performance of Hybrid. Since most of our datasets have an
asymmetric bi-adjacency matrix M (thus either n > m or n < m), the LS algorithm
applied to the neighborhood matrix that is low rank provides very good results. In case
the difference between n and m is large, LS gives a perfect estimate of S, improving also
the performance of Iterative in reconstructing the second neighborhood matrix. If
|n − m| > min(n,m)
2
, then LS will provide correct estimates for some degrees and wrong
estimates for others, depending on the random choice of Z. In that case the whole Hybrid
algorithm, that takes LS as a subroutine will suffer a bit in the performance. In this case we
will see that, depending on |n−m|, the performance of Iterative by itself or Hybrid
is closer or farther away from each other.
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8.6 Experiments
In this section, we describe the results of an extensive experimental study; we evaluate our
algorithms both with traditional measures – precision, recall and the F-measure – as well
as some measures that we introduce that are specific to the RECONSTRUCT problem. We
conduct our experiments on both synthetic and real-world datasets, using a variety of data
that represent the different structured data that may come up in real-life scenarios. f
8.6.1 Experimental setup
We conducted all experiments on a machine with Intel X5650 2.67GHz CPU and 12GB
of memory. All algorithms were implemented in Matlab and the code is available at:
http://cs-people.bu.edu/edori/code.html.
Methodology. For all our experiments the input to our algorithms are the neighborhood
matrices that we compute as Ld = M ·MT (resp. Rd = MT ·M) for the RA problem.
For RO, we set the main diagonal in Ld (Rd) to zero to obtain L (R resp.). Although in all
cases the underlying biadjacency matrix M is known, after generating the correct input,
M is only used to evaluate the performance of our algorithms.
Evaluation metrics. To see how capable our algorithms are in reconstructing M we use
traditional information retrieval statistics. That is, let M be the binary matrix that is output
by one of our algorithms. Then we compare the zero and one entries in M and the original
biadjacency matrix M to compute the precision, recall and the F-measure assuming we
use M to predict M. We use the standard formulas
precision =
TP
TP + FP
recall =
TP
TP + FN
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F-measure = 2 · precision · recall
precision + recall
.
With the notation TP, FP and FN for true-positive, false-positive and false-negative respec-
tively.
We also report our results with regard to two further error metrics that show how well
our algorithms are able to solve the RECONSTRUCT problem. The first metric is the rel-
ative Frobenius error (RFE) that incorporates the objective function of RECONSTRUCT
and is given by
RFE =
FL(M) + FR(M)
‖Ld‖F + ‖Rd‖F .
Observe that RFE = 1 when M̂ = 0 and RFE = 0 when M̂ = M. Thus RFE expresses
the improvement over the all-zero solution to RECONSTRUCT with regard to the neighbor-
hood information. Note that the sign assignment Σ̂ does affect the RFE since we use the
binary counterpart M instead of using the real matrixM (cf. Sec. 8.4).
The second metric is the relative absolute error (RAE) measured with respect to the
ground truth M. It is given by
RAE =
‖M−M‖1
‖M‖1 ,
where ||X||1 =
∑
ij |X(i, j)|. The RAE measures the number of incorrect entries in
estimate M relative to the number of non-zeros in M. Thus the all-zero solution obtains
an RAE of 1.
8.6.2 Experiments with synthetic data
The first part of our experimental results is obtained through experiments on synthetically-
generated data. These experiments aim to illustrate the relationship between the perfor-
mance of our methods and the structural characteristics of the underlying binary matrix
M.
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Synthetic dataset
As mentioned in Section 8.4, our algorithms explore the underlying low-rank data structure
in the data matrix if existent. This is indicated by a low effective rank. For this reason,
we conduct a set of experiments with a synthetic block-diagonal binary matrix. We first
generate a set of rectangular blocks of all 1s with sizes chosen uniformly at random in
between 1 and 100. The blocks are then arranged to form a block-diagonal matrix. This
process generates a 0/1 matrix with only 1s appearing in each block. In order to obtsain
a full-rank matrix M, we add some noise by randomly flipping 10% of the zeros to ones,
and 10% of the ones to zeros. We refer to the resulting dataset as BLOCK; the particular
instance used in our experiments contains 45 blocks and has size 2400× 1000.
Comparison of the RecSVD, Iterative and Hybrid algorithms on synthetic data
First, it is worthwile to look at the magnitude of the singular values of the input data
(Figure 8.2(a)). As we mentioned in Section 8.4, the RecSVD algorithm can compute the
magnitude of the singular values exactly since it is given by the neighborhood matrices Ld
and Rd. While M is full rank – it has 285 non-zero singular values – we can see from
the solid line corresponding to RecSVD that the first 45 singular values are significantly
larger than the others. This is not surprising as M consists of exactly 45 dense blocks
of ones. The matrix is still full rank because of the 10% noise in the data, however,
the corresponding singular values are insignificant. The line corresponding to Hybrid
coinsides with RecSVD, implying that we were able to perfectly estimate the dominant
singular values of M. On the other hand, while Iterative is perfect in reconstructing
the first 35 singular values, then it fails to do so.
Keeping in mind that the effective rank of M is only 45 we can now direct our at-
tention towards Figures 8.2(c) and 8.2(b) that contain the RFE and RAE achieved by the
RecSVD, Iterative and Hybrid algorithms. As we have established that only the
first 45 singular values have any significance, for this dataset we show a zoomed in ver-
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sion of these results, focusing on the first 45 values. As we can see, here both RecSVD and
Hybrid algorithms show a steady decrease. One very obvious thing in this Figure is that
the dotted line corresponding to RecSVD in the RA problem coincides with Hybrid and
hence is invisible. Thus on this dataset the Hybrid algorithm can reconstruct the original
data matrix in the RO case as well as if the degrees of nodes were known. We can see that
the performance of Iterative is better (decreasing) with regard to the RFE measure as
RAE.
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Figure 8·2: Performance of the RecSVD, Iterative and Hybrid al-
gorithms on the BLOCK dataset; x-axis: number of singular values; y-axis:
singular values ( 8.2(a)), RFE ( 8.2(b)), RAE ( 8.2(c)), Precision ( 8.2(d)),
Recall ( 8.2(e)), F-measure ( 8.2(f)).
8.6.3 Experiments with real data
The real datasets
The MP3 dataset contains reviews for different models of mp3 players and was collected
by Lappas et al. (Lappas et al., 2012). The rows of the biadjacency matrix correspond to
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different models of mp3 players while the right class corresponds to the features of mp3
players that are commented upon in reviews. Cell (i, j) of this matrix is equal to 1 (resp.
0) if a the i-th review comments (resp. does not comment) on feature j of the mp3 player.
The MP3 dataset consists of 711 reviews and 224 features and thus the corresponding
biadjacency matrix is 711× 224.
The CORA dataset consists of 2708 scientific publications and a dictionary of 1433
unique words. The dataset contains occurrences of words in the documents: We set
M(d, w) = 1 in the biadjacency matrix if document d contains word w. The dataset
only contains words which have document frequency at least 10. The resulting bipartite
graph contains about 50K edges.1
The FLICKR dataset contains information from the photo sharing site www.flickr.com;
it was provided by Zheleva et al. (Zheleva and Getoor, 2009). Users of Flickr can form
groups based on common interests. A user u is connected by an edge to group g if u is a
member in g. We sample 2000 users and 1989 groups uniformly and at random from the
original data. The resulting binary matrix that represents these associations contains about
2× 106 entries with value equal to 1.
The YAHOO dataset encodes the membership of Yahoo! users into Yahoo! groups.
The dataset is available to us through the Yahoo! Webscope project 2. The rows of the
binary matrix correspond to users and columns correspond to groups. Entry (i, j) in this
matrix is equal to 1 (resp. 0) if user i participates (resp. does not participate) in the j-th
group. From the original Yahoo Groups dataset, we select only a subset that consists of
15874 users and 2954 groups. That is, the size of the hidden biadjacency matrix has size
15874× 2954 with 18K non-zero entries.
1The CORA dataset is available at: http://www.cs.umd.edu/˜sen/lbc-proj/LBC.html.
2available at: http://webscope.sandbox.yahoo.com
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Effects of the threshold in the binary rounding
Before we delve into the analysis of our algorithm we conduct a set of initial experiments
to see what effect the threshold t used to compute the binary counterpart of matrices has
on our algorithm. As a reminder, the binary counterpart bin(M) of a real matrixM is
M(i, j) =

1 if (〉, |) > unionsq
0 else
The binary counterpart plays an important role in the Greedy part of all our algorithm;
we make greedy decisions to assign positive or negative signs to the singular values in the
SVD decomposition based on the distance of a matrix and its binary counterpart.
As we have explained in Section 8.4 the threshold t = 0.5 results in binary counterpart
matrices that are closest to their real counterparts. As we show in Figure 8·3 this choice
will also result in the best performance of our algorithms. In Figure 8.3(a), we can see the
RFE results of the RecSVD algorithm applied to the RA problem on the CORA dataset.
The figure shows the RFE results (y-axis) corresponding to running RecSVD with dif-
ferent thresholds t for computing the binary counterpart as a function of the number of
singular values used in the SVD decomposition (x-axis). As we can see values t < 0.5
perform significantly worse than values t > 0.5. This is not surprising as the CORA dataset
consists of a very sparse graph. A threshold that is smaller than 0.5 results in more ones
in the binary matrix M which in turn accounts for more false positive fields in the matrix.
Similar trends can be observed for the MP3 data (Figure 8.3(b)), which is also a sparse
dataset.
If we compare Figure 8.3(a) with Figure 8.3(b), we can see that the larger thresholds
in case of the MP3 data perform very similar to t = 0.5 while there is a more pronounced
difference for the same thresholds in case of CORA. One explanation for this may be that
the adjacency matrix of the MP3 dataset is much more structured; because the matrix is
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very asymmetrical in size but less noisy as the CORA data there is a better one-to-one
correspondence between non-zero values in M and the non-zero values generated by the
singular vectors corresponding to a given singular value.
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Figure 8·3: Relative Frobenius error for the RecSVD algorithm on the
CORA ( 8.3(a)) and MP3 ( 8.3(b)) datasets. The different lines correspond
to the different decision thresholds used when computing the binary coun-
terpart of matrices in the Greedy part of RecSVD.; x-axis: number of
singular values; y-axis: Relative Frobenius Error (RFE).
Here we only show the effect of the different threshold values t on the RecSVD al-
gorithm for the RA problem with regard to RFE. However we observed similar trends,
namely that t = 0.5 performs best and thresholds larger than t = 0.5 perform better than
the smaller ones on sparse data, for all of our algorithms and evaluation measures across
the datasets.
For the rest of the experiments, we use threshold t = 0.5.
Results on the MP3 dataset
The first real-life dataset that we describe is the MP3 data. The size of the hidden biad-
jacency matrix is 711 × 224. Let us first look at the magnitude of the singular values of
the adjacency matrix M predicted by our algorithms (Figure 8.4(a)). As we mentioned
in Section 8.4, the RecSVD algorithm can compute the magnitude of the singular values
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exactly. Thus the question Figure 8.4(a) addresses is how well Iterative and Hybrid
approximate the singular values reported by RecSVD. Using the RecSVD as a baseline
(solid line) we can infer that while M is full rank (thus rank(M) = 224) the first 70 singu-
lar values are much more significant. We can also see that both Iterative and Hybrid
– which solve the RO problem – are quite accurate in estimating the singular values. In
fact, both these algorithms algorithms estimate the first 50 singular values perfectly. After
this point, Iterative provides a slight overestimate while Hybrid an underestimate.
Figures 8.4(b) and 8.4(c) show the performance of our algorithms for both the RA and
RO problems. Recall that for both measures value 0 corresponds to the perfect reconstruc-
tion and value of 1 is reported if M is estimated to be the 0 matrix. Also recall that both
measures can take values significantly larger than 1 – meaning that they can lead to signif-
icantly worse reconstructions. Taking this into consideration we can observe that all our
algorithms lead to good reconstructions. More specifically, RecSVD achieves values of
almost 0 for both RFE and RAE using as few as 70 singular values. This shows the power
of the binary rounding heuristic that we apply; we can use a low-rank approximation (the
truncated SVD of M corresponding to the first 70 singular values) to actually get the full-
rank matrix M that in this case is a perfect reconstruction of M. In case of the Hybrid
algorithm we can see that it performs almost identical to RecSVD. For the first 70 singular
values RFE and RAE are in fact the same, after that Hybrid is very close to zero but
never actually reaches that.
The MP3 dataset is interesting to our research especially, since it has the exact prop-
erties where Hybrid performs optimal; the left neighborhood matrix L is low-rank, and
hence the first part of the Hybrid approach is capable to reconstruct its main diagonal
quite well. To show some specifics, the maximum degree in Ld is 60 and the average de-
gree is 19.6. The average error that Hybrid achieves in reconstructing the degrees is 4.8
and the highest error is 15. Compared to Hybrid, the Iterative algorithm’s perfor-
mance is quite poor. However, we can see that for the first 20 singular values it performs
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identical to the other two algorithms.
Finally, a joint observation of Figures 8.4(a), 8.4(b) and 8.4(c) demonstrates the fol-
lowing: whenever the estimates of the singular values were identical to the true values, the
reconstruction potential of any of the two algorithms for RO is as strong as RecSVD for
RA.
Some further intuition can be obtained by looking at the Precision ( 8.4(d)), Recall
( 8.4(e)) and F-measure ( 8.4(f)) achieved by the different algorithms. First, we can see
that the Precision and Recall achieved by RecSVD becomes one quite soon, this overlaps
with the 0 values in RFE and RAE. If we focus now on Iterative and Hybrid it is
first of all surprising to see that Iterative has the exact same Precision as RecSVD,
while Hybrid has a Precision of around 0.7. If we look now at the Recall we can see
a change in their relative performances. While Hybrid has a Recall of about 0.98, the
Recall for Iterative is closer to 0.6. This explains the results we have seen for RFE
and RAE for Iterative; Iterative predicts significantly more zeros in M, than
Hybrid. Since the one-valued entries predicted by Iterative are the subset of ones
predicted by Hybrid it naturally is capable of achieving better Precision. However, we
can see from the Recall that as a result it misses a lot of the true ones in the original data
M. If we look at the F-measure (Figure 8.4(f)) we can see that Hybrid performs overall
much better than Iterative and almost identical to RecSVD.
Results on the CORA dataset
While the CORA dataset is still assymetrical with respect to its number of rows and
columns (2708 vs. 1433), it is not really true that the left neighborhood matrix Ld is
truly low rank, as its rank is more than half its size. Further, if we look at the singular
values of M (Figure 8.5(a)) we see that the decrease of the magnitude of singular values
is gradual, we cannot say that the effective rank of the matrix is much lower than its true
rank. We can also see that in the RO problem the singular values are underesimated in case
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Figure 8·4: MP3 dataset. Performance of the RecSVD, Iterative
and Hybrid algorithms as a function of the number of singular values; x-
axis: number of singular values; y-axis: magnitude of the singular values
(8.4(a)), RFE (8.4(b)), RAE (8.4(c)), Precision (8.4(d)), Recall ( 8.4(e)),
F-measure (8.4(f)).
of both algorithms.
If we look at the RFE results (Figure 8.5(b)) we see that RecSVD achieves 0 RFE
after 1000 singular values. Hybrid still performs better than Iterative. We can see
that both these algorithms show decreasing RFE at first but then become constant. This
can be attributed to the underestimated singular values; at some point the values in the
estimated (real) matrix are only changing very little with the number of singular values
taken into consideration, hence the rounding process will assign the same zero or one
value to every cell. We can see that the Hybrid performs closer to RecSVD with regard
to RAE (Figure 8.5(c)). Precision ( 8.5(d)), recall ( 8.5(e)) and the F-measure ( 8.5(f))
tell us the same trends as in case of the MP3 dataset, only the difference of the relative
performance of the algorithms to each other is more pronounced.
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Figure 8·5: CORA dataset. Performance of the RecSVD, Iterative
and Hybrid algorithms as a function of the number of singular values; x-
axis: number of singular values; y-axis: magnitude of the singular values
(8.5(a)), RFE (8.5(b)), RAE (8.5(c)), Precision (8.5(d)), Recall (8.5(e)),
F-measure (8.5(f)).
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Results on the FLICKR dataset
The FLICKR dataset is different from the ones we considered in the previous paragraphs
since the size of its left L and right R matrices are the same. Hence both of them are
full-rank. As a result, the first part of the Hybrid algorithm – no matter whether it is
applied to which side L or R – will make almost random guesses about the main diag-
onal of the neighborhood matrix. As a result, we can see that the relative performance
of Iterative and Hybrid changes when compared to the previous datasets. Over-
all, the experiments reported in Figure 8·6 demonstrate that across the various measures
Iterative is better. If we look at the precision (Figure 8.6(d)) we can observe that
in this particular case the precision of RecSVD is below the other two. This is because
both algorithms Iterative and Hybrid predict many zeros and hence achieve high
precision. On the other hand RecSVD signifcantly outperforms the other two on recall
(Figure 8.6(e)).
Results on the YAHOO dataset
Finally we show results on the YAHOO dataset. This data can be best compared to the
results on the MP3 dataset, as both biadjacency matrices M are asymetrical in size. How-
ever, in contrary to the MP3 dataset, the effective rank of the YAHOO data is equal to its
rank. Hence, our low-rank reconstruction algorithms will perform less strong as on the for-
mer dataset. The results on the YAHOO data are shown in Figure 8·7. Let us compare the
results to those in Figure 8·4 corresponding to the MP3 data; first of all both Iterative
and Hybrid algorithms are able to reconstruct the larger singular values but later both
algorithms underestimate those (Figure 8.7(a)). It is important to note, that in case of YA-
HOO the magnitude of the singular values is gradually decreasing, there is no effective rank
that is much smaller than the true rank of M. When looking at the performance results
(Figures 8.7(b) – 8.7(f)) we can see that the order of the algorithms is RecSVD being the
best, Hybrid showing medium performance and Iterative being the weakest. One
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Figure 8·6: FLICKR dataset. Performance of the RecSVD, Iterative
and Hybrid algorithms as a function of the number of singular values; x-
axis: number of singular values; y-axis: magnitude of the singular values
(8.2(a)), RFE (8.2(b)), RAE (8.2(c)), Precision (8.2(d)), Recall (8.2(e)),
F-measure (8.2(f)).
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exception is the precision (Figure 8.7(d)) where Iterative is the best. This is again
because Iterative predicts the most zeros among all algorithms, and hence is capable
of achieving very good results on the small number of ones in M. Overall we can see
that while the relative performance of the algorithms compared to each other is similar in
case of the YAHOO data as the MP3, the relative difference between the algorithms is more
pronounced. Further, we can see that overall all of the algorithms achieve somewhat worse
results than on the MP3 data. We believe that this happens because the data is much more
noisy in case of the YAHOO data. The difference between the two sizes of M, n = 15.8K
andm = 3K is large, hence there is much more variety in the possible group memberships
of YAHOO users, than there was variety in the content of reviews in the MP3 data.
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Figure 8·7: YAHOO dataset. Performance of the RecSVD, Iterative
and Hybrid algorithms as a function of the number of singular values; x-
axis: number of singular values; y-axis: magnitude of the singular values
(8.2(a)), RFE (8.2(b)), RAE (8.2(c)), Precision (8.2(d)), Recall (8.2(e)),
F-measure (8.2(f)).
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In Part I of this thesis we presented work on various problems in network centrality.
Specifically, in Chapter 3 we gave an improved algorithm, Brandes++, for computing
betweenness centrality. In Section 3.6 we gave empirical proof that – dependent on the
underlying graph structure of the dataset – Brandes++ results in significant speedup
over previous algorithms. Brandes++ works especially well with graphs that have good
clustering properties, for example social network graphs that have pronounced community
structure.
The contributions in Chapter 4 are multiple fold; we present a universal framework for
centrality that subsumes various centrality measures that count paths in the graph under a
common umbrella. In this chapter we also introduce the k-GROUP CENTRALITY MAX-
IMIZATION problem, which to the best of our knowledge is the first work to define the
optimization problem of finding central groups of nodes in a graph. We give a universal
algorithm to solve k-GCM, that we show in our experiments to be quite efficient. e also
provide NP-completeness proofs for several specific instances of the general path-based
centrality.
In Chapter 5 we introduce a new notion of centrality for information propagation net-
works. We introduce the FILTER PLACEMENT problem, show that it is NP-hard both on
simple graphs and DAGs. We give a polynomial exact algorithm for it on trees. We give a
constant-factor approximation algorithm for DAGs.
We present the problem of repetition-aware content placement in Chapter 6. The nov-
elty of the RACP problem comes from the concept of taking repeated encounters of the
same content into consideration in a random navigational process. Among our contribu-
tions is the algorithm to compute the objective function as well as heuristics to make the
computations scalable. In our experiments we show that taking the repetitions into con-
sideration during the location selection can boost the utility of the selected group of nodes
significantly.
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In Part II we look at the problem of matrix reconstruction. In Chapter 8 we study
the problem of reconstructing a bipartite graph when only its neighborhood information is
known. We study two versions of this problem; in RA the number of neighbors that each
node has is given to us while in RO it is hidden. We present an efficient algorithm based on
the SVD-decomposition of the hidden graph for RA and complement it with heuristics to
infer the degree information in case of RO. In our experiments we show that our algorithms
are capable of almost perfectly reconstructing the graph.
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