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For many of the more complex models in statistical genetics and measurement 
error analysis (such as, e.g., variance component models) robust methods are 
obviously needed, but as yet hardly used. This is partly due to the fact that the 
parameters of such models often have an indispensable subject-matter interpreta- 
tion which potential robust substitutes might lack. In this paper some tools are 
presented to robustify given procedures rather than to construct new ones. The 
main technical devices are generalized moments and a homotopy argument; they 
appear to be of interest for any approach to robustness. 6 1992 Academic Press, Inc. 
1. INTRODUCTION 
Despite the firmly established and widely acknowledged need for robust 
methods in statistics their practical use is still essentially limited to the 
classical problems of (mainly one-dimensional) location/scatter estimation 
and regression. Very few investigations tackle the more structured models 
that occur frequently in statistical genetics or measurement error analysis. 
Evidently, there are two main reasons for this surprising imbalance: 
(i) The multivariate location/scatter problem is often regarded as 
the cornerstone on the road towards robustitication of more structured 
models, but so far it has rather proved to be the stumbling block. This is 
all the more regrettable since pure multivariate location/scatter estimation 
is a relatively rare statistical problem; in most practical situations some 
additional structure or information is available. 
(ii) The parameters of more structured models often have a subject- 
matter interpretation (such as, e.g., heritability) which is indispensable 
from the practitioner’s point of view but which potential robust substitutes 
might lack. 
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2 W.OLBRICHT 
As a consequence practitioners usually have to resort to some ad hoc 
outlier treatment along with the classical procedures in these situations. In 
this paper a different approach is taken to cope with the difficulties men- 
tioned above. Extending a remark by Huber [ 10, p. 93 on the robustifica- 
tion of given statistical procedures, an attempt is made to robustify given 
estimators in a meaningful way rather than to construct new ones. We 
concentrate mainly on the quite general repetition model as described, e.g., 
in Humak [ 11, p. 221 and start from two basic principles: 
(a) The robustification is to be achieved by Winsorizing. This prin- 
ciple (“Huberizing”) seems especially suitable for the situations in question. 
(For biometrical studies with relatively few observations, “trimming” may 
be too wasteful and the direction of “outliers” may still contain useful 
information.) 
(b) The original data points are to be Winsorized on ellipsoids that 
are as “canonical” as possible in a given situation; in particular, concentra- 
tion ellipsoids are used. 
Clearly, such an endeavour has little chance of providing optimal proce- 
dures in a “technical” sense- the emphasis of this paper is more modestly 
the analysis of a simple broadly applicable method for obtaining robust 
versions of estimators. The paper is organized as follows: First, the method 
is illustrated by means of the classical one-dimensional location/scale 
problem. It turns out that there is a strong link to the celebrated “moment 
problem” and that robustness considerations do not necessarily mean the 
“demise” [4, p. 1251 of the method of moments in statistics. Second, 
some theoretical results on existence, uniqueness, and computability are 
presented. Here a homotopy approach together with a suitable numerical 
technique (path-following methods) is suggested. These technical 
considerations are independent of the concept of robustness and seem of 
interest for any approach to robust statistics. Finally, some applications are 
considered. In particular, a small Monte Carlo study about the estimation 
of an intraclass correlation coefficient in a balanced one-way random 
effects model gives an indication of the quantitative aspects of the proposed 
method. 
2. AN ILLUSTRATION OF THE METHOD 
2.1. Huber’s Estimator 
Consider Huber’s [9] classical location estimator which is defined as the 
value m, which minimizes f(m) = C p(x, - m), where p(x) = f. x2 for 
1x1 <k and p(x) = - $ .k* + k ./xl for (xl > k and k E 10, co [ is a previously 
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chosen value. This definition can easily be extended to all probability 
measures P with finite first absolute moment (cf. also [lo, p. 441). m. is 
unique provided that the median of P is determined up to an interval of at 
most length 2k; otherwise the set of possible solutions m, is a compact 
interval. Each such m, satisfies the equation 
m,=(m,-k).P(]-co,m,-k[)+j x dP(x) 
[mo-k.mo+kl 
+(mo+k).P(lmo+k WC) (2.1) 
and can be interpreted in the following three ways: 
(11) For a probability measure P, m E R and c > 0 define the 
probability measure P,,, which is Winsorized to the interval [m-c, 
m+c] by 
P,,,(A):=P(An[m-c,m+c])+l,(m-c).P(]-oo,m-c[) 
+ l,(m+c).P(]m+c, co[) VAEB, 
Then (2.1) can be written as 
mo= XdP,, k; s 
i.e., m, is a fixed point of the mapping m H j X dP,,k. 
(12) Each m, is a zero of the mapping m H j $(X-m) dP, where $ 
is the derivative of p; hence m, is a “generalized moment” of P (cf. [ 17, 
p. 1781). 
(13) If we decide to lit a symmetrical distribution F to P in such a 
way that j XdP,,,= j XdF,,,,, then a value m, with (2.1) has to be chosen 
as the centre of symmetry for F. 
Thus Huber’s location estimator m. can be thought of as a “robustihed” 
mean where the robustification is accomplished by Winsorizing according 
to any of the interpretations (Il)-(13). 
2.2. Simultaneous Estimation of Location and Scale 
If location m and scale s are to be estimated simultaneously, an 
immediate generalization of the basic idea (13) leads to Huber’s [9, p. 961 
famous “Proposal 2,” where the values m. and so are chosen in such a way 
that the first and second moments of the empirical distribution (of the sam- 
ple) Winsorized to the interval [m, - ks,, m, + ks,] coincide with those of 
the N(m,, $)-distribution Winsorized to the same interval. Alternatively, 
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without bringing in the normal distribution at this stage, we could formally 
try to robustify the usual variance u := s2 by Winsorizing, i.e., using (I1 ) or 
(12) we would look for solutions (m,, uO) of the system 
m= XdP I m.k$ 
V = 
s 
(x- WI)’ dP,,k J. 
(2.2) 
This requires k > 1 and u0 will not, in general, be consistent for the true 
variance, not even for symmetric distributions. However, for any fixed 
symmetric location-scale family this can later be corrected by a specific 
(multiplicative) “consistency correction.” 
A priori there seems to be no need to choose the normal distribution and 
include it in the definition of the estimator as in Huber’s “Proposal 2.” 
Huber [9, p. 97; 10, p. 1381 gave sufficient conditions for the existence 
and uniqueness of a solution to system (2.2). His proofs use ingenious 
specific arguments and are difficult to generalize. We will therefore sketch 
a proof based on a homotopy argument which (i) is easy to understand, 
(ii) requires only minimal assumptions, and (iii) yields at the same time 
existence, uniqueness, and a suggestion for a numerical algorithm. To 
avoid unnecessary technicalities we make two preliminary assumptions: 
(a) P has a density with respect to Lebesgue measure 1 which is 
Il-a.e. continuous. 
(b) JX*dP<oo. 
The line of argument is as follows: We start with a distribution Q that 
has a unique solution (m,, uO) for (2.2) and consider the so-called 
homotopy function 
with W’:=t.P+(l-t).Q for Odt<l. The basic idea is to “deform” Q 
gradually and continuously into P. We hope to find a path r(t) := 
(m(t), u(t)) with 
H((m(t), v(t)), 1) - 0 on the path 
which starts in (m(O), u(0)) = (m,, u,,) and will eventually lead to the 
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FIG. 1. Illustration of (Pl) to (P4). 
(unique) solution (m,, ul) for P. As illustrated in Fig. 1, we have to ensure 
that 
(Pl) the path r(t) can be extended to a neighbourhood [t, t + E] for 
each TV [0, l] 
(P2) the path y(t) does not “diverge to the boundary” of the y-space 
(here: R x ]O, (13 [) 
(P3) no new path can arise 
(P4) no bifurcations occur. 
To fix ideas, we take the standard normal distribution for Q. Then it 
follows from assumptions (a) and (b) that for each fixed point (i.e., 
solution of (2.2)) (m(t), u(t)) of a measure W’ = t. P + (1 - t) . Q, 
u(t) = / (X- m(f))24J+“)mt,,k +qy < Max (~x’dP,[xQQ)<cQ 
and 
c>Ol3t~[O, 1]3a~k!: W’(]a-c,a+c[)>l-$ >O. 
Hence it is easy to derive that for all zeros ((m, u), t) of H the pair (m, u) 
lies in some compact set Kc R x 10, cc [. This establishes (P2). In view of 
assumption (a) H is continuously differentiable and hence the implicit 
function theorem yields (Pl ), (P3), and (P4), provided that the Jacobian 
matrix H,((m, o), t) (the matrix of the first partial derivatives of H with 
respect to y = (m, a)) is regular for every zero ((m, u), t) of H. Because of 
afine equivariance the problem can further be reduced to regularity for the 
case m=O and u=lfk2. We then have m=O and k&=1. Using the 
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notation p, := W’(]-co, -11) p2 := W’(]-l,l[), p3 := W’([l, ccc), i 
is sufficient to show that 
(2.4 
is regular. By calling upon classical results from the theory of moments (cf. 
e.g., [12, p. 57; or 14, p. 62]), the matrix (2.4) is positive definite iff the 
measure W’ (or, more specifically, P) is non-degenerate over ] - 1, 1 [, i.e. 
its support contains at least two points from ] - 1, 1 [ (or, equivalently: no’ 
all the mass which P places in ] - 1, l[ is concentrated in a single point) 
Because of assumption (a) and P(] - 1, 1[) B 1 - l/k2, this is clearly tht 
case (for k > 1). We add two comments about the restrictions (a) and (b) 
(a) was needed to ensure differentiability-it can easily be lifted by 
using “nonsmooth analysis” (cf. [2], the technicalities are worked out ir 
[lS]). The simplest sufficient condition for the regularity of matrix (2.4: 
is then P( {cz>) < 1 - l/k2 Va E IF!, i.e., Huber’s [9, p. 971 “hyperplane 
condition” (cf. Maronna [ 161, p. 531). 
(b) is no restriction as far as uniqueness is concerned, and existence 
is usually proved more directly via the intermediate value theorem 01 
Brouwer’s fixed point theorem. It can obviously be replaced by any 
assumption which ensures the existence of the compact set K mentioned 
above (e.g., again, the “hyperplane condition”). 
In the following we call a solution (m, u) of (2.2) a fixed point of the 
measure P. The fixed point is called regular iff HY( (m, u), 1) is nonsingular: 
otherwise it is termed singular. We have thus obtained the following result: 
PROPOSITION 1. Let P be a probability measure on (R, W). Assume that 
there is a probability measure Q with a unique fixed point (m’, v’) and that 
(i) there exists a compact set Kc R x 10, a[ such that 
K~{(m,u)~Rx]O,oO[~3t~[O,l]:(m,u)isafixedpointof 
W’:=t.P+(l-t).Q} 
(ii) allfixed points of W’ are regular Vt E [0, 11. 
Then P has a unique fixed point (which is regular). 
COROLLARY 1. Let P be a probability measure on (R, W) with 
P((a})<l-l/k’VaER. Th en there is exactly one fixed point of P and it 
is regular. 
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Remark 1. (i) The homotopy approach contains a suggestion for a 
practicable algorithm, i.e., to follow the path y. This will be explained in 
more detail in Section 3. 
(ii) The proof may at first sight appear unnecessarily complicated. It 
does, however, require the regularity of matrix (2.4) only at the fixed 
points. This is much more economical than proving global univalence of a 
mapping because it enables us to draw upon known facts from the theory 
of moments. In multivariate situations global univalence rarely holds and 
is generally quite difficult to prove (cf. [20]). 
The uniqueness part in Corollary 1 can be slightly extended as follows 
(cf. [18] for the proof): 
PROPOSITION 2. Zf a probability measure P on (Iw, W) possesses a regular 
fixed point (m’, u’), then it does not possess any other (regular or singular) 
fixed point. 
Proposition 2 implies that the robustified estimates obtained from the 
mean and the variance via (2.2) are well defined for the set g0 of all 
probability measures P which possess a regular fixed point, in particular, 
for those fulfilling the “hyperplane condition.” This defines a functional r( .) 
on the respective set of probability measures. We now seek to describe the 
equivalence class cl((0, l/k*); 9,) c Y0 for which z(P) = (0, l/k*) with 
k E ] 1, cc [. This subset contains all probability measures from 9,, with the 
same values 0 and l/k*, respectively, for the robustilied mean and variance. 
By comparing this set with its counterpart for the (unrobustified) mean 
and variance, we obtain an illustration of the effect of robustification. 
Because of invariance we can restrict our comparison to one equivalence 
class. Our choice of m, = 0 and u0 = l/k* (rather than u0 = 1) is motivated 
by the fact that then k . & = 1, so that the interval for Winsorizing is the 
unit interval. In view of interpretation (12) the idea suggests itself again to 
use concepts from the theory of moments. One of these is the maximal 
mass function which is defined as 
M(x) := sup Q(b>). . 
One easily obtains 
1 
I4 <- k* 
l< 1x1. 
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We call ML := inf,. Iw M(x), Mu := supXc Iw M(x), and M, := Mu - ML the 
lower maximal mass, the upper maximal mass, and the maximal mass 
range, respectively. We have with k, := J-: 
k2 
M,=- 
k2+ 1’ 
1 
M,=- 
k2+ 1 
for k>k,, 
M =k’-1 
L k2 
for kdk,, 
k2-1 
MR=- for k>k,, MR= 
1 
k”+ 1 k2(k2 + 1) 
for k6ko. 
By comparison, the maximal mass function N for the original functionals 
mean and variance is N(x) = l/(k2x2 + 1) with N, = 0, N, = 1, and NR = 1. 
N coincides with M in a central region l/k2 < 1x1 < 1. The maximal mass 
function is in some sense similar to the famous influence curve in that it 
describes the effect of robustification (i.e., in how far the respective classes 
are “smoothed”) and can be used to construct estimators with some desired 
properties. It is easy to see that in the present situation ML corresponds to 
the (gross-error) breakdown point [7, p. 971. M shows quite naturally how 
breakdown occurs in two different ways: “explosion” because of outliers 
(for k z k,) and “implosion” because of “inliers” (for k d k,). 
Regarding the choice of k, we could try to maximize Mr. This yields 
k=k,, and ML- -0.382. Such an estimator seems, however, unduly 
pessimistic for most situations. Noticing that the limiting case k = 00 would 
formally correspond to the unrobustified functionals mean and variance 
and that the case k = 1 would formally lead to a degenerate situation with 
M(x) = 4 for 1x1> 1 and M(x) =0 for 1x1 < 1, we could try to find an 
estimator “halfway between mean and median” by choosing k such that 
M, = $( 1 + 4) = t, i.e., k = $. Switching back to interpretation (13) from 
Section 2.1, this amounts to the fitting of a uniform distribution. This dis- 
tribution automatically eliminates the arbitrariness involved in the choice 
of k and has great intuitive appeal in so far as it has always been used as 
the “concentration ellipsoid” to visualize the first and second moment of a 
given distribution [3, p. 2831. Effectively, we are thus estimating the “con- 
centration ellipsoid” in a robust manner and we derive robust estimates of 
location and scale from it. The scale has to be adjusted if it is used as an 
estimate of the variance of a given distribution. This can easily be accom- 
plished (also tentatively for various families of distributions )-and 
frequently is not even necessary (e.g., if scale is a nuisance parameter). 
Remark 2. Instead of robustifying mean and variance, we could start 
with the functionals 
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5 XdP and ‘-.j+-(,XdP))‘dP, -%IC12W 
where k > 0 is a previously fixed constant and F is a previously fixed dis- 
tribution with EF$‘(x) < 1, where + is as in (12). This leads to a robustified 
estimator which is consistent at F, e.g., F= @ = standard normal gives 
Huber’s [9, p, 961 “Proposal 2.” The above approach uses E&‘(x) = 1 
and chooses F as the uniform distribution. 
2.3. Practical Usefulness 
This is undoubtedly the most important property of a statistical proce- 
dure but also the one that is most difficult to assess. Let us remark first 
that any estimator is only as useful as the amount of relevant information 
which it conveys to the statistician’s mind. Here the above method inherits 
the easy and familiar interpretation from the concentration ellipsoid. Its 
mathematical properties in the one-dimensional case are clearly very 
similar to Huber’s [9, p. 961 “Proposal 2.” Table I of the absolute 
asymptotic efficiencies for location estimation is comparable to Table 4.4 in 
Lehmann [ 15, p. 3641. (The values c = & are included because they can 
be used for the consistency correction of the scale estimate.) More impor- 
tant is the performance with real data sets. Table II gives the result of an 
application to the data sets in Stigler [21] following his suggestions 
(p. 1064). 
The pros and cons of Stigler’s criteria are treated in great detail in his 
article and the contributions to the discussion. The results in Table II seem 
quite satisfactory-also with respect to the proposal by Balasooriya and 
Chan [I]. Note that the biased and the unbiased variance estimators sf 
TABLE I 
Selected Absolute Asymptotic Efficiencies 
for Location Estimation 
Distribution c=Jv, AAE 
Normal 1.5455 0.97 
T(O.01, 3) 1.5603 0.98 
T(O.05, 3) 1.6224 0.98 
Logistic 2.5997 0.99 
t5 1.7355 0.97 
t3 1.8832 0.90 
Cauchy 2.9445 0.43 
DE 1.7906 0.65 
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TABLE II 
Relative Error (RE) and Relative Rank (RR) 
for the Data Sets from Stigler [Zl] 
Robustified version 
Sample 
RE (small) 0.886 (0.24) 0.883 (0.23) 
RE (large) 0.935 (0.06) 0.930 (0.06) 
RR (small) 4.9 (2.8) 4.9 (2.9) 
RR (large) 5.4 (3.5) 5.3 (3.6) 
and sfPI (i.e., with denominator n and n - 1, respectively) have different 
robust counterparts. Note also that si-, is a simple example for an 
estimator which does not have a functional version but is only defined for 
the sample. 
3. SOME THEORY 
We first give a fairly general definition of robustification by Winsorizing 
on ellipsoids. This covers in particular the case that the original estimator 
is only defined for the sample (empirical distribution) but not as a “func- 
tional” on the space of distributions. The latter case occurs, for instance, in 
variance component models. 
DEFINITION 1. Suppose that the following is given: 
(i) a Banach space 57 (a complete normed vector space over R) 
(The norm is denoted by 11. /I, L% denotes the o-algebra of Bore1 sets.) 
(ii) a family 9 of probability measures on (X, 93) 
(iii) a measurable space (I’, 3) and a mapping y: 9’+ r 
(iv) a sequence of estimators d, for y(P), i.e., a sequence of 
measurable mappings d, : 97 + r 
(v) an ellipsoid mapping e: r-+ 8(X), where 
b(X) := ( T c !Z 13 linear bijective mapping A: 37 + S and 
bE.Ysuch that T= {xeXt^( I(Ax+bll*d 1}} u {L!Z) 
is the set of ellipsoids in X 
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(vi) a projection mapping 
p:%“xx(x)+~ 
(x, 4 ++ P(X)? 
where 
(3E is the boundary of E) 
(vii) a measurable consistency correction mapping k: f --, IT 
Suppose further that n E N, (x1, . . . . x,) E %“*“, and y0 is a solution of 
&Mxl, 4yo)), . . . . P(x~, e(y0))) = yo. 
Then k(y,) is called an estimate for y(P) on the basis of the sample 
(x 1, ,.,, x,) which was obtained from d, by Winsorizing with e, p, and k. If 
d;, : !X’” + f is a sequence of measurable mappings such that 
dAp(xl T 4d3xll . . . . x,))), . . . . P(x,, 44,(x1, . . . . x,)))) 
= d:(x,, . . . . x,), 
P”-a.s. on X” for all P E 9, then the sequence k 0 d; is called a sequence of 
estimators which was obtained from d, by Winsorizing with e, p, and k. 
Remark 3. (i) Usually we have (%,&4?) = (Rp, ~8”) and the ellipsoids 
will be given by a location function m: r+ lRp and a scatter function 
S: f + NND(p) (S positive definite Pdn-a.s.) in the form E= 
{xl W’(x-m)ll* < c}. m and S will often be “canonical”; c is a “tuning 
constant.” The projection mapping p will usually be the radial projection 
on the centre of the ellipsoid or the projection in the Euclidean norm. 
(ii) Usually d, will be permutation equivariant and, after identifica- 
tion of (x1, . . . . x,) with its empirical distribution, we can regard d,, as 
restriction of a function d on 9. One can then explain for every P E 9 the 
respective probability measure which is Winsorized to e(y(P)) in the same 
way as in (11) (i.e., by projecting the mass outside on the boundary of the 
ellipsoid) and hence define a further function on 8. For given p, y E r, and 
P E 9 we write this function as d(p, e(y), P). If d'(p, e, . ): B + r is a map- 
ping with 
d(p, e(d’b, e, P)), P) = d’(p, e, P) VPE9, 
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then kod’@, e, .): B + r is called the function obtained from d by 
Winsorizing with e, p, and k. 
Thus technically the estimation problem is a fixed point problem; we 
refer to Zeidler [23] for a comprehensive treatment. The following 
existence theorem is a version of Brower’s fixed point theorem: 
THEOREM 1. Consider the situation from Definition 1 and suppose that 
the mapping 
Y I--+ 4(Ax,, e(y)), .-, ~(x,, e(y))) (3.1) 
is continuous and maps a nonempty, compact, convex subset Cc Tc R’ into 
itself: Then (3.1) has a fixed point. 
Uniqueness is, in general, far more difficult to prove, since (3.1) usually 
is not contractive. For sufficiently “symmetrical” measures Q, however, 
uniqueness is often obvious. Letting 
WY, t) := d(p, e(y), t. P + (1 - t) . Q) - Y, (3.2) 
where P, QE~, {t.P+(l-t).QItE[O, l]}cS and d is as in 
Remark 3 (ii), we can then use homotopy argument as in Section 2.2. In 
order to cover the discrete and the continuous case simultaneously we start 
with some results from nonsmooth analysis (cf. [2, pp. 7&72]). If 
F: Iw” + [w” is Lipschitz on a neighbourhood V(x) of a point x, then by 
Rademacher’s theorem there is a set Q, of measure zero such that F is 
differentiable on U(x)\a,. Hence for YE U(x)\Q, the Jacobian matrix 
JF( y) of partial derivatives exists. 
DEFINITION 2. The generalized Jacobian of F at x, denoted aF(x), is the 
convex hull of all (m x n)-matrices 2 obtained as the limit of a sequence of 
the form JF(x,), where xi -+ x and xi+ 52,. aF(x) is said to be of maximal 
rank iff every matrix of aF(x) is of maximal rank. 
In principle, aF(x) could depend on the null set Sz, and for m > 1 it is 
unknown whether different versions of sZF would lead to different aF(x). It 
can, however, be shown that the rank of aF(x) remains invariant [2, 
p. 711. Since we are only interested in the rank of aF(x), we can assume 
w.1.o.g. that QE is “canonical” in a given situation. In most applications this 
will be the case anyway. The following theorem proves existence and 
uniqueness of a solution via homotopy: 
THEOREM 2. Let f be an open subset of R’, H: TX [0, I] + R’ a 
mapping and let L := {(y’, t’)Erx [0, 11 (H(y’, t’) =O>. Suppose further 
that: 
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(i) H is continuous 
(ii) there exists a compact set MC r such that y’ E M for each 
(Y’, t’) E L 
(iii) for each (y’, t’) E L there exists a neighbourhood U(y’, t’) such that 
H is Lipschitz on U(y’, t’) 
(iv) for each (y’, t’) E L the generalized Jacobian ny8H(y’, t’) is of 
maximal rank. (Here n,~?H(y’, t’) denotes the set of all (Ix I)-matrices M 
such that, for some (Ix I)-matrix I?, the (lx (I+ I))-matrix [M, N] belongs 
to cYH(y’, t’), cf: [2, p. 2561.) 
Then if the equation H(y, 0) = 0 has a unique solution y0 E r, the equation 
H(y, 1) = 0 also has a unique solution y1 E r’. 
Proof We first use a standard argument to show that each solution 
y,, =: g(0) of the equation H(y, 0) = 0 can be extended on a Lipschitz path 
g: [0, 1 ] + r to a solution y i := g( 1) of the equation H(y, 1) = 0. Let 
A := {t E [O, l] ) there exists a Lipschitz function g: [0, l] -+ r 
such that H(g(u), u) = 0 Vu E [0, t]}. 
Then: 
(a) A is nonempty since 0 E A. 
(b) A is (relatively) open in [0, l] (i.e., open with respect to the 
induced topology). For, if t, EA and t, < 1, then a path g, : [0, tl] + r can 
be extended to a neighbourhood of t, by the generalized implicit function 
theorem [2, p. 2561. 
(c) A is (relatively) closed in [O, 11. For, if (t,),, N is a sequence 
with t,E A Vn E N and (w.1.o.g.) t, t t, then there exists a sequence of 
Lipschitz paths g,: [0, t,] + r with H(g,(t,), t,) = 0. Because of (ii) there 
is a subsequence (QoEN such that the corresponding subsequence 
k~tt~)L, WI converges to a point g(t) E r and in view of (i) we have 
H(g(t), t) = 0. Assumption (iv) and the generalized implicit function 
theorem imply that in a suitable neighbourhood of (g(t), t) all zeros of H 
lie on a Lipschitz path f2: [t - E, t + E] --) r, say. (The uniqueness state- 
ment is not explicitly contained in Clarke’s [2, p. 2561 formulation of the 
theorem; it follows, however, as in the classical case.) Choosing n, such 
that t; > t-s/2 Vn 2 n, and a Lipschitz path f,: [0, t&l + r with 
H(f,(u), u) = 0 VUE [0, t&J, we obtain t E A by linking f, andf,. 
Since the interval [0, l] is connected, (ak(c) imply that A = [O, 11. The 
existence of yi follows, therefore, directly from the existence of yO. If, on the 
other hand, two solutions (y; , 1) and (y ;, 1) exist, then we can obtain 
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two corresponding solutions (yb, 0) and (y{, 0) via continuation along 
Lipschitz paths g; and g;‘. By assumption, yb = yg = yO. Hence the point 
(g;(to),t,)=(g;(l,),t,) with t,:=inf{t~[O, l]lg;(t)#g;(t)} is a 
bifurcation point. This contradicts (iii) and (iv) and completes the proof. 
The homotopy approach suggests the following algorithm: Starting from 
a solution y0 of H(y, 0) = 0 we follow the path y(t) for t E [0, l] and arrive 
at a solution y 1 of H(y, 1) = 0. For instance, we can consider a partition 
0 = t, < t, < . . < t, = 1 of [0, l] and the sequence of Newton iterations 
Y i,k+’ = y’.k - (H,(y’.k, ti))-’ . H(y’.k, t;), k = 0, . . . . mi - 1 
Y 
I,0 _ -yo, yi+l.o=yi.m,, 1 i= 1, . . . . N- 1; (3.3) 
Y N-k+LyN.k-(Hy(yN.k, 1))~‘.H(y‘y I), k=O, 1, . . . . 
This algorithm is given in Ortega and Rheinboldt [ 19, p. 3361. As for 
convergence the following result holds: 
THEOREM 3. Let I’ be an open subset of !I?. Suppose that the mapping 
H: TX [0, l] + Iw’ is Frechet-differentiable and that the partial derivative 
with respect to y H, is continuous on r x [0, 11. Suppose further that 
assumption (ii) from Theorem 2 holds and that H,(y’, t’) is regular for all 
(y’, t’) with H(y’, t’) = 0. Then there exists a partition 0 = to < . . . -C t, = 1 of 
[0, l] and integers m,, . . . . mNpl such that the sequence yi.k defined by (3.3) 
remains in r and limk _ co yN.k = y, . 
Proof: The proof follows directly from Theorem 2 and Ortega and 
Rheinboldt [ 19, 10.4.2, p. 3361. 
Remark 4. (i) The assumptions in Theorem 3 can in principle be 
relaxed so as to cover the case of “empirical probability measures” via non- 
smooth analysis in the same way as in Theorem 2. Since in all practical 
situations we are working with limited accuracies of measurement and 
computation, there is, however, no loss of generality if we regard an 
empirical distribution as an approximation to a continuous distribution 
with the mass “smeared” over tiny neighbourhoods of the atoms. 
(ii) The algorithm (3.3) is a special case of a so-called predictor- 
corrector method. We refer to Garcia and Zangwill [6] for a comprehen- 
sive treatment. 
(iii) In some situations the exact solution y1 can be computed in 
finitely many steps. Suppose that the assumptions of Theorem 2 hold and 
that the path y is Lipschitz with the constant K, say. Assume further that 
f is an iteration mapping with 3e>O Vt E [0, l] Vy* with (Iy* - y(t)/1 d E 
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3n E N : y(t) =f”(y*). (Here f” denotes the n-fold application of J) Then 
the exact solution y1 can be computed in finitely many steps. 
The path-following idea suggests a concept which may be useful in 
situations where uniqueness does not hold or cannot be shown: 
DEFINITION 3. Suppose that in the situation of (3.2) assumption (iii) 
from Theorem 2 is satisfied. Then a fixed point y1 of P is called path- 
connected to the unique fixed point y0 of Q iff there exists a continuous 
path y: [0, 1) -+ r with y(0) = y0 and y( 1) = y, such that for all t E [0, l] 
the relation H(y(t), t) = 0 holds and the matrix ~~aH(y(t), t) is regular. 
In this case the following uniqueness statement holds: 
PROPOSITION 3. There exists at most one fixed point of P which is 
path-connected to y,, . 
Proof Suppose that there are two fixed points y1 and y2 with the 
corresponding connecting paths y1 and y2. Then for t’ := inf{ t E [0, l] ( 
y’(t) #y’(t)} the relation 
det(rc,L?ti(y’(t’), t’)) = det(n,aH(y2(t’), t’)) = 0 
holds in contradiction to the assumptions. 
Remark 5. Path-connectedness can be checked “ex post.” It seems 
natural to choose for Q that (standardized) probability distribution which 
one would assume as the underlying distribution for the uncontaminated 
case. 
As illustrated in Section 2.2 the robustified estimator leads to new 
“equivalence classes.” This change and hence the robustilication effect can, 
e.g., be described by the maximal mass function. The equivalence classes 
are usually convex and determined by generalized moment conditions. 
Hence they are conveniently described by their extreme points in the sense 
of Choquet (cf. [17, p. 1781) or by moment conditions (cf. the books by 
Karlin and Studden [ 131 and Krein and Nudel’man [ 141). 
4. AN APPLICATION 
For the multivariate location/scatter problem in (Wp, 9Yp) it appears very 
difficult to show nonsingularity of n,H(y’, t’) in full generality. This 
corresponds to the complexity of the multidimensional moment problem 
(cf. [S]) and the scarcity of results. (Indeed, from a statistical point of view 
683/42/l-2 
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it would often be more useful to have results about a limited number of 
moments in arbitrary dimensions rather than about an arbitrary number of 
moments in one dimension.) Nonetheless, it seems possible to give condi- 
tions for nonsingularity which in some situations may be known to hold 
(by physical knowledge or a priori bounds) cf. Olbricht [18] for a treat- 
ment of the two-dimensional case. Moreover, the technique is also 
applicable to non-standard situations. We present here an easy example in 
order to illustrate the method. To avoid the technicalities of nonsmooth 
analysis we assume that the probability measures have ,I”-densities which 
are Ap-a.e. continuous. 
EXAMPLE 1. Consider a linear model 9((p), (C)), where the 
subspaces for the expectation vector and, the covariance matrix are spanned 
by a single (known) element each. We can assume w.1.o.g. that 
p=po-(60, . . . . 0)’ and Z = 0:. I,,,. We robustify the standard estimators 
(xi := ith coordinate of x) 
m(P) = j x1 dP(x) 
u(P) =;. (j (x1 -m(P))’ dP(x) + i j x; @(I)) 
i=2 
in the proposed way, using the radial projection onto the usual ellipsoids 
with tuning constant k2 >p (k = m yields the concentration ellipsoid). 
Then there exists a unique fixed point of P. 
Proof The case p = 1 is clear. Choosing the uniform distribution over 
A := {x E Rp 1 llxl12 < k} for Q and invoking equivariance arguments and 
Theorem 2, it is sufficient to show that H,((O, l), to) is regular for the fixed 
point y,, = (m,, uO) = (0, 1) of W, =: W. The fixed point equations read 
jA XI dW(x) + j B &$ydw(x)=o I 
x; dW(x) + 1 k2 dW(x) = 1, 
B > 
(4.1) 
where B := RP\A. The critical matrix H,((O, l), to) is with q := W(A), 
-‘- s 
k.C;=,x; 
B (Jm)’ 
dwtx) 
-j. j 2x, dW(x) 
A 
. (4.2) 
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Some elementary transformations and use of (4.1) lead to 
! 
q+1 k-C:=2 4 dWtx) B tJnJ3 s Xl dW(x) A 
’ 
(4.3) 
s 
xt dwtx) 
A 
igl I, xt dwtx) 
The matrix of the integrands of (4.3) is positive semi-definite and with 
nonzero probability positive definite. Hence (4.3) is positive definite and 
therefore HY( (0, 1 ), to) nonsingular. 
Remark 6. The very important balanced one-way random effects model 
is given by 
Y,i=p+ai+ei,, i=l,..., n; j=l,..,, p. (4.4) 
In this model the usual ANOVA-estimators 
/I= F.. 
6f = MSE 
8; =-j. (MSA - MSE) 
are UMVU estimators. Model (4.4) can easily be transformed into a 
multivariate model, 
vectors with 
where Z , , . . . . Z, are i.i.d. p-dimensional random 
JiP 
E(Z,)= 0 
(4 0 
and Cov(Zi)=i”‘r ” 0 !I. 
The ANOVA-estimators in the parameters m, := & ,u, ul, :=pui + oz, 
and vz2 := 0: are then interpretable as “functionals” in an obvious way. 
Two important quantities are the intraclass correlation coefficient 
~z/(crz+ 0:) and the variance ratio CS~/O,~. If either is known, the 
robustified standard estimators are unique by virtue of Example 2. Note 
that for model (4.4) a multitude of different estimators exist which, in prin- 
ciple, can all be robustified along the above lines. Robustification of, e.g., 
Hartung’s [S] estimator would lead to a robustified nonnegative estimator. 
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5. SOME MONTE CARLO RESULTS 
We look at the estimation of p and the intraclass correlation coefficient 
p in model (4.4). To this end we robustify the standard ANOVA-estimators 
by Winsorizing on the concentration ellipsoids. Since for the estimation of 
p and p a consistency correction is not needed, no distributional assump- 
tion (for the “uncontaminated” model) is necessary. We will, however, 
assume that the “basic” distribution DA of the random effects ai and the 
“basic” distribution DE of the errors eti are both normal and study the 
TABLE III 
Input Data for the Simulations 
Name n p Distributions DA and DE INI 
Nl 10 10 
N2 25 4 
N3 12 8 
N4 8 12 
Tl 10 10 
T2 25 4 
T3 12 8 
T4 8 12 
Cl 10 10 
c2 25 4 
c3 12 8 
c4 8 12 
c5 IO 10 
C6 10 
Cl 10 
C8 10 
CBA 10 
CBE 10 
c9 
Cl0 
20 
25 
10 
10 
10 
10 
10 
4 
2 
DA=N(O, l)=DE 7391 
DA=N(O, l)=DE 985104 
DA = N(0. 1) = DE 28 
DA=N(O, l)=DE 65577 
DA = 0.9 * N(0, 1 ) 
DA = 0.9 * N(0, 1 
DA = 0.9 * N(0. 1 
DA = 0.9 * N(0, 1 ) 
DA = 0.9 * N(0, 1 
DA = 0.9 * N(0, 1 
+O.l *N(O,9)=DE 23887 
f0.1 *N(O,9)=DE 22771 
+O.l *N(O,9)=DE 81112 
+O.l *N(O,9)=DE 376 
f0.1 * C(0, l)=DE 9932 
+O.l + C(0, l)=DE 12390 
DA=0.9*N(O,l)+O.l*C(O,l)=DE 
DA=0.9~N(O,l)+O.l~C(O,l)=DE 
DA = 0.9 * N(O,O.3) + 0.1 * ~(0.0.3) 
DE = 0.9 * N(O.O.7) + 0.1 * C-(0,0.7) 
DA = 0.9 * N(0, 2.0) + 0.1 * ~(0, 2.0) 
DE = 0.9 * N(0,O.S) + 0.1 * c(0,O.S) 
DA = 0.95 * N(0, I ) + 0.05 * ~(0, 1) 
DE=0.85* N(0, 1)+0.15 * c(0. 1) 
DA=0.85 * N(0, 1)+0.15 * c(0, 1) 
DE = 0.95 * N(0. 1) + 0.05 * c(0, 1) 
DA=0.9*N(O, l)+O.l *c(l, 1) 
DE = 0.9 * N(0, 1) + 0.1 * c(o, 1) 
DA=0.9*N(O,l)+O.l~c(o,l) 
DE=0.9 * N(0, l)+O.l * c(l, 1) 
DA = 0.99 * N(0, 1) + 0.01 * c(O.1) 
DE = 0.95 * N(O,2) + 0.05 * c(0, 2) 
DA = 0.98 + N(O,2) + 0.02 * c(o,2) 
DE = 0.95 * N(0, 1) + 0.05 * c(0, 1) 
92887 
639920 
28762 
38827 
881900 
993 
52671 
115523 
27651 
198276 
ROBUSTIFICATION OF ESTIMATORS 19 
effect of various contaminations. Table III gives the input data for the 20 
different simulations. 
We employ the notation N(a, b) for the normal with mean CI and 
variance b, C(a, b) for the Cauchy distribution with centre LI and semi- 
interquartile range ,/& INI for the initial value of the random number 
generation. The programs GOSCAF, GOSDDF, and GOSDFF from the 
NAG-Library were used. As for the computational procedure, we have 
iterated the usual ANOVA formulae on the respective “pseudo-observa- 
tions.” In the case of non-convergence, the values of iteration 201 were 
taken as estimates. (There are, of course, more efficient algorithms-the 
above procedure is the conceptually simplest and most convenient one. It 
is also the one with which a practitioner is most likely to start.) The 
designs have been chosen in such a way that p . n z 100 to facilitate cross- 
comparisons. As a standard we take p = 10 and n = 10, but we are also 
especially interested in “overquadratic” (n >p) designs which seem to occur 
frequently in measurement error models. 100 replicates were computed for 
each experiment. The “true” (“target”) values are always p =O.O and 
p = 0.5 with the following four exceptions: 
C5 with p=O.O and p=O.3 
C6 with ,u=O.O and p =0.8 
C9 with p=l.O and P=f 
Cl0 with p= 1.0 and p= f. 
Table IV contains the results of the simulations. 
The notation is as follows: 
MU: mean (over 100 replicates) of the estimates for p. 
RMU: mean (over 100 replicates) of the robustified estimates 
for ,u. 
RHO: mean (over 100 replicates) of the estimates for p. 
RRHO: mean (over 100 replicates) of the robustified estimates 
for p. 
ANEG: number (out of 100) of negative estimates for p (or 0:). 
RANEG: number (out of 100) of negative robustified estimates 
for p (or nz). 
MAXIT: maximal number of iterations. 
The values in brackets are the respective standard deviations. A full 
analysis of the results is given in Olbricht [18]; we restrict ourselves here 
to the following comments: 
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TABLE IV 
Output Data from the Simulations 
Name MU RMU RHO RRHO ANEG RANEG MAXIT 
Nl 
N2 
N3 
N4 
Tl 
T2 
T3 
T4 
Cl 
c2 
c3 
c4 
CS 
C6 
Cl 
C8 
CBA 
CBE 
c9 
Cl0 
-0.04 -0.04 
(0.32) (0.32) 
0.02 0.02 
(0.24) (0.25) 
0.02 0.02 
(0.30) (0.30) 
0.01 0.01 
(0.37) (0.38) 
-0.04 -0.03 
(0.49) (0.48) 
0.01 0.01 
(0.24) (0.23) 
0.05 0.05 
(0.41) (0.40) 
0.02 0.03 
(0.52) (0.52) 
1.57 - 0.08 
(17.14) (1.07) 
-0.17 0.00 
(3.19) (0.26) 
0.24 -0.06 
(3.66) (0.37) 
0.06 0.03 
(1.41) (0.90) 
0.01 -0.07 
(1.25) (0.83) 
1.03 0.02 
(10.23) (0.81) 
-0.09 -0.02 
(0.92) (0.68) 
- 0.42 -0.06 
(4.96) (1.47) 
- 0.06 - 0.06 
(0.74) (0.53) 
-0.23 -0.13 
(3.10) (2.33) 
1.11 1.04 
(0.90) (0.29) 
1.13 1.02 
(1.18) (0.32) 
0.47 
(0.13) 
0.47 
(0.12) 
0.47 
(0.15) 
0.47 
(0.14) 
0.47 
(0.19) 
0.45 
(0.14) 
0.43 
(0.18) 
$X, 
0.33 
(0.26) 
0.44 
(0.26) 
0.31 
(0.26) 
0.32 
(0.27) 
0.22 
(0.22) 
0.58 
(0.28) 
0.28 
(0.22) 
0.46 
(0.27) 
0.35 
(0.26) 
0.33 
(0.26) 
0.23 
(0.17) 
0.55 
(0.23) 
0.47 
(0.13) 
0.47 
(0.11) 
0.47 
(0.15) 
0.48 
(0.14) 
0.50 
(0.18) 
0.48 
(0.11) 
0.47 
(0.17) 
0.47 
(0.19) 
0.48 
(0.21) 
0.49 
(0.11) 
0.50 
(0.17) 
0.47 
(0.22) 
0.32 
(0.20) 
0.76 
(0 .13) 
0.44 
(0.18) 
0.53 
(0.21) 
0.48 
(0.21) 
0.48 
(0.20) 
0.30 
(0.13) 
0.63 
(0.13) 
0 
0 
0 
0 
0 
0 
0 
0 
7 
4 
9 
10 
13 
3 
10 
4 
5 
6 
6 
3 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
2 
0 
0 
0 
0 
0 
0 
0 
107 
43 
63 
160 
127 
64 
71 
152 
116 
65 
201 
158 
131 
109 
113 
115 
118 
144 
51 
51 
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(i) Robustification has never been detrimental. For the uncon- 
taminated “normal models” Nl-N4 the results are virtually identical; there 
seems to be no loss in efficiency. For the “Tukey contamination models” 
Tl-T4 and the “Cauchy contamination models” Cl-C4 the robust versions 
are increasingly better than their standard counterparts. This holds true 
also if p has a different value (C5 and C6), if the amount of contamination 
is different for DA and DE (C7 and CS), and if the contaminating distribu- 
tion has an additional bias (CBA and CBE) and, hence, is asymmetrical 
with respect to the centre of the main distribution. The improvements are 
sometimes substantial. 
(ii) There were no problems regarding the computation of the 
estimates. In only one case (out of 20.100) the maximal bound 201 for the 
iterations was reached (in C3); the values ficzo’) = 1.70 and fi(20’) = 0.95 are 
nonetheless an improvement on the initial values (= standard estimates) 
ji = 3.77 and @ = 0.92. The maximal CPU time for an experiment (covering 
100 replicates) was 12.629 s for Tl on a Cyber 855. 
(iii) Robustification seems to have an advantageous effect on the 
occurrence of negative estimates for p (or more generally 0:). Whilst 
negative estimates occur also under (strict) normality, their frequency is 
obviously drastically increased by contamination. Their frequent and 
disquieting appearance in practice furnishes further evidence that 
deviations from normality do exist and that robustification is necessary. 
With the above method, nonnegativity can be enforced by robustifying a 
nonnegative estimator. It is, however, conceivable that via robustilication 
the problem of negative estimates of variance components can be cut down 
to size and may lose much of its traumatic role for practitioners in this field 
(cf. [22] for some quantitative results under the assumption of normality). 
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