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Preface
Imagine the universe. Going down in astronomical size scale, focus on a galaxy
containing myriads of stars, and on the other hand, look at one of these stars
which happens to host a few planets. Apart from the fact that gravitation is
the dominant force in both of them, the systems do not seem to have much
in common. However, typical models of stellar and planetary systems are
Hamiltonian, which enables confrontation in a mathematical sense.
In a Euclidean setting, integrability of a Hamiltonian system means that
we have an explicit global transformation which maps an orbit onto the surface
of a torus in phase space. Motion on the torus is uniform, and hence, the orbit
is known at all times. A well-known example, dating back to the 17th century,
is the two-body problem. Its solution, the Keplerian orbit, often serves as a
good approximation also in near-integrable multiplanet systems, and provides
a basis for, e.g., developing eﬃcient methods for orbit integration. This is
actually the carrying theme in this monograph; using an integrable system in
order to model something non-integrable.
In galaxy modelling, the integrable starting point is less intuitive. For
example, the Galaxy (Milky Way) contains about 1011 visible stars, clouds
of interstellar gas, and an undetermined distribution of dark matter. Under-
standably, galaxy models are not based on direct application of Newton’s laws
of gravitation, but on statistical mechanics and potential theory. A typical
approach is to picture a collective galactic potential where individual stars do
not interact. The integrability of the system therefore depends on the chosen
potential. Unfortunately, only a few integrable potential candidates are known
(harmonic oscillator, Kepler and isochrone, Sta¨ckel potential), and hence, our
selection of integrable models is very limited.
Real galaxies have no reason to be inherently integrable, but this property
is extremely desirable for a mathematical model. Consider, e.g., the inverse
problem of determining the potential of the Galaxy from star observations,
the number and accuracy of which is currently increasing rapidly by missions
such as Hipparcos, Pan-STARRS, LSST, and Gaia. In the model, we need to
populate the potential with distributions of stars. If the model is integrable,
we can easily make it self-consistent through Jeans’ theorem, and, in addition,
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orbit integration becomes trivial. We could also use canonical perturbation
theory in order to model ﬁner details of the Galaxy, such as the bar or the
spiral arms.
In the light of the above, it makes sense to look for methods to artiﬁcially
expand our repertoire of integrable galaxy models. An elegant solution is torus
construction, where one of the known integrable potentials is used for creating a
foliation of invariant tori corresponding to a selected (possibly non-integrable)
Hamiltonian.
In this thesis we present numerical methods based on integrable approx-
imations. The text is divided into two parts. In the ﬁrst part, we analyse
perturbative methods for integrating the equations of planetary motion. In
relation to this, we venture into questions of stability, and introduce a compu-
tational scenario which categorizes planetary systems based on their responses
to small-body bombardment. In the second part, we carry out an evolutionary
exercise in torus construction using ellipsoidal Sta¨ckel potentials which shows
that integrability does not always mean simplicity.
The high-level ideas and schemes for the presented methods were mainly
suggested by Professor Mikko Kaasalainen, except for the small-body bom-
bardment scenario, where also the author had a major role in developing the
methods. Most of the mathematical and algorithmic details were derived by
the author, who is also solely responsible for the implementations, testing,
scientiﬁc runs, and presentation of the results.
I wish to deeply thank Prof. Mikko Kaasalainen for the support, guidance,
and inspiring conversations that made this research possible. I am also grate-
ful for the valuable comments made by the pre-examiners, Professors Seppo
Mikkola and Heikki Salo.
Teemu Laakso
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Overview of the software
The nature of this thesis is to provide sophisticated numerical methods and to
analyse their performance. A typical work ﬂow associated with each method
is shown in ﬁgure 1. Our software is a collection of methods, and therefore, it
illustration
input method output figures
execution
Figure 1: The work ﬂow in numerical exercises.
can be divided into executive and illustrative parts as a whole.
Since the methods we shall discuss are not elementary, the executive part
requires considerable amount of software development. Well begun is half done
(Aristotle), and hence, we maintain a high level of organization in our programs.
Each of them is built upon same software base, the hierarchical structure of
which is shown in ﬁgure 2. Below a main program, there is a set of common
subprograms. The subprograms are written by using the three software layers
underneath. Each layer; general, mathematical, and physical, can contain a
set of elementary data types, procedures, and classes. The available software
resources for a certain box in the diagram is given by the tree formed by
following the arrows. For example, classes in the mathematical layer can use
resources from mathematical algorithms, data types, and general utilities.
The resources in the general layer provide methods for ﬁle access, on-screen
messages, program settings, and exception handling. The mathematical layer is
characterized by algorithms which have no connection to a particular physical
problem. They rely on ﬂexible data types which deﬁne ﬂoating point and
integer models, real/integer vectors, real matrices, and indexed real/complex
coeﬃcients. The mathematical algorithms deal with
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Figure 2: Software layers in the executive part.
• linear algebra, minimization, root ﬁnding,
• quadrature rules, integration of ODEs,
• extrapolation, data modelling,
• utilities for arrays, grids, sorting, and prooﬁng of analytical formulae.
Resources in the physical layer are the most specialized, giving the high-level
tools for tackling a certain problem in planetary or stellar dynamics. The
methods available in this layer are described later, in conjunction with the
associated numerical examples.
Implementation of the executive part of the software was done in Fortran.
The object-oriented paradigm was applied to the extent allowed by the Fortran
90/95 standard. The illustrative part is implemented using MATLAB. The
whole software is written by the author, and it contains over 40000 lines of code
(LOC) in Fortran and a few thousand LOC in MATLAB scripts. Appended to
this thesis, the program listings would take well over 1000 pages.
Part I
Solar system dynamics
1

1 Integration of orbits
In classical celestial mechanics, the motion of solar system bodies is modelled
using Newtonian gravitational forces. The resulting equations of motion are a
system of ordinary diﬀerential equations.
If these equations need to be solved numerically, we have a plethora of gen-
eral purpose integration methods at our disposal. There are single-step meth-
ods including the all-time favourite Runge-Kutta family, as well as high-order
multistep methods, Adams-Bashforth to begin with, and also extrapolation
methods, Gragg-Bulirsch-Stoer being the most widely used one [58].
For special kind of problems there are also specialized integration methods.
In the case of celestial mechanics, the diﬀerential equations are originally of the
second order, and this fact can be utilized within the methods [18]. Alterna-
tively, a modern approach is oﬀered by geometric integration methods, where
inherent, usually geometric, properties of the modelled system are taken as
the basis of the numerical algorithm. Designed for Hamiltonian systems, sym-
plectic integrators fall to this category, and have the property of accurately
preserving the total energy of the system [33].
In addition to being Hamiltonian, dynamical systems in celestial mechanics
are often near integrable, in such a way that the motion of an individual body
(planet) in a many-body system (solar system) is closely approximated by
the integrable two-body (star-planet) motion. We can take advantage of this
property in numerical algorithms through a perturbative formulation of motion.
Later, we shall introduce a leapfrog integrator which is both symplectic and
perturbative.
However, one problem with symplectic integrators is that, by deﬁnition,
they are not compatible with non-Hamiltonian (e.g., drag) forces. In the fol-
lowing, we will consider integration methods that are perturbative, but not
necessarily symplectic. Our goal is to show that numerical perturbation meth-
ods are superior to their non-perturbative counterparts in near-integrable prob-
lems, and to provide an implementation of an eﬀective perturbation method
[42] for solar system integration.
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1.1 Numerical perturbation methods
Let x ∈ Rn, t ∈ R, and f : Rn × R→ Rn. Consider an initial value problem
dx
dt
= f(x, t) x(0) = x0. (1.1.1)
Formally, its solution is given by
x(t) = x0 + Itf, (1.1.2)
where It is a linear operator
Itf =
∫ t
0
f(x, τ) dτ. (1.1.3)
When (1.1.3) cannot be evaluated analytically, we use a numerical integration
method. Suppose that this integration method can be represented as a bounded
linear operator Mh, in such a way that after the ﬁrst integration step of length
h ∈ R, the numerical solution y to the initial value problem (1.1.1) is obtained
from
y(h) = x0 +Mhf (1.1.4)
Representation (1.1.4) covers the usual single-step integration methods, i.e.,
explicit and implicit Runge-Kutta methods. Also, since general linear multistep
methods can be formulated as single-step methods in higher dimensional space
[32], we have those covered as well. The local integration error is
x(h)− y(h) = Ihf −Mhf = Ehf, (1.1.5)
where Eh = Ih −Mh is a linear operator.
Suppose now that f has a special form; f(x, t) = f0(x, t) + f1(x, t), and let
Itf0 be analytically solvable. The initial value problem becomes
dx
dt
= f0(x, t) + f1(x, t) x(0) = x0, (1.1.6)
and has a formal solution
x(t) = x0 + Itf0 + Itf1.
Definition 1.1. For an initial value problem of the form (1.1.6), a perturbation
method is a scheme, where Ihf0 is evaluated by its analytical representation,
and Ihf1 is integrated numerically. In a conventional method, both parts, Ihf0
and Ihf1, are integrated numerically.
The numerical solution z to the initial value problem (1.1.6), given by a
perturbation method, is
z(h) = x0 + Ihf0 +Mhf1.
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The corresponding numerical solution y by a conventional method is
y(h) = x0 +Mhf0 +Mhf1.
Definition 1.2. A near-integrable initial value problem is of the form (1.1.6)
with ‖f1‖ ≤ ε‖f0‖, where 0 < ε  1.
Proposition 1.3. When a perturbation method is applied to a near-integrable
problem, the upper bound for the magnitude of the local integration error is
reduced by a factor of ε/(1+ ε) compared to a conventional method. As ε → 0,
the solution from the perturbation method approaches the exact solution.
Proof. For the local error of the conventional method we have
‖x(h)− y(h)‖ = ‖Ihf0 −Mhf0 + Ihf1 −Mhf1‖
= ‖Ehf0 + Ehf1‖
≤ ‖Ehf0‖+ ‖Ehf1‖
≤ ‖Eh‖‖f0‖+ ‖Eh‖‖f1‖
≤ ‖Eh‖‖f0‖+ ε‖Eh‖‖f0‖ = (1 + ε)‖Eh‖‖f0‖.
Similarly, for the perturbation method, we obtain
‖x(h)− z(h)‖ = ‖Ehf1‖ ≤ ‖Eh‖‖f1‖ ≤ ε‖Eh‖‖f0‖.
Remark. The necessary and suﬃcient condition for a perturbation method to
be always at least as accurate as a conventional method is ‖Eh(f0 + f1)‖ ≥
‖Ehf1‖, i.e., the local integration errors from f0 and f1 do not cancel each
other out. However, this condition does not hold in general, even for near-
integrable problems, since Eh is not injective, and for every f1 we may have
Eh(f0 + f1) = 0.
1.2 Equations of planetary motion
For our purposes, a (celestial) body is a point of mass m ∈ R, m ≥ 0. The
Newtonian model for gravitational interaction between two bodies, mi and mj ,
is
r¨ = −G(mi +mj) r‖r‖3 , (1.2.1)
where r ∈ R3 is the relative position of one of the bodies with respect to the
other, and G ∈ R is the gravitational constant.
Definition 1.4. A solar system consists of n+1 bodies mi, i = 0, . . . , n. The
body m0 is the star which has a dominant mass; m0 
∑n
i=1mi. The bodies
m1, . . . ,mn are the planets.
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Definition 1.5. Heliocentric coordinates are coordinates in R3 for which the
origin coincides with the position of the star m0.
The full gravitational interaction experienced by a planet mi in a solar
system, expressed in heliocentric coordinates is
r¨i = −G(m0 +mi) ri‖ri‖3 +
n∑
k=1(k =i)
Gmk
(
rik
‖rik‖3 −
rk
‖rk‖3
)
, (1.2.2)
where ri is the position vector of the body mi, and rik = rk − ri.
Combining (1.2.2) for i = 1, . . . , n yields a system of n second-order diﬀer-
ential equations which dictates the orbital evolution of the solar system. By
setting x := (r, r˙), we have a system of 2n ﬁrst-order diﬀerential equations
which agrees with the initial value problem (1.1.1).
The ﬁrst term on the right hand side of (1.2.2) can be identiﬁed by (1.2.1) as
the two-body interaction between the star and the planet mi. The second term
represents the mutual interaction of the planets. If there is only one planet,
n = 1, the latter term cancels, and we are left with the two-body problem
which is well known to be analytically integrable [see, e.g., 56]. Hence, the
equations of motion are of the form (1.1.6).
Since the star m0 has the dominant mass, we see from (1.2.2) that a solar
system with n > 1 is near integrable as long as there are no close encounters,
i.e., ‖ri‖ and ‖rik‖ do not approach zero.
Therefore, based on proposition 1.3, if n > 1, and there are no close encoun-
ters, a perturbation method will yield better results in solar system integration
than a corresponding conventional method.
2 Two bodies is not a problem
The theoretical foundations for justifying Kepler’s empirical laws of planetary
motion were laid by Newton, and the complete solution was later ﬁnalized by
Johann Bernoulli, among others. As a result, the two-body problem belongs
to the rare group of analytically solvable mechanical systems. The solution is
classical theory, and presented in many books with varying emphasis. Among
the more recent ones, Murray and Dermott [56] and Danby [18] give an as-
tronomer’s point of view, Goldstein et al. [29] includes a general treatment for
physicists, and a more mathematically ﬂavored perspective is oﬀered by Arnold
et al. [4].
From the solution of the two-body problem we obtain an analytical method
for advancing the system in time. However, the computational advantage from
this over blind numerical integration may be compromized, if the analytical
formulas are cumbersome. In the following, our interest will be in how to
utilize the two-body solution most eﬃciently in perturbation methods.
2.1 Orbital elements
Let r(t) and r˙(t) be a solution to the two-body problem (1.2.1) with initial
values r0 = r(t0) and r˙0 = r˙(t0).
Definition 2.1. A constant of motion is a function C(r, r˙, t) which stays con-
stant along the solution, i.e., dC/dt = 0.
Definition 2.2. An integral of motion I(r, r˙) is a constant of motion, but a
function of phase-space variables only.
Definition 2.3. As orbital elements of the solution we can use c ∈ R6 deﬁned
by any mapping (r, r˙, t) ↔ (c, t), i.e., any six variables which uniquely deﬁne
the orbit. Thus, the orbital elements are a function c(r, r˙, t).
By expressing the two-body problem in certain orbital elements, one typ-
ically aims at geometrically more intuitive representation or higher computa-
tional eﬃciency. In particular, if an orbital element is chosen to be a constant
of motion, the corresponding equation of motion becomes trivial.
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For example, the initial values (integration constants) r0 and r˙0 are con-
stants of motion, since by integration from t to t0, they can be viewed as
r0(r, r˙, t) and r˙0(r, r˙, t). Obviously, for a non-integrable system, this would be
of little use. However, the two-body problem, as any central force problem with
a potential of the form V (‖r‖), is integrable, since the corresponding Hamilton-
Jacobi equation is separable [29]. Hence, the mapping (r0, r˙0, t0) ↔ (r, r˙, t)
does not require numerical integration in time, and makes orbital elements of
the form c(r0, r˙0, t0) something to consider.
We shall hold on to this thought, but in the meantime let us look at the
traditional way of solving the two-body problem (1.2.1). It proceeds via geo-
metrically intuitive manipulations which reveal constants of motion, and show
that the relative orbit lies in a plane and has the shape of a conic section [56].
For purposes of classifying orbits, we may inspect the energy integral
α =
‖r˙‖2
μ
− 2‖r‖ , (2.1.1)
where μ = G(mi +mj), and the angular momentum per unit mass
h = r × r˙. (2.1.2)
Both α and h are integrals of motion, and their values determine the shape of
the orbit according to table 2.1.
Table 2.1: Classiﬁcation of the two-body orbits
α < 0 h 
= 0 elliptical or circular
α = 0 h 
= 0 parabolic
α > 0 h 
= 0 hyperbolic
α ∈ R h = 0 straight line
For now, we shall assume that the orbit is elliptical. The semi-major axis
a of the orbital ellipse is given by
a = − 1
α
, (2.1.3)
and the eccentricity e is
e =
√
s2 +
u2
μa
, (2.1.4)
where s = 1 − ‖r‖/a, and u = r · r˙. Together, a and e deﬁne the shape of the
orbit. A circular orbit e = 0 is a limiting case for the elliptical one.
The orientation of the ellipse is deﬁned by three angles. The inclination ι
indicates how much the orbital plane is tilted against a reference plane. The
longitude of the ascending node Ω gives the direction where the orbital plane
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crosses the reference plane, measured from a reference direction. The argument
of pericentre ω is measured from the crossing of the planes to the direction of the
pericentre. The set (ι,Ω, ω) are Euler angles. See, e.g., Murray and Dermott
[56] for an illustration. Actually, for the purposes of advancing a body along
its two-body orbit, these angles are irrelevant, but we include them here for
completeness and for future reference.
The current position of the orbiting body is given by the mean anomaly
M(t) = n(t− T ), (2.1.5)
where n =
√
μ/a3 is the mean motion, and T is the time of pericentre passage.
Definition 2.4. The Keplerian orbital elements are (a, e, ι,Ω, ω,M).
Example 2.5. Of the Keplerian elements, all but the mean anomaly M , are
constants of motion. If we replace it by T or M0 = M(t0), all of the elements
are constants of motion.
Given a set of Keplerian elements, one can advance along the two-body
orbit simply by changing the mean anomaly by ΔM = nΔt. However, if
the position r and velocity r˙ are needed, one has to solve the transcendential
Kepler’s equation
M = E − e sinE, (2.1.6)
in order to obtain the eccentric anomaly E, and consequently r and r˙.
It is noteworthy that the Keplerian orbital elements are not canonical vari-
ables in the Hamiltonian sense; instead, Delaunay, and Poincare´ variables have
this property [18, 56, 29].
2.2 Gauss’ f and g functions
Suppose that we have a two-body problem (1.2.1), where the initial position and
velocity at some initial time t0 are r(t0) = r0, and r˙(t0) = r˙0, correspondingly.
Our task is to solve the position and velocity after a time interval Δt = t− t0.
We are still assuming that the orbit is elliptical.
A straightforward solution would be to make a coordinate transformation
to the Keplerian orbital elements, increase the mean anomaly, and make a
transformation back, obtaining r(t) and r˙(t). Actually this is what we will
do, but the whole procedure can be neatly put together, if we use something
called the Gauss’ f and g functions. The idea is that the new position can be
expressed as
r(t) = f(t)r0 + g(t)r˙0, (2.2.1)
where the functions f, g : R → R are coordinate independent. By diﬀeren-
tiating with respect to time, we obtain an expression for the new velocity as
well;
r˙(t) = f˙(t)r0 + g˙(t)r˙0. (2.2.2)
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Through manipulations involving the Kepler’s equation, the following equa-
tions can be found:
f(t) = 1− a‖r0‖ (1− cosΔE) , (2.2.3)
g(t) = Δt− 1
n
(ΔE − sinΔE) , (2.2.4)
f˙(t) = − na
2
‖r‖‖r0‖ sinΔE, (2.2.5)
g˙(t) = 1− a‖r‖ (1− cosΔE) , (2.2.6)
where r = r(t) must be solved from (2.2.1) before evaluating f˙ and g˙. The
diﬀerence in eccentric anomaly, ΔE = E(t) − E(t0), is obtained from the
diﬀerence-formed Kepler’s equation
nΔt = ΔE −
(
1− ‖r0‖
a
)
sinΔE +
r0 · r˙0
na2
(1− cosΔE) . (2.2.7)
For the numerical solution of (2.2.7) we use an iterative scheme with quartic
convergence [18].
In addition to being computationally eﬃcient, the f and g functions are
free from the singularities that can be encountered when dealing with the full
set of Keplerian orbital elements; e.g., for a circular orbit ΔE = nΔt, and r(t)
and r˙(t) can be solved, even tough the the individual E(t) and E(t0) (and ω)
become undeﬁned.
For parabolic or hyperbolic orbits, a, n, and ΔE lose their physical mean-
ing, and (2.2.3)-(2.2.6) are no longer valid. For hyperbolic motion, there are
corresponding equations involving hyperbolic trigonometric functions, but we
are not going that route. Instead, we represent f and g in a universal form
that applies to all conic sections. By introducing a new independent variable τ
by dt = r dτ (τ = 0 at t0), and by using series expansions for the trigonometric
functions, we can write (2.2.3)-(2.2.6) as
f(τ) = 1− μ‖r0‖τ
2c2(αˆτ
2), (2.2.8)
g(τ) = Δt− μτ3c3(αˆτ2), (2.2.9)
f˙(τ) = − μ‖r‖‖r0‖τc1(αˆτ
2), (2.2.10)
g˙(τ) = 1− μ‖r‖τ
2c2(αˆτ
2), (2.2.11)
where αˆ = 2μ/‖r0‖ − ‖r˙0‖2, and the functions c1, c2, and c3 are Stumpﬀ
functions [18]. The value of τ can be found from the corresponding Kepler’s
equation;
Δt = ‖r0‖τc1(αˆτ2) + (r0 · r˙0)τ2c2(αˆτ2) + μτ3c3(αˆτ2). (2.2.12)
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In their universal form, the f and g functions apply to all orbits with α ∈ R
and h 
= 0 (cf. table 2.1). The orbits with h = 0 are collision orbits and
not physically interesting to us. Among (r, r˙) ∈ R3 × R3 they form a set of
measure zero, and hence, are unlikely to appear unintentionally in numerical
computations. We introduce a simplifying notation:
Definition 2.6. Let A = {(r, r˙) ∈ R3 × R3 : r × r˙ 
= 0}. The drift operator
is DΔt : A → A, DΔt(r0, r˙0) = (r(t), r˙(t)), where r(t) and r˙(t) are given by
(2.2.1)-(2.2.2) and (2.2.8)-(2.2.12).
Proposition 2.7. The drift operator has the properties:
• D0 is an identity operator,
• DΔt has the inverse D−1Δt = D−Δt.

3 Clever methods for many bodies
As a natural follow-up to the two-body problem, the problem of three bodies
has been a motivation for many well-known mathematicians, such as Euler,
Lagrange, and Poincare´. Still, usable complete analytical solutions have been
found only for some very special initial conﬁgurations. On the other hand,
the existence result by Sundman shows that there is a power series solution to
the general three-body problem [11], although the series is of no practical use,
because its convergence is extremely slow [4]. However, by studying simpliﬁed
cases, especially the restricted three-body problem, many useful results have
been found; the Jacobi integral, Tisserand relation, Lagrangian points, etc.
Obviously, solving an n-body problem with n > 3 by analytical means does
not get any easier. Numerical solution of the equations of motion is needed
in one form or another. In chapter 1, perturbation methods were shown to be
eﬃcient for solar systems. In the next section, we shall see how such a method
arises from the classical perturbation theory.
3.1 Variation of parameters
For solar systems we know that the n-body problem is near integrable, and
this fact has served as a basis for various semi-analytical methods, developed
long before the era of high-speed computing. The common idea is to use the
integrable star-planet two-body orbit as the ﬁrst approximation of the motion.
There are special methods formulated in Cartesian and polar coordinates (e.g.,
Encke, Hansen) [13], but for our purposes we are mainly interested in ‘general
perturbations’ which can be represented by Lagrange’s planetary equations
[e.g., 63];
a˙ =
2
na
∂R
∂M
,
e˙ = −
√
1− e2
na2e
∂R
∂ω
+
1− e2
na2e
∂R
∂M
,
ι˙ =
1
na2
√
1− e2 sin ι
∂R
∂Ω
+
cos ι
na2
√
1− e2 sin ι
∂R
∂ω
,
(3.1.1)
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and
ω˙ =
√
1− e2
na2e
∂R
∂e
− cos ι
na2
√
1− e2 sin ι
∂R
∂ι
,
Ω˙ =
1
na2
√
1− e2 sin ι
∂R
∂ι
,
M˙ = n− 2
na
∂R
∂a
− 1− e
2
na2e
∂R
∂e
.
(3.1.2)
Here, the Keplerian elements refer to any two-body combination (m0,mi), i > 0
within the solar system, and R is the disturbing function which represents
the non-integrable part of the potential. This formulation of the equations
of motion is eﬀectively the method of variation of parameters, perhaps more
familiar from the theory of diﬀerential equations [13, 3]. At any given instant,
the Keplerian elements describe a two-body orbit which would result, if the
non-integrable forces were suddenly removed.
In general, (3.1.1)-(3.1.2) are not analytically integrable, but various forms
of R can be approximated by suitable series expansions (e.g., by using Leg-
endre polynomials), which enables one to analytically identify oscillating and
secular components from the motion [56]. Alternatively, the modern comput-
ing power allows us to integrate (3.1.1)-(3.1.2) numerically, which gives rise to
a perturbation method in the sense of deﬁnition 1.1. One can immediately see
that there are numerical pitfalls in using the Keplerian orbital elements as the
integration variables. The values e = 0 and ι = 0 are singular points in many of
the equations (3.1.1)-(3.1.2). Also, as evidenced by the classical perturbation
theory, the use of Keplerian elements in general leads to rather cumbersome
equations.
The main idea in the following is to present method(s) of variation of pa-
rameters, where the Keplerian orbital elements are replaced by some other
orbital elements which are numerically superior.
3.2 Perturbative formulation using Cartesian elements
According to deﬁnition 2.3, any orbital elements for the two-body problem are
a function c(r, r˙, t). We expand the deﬁnition for perturbed systems as well.
Definition 3.1. The orbital elements of a solar system planetmi, i > 0 at time
t are the corresponding orbital elements c(r, r˙, t) of the heliocentric two-body
system (m0,mi).
By diﬀerentiating c(r, r˙, t) with respect to time, we have
c˙ =
∂c
∂r
r˙ +
∂c
∂r˙
r¨ +
∂c
∂t
. (3.2.1)
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Proposition 3.2. If the orbital elements c of a solar system planet mi are
two-body constants of motion, the equation of motion for that planet is
c˙ =
∂c
∂r˙
˜¨r, (3.2.2)
where
˜¨r =
n∑
k=1(k =i)
Gmk
(
rik
‖rik‖3 −
rk
‖rk‖3
)
. (3.2.3)
Proof. For the isolated two-body problem (m0,mi) we have c˙ = 0, according
to deﬁnition 2.1. The equations of motion of the full problem (1.2.2) can be
written as
r¨ = −G(m0 +mi) ri‖ri‖3 +
˜¨r. (3.2.4)
By inserting this into (3.2.1), and equating the two-body part to zero, we obtain
(3.2.2).
Definition 3.3. An orbital constant is an orbital element which is a two-body
constant of motion.
Definition 3.4. The kick operator of a solar system planet mi with orbital
constants c := ci is KΔt : R
6n → R6, KΔt(C) = Δtc˙, where C is the collection
of all orbital-constant vectors c1, . . . , cn.
The equations of motion (3.2.2) are to be integrated with some general
numerical method. Keeping this in mind, the orbital constants c should be
selected in such a way that the partial derivatives ∂c/∂r˙ are numerically light
and well-behaving.
As noted in conjunction with equations (3.1.1)-(3.1.2), the orbital constants
corresponding to the Keplerian elements (from example 2.5) are a bad choice.
A simple alternative to them can be deﬁned by using the position r0 = r(t0)
and velocity r˙0 = r˙(t0) that the planet would have at some reference time t0, if
the perturbative forces were suddenly removed. The six orbital constants can
be selected among r0, r˙0, and t0, depending on the application, but we will
denote them universally by ct0 = (r0, r˙0). By using the drift operator we can
deﬁne
ct0 = Dt0−t(r(t), r˙(t)). (3.2.5)
This has the inverse
(r(t), r˙(t)) = Dt−t0(ct0). (3.2.6)
In other words, when given the orbital constants ct0 , the current position r(t)
and velocity r˙(t) of a planet are obtained by advancing the planet along its
two-body orbit from t0 to t. The remaining choice is how to deﬁne t0.
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Definition 3.5. Single-step positional elements are given by (3.2.5) with t0 =
t, and hence, they are ct = (r(t), r˙(t)).
For single-step positional elements ct, the equations of motion (3.2.2) be-
come especially easy;
c˙t =
(
0, ˜¨r
)
. (3.2.7)
Perturbative single-step (or few-step) integration schemes can be composed by
keeping the orbital constants synchronized with the time by using (3.2.5) and
(3.2.6).
Table 3.1 shows an Euler integration step of size h ∈ R. The step con-
sists of two operations; a kick and a drift. As another example, we have the
Table 3.1: Euler step
1. ct(t+ h) = ct(t) +Kh(Ct(t)),
2. ct+h(t+ h) = Dh(ct(t+ h)).
midpoint step which includes one kick and two drifts (table 3.2). The Euler
Table 3.2: midpoint step
1. ct(t− h) = Dh(ct−h(t− h)),
2. ct(t+h) = ct(t−h)+K2h(Ct(t)),
3. ct+h(t+ h) = Dh(ct(t+ h)),
and midpoint methods by themselves are usually inadequate for anything but
testing purposes. However, they are building blocks for the modiﬁed midpoint
method which can be incorporated into powerful Gragg-Bulirsch-Stoer (GBS)
extrapolation algorithms [30, 14, 61]. A modiﬁed midpoint integration step of
length H ∈ R, containing k substeps of length h = H/k, can be implemented as
in table 3.3. The ﬁnal result cˆH(H) is an enhanced approximation for cH(H).
Table 3.3: modiﬁed mipoint step sequence
1. take one Euler step (table 3.1),
2. take k − 1 midpoint steps (table 3.2),
3. cˆH(H) =
1
2 (Dh(cH−h(H − h)) +Kh(CH(H)) + cH(H))
As one can interpret from table 3.2, whenever the integration method needs
to address a previously computed value of the single-step positional elements,
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we have to apply the drift operator in order to bring it forward to the current
time frame. For multistep integration methods the amount of such drifts is
comparable to the order of the method, and thus the eﬃciency at higher orders
would suﬀer. This calls for an alternative deﬁnition for the reference time t0.
Definition 3.6. Multistep positional elements are given by (3.2.5) with t0 such
that d‖r0‖/dt = 0, d‖r˙0‖/dt > 0. The reference time t0 replaces one of the
components of r0 as an orbital constant.
For hyperbolic, parabolic, and elliptical orbits, t0 is now the time of peri-
astron (the shortest distance from the star). On the other hand, for circular
orbits, there is no periastron nor an equivalent physical point for deﬁning t0.
However, we can also tie t0 to the underlying coordinate system. Resorting to
Cartesian coordinates (x, y, z), the following elements can be used for circular
or elliptic orbits.
Definition 3.7. Multistep Cartesian elements are given by (3.2.5) with t0 such
that y0 = 0, x0 > 0. The reference time t0 replaces y0 as an orbital constant.
The required drifts and kicks for an Adams-Bashforth method [32] using
multistep positional or Cartesian elements are shown in table 3.4. The order
of the method is p, and its coeﬃcients are a0, . . . , ap−1. We only need one
Table 3.4: Adams-Bashforth step of order p
1. ct0(t+ h) = ct0(t) +
∑p−1
k=0 akKh(Ct0(t− kh)),
2. (r(t + h), r˙(t+ h)) = Dt+h−t0(ct0(t+ h)).
drift per each new value of ct0 . This drift updates the position r and velocity
r˙ which are needed in evaluating the partial derivatives ∂ct0/∂r˙ for the next
kick. As a downside, these partial derivatives are now more diﬃcult to solve.
For multistep Cartesian elements, the solution is given in appendix A.1.
3.3 Symplectic integrators
A symplectic integrator is one that preserves certain geometric properties of
the ﬂow a Hamiltonian system. This gives rise to many numerical advantages
over conventional methods, in which the solution is sought as an outcome of a
“blind” numerical process.
Deeper understanding and derivation of symplectic methods in general re-
quires familiarity with Hamiltonian mechanics, Hamilton-Jacobi theory, diﬀer-
ential geometry, Lie derivatives, Baker-Campbell-Hausdorﬀ formula etc. We
shall not review those topics at this point; we only give selected pieces of in-
formation in order to introduce a symplectic leapfrog algorithm which serves
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as our reference method later on. We recommend to see Goldstein et al. [29]
and Arnold [2] for Hamiltonian mechanics, and Hairer et al. [33] for symplectic
integrators in general.
Let q and p be local coordinates in the cotangent bundle of a Hamiltonian
system. The cotangent bundle has a natural symplectic structure which is
given by the diﬀerential 2-form ω2 = dp ∧ dq. This structure is preserved by
the Hamiltonian phase ﬂow, i.e., ω2 is an integral invariant [2].
In Euclidean phase space R2n this implies that, given two vectors ξ, η ∈ R2n,
the sum of the oriented areas of their projections onto the coordinate planes
(pi, qi), i = 1, . . . n is conserved under the Hamiltonian phase ﬂow. In matrix
notation, this sum can be written
ω2(ξ, η) = ξTJη,
where
J =
[
0 I
−I 0
]
.
We may take the conservation property above as a basis for deﬁning the sym-
plecticity of mappings [33]. We say that a linear mapping A : R2n → R2n is
symplectic, if
ω2(Aξ,Aη) = ω2(ξ, η) =⇒ AT JA = J.
Since diﬀerentiable functions can be locally approximated by linear mappings,
we may also deﬁne symplectic nonlinear mappings, as follows.
Definition 3.8. A diﬀerentiable mapping ϕ : U → R2n, U ⊂ R2n open,
is symplectic, if its Jacobian matrix ϕ′(p, q) = ∂ϕ(p, q)/∂(p, q) is symplectic
∀(p, q) ∈ U ;
ϕ′(p, q)TJϕ′(p, q) = J. (3.3.1)
In symplectic integrators, the main idea is to consider the integration step
as a mapping from the phase space to itself. If the integration step is symplectic
in the sense of deﬁnition 3.8, so is the integrator.
An important consequence of preserving the symplectic structure ω2 is that
a symplectic integrator, applied to a Hamiltonian system, also preserves the
Hamiltonian function H , that is, the total energy of the system. This improves
the numerical quality of the integration process signiﬁcantly. Typically, the
global error of a non-symplectic method grows quadratically with time, but
with a symplectic integrator, the growth is only linear [33].
Without going into details of how to construct symplectic methods, we
introduce a Sto¨rmer-Verlet (leapfrog) scheme for a general Hamiltonian system
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p˙ = −∂H/∂q = −Hq, q˙ = ∂H/∂p = Hp:
pk+1/2 = pk − h
2
Hq(pk+1/2, qk),
qk+1 = qk +
h
2
[Hp(pk+1/2, qk) +Hp(pk+1/2, qk+1)],
pk+1 = pk+1/2 − h2Hq(pk+1/2, qk+1),
(3.3.2)
where the variables with subscripts k and k+1 correspond to variables at time
points t and t + h with a step size h, respectively. Written in this form, it is
clear that the scheme consists of two consequent implicit Euler steps of size
h/2.
Proposition 3.9. The Sto¨rmer-Verlet scheme is a symplectic, and of order 2.
Proof. By computing the diﬀerentials ∂(pk+1, qk+1)/∂(pk, qk) for the Euler
steps in (3.3.2), we can directly verify that the symplecticity condition (3.3.1)
holds. The proposition follows, since (3.3.2) is a composition of two symplectic
methods of order 1 (see Hairer et al. [33] for details).
Let us consider Hamiltonians which are separable; H(p, q) = T (p) + V (q).
These are convenient in conjunction with the Sto¨rmer-Verlet scheme, because
the integration step (3.3.2) becomes explicit;
pk+1/2 = pk − h
2
Vq(qk),
qk+1 = qk + hTp(pk+1/2),
pk+1 = pk+1/2 − h
2
Vq(qk+1).
(3.3.3)
For a solar system, (3.3.3) would be applicable, which can be seen by express-
ing the solar system Hamiltonian in an inertial (not heliocentric) coordinate
system.
Definition 3.10. In barycentric coordinates the origin coincides with the cen-
tre of mass of the system.
The Hamiltonian (total energy) of a solar system is
H =
n∑
i=0
‖pi‖2
2mi
−
n−1∑
i=0
n∑
k=i+1
G
mimk
‖rik‖ , (3.3.4)
where ri are barycentric Cartesian coordinates, rik = rk − ri, and pi = mir˙i.
The equations of motion (1.2.2) follow when we calculate p˙i = ∂H/∂ri, and
transform to heliocentric coordinates.
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Although (3.3.4) is separable to kinetic and potential energy, a more solar-
system focused version of the Sto¨rmer-Verlet can be constructed by taking into
account the near integrability of the system. This requires that we are able to
separate the individual two-body motions from the rest of (3.3.4). Essentially,
this is the same idea as already used in section 3.2, but now we are constructing
methods from a Hamiltonian viewpoint, and retaining symplecticity restricts
our options. A success in the separation comes down to the right choice of
coordinates. The problem with barycentric ones is that the motion of the star
is not near integrable.
Definition 3.11. For a system of bodies mi, i = 0, . . . , n, Jacobi coordinates
r˜i are such that the position r˜i, i = 1, . . . , n is referred to the centre of mass of
the bodies m0, . . . ,mi−1. Vector r˜0 indicates the position of the centre of mass
of the whole system referred to a ﬁxed origin.
When working with Jacobi coordinates, the following quantities are useful:
the cumulative masses σi;
σi =
i∑
k=0
mk, i = 0, . . . , n, (3.3.5)
and renormalized masses m˜i and gravitational parameters μ˜i of the planets
m˜i =
σi−1
σi
mi, μ˜i =
σi
σi−1
Gm0, i = 1, . . . , n. (3.3.6)
Explicitly, coordinate transformations between planets in heliocentric and Ja-
cobi systems are
r˜i = ri − 1
σi−1
i−1∑
k=0
mkrk, (3.3.7)
ri = r˜i +
i−1∑
k=0
mk r˜k
σk
, (3.3.8)
(3.3.9)
where i = 1, . . . , n, and ri now denotes coordinates in heliocentric frame. It
can be shown [56] that by using Jacobi coordinates the Hamiltonian (3.3.4) can
be separated as
H = H0 +HA +HB, (3.3.10)
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where
H0 =
n∑
i=1
(‖p˜i‖2
2m˜i
− μ˜i m˜i‖r˜i‖
)
, (3.3.11)
HA = −G
n∑
i=1
n∑
k=i+1
mimk
‖rik‖ , (3.3.12)
HB = G
n∑
i=1
mi
(
1
‖r˜i‖ −
1
‖ri‖
)
, (3.3.13)
and p˜i = m˜i ˙˜ri. Since the position of the barycentre r˜0 is constant in an inertial
frame, r˜0 and p˜0 can be ignored in the equations above.
The term H0 is a sum of Hamiltonians, each corresponding to a two-body
system in Jacobi coordinates. Therefore, H0 is integrable, and the motion
generated by it can be solved analytically by drift operations (cf. deﬁnition
2.6).
Definition 3.12. The drift operator in Jacobi coordinates D˜Δt is deﬁned
equally to DΔt, except that Jacobi coordinates r˜ are used instead of helio-
centric ones r, and the gravitational parameter μ˜ replaces μ.
For each planet, the motion generated by the rest of the Hamiltonian, HA+
HB, is solved by Sto¨rmer-Verlet (3.3.2). Since the Hamiltonian is now of the
form H(p, q) = H(q), the scheme becomes very simple;
pk+1/2 = pk − h
2
Hq(qk),
qk+1 = qk,
pk+1 = pk+1/2 − h
2
Hq(qk+1).
(3.3.14)
Only the momentum p˜i for each planet is propagated by (3.3.14). This cor-
responds to kicks (cf. deﬁnition 3.4) using Hamilton’s equations of motion
˙˜pi = −∂(HA +HB)/∂r˜i, ˙˜ri = 0. In terms of acceleration in Jacobi coordi-
nates we have
¨˜ri = ¨˜ri,A + ¨˜ri,B, (3.3.15)
where ¨˜ri,A and ¨˜ri,B are accelerations generated by HA and HB, respectively.
In order to obtain ¨˜ri,A we ﬁrst solve the heliocentric acceleration
r¨i,A = G
n∑
k=1(k =i)
rik
‖rik‖3 , (3.3.16)
and then transform it to Jacobi acceleration by using (3.3.7). For ¨˜ri,B we have
¨˜ri,B = μ˜
(
r˜i
‖r˜i‖3 −
ri
‖ri‖3 −
1
σi
n∑
k=i+1
mk
rk
‖rk‖3
)
. (3.3.17)
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Definition 3.13. The kick operator K˜Δt of the Hamiltonian HA + HB, for
the velocity ˙˜ri of the planet mi, is K˜Δt : R
3n → R3, K˜Δt(R˜) = Δt¨˜ri, where R˜
is the collection of all position vectors r˜1, . . . , r˜n.
By combining the two kicks (3.3.14) and two drifts of length h/2 as two
consecutive Euler steps as in (3.3.2), we obtain an integration step presented in
table 3.5. This shall be referred later as the leapfrog method. It is symplectic,
Table 3.5: leapfrog step
1. ˙˜rk+1/2 = ˙˜rk + K˜h/2(R˜k),
2. (r˜k+1, ˙˜rk+1/2∗) = D˜h(r˜k, ˙˜rk+1/2),
3. ˙˜rk+1 = ˙˜rk+1/2∗ + K˜h/2(R˜k+1).
since the individual kicks and drifts are. When multiple leapfrog steps are
concatenated, we notice that the last kick in table 3.5 can be put together with
the ﬁrst kick of the subsequent integration step, yielding
˙˜rk+3/2 = ˙˜rk+1/2∗ + K˜h(R˜k+1).
Hence, whenever output points, (r˜k, ˙˜rk), k ∈ N, are not needed, the integration
scheme consists of interleaved drifts and kicks of length h.
3.4 Numerical example: comparing methods
In order to form a picture about the numerical performance of the methods
discussed so far, we have implemented the following ones:
• BS-SPE – a Gragg-Bulirsch-Stoer method with the single-step positional
elements (table 3.3),
• BS – a conventional Gragg-Bulirsch-Stoer method,
• AB-MCE(n) – an Adams-Bashforth method of order n with the multistep
Cartesian elements (table 3.4),
• AB(n) – a conventional Adams-Bashforth method of order n,
• LF – a symplectic leapfrog method (table 3.5).
The Gragg-Bulirsch-Stoer schemes use polynomial extrapolation, and the order
of the Adams-Bashforth methods can be freely chosen. The methods BS-SPE
and BS are able to compute the corresponding variational equations, if needed.
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Figure 3.1: Average number of substeps needed in a GBS step H (left), and
corresponding total computation times (right). The circles represent
integrations using BS-SPE, and triangles using BS (ﬁlled symbols:
error tolerance ε = 10−13, empty symbols: ε = 10−7).
In ﬁgure 3.1 we have compared the outcomes frommethods BS-SPE and BS.
The task was to propagate the four Jovian planets; Jupiter, Saturn, Uranus,
and Neptune, for 10000 years, starting from epoch J2000. We varied the pri-
mary step sizeH of the Gragg-Bulirsch-Stoer methods, and studied the average
number of substeps needed, when extrapolating to a given error tolerance ε.
Also, the execution time for each run was recorded. These times are subjective,
but mutually comparable, since the same level of optimizations (by program-
mer, compiler) was applied to each method.
Overall, the results show that BS-SPE achieves the requested error tolerance
with fewer substeps than BS. If the step size H is too small, the computational
overhead from using the SPE dominates, but with larger values of H , one
can see that BS-SPE with ε = 10−13 needs approximately the same number
of substeps than BS with ε = 10−7. The computation times also favor BS-
SPE, which can be more clearly seen from the close-up ﬁgure 3.2. Among the
discrete set of step sizes, there seems to be an optimal choice H = 3.16 years;
characteristic to this particular problem, of course. Using this step size, and
extending the integration interval to 106 years, we have that BS-SPE is 85%
and 43% faster than BS for ε = 10−7 and ε = 10−13, respectively. If the
extrapolation error tolerance is taken down to machine precision (∼ 10−15),
this speed advantage disappears, and the computation times for BS and BS-
SPE are approximately equal.
In order to compare the Adams-Bashforth methods AB-MCE and AB, we
selected a constant step size of 0.01 years (3.7 days) and varied the order of
the integrators. The integration problem was the same as above, but now we
monitored the energy error, i.e., the deviation from the initial total energy of the
system, ΔE = E −E0. Our ﬁndings are shown in ﬁgure 3.3. It seems that the
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Figure 3.2: A close-up of ﬁgure 3.1 (ε = 10−13) with additional data points.
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Figure 3.3: Energy error (left) in units [m, AU, year] and computation time
(right) using integrators AB-MCE (diamonds) and AB (triangles) of
diﬀerent order.
perturbative scheme AB-MCE is able to reach a certain level of accuracy with
2–3 orders less than the conventional AB. On the other hand, the same amount
of computation time is spent by AB-MCE(n) and AB(n + 3). In hindsight, if
we look at the integrations where the energy error remains near the machine
precision (∼ 10−15), the top three methods in eﬃciency are AB(6), AB(7), and
AB-MCE(4). Hence, for the chosen step size, there is no net beneﬁt from the
MCE. How about for larger steps? Figure 3.4 shows how the left pane of ﬁgure
3.3 changes while we consecutively double the step size h. The accuracy of
AB begins to deteriorate already at h = 0.02 years while the results of AB-
MCE stay close to machine precision using up to h = 0.04 years. Step size of
h = 0.08 years seems to be too large for both methods. The missing points of
AB indicate an unstable integration result, evidenced by a non-elliptic orbit.
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Figure 3.4: Energy error of integrators AB-MCE (diamonds) and AB (or-
ange triangles) while increasing the integration step h (cf. ﬁgure 3.3).
Based on the current integration problem, the perturbative formulation with
MCE allows one to use an integration step of 2–4 times larger compared to the
corresponding conventional method.
Our comparisons show the expected result: in a near-integrable problem,
and in relatively short time-scales, the perturbation methods BS-SPE and AB-
MCE can outperform their conventional counterparts. Nevertheless, typical
integration intervals used for computing, e.g., Liapunov exponents in solar
systems are of order 108 years. In order to examine the long-term behaviour of
our implementations we extended the integration interval in our test problem
up to 200 million years, and used the optimal integration parameters from the
10000-year runs. Figure 3.5 shows the energy error and the error in the total
angular momentum, ΔL = L−L0, of methods BS-SPE and BS. Also included
are the results for the symplectic LF with a fairly large step size h = 0.1 years
(37 days). The LF conserves the total angular momentum exactly, and there
is no linear growth in the energy error. By trying out diﬀerent step sizes for
LF, we witnessed expected bahaviour for a second order symplectic method; an
integration step size of one magnitude shorter will cut oﬀ two magnitudes from
the amplitude of the energy error. Symplectic correctors [66] or special warmup
procedures [59] can reduce it even further. Between the non-symplectic BS-
SPE and BS there is a clear diﬀerence in favour of BS-SPE; the ﬁnal errors
in total energy and angular momentum are about two magnitudes lower. By
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Figure 3.5: The energy error (top row) and the error in total angular mo-
mentum (bottom row) for integrators BS-SPE (left), BS (middle),
and LF (right) in units [m, AU, year]. For LF, h = 0.1, for BS-SPE
and BS, H = 3.16 and ε = 10−13.
extrapolating to machine precision we obtain energy errors of order 10−12 and
10−11 for BS-SPE and BS, respectively. At this extrapolation accuracy, the
energy error of BS-SPE looks like random noise during a one million year time
interval, but the long-term behaviour (200 million years) is still roughly linear.
For BS-SPE and BS we also computed the corresponding variational equa-
tions, and estimated the Liapunov times of the Jovian planets. Currently there
is no consensus on the degree of chaos in this particular problem. It seems that
the computed Liapunov times (not using variational equations) are highly de-
pendent on the initial positions of the planets [34, 35]. In our computations,
the results from BS-SPE and BS agreed and showed no evidence of chaos for
any of the planets. Due to the more complex form of the variational equations
in SPE, the speed advantage of BS-SPE over BS with ε = 10−13 was reduced
to 14%.
In ﬁgure 3.6 we have the long-term results for AB-MCE(5) with h = 0.02
years and AB(7) with h = 0.01 years. These two display very similar energy
errors. This correspondence was found out by trying out diﬀerent diﬀerent
parameters for AB-MCE, based on ﬁgures 3.3 and 3.4. Looking at the compu-
tation times for these particular methods, we have that AB-MCE is 70% faster
than AB. We suppose that this speed advantage is similar to the one with
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Figure 3.6: The energy error (top row) and the error in total angular momen-
tum (bottom row) for integrators AB-MCE(5) with h = 0.02 (left),
and AB(7) with h = 0.01 (right) in units [m, AU, year].
SPE; growing towards lower accuracy, and disappearing at maximum. While
probing the limits of AB-MCE, we noticed that at h = 0.01 years, AB-MCE(4)
and AB-MCE(8) gave mutually similar energy errors, showing nonlinear and
noisy behaviour of order 10−12 throughout the 200 million year interval.
When the long-term energy error is the only concern, there is no competition
for symplectic methods, although perturbation methods seem preferable over
conventional ones. On the other hand, one should remember that for symplectic
methods, a small energy error does not imply small errors in position (ﬁgure
3.7). With respect to short term positional eﬃciency, the leapfrog behaves as
any second order method, and is clearly dominated by the higher order BS-SPE
and AB-MCE.
3.5 Software: orbit integration
In our software, the numerical examples above were all computed using two
main programs; one that does orbit integration, and another which also prop-
agates the variational equations. The diﬀerent schemes of orbit integration are
implemented as methods of the appropriate classes in ﬁgure 3.8.
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Figure 3.8: Classes in the physical layer for orbit integration.
4 Stability questions in solar systems
When the complexity of the three-body problem was discovered, it became
relevant to question the long-term stability of the planetary orbits in our Solar
System. Since observational facts supported the (partly religious) claim of
orbital stability, it was believed that this is the case.
A noteworthy eﬀort of a mathematical proof was carried out by Lagrange
and Laplace, and later by Poisson, who, by using planetary equations such
as (3.1.1), removed periodic terms from the equations by averaging. The re-
maining terms (up to a certain degree) represent secular perturbations, and
it was discovered that these terms are bounded for the semi-major axes and
mean motions of the planets. Alas, the secular terms also include denominators
which become small in the presence of mean motion resonances, and invalidate
a global proof of stability [12].
Nevertheless, this approach became to be known as the classical pertur-
bation theory, and it has proven to be useful for many other purposes (e.g.,
the variation of parameters in section 3.1). It also preceded the development
of canonical perturbation theory for general Hamiltonian systems, pioneered
by Poincare´ and Von Zeipel, which in turn, has lead to understanding of dy-
namical chaos and delicate results such as the KAM-theory [4]. Despite of all
the analytical eﬀorts, there is no rigorous proof of Solar System stability, nor
instability.
As serious numerical experiments became possible, it was gradually discov-
ered that the orbits of all the eight planets are stochastic to a small degree
[see 56]. Similar results were found for other types of bodies as well; dwarf
planets (Pluto), asteroids (Kirkwood gap) etc. Fortunately, stochasticity does
not automatically imply instability, but it renders the system unpredictable;
any long-term integration is just a sample of what could happen in the So-
lar System. With the current computing power, straightforward integrations
can be extended over the age of the Solar System [7], but statistical analysis
has only been possible with averaged equations of motion [48]. It seems that
all the planetary orbits will remain relatively stable over the foreseeable fu-
ture, although there may be a small possibility for Mercury causing noticeable
instability among the inner planets.
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How about the orbital stability of extrasolar planets? This question is of
course relevant only for systems with more than one planet. Currently, most
of the observed planets are massive gas giants like Jupiter, and in many cases
they are found in exotic orbital conﬁgurations. Few of them form multi-planet
systems, and there is evidence that these can be stable on million year time
scales and beyond [6].
A popular question related to extrasolar systems concerns the existence of
Earth-sized planets. They may not be observable yet, but one may speculate on
the existence of one within an observed giant planet system. Tens of planetary
systems have been analysed by numerical integrations [e.g., 53, 5, 36, see also
23], and in general, it seems that in about half of the cases (GJ 777A, 47
UMa, HD 4208, HD 72659 etc.) Earth-like planets could survive in the long
run. At the time of writing, actual observations on Earth-sized planets are also
beginning to emerge, due to the improved accuracy of the Kepler mission and
ground-based instruments such as the HARPS spectrograph.
In all of the exercises above, one needs a numerical tool for measuring the
degree of stochasticity or instability. The latter can be easily identiﬁed by
just following the evolution of the orbital elements of a planet, but in order
to quantify chaotic behaviour, a more reﬁned indicator, such as the Liapunov
characteristic exponent or the related MEGNO (The Mean Exponential Growth
factor of Nearby Orbits) indicator [17], is required.
In the following section we shall brieﬂy introduce the Liapunov character-
istic exponents (LCEs) and the Liapunov time. This will serve two purposes:
we will show how they can be computed using the perturbative integration
methods of section 3.2, and, in addition, we shall introduce a new quantity
for characterizing a planetary system which is somehow analogous to the LCE.
The new quantity is called the escape rate of particles (ERP), and it can be
used to measure the strength at which giant planets scatter Earth-threatening
small bodies into safer orbits. This scenario is put to a wider context by the
observational evidence that small-body populations are not unique to our So-
lar System, although ours may be rather uncommon [31]. The ERP provides
a quantitative indicator of the level of small-body bombardment on Earth-like
planets which is important concerning their habitability. A mathematical de-
scription of the ERP is given in section 4.3, the role of its initial values is
studied in 4.4, and an actual numerical example follows in 4.5.
4.1 Liapunov time as a stability indicator
Liapunov’s studies of diﬀerential equations and stability inspired the use of
his characteristic exponents as empirical stability indicators in early numerical
experiments. Later, they were given a more profound mathematical basis by
connecting them to the exponential divergence of nearby trajectories and the
Kolmogorov (KS) entropy [see 49, and references therein].
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Suppose that we have an autonomous dynamical system which is described
by a system of diﬀerential equations of the form
w˙ = f(w), (4.1.1)
where w ∈ Rn, and f : Rn → Rn is continuously diﬀerentiable. Consider two
trajectories, w(t) and wε(t), that start from the corresponding initial values
w(t0) = w0 and wε(t0) = w0 + ε, where ε ∈ Rn is small. By integrating
the system (4.1.1) in time we obtain the separation of the two trajectories as
d(t) = wε(t)− w(t).
Definition 4.1. The mean exponential rate of divergence of two nearby tra-
jectories is
σ(w0, ε) = lim
t→∞
‖ε‖→0
{
1
t− t0 ln
‖d(t)‖
‖d(t0)‖
}
, (4.1.2)
It can be shown that depending on ε, (4.1.2) converges to one of the values
σi(w0), i = 1, . . . , n which are the (ﬁrst-order) Liapunov characteristic expo-
nents. Let these values be ordered as σ1 ≥ σ2 ≥ . . . ≥ σn. Evaluating (4.1.2)
with an arbitrary ε will almost certainly yield the maximal exponent σ1, since
convergence to σi is only possible from an (n− i+ 1)-dimensional subspace.
Definition 4.2. The Liapunov time is 1/σ1.
The Liapunov time is a measure for unpredictability of the system; it esti-
mates the time scale after which the initial state of the system is completely
forgotten. It is easy to see that σi = 0 for regular and quasiperiodic orbits.
The numerical approximation of (4.1.2) can be done with brute force by
actually integrating two separate trajectories, but more consistent results are
obtained by solving the variational equations. These follow when we linearize
the system (4.1.1) and write an equation of motion for the separation vector
d(t);
d˙ =
∂f
∂w
d, (4.1.3)
where ∂f/∂w is the n× n Jacobian matrix of the function f(w).
The linearity of (4.1.3) means that we can scale d independently of w.
Hence, we choose ‖d(t0)‖ = ‖ε‖ = 1. On the other hand, as a linear ap-
proximation, (4.1.3) is only locally applicable. This problem can be avoided,
if we renormalize d as soon as its norm exceeds a predeﬁned value C, i.e., if
‖d(t)‖ > C > 1, we replace d(t) by the unit vector d(t)/‖d(t)‖. If renormal-
ization is done at time points t1, t2, . . . , tp, a ﬁnite-time approximation of the
largest Liapunov characteristic exponent is
σf (t) =
1
t− t0
⎡
⎣ p∑
j=1
ln‖d(tj)‖+ ln‖d(t)‖
⎤
⎦ . (4.1.4)
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By integrating the system (4.1.1) and the variational equations (4.1.3) we can
monitor the value of (4.1.4). This gives the direction where σf converges. In
order to estimate the largest Liapunov exponent σ1, one can ﬁt a numerical
model to the ﬁnite-time data, and extrapolate to t → ∞ [see, e.g., 35].
4.2 Variational equations in perturbation methods
For solar system problems, reliable determination of Liapunov times require
long integration intervals (millions of years). If symplectic methods are pre-
ferred, variational equations in the form (4.1.3) are not suitable. Instead, one
should reformulate the variational equations in a symplectic form, or alterna-
tively, use algorithmic diﬀerentiation [see, e.g., 54]. For perturbation methods
of section 3.2, the variational equations are based directly to (4.1.3), and ob-
tained as follows.
According to our presentation, the perturbation methods include drifts and
kicks, corresponding to the integrable and non-integrable parts of the motion.
We shall deal with the variational equations in the same manner. First, consider
the non-integrable part which is solved by numerically integrating the system
(3.2.2). Identifying this with (4.1.1) and (4.1.3), we can write the variational
equations for the separation vector dc of the orbital elements;
d˙c =
∂c˙
∂c
dc. (4.2.1)
The Jacobian matrix ∂c˙/∂c is composed of(
∂c˙
∂c
)
ij
=
∂ci
∂r˙
∂ ˜¨r
∂cj
, (4.2.2)
and for the single step positional elements ct = (r(t), r˙(t)) it becomes especially
easy with ∂ ˜¨r/∂r, the only nonzero elements, occupying the lower left 3×3 block
of the matrix (see appendix A.2). In numerical algorithms, such as the one in
table 3.3, any kick to the actual system is followed by a kick to separation
vector dc.
The integrable part of the motion must also be incorporated to the time evo-
lution of dc. We could calculate exact analytical formulas, but since (4.2.1) is
already a local linear approximation by deﬁnition, this is unnecessary. Instead,
we linearize the evolution caused by the drift operator as well;
dc(t+ h) =
∂
∂c
Dh(r(t), r˙(t))dc(t). (4.2.3)
In order to write the matrix of partial derivatives in (4.2.3) explicitly, we must
diﬀerentiate the Gauss’ f and g functions, but again, for the single step po-
sitional elements, the equations are relatively simple (appendix A.2). It is
straightforward to compute (4.2.3) along with the regular drift in numerical
schemes.
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4.3 The escape rate of particles
We will deﬁne a scenario, where a solar system is accompanied by a large
number of small bodies with negliable mass. The orbital elements of the small
bodies will be bounded by the geometrical constraints given below.
Suppose that we have a closed ball B(s) = {r ∈ R3 : ‖r‖ ≤ s} in conﬁgu-
ration space and a point (r, r˙) in phase space of the heliocentric coordinates.
Let ΓT be a segment of the two-body orbit in conﬁguration space that passes
through (r, r˙), i.e.,
ΓT (r, r˙) = {r1 ∈ R3 : (r1, r˙1) = DΔt(r, r˙),Δt ∈ T },
where T ⊂ R is an interval.
Definition 4.3. The point (r, r˙), or the orbit (r(t), r˙(t)) at time t, is crossing
the ball B(s), if ΓT (r, r˙) ∩B(s) 
= ∅. The interval T is the time window of the
crossing.
Let X(B, T ) be the set of orbital elements for which the orbit is crossing
the ball B(s) within a time window T .
Definition 4.4. A particle swarm is a collection of massless bodies whose
orbital elements at time t form a set SX(t) ⊂ X(B, T ).
Consider a system combined from a particle swarm SX(t0) and a solar sys-
tem at some initial time t0. Since the particles in the swarm are massless, they
do not interact with each other, but are subject to the gravitational pull (1.2.2)
by the star and the planets. If the planets were absent, the particles would
be in two-body orbits, and for an unlimited time window T = R the swarm
would remain unchanged in time; SX(t) = SX(t0), ∀t. On the other hand, one
or more planets make the system non-integrable, and it becomes possible that
eventually a particle with orbital elements c(t0) ∈ SX(t0) is perturbed out of
the swarm; c(t) /∈ SX(t). In the following, we shall assume that SX(t0) and
the time window T are chosen in such a way that perturbations in the orbital
elements are the dominant cause for particle removals.
Let z0 be the number of orbits (particles) in the initial SX(t0). At any time
t ≥ t0, we deﬁne z as the number of orbits for which c(τ) ∈ SX(τ), ∀τ ∈ [t0, t].
Hence, z is a non-increasing function in time; z : R → N, t → z(t), and it is
decreased by one whenever an orbit becomes non-crossing for the ﬁrst time.
Inspired by the Liapunov exponents, we hope to deﬁne a numerical indi-
cator, similar to (4.1.2), by using z(t) instead of the divergence vector d(t).
However, there are certain qualitative diﬀerences that we must consider. First
of all, z is not a real-valued function which could cause issues for a real-valued
indicator. Additionally, although z0 is given by a single number, the underly-
ing orbital elements c(t0) of the particle swarm represent a considerably more
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complex and non-transparent choice of initial values than the divergence vec-
tor d(t0). Fortunately, we can overcome both of these problems by taking a
probabilistic approach in deﬁning c(t0).
Suppose that Pc is a probability distribution of orbital elements in such a
way that Pc[X(B, T )] = 1. We select the initial orbital elements of the particle
swarm as a random sample from Pc. This implies that after (deterministic)
orbital evolution of a time interval t−t0, the value z(t) is given by a probability
distribution P tz . The expected value of z is a function z¯ : R → R, z¯(t) =
E(z(t)).
Definition 4.5. The mean exponential rate of depletion of the particle swarm
is
λ(X,Pc) = lim
t→∞
z0→∞
{
1
t− t0 ln
z0
z¯(t)
}
. (4.3.1)
Proposition 4.6. If z¯ is depleting at an exponential rate, λ(X,Pc) > 0. If z¯
depletes at a polynomial rate, λ(X,Pc) = 0.
Proof. For exponential depletion, ∃a ∈ R+ such that z¯(t) < z0e−a(t−t0) for
suﬃciently large t. By inserting this into (4.3.1) we have λ(X,Pc) > a > 0.
For polynomial depletion, ∃k ∈ N such that z¯(t) > z0(1 + (t − t0)k)−1 for
suﬃciently large t. By inserting this lower bound into (4.3.1), and by applying
l’Hoˆpital’s rule, we see that λ(X,Pc) = 0.
Obviously, we would like to approximate (4.3.1) with ﬁnite values of t and
z0, as we did with the Liapunov exponents. At this time, variational, or equiv-
alent equations, are not available. Hence, we will simply ﬁx a large z0, and
integrate the system for a suﬃciently long time interval t − t0. In order to
compensate for the ﬁniteness of z, we employ a scheme similar to the renor-
malization in (4.1.4).
Definition 4.7. The escape rate of particles is
ρ(t) =
1
t− t0
⎡
⎣(p+ 1) ln z0 − p∑
j=1
ln z¯(tj)− ln z¯(t)
⎤
⎦ , (4.3.2)
where tj < tj+1 indicate time points at which z¯(t) is reset back to z0 by
sampling new particles from Pc.
Proposition 4.8. For exponential depletion
z¯(t) = z0e
−a(t−t0), (4.3.3)
where a ∈ R+, we have
ρ(t) = λ(X,Pc) = a. (4.3.4)
4.4. Equilibrium state for the particle swarm 35
Proof. We have
ln
z0
z¯(t)
= ln
[
z0
z¯(t1)
z¯(t1)
z¯(t2)
· · · z¯(tp)
z¯(t)
]
= ln
z0
z¯(t1)
+ ln
z¯(t1)
z¯(t2)
+ · · ·+ ln z¯(tp)
z¯(t)
.
For (4.3.3), z¯(tj)/z¯(tj+1) is a constant quantity for a given interval tj+1 − tj .
Hence, if the value of z¯ at the time points t1, t2, . . . , tp is reset back to z0, we
can write
ln
z0
z¯(t)
= ln
z0
z¯(t1)
+ ln
z0
z¯(t2)
+ · · ·+ ln z0
z¯(t)
=
p∑
j=1
ln
z0
z¯(tj)
+ ln
z0
z¯(t)
= ρ(t)(t− t0).
Therefore,
ρ(t) =
1
t− t0 ln
z0
z¯(t)
, (4.3.5)
and from (4.3.1) we see that
lim
t→∞
z0→∞
ρ(t) = λ(X,Pc). (4.3.6)
However, by inserting (4.3.3) into (4.3.5) we see that ρ(t) = a, and hence, the
limit in (4.3.6) is unnecessary.
So far, we have learned that λ(X,Pc) measures the mean exponential rate
of depletion of a particle swarm, and that ρ(t) is a related quantity, equal in
the idealized case of proposition 4.8. This information becomes meaningful
in the next section, where we discuss the role of Pc and the other adjustable
parameters in the computation of ρ(t).
4.4 Equilibrium state for the particle swarm
Our goal is to present ρ(t) as an indicator of the mean exponential rate of deple-
tion which depends mostly on the masses and slowly varying orbital elements
of the solar system. Therefore, we should:
1. minimize the dependence from the fast varying orbital elements of the
solar system by increasing t− t0,
2. increase z0 in order to minimize sampling errors,
3. use a particle swarm which behaves as close to (4.3.3) as possible.
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Following the ﬁrst two of these guidelines only requires more computing power.
The third one is trickier, since we should ﬁnd a particle swarm which behaves
qualitatively the same for a wide range of solar systems. One can imagine
that, due to the non-integrable nature of the orbital evolution, ﬁnding such a
swarm by analytical means could be an overwhelming task. Instead, we take a
heuristic approach and speculate on the existence of a suitable swarm by using
simple physical arguments.
Obviously, for any particle swarm, z¯ must be positive and non-increasing,
and z¯(t0) = z0. Let us consider diﬀerential changes in the function z¯.
1. If dz¯ = −adt, where a ∈ R+, we have z¯(t) = z0−a(t−t0) which represents
the mean of a Poisson-type distribution, and ρ(t) = 0. This scenario is
physically unlikely, since dz¯ must clearly depend on z¯.
2. If dz¯ = −az¯dt, where a ∈ R+, we have z¯(t) = z0e−a(t−t0) which can be
identiﬁed by proposition 4.8 as an ideal case for computing ρ(t). However,
ﬁnding a probability distribution Pc which would produce such z¯(t) for
all solar systems could be very diﬃcult, if not impossible.
3. If dz¯ = −a(t)z¯dt, where a : R→ R+, we have z¯(t) = z0 exp
[
− ∫ t
t0
a(τ)dτ
]
.
This is non-homogenous exponential depletion, but one can verify that
proposition 4.8 still holds, although ρ(t) now depends on the interval
t − t0. It seems viable that z¯ could behave this way while using a ﬁxed
Pc, even in a wide range of solar systems.
By the arguments above, we have physical reasons to believe that there is a
distribution Pc in such a way that ρ(t) is an indicator of the mean exponential
rate of depletion.
In the following, we suggest a speciﬁc form for Pc. This was determined
through numerical experiments during which we learned that typically, the
depletion of the particle swarm is indeed non-homogenously exponential. More
speciﬁcally, there is an initial transient period of greater non-homogenity in z¯,
which we interpret as the time when the ﬂux of particles is settling down to
a steady state. If a steady state does not exist, a secular trend in z¯ remains,
and ρ(t) clearly depends on t. Empirical guidelines for minimizing the eﬀects
above are:
1. choose a spherically uniform Pc representing elliptical orbits,
2. choose a Pc in which orbits will likely have close encounters with the
planets,
3. set the time window as T = [0, tw], where tw is larger than the maximum
orbital period allowed by Pc,
4. introduce an oﬀset time t1; t0 < t1 < tf , after which the actual compu-
tation of ρ(t) is started,
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5. reset z¯ back to z0 often; when it falls below a threshold zr < z0, zr ≈ z0.
Following the ﬁrst two of these suggestions, we deﬁne a distribution Pc using
the Keplerian orbital elements (see deﬁnition 2.4) with the exception that the
semimajor axis a and eccentricity e are replaced by the pericentre distance
q = a(1− e) and apocentre distance Q = a(1 + e).
Definition 4.9. In a spherically uniform distribution Pc of orbital elements
c = (q,Q, ι,Ω, ω,M) the individual distributions are as follows: Pq, PQ, and
PM are uniform with supports [q0, q1], [Q0, Q1], and [0, 2π), respectively, and
Pι, PΩ, and Pω are such that the corresponding Euler angles are distributed
uniformly on a sphere. We have 0 < q0 ≤ q1 < s, and q1 ≤ Q0 ≤ Q1.
The deﬁnition of the escape rate incorporates a scenario of gravitational
scattering, i.e., a physical process where the small-body orbits are scattered
due to interaction with the planets. By using customized particle swarms,
this scenario could serve as a model for real small-body populations, such as
near-earth asteroids or Oort cloud comets, in the case of our Solar System.
On a contrary, the spherically uniform swarm can not be identiﬁed with any
realistic population. However, we had to ﬁnd a balance between generality,
mathematical robustness, and physical accuracy. Hence, a computed value of
the ERP is not to be taken as absolute physical measurement, but as a general
indicator of gravitational scattering which can be used to compare diﬀerent
solar systems.
4.5 Numerical example: the role of Jupiter
Intuitively, Jupiter, the most massive planet in the Solar System, should play an
important role in scattering small bodies and protecting Earth against impacts.
This was veriﬁed by Wetherill [65] who used O¨pik-Arnold calculations to follow
the evolution of cometary test bodies, and concluded that the absence of Jupiter
would increase the cratering rate on Earth throughout its history by a factor
of 100–1000.
We decided to study the dynamical signiﬁcance of Jupiter further using
escape rate computations. The open parameters in deﬁnition 4.9 were selected
to be as in table 4.1. The heliocentric ball is placed in such a way that it covers
Table 4.1: Parameters for the swarm.
parameter value
pericentre lower bound q0 0.5 AU
pericentre upper bound q1 1.5 AU
apocentre lower bound Q0 10 AU
apocentre upper bound Q1 80 AU
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the orbit of the Earth (a = 1.0 AU), but also a typical habitable zone around
a main sequence star [43]. The apocentre distances of the swarm are chosen to
represent a heterogeneous sample of orbits that may pass near Jupiter (a = 5.2
AU).
Using the particle swarm in table 4.1 the ERP is computed for various real
and ﬁctitious conﬁgurations of Jovian planets, i.e., Jupiter, Saturn, Uranus,
and Neptune. The initial orbital elements for the planets are given at J2000
epoch. All of the planetary conﬁgurations are known to be near integrable, and
we propagate the planets using the symplectic leapfrog method of table 3.5.
We also use this method as the default integrator for the swarm of particles.
However, strongly non-integrable close encounters between the particles and
planets are to be expected, and during one, we switch to a Gragg-Bulirsch-
Stoer scheme with the full force function (1.2.2).
An additional set of miscellaneous parameters that we use in our ERP
computations is given in table 4.2. The chosen integration step sizes represent
Table 4.2: Other parameters.
ball radius s 2.0 AU
number of particles z0 10 000
integration time tf − t0 100 000 years
oﬀset time t1 − t0 50 000 years
size of time window tw 10
6 years
leapfrog step size h ∼ 40 days
GBS step size H ∼ 0.05− 5 days
reset threshold zr/z0 98%
a balance between accuracy and eﬃciency, found by analysing Jacobi constants
(see, e.g., [56]) of the particles in a one-planet conﬁguration.
In the ﬁrst of our experiments we varied the mass of Jupiter in two diﬀerent
planetary conﬁgurations; one with all of the giants (Jupiter, Saturn, Uranus,
and Neptune), and the other with Jupiter alone. The computed escape rate
values are plotted in ﬁgure 4.1. In the single planet case, we see close to linear
dependence between the mass of Jupiter and the escape rate. It is not surprising
to notice that a more massive planet scatters particles more eﬃciently, but
the responsiveness of the escape rate is encouraging. The convergence of each
escape rate computation in the single planet case can be can be seen from ﬁgure
4.2. It seems that our choices for t− t0, t1, and z0 (in table 4.2) are suﬃcient,
at least in this case. Returning to ﬁgure 4.1, we analyse the case where all four
giant planets are present. When m > mJ, the escape rate ρ behaves similarly
to the system with Jupiter alone. This can be interpreted as Jupiter being the
dominant scatterer of particles among the other giants. However, for m < mJ,
the four-giant case eventually separates from the Jupiter-only case, and the
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Figure 4.1: Escape rates when Jupiter’s mass m is varied. System of Jupiter,
Saturn, Uranus, and Neptune is shown with ﬁlled circles, and system
of Jupiter alone with empty circles. mJ is the true mass of Jupiter.
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Figure 4.2: Convergence of the escape rate values in integrations with
Jupiter alone (cf. ﬁgure 4.1).
other giants take over in particle scattering, eﬀectively replacing Jupiter as
m → 0.
Besides the mass, we were interested how changes in the semi-major axis of
Jupiter would aﬀect the escape rate. We took the system with Jupiter alone
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with three diﬀerent masses (m = mJ/2, m = mJ, m = 2mJ) and varied the
semi-major axis of the planet (ﬁgure 4.3). It seems that increasing the mass of
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Figure 4.3: Escape rates for the Jupiter-only case when the semi-major axis
a of the planet is varied. The mass of Jupiter is m = 2mJ (black
circles), m = mJ (gray circles), and m = mJ/2 (empty circles).
the planet has greater impact on the scattering strength than varying its semi-
major axis. At least with larger masses of Jupiter (m = mJ and m = 2mJ),
we can identify a minimum in the escape rate occurring at a certain value of
the semi-major axis. The case m = mJ is isolated in ﬁgure 4.4.
It is interesting to notice that the minimum occurs approximately at 5.2 AU,
at the true semi-major axis of Jupiter. By monitoring the orbital parameters of
the scattered particles we can identify two trends that, when combined, explain
the minimum. A Jupiter with a > 5.2 AU is increasingly eﬀective at pulling
the pericentre distances of particles above the limit s = 2.0 AU. On the other
hand, for a < 5.2 AU, the perturbations on particles near their pericentres
become stronger, which increases the number of orbits not returning within
the time window T . Hence, changing parameters s and tw would aﬀect our
results. To what extent is yet to be determined. Further results and discussion
about the ERP can be found in Laakso et al. [46], where the method was ﬁrst
introduced to the astronomical community.
4.6 Software: ERP computation
Since the scenario for computing the ERP includes a solar system and a swarm
of particles, the class diagram in ﬁgure 4.5 is intuitive. It connects with the
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Figure 4.4: Escape rates for the Jupiter-only case (m = mJ, isolated from
ﬁgure 4.3) when the semi-major axis a of the planet is varied.
one in ﬁgure 3.8. The dashed arrow indicate that the pointed class is included,
but it is not the base class.
heliocentric solar system
ERP scenario particle swarm
solar system integration method
ERP scenario integration method
Figure 4.5: Classes in the physical layer for ERP computation.

Part II
Galaxy modelling
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5 Torus construction
In stellar dynamics, a galaxy can be modelled as a large assemblage of gravi-
tationally interacting stars, or as a collisionless system a` la Boltzmann, where
orbits of individual stars are governed by the collective galactic potential. The
ﬁrst approach leads to N -body models which have been reﬁned to a degree
which allows reasonable models of the Galaxy to be built [26, 27]. An inconve-
nience with theN -body models of the Galaxy is that a global initial distribution
of stars must be determined. Due to the observation bias, this is a nontrivial
task by itself, and furthermore, small changes in the initial distribution may
have a great impact to the outcome of the model, or even render the model
unstable.
If the potential of the Galaxy Φ is taken as the starting point of the mod-
elling, we have partially diﬀerent problems to overcome. First of all, for the
model to be complete, we must pair Φ with a distribution function f that in-
dicates the phase space density of the modelled mass (stars, gas, dark matter
etc.). The distribution function should be such that it satisﬁes the collision-
less Boltzmann equation, since this is required for the Galaxy model to be
self-consistent; meaning that, at any time, the mass distribution generates
the potential (through Poisson equation). In a general case, the problem of
self-consistency is diﬃcult one, but it can be simpliﬁed by assuming that the
Galaxy is in steady state. What follows, is that we can apply the Jeans the-
orem which tells that any steady-state solution to the collisionless Boltzmann
equation can be represented by a distribution function f(I) which depends only
on the integrals of motion I of the galactic potential [10].
From here, there are alternative ways to proceed. One can use the mod-
elling technique pioneered by Schwarzschild [60], where a library of orbits is
integrated numerically and, subsequently, associated weights are adjusted in
order to ﬁt the model to observations. If the existence of integrals of mo-
tion for the computed orbits can be numerically shown, the self-consistency of
the model follows from the Jeans theorem. Schwarzschild’s method has been
used successfully for creating triaxial galaxy models, but it has weaknesses, as
well; there are discretization issues, and diﬀering initial conditions result in
distribution functions which are not comparable.
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Both the N -body and Schwarzschild models can be improved by using an
algorithm by Syer and Tremaine [62] in which star masses or weights are ad-
justed to ﬁt observations during the orbit integration.
A general concern with the methods above is that the noise in the Galaxy
model exceeds the errors in observations. This is especially relevant at the
moment, on the advent of the launch of the Gaia mission which promises to
deliver accurate positions and velocities for one billion stars.
In this section, we consider a Galaxy modelling technique which could be
the best candidate for handling huge data sets such as the one provided by
Gaia [8]. The technique is called torus modelling, or torus construction. For
purposes of modelling galaxies, it was introduced by McGill and Binney [52].
In its essence, torus construction is a method for creating an integrable
approximation for a non-integrable Hamiltonian system. This is accomplished
by mapping the phase-space tori J of a known integrable toy Hamiltonian H
in such a way that the resulting J ′ approximate the existing invariant tori, or
become artiﬁcially constructed invariant tori, for a given target Hamiltonian
K. By Liouville, there exists a system of action-angle coordinates (θ, J) for
H , and hence we have an integrable representation K(J ′) through the torus
mapping. Since there is a diﬀerentiable foliation of invariant tori even for
perturbed Hamiltonians [57], K(J ′) is well-established also for non-integrable
targets.
In a wider scope, ﬁnding invariant structures in near-integrable systems
is a problem of theoretical interest, but also encountered in many physical
applications. Lan et al. [47] provide a useful list of references related to the
topic. Numerical methods somewhat similar to torus modelling are used to
study particle physics [64], superconductivity [50], quantum dynamics [28],
celestial mechanics [15], etc. [see references within 41]. Often, the methods are
general in nature, and many are also introduced as such [47, 37].
What is important for Galaxy modelling, is that we can build self-consistent
models easily with distribution functions of the form f(J ′). Moreover, this
can be done without any numerical orbit integration. An integrable galaxy
model could also be expanded by the classical perturbation theory, in the form
Kf (θ
′, J ′) = K(J ′) + εKp(θ′, J ′), where Kp is a non-integrable Hamiltonian,
and ε is small.
As a downside, torus modelling must be specially tuned for each pair of toy
and target Hamiltonians. McGill and Binney [52] demonstrated the method
by using integrable potentials: the harmonic oscillator was mapped to a one-
dimensional Kepler potential, and the isochrone to a Sta¨ckel potential in the
meridional plane. Subsequently, Kaasalainen and Binney [40, 41] enhanced the
torus algorithm, and applied it to Sta¨ckel and logarithmic target potentials
representing barred galaxies. These potentials admit two diﬀerent orbit fami-
lies; the loop and box orbits. The torus algorithm does not work, if the orbits
in the toy and target potential do not belong to the same orbit family. The
problem was solved by using the harmonic oscillator for modelling the boxes,
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and the isochrone for modelling the loops. Further studies show that the torus
modelling can be applied even in the presence of strong resonances with the
aid of Hamiltonian perturbation theory [38], and even in chaotic regions of the
target phase space [39].
In this thesis we shall present an application of torus modelling, where
the toy is a Sta¨ckel potential. In this chapter, however, we introduce the
torus modelling algorithm in a general setting. Properties of Sta¨ckel potentials
(in ellipsoidal coordinates) are reviewed in chapter 6, and chapter 7 focuses
on a particular numerical example. A diﬀerent, much shorter and compactly
formulated, version of these topics can be found in Laakso and Kaasalainen
[45].
5.1 Deforming integrable tori
Suppose that we have a system with with N degrees of freedom and a Hamilto-
nian function H . Liouville’s theorem on integrable systems [see 2] says that if
there are N independent integrals in involution (their mutual Poisson brackets
vanish), then the system is integrable by quadratures, or simply integrable, and
action-angle variables (θ, J) exist. In practice, the integrals can be found by
solving of the Hamilton-Jacobi equation (HJE), and separability of the HJE im-
plies integrability. For any integrable Hamiltonian, the phase space is foliated
by invariant tori which are labeled by the actions J . These tori are invariant in
all of the coordinates where the motion is separable. Identifying orbits as tori
in phase space is essential for understanding the torus construction algorithm.
Let the system be conservative, and let (q, p) be a set of elementary canon-
ical coordinates in which the HJE for the Hamiltonian H separates. Suppose
that the mapping (θ, J) → (q, p) is explicitly known.
Definition 5.1. The Hamiltonian H is the toy Hamiltonian.
We deﬁne new variables (θ′, J ′) by a canonical transformation. The gener-
ating function is
F (θ, J ′) = θ · J ′ − i
∑
k∈D
Sk(J
′) exp(ik · θ), (5.1.1)
where D ⊂ ZN\{0}, Sk(J ′) ∈ C, and i is the imaginary unit. The sum in
(5.1.1) has the form of a Fourier series. The resulting transformations are
J =
∂F
∂θ
= J ′ +
∑
k∈D
kSk(J
′) exp(ik · θ), (5.1.2)
θ′ =
∂F
∂J ′
= θ − i
∑
k∈D
∂Sk(J
′)
∂J ′
exp(ik · θ). (5.1.3)
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We obviously want that θ′, J ′ ∈ RN . A straightforward calculation shows that
this requirement is satisﬁed, if we have S−k = −S∗k, where the star denotes the
complex conjugate.
Equation (5.1.2) can be visualized by thinking J ′ as a deformation of the
toy torus J . The complexity of the deformation correlates with the length of
the Fourier series; smooth deformations should be well approximated with low
frequency terms.
Definition 5.2. Torus J ′ is the model torus.
Proposition 5.3. Variables (θ′, J ′) ∈ RN are local action-angle variables of a
conservative Hamiltonian with an invariant torus J ′.
Proof. From (5.1.3) we see that a complete period of 2π in any of the toy
angles θτ results in a complete period in the corresponding θ
′
τ . If we take
θ′ ∈ [0, 2π), the whole toy torus is covered as well. Since the transformation
(θ′, J ′) → (θ, J) → (q, p) is canonical, and the coordinates (q, p) are canonical
for all conservative Hamiltonian systems, the proposition follows.
5.2 Modelling in phase space
Let K be a Hamiltonian of our interest. We assume that K is conservative,
and can be expressed as K(q, p).
Definition 5.4. The Hamiltonian K is the target Hamiltonian.
In the light of proposition 5.3, we study the target Hamiltonian using the
mapping
(θ′, J ′) → (θ, J) → (q, p) → K(q, p). (5.2.1)
Our goal is to choose the coeﬃcients Sk(J
′) in such a way that the model torus
J ′ numerically acts as an invariant torus of K. But how can we do this, if the
phase-space structure of K is unknown, a priori?
It turns out that we can do it indirectly, using the mapping (5.2.1). If
a model torus J ′ was an invariant torus of K, we could express the target
Hamiltonian as K(J ′), i.e., there would be no dependence on θ′. We take this
fact as the basis for a numerical algorithm for ﬁnding the coeﬃcients Sk(J
′).
In the actual implementation of the algorithm, we follow McGill and Binney
[52]. They state that the variation of the Hamiltonian K(q, p) should vanish
in a grid of angles θ′(m), m = 1, ...,M that covers the model torus J
′. Since J ′
can be covered equally well by using the toy angles θ, the variation of K(q, p)
for a given J ′ can be written as
χ2 =
M∑
m=1
[
K(θ(m), J
′)− K¯]2 , (5.2.2)
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where K¯ is the arithmetic mean of K over the grid;
K¯ =
1
M
M∑
m=1
K(θ(m), J
′).
The objective is to ﬁnd the coeﬃcients Sk(J
′) that minimize χ2. If successful,
the minimization eﬀectively forces the model torus J ′ to behave as an invariant
torus of K.
Suppose that the minimization problem above is solved for a number of
foliated model tori J ′.
Definition 5.5. Pointwise, the model Hamiltonian H ′ has the values H ′(J ′) =
K¯. Any intermediate point of H ′ between the foliated J ′ is evaluated by
interpolation.
The torus construction algorithm is illustrated in ﬁgure 5.1. Let us consider
(q, p)
R
K(q, p)
H(q, p)
(θ′, J ′)
H ′(J ′)
S(θ, J ′)
(θ, J)
Figure 5.1: torus mapping (conceptual, non-commutative diagram)
a case, where K is integrable. If χ2 → 0 for a given model torus J ′, it is an
invariant torus of both the model Hamiltonian H ′, and the target Hamiltonian
K. In addition, the variables (θ′, J ′) are local action-angle variables of K. If
we could foliate the phase space with a dense set of these kind of ideal model
tori, the model Hamiltonian H ′ would be a perfect reconstruction of K.
In reality, since we are dealing with a numerical procedure, the outcome
is not perfect, even for an integrable K. The constructed model tori J ′ are
approximations of the invariant tori of K, and the model Hamiltonian H ′ is
deﬁned using a discrete set of J ′. Fortunately, we can control the accuracy of
the torus construction by adjusting the various parameters involved. In the
following, we shall look at the χ2 minimization and the related parameters in
more detail.
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5.3 Optimization algorithm
First of all, there are D and M which determine the amount of the Fourier
coeﬃcients, and the number of grid points, respectively. In order achieve a
certain level of accuracy in the torus construction, we may have to increase one
or both of these numbers. Depending on the numerical method used for the
minimization, this can lead to a signiﬁcant increase in the computational load.
Without any speciﬁc insight, it is natural to start the minimization with
Sk = 0, ∀k ∈ D. Hence, initially F generates an identity transformation, and
χ2 is determined by the similarity of the toy and target potentials. It makes
sense to bring the potentials initially as close as possible in conﬁguration space,
and the toy potential parameters a can also be incorporated to the minimization
of (5.2.2). The χ2 is then minimized using a parameter vector composed of Sk,
k ∈ D, and a.
We could minimize χ2 with any suitable method, but its form suggests that
we can use the Levenberg-Marquardt algorithm (LMA) which is a standard
workhorse in nonlinear curve ﬁtting problems [51, 58]. The LMA uses gradients,
and requires that we should be able to compute the partial derivatives ∂χ2/∂Sk
and ∂2χ2/∂Sk∂Sl, where k, l ∈ D. From (5.2.2) we have
∂χ2
∂Sk
= 2(K − K¯)
(
∂K
∂Sk
− ∂K¯
∂Sk
)
, (5.3.1)
and
∂2χ2
∂Sk∂Sl
≈ 2
(
∂K
∂Sk
− ∂K¯
∂Sk
)(
∂K
∂Sl
− ∂K¯
∂Sl
)
. (5.3.2)
In (5.3.2) we have omitted the second order derivatives which is a standard
approximation in LMA. Since
∂K¯
∂Sk
=
1
M
∑ ∂K
∂Sk
,
our only task is to calculate ∂K/∂Sk. This partial derivative can be expanded
using the chain rule (cf. ﬁgure 5.1);
∂K
∂Sk
=
∂K(w)
∂w
∂w(θ, J)
∂J
∂J
∂Sk
, (5.3.3)
where we use w := (q, p). The ﬁrst factor on the r.h.s., ∂K/∂w, depends on
the chosen target potential, while the middle factor ∂w/∂J is determined by
the toy potential. The last factor is
∂J
∂Sk
= k exp(ik · θ). (5.3.4)
The required steps in χ2 minimization are summarized as follows:
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1. choose numerical values for the model actions J ′,
2. choose the set of multi-indices D for the Fourier series,
3. form a grid of toy angles θ(m), m = 1, ...,M that covers the θ-space,
4. minimize χ2 using LMA, and obtain the Sk that deﬁne H
′(J ′) = K¯,
5. store the values of J ′, Sk, and H ′(J ′).
5.4 Recovering the angle variables
One should note that the torus construction algorithm can be carried out with-
out solving the angles θ′ or the corresponding frequencies ω′ on the model torus.
However, these are needed in order to complete the torus mapping (5.2.1). The
diﬃcult part is obviously to evaluate the coeﬃcients ∂Sk/∂J
′ in (5.1.3). Re-
covering the angle variables is discussed by Binney and Kumar [9] who derive
a partial diﬀerential equation for θ′, and solve it using discrete Fourier trans-
forms. Kaasalainen and Binney [40] use a method where a number of sample
orbits is integrated. In the following, we introduce another way of obtaining
the angles θ′ which is based on similar phase-space sampling than the torus
algorithm itself. All of the aforementioned approaches lead to a linear set of
equations for the coeﬃcients ∂Sk/∂J
′.
Suppose that we have found coeﬃcients Sk in such a way that J
′ corresponds
to a suitable invariant torus of H ′ ≈ K. On this torus, the model frequencies
are
ω′ =
∂K
∂J ′
.
For a ﬁxed value of θ we have
ω′ =
∂K
∂w
∂w
∂J
∂J
∂J ′
, (5.4.1)
where
∂J
∂J ′
= I +
∑
k∈D
k
∂Sk
∂J ′
exp(ik · θ). (5.4.2)
Substituting, and considering each component of ω′ separately, we have
ω′i −
∂K
∂w
∂w
∂J
∑
k∈D
k
∂Sk
∂J ′i
exp(ik · θ) = ∂K
∂w
∂w
∂Ji
which is a linear equation for variables ω′i and ∂Sk/∂J
′
i , k ∈ D. Using (5.3.3)
and (5.3.4) we can also write this as
ω′i −
∑
k∈D
∂K
∂Sk
∂Sk
∂J ′i
=
∂K
∂w
∂w
∂Ji
. (5.4.3)
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Let S ∈ C#D be a vector which contains all of the coeﬃcients Sk, k ∈ D.
By dictating that (5.4.3) should hold in a grid of angles θ(m), m = 1, . . . ,M , we
obtain a linear system Xβ = y, where each row Xm of X has a length #D+1;
Xm =
[
1 − ∂K
∂S
∣∣∣∣
J′,θ(m)
]
,
β =
[
ω′i
∂S
∂J ′i
,
]T
,
and the components ym of y are
ym =
∂K
∂w
∂w
∂Jn
∣∣∣∣
J′,θ(m)
The least-squares solution for β is given by the normal equations
XTXβ = XTy. (5.4.4)
5.5 Restrictions of the method
The actions measure the thickness of an orbit in each separated direction of
the phase space. We shall examine what happens, if the model torus J ′ is thin.
Proposition 5.6. If at least one of the model actions J ′ = (J ′1, . . . , JN ) is
zero, then Sk = 0 for any target Hamiltonian K.
Proof. Let J ′i = 0, i ∈ {1, . . . , N}. From (5.1.2) we have
Ji =
∑
k∈D
kiSk(J
′) exp(ik · θ).
Since the sum on the r.h.s. has zero mean over a period of 2π in θi, and Ji ≥ 0,
we must have Sk = 0, ∀k ∈ D.
Corollary 5.7. J ′i = 0 ⇒ J = J ′. Orbits with zero thickness cannot be
deformed by using the canonical transformation (5.1.1).
Next, consider an orbit which is thin in the direction J ′i > 0.
Proposition 5.8. The requirement Ji ≥ 0 is satisﬁed, if we have
max
k∈D
|kiSk| ≤ J
′
i
#D
. (5.5.1)
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Proof. The sum in (5.1.2) can be approximated as∣∣∣∣∣
∑
k∈D
kiSk exp(ik · θ)
∣∣∣∣∣ ≤
∑
k∈D
|kiSk| ≤ #Dmax
k∈D
|kiSk|.
The condition (5.5.1) gives us a safe range for the coeﬃcients Sk, which
can be useful during the optimization algorithm. It also shows that thin orbits
are more likely to cause problems in torus construction. Particularly, if one
tries to model a thin orbit in the target potential K using a toy torus J which
has a completely diﬀerent geometry in the phase space, the result will not be
valid. Kaasalainen and Binney [40] introduced a point transformation which
is compounded to the torus mapping and enables the modelling of thin orbits.
As a downside, it has to be individually chosen and tuned for each target.

6 Ellipsoidal Sta¨ckel potentials
When the torus construction algorithm is implemented in practice, the funda-
mental choice is the toy Hamiltonian H , since this determines the complexity
of the implementation and also the selection of targets K that can be han-
dled. Unfortunately, since only an integrable toy Hamiltonian will do, there
are very few alternatives. So far, only the harmonic oscillator and isochrone
Hamiltonian have been used. These are ideal in the sense that we have ana-
lytical expressions for the transformation (θ, J) → (q, p). However, these toy
Hamiltonians can only be utilized within the corresponding orbit family. The
next step in generalising the torus construction algorithm would be to use a
toy which can operate across orbit families. There is only one known integrable
potential that fulﬁls this requirement, namely, the Sta¨ckel potential.
More speciﬁcally, we are interested in Sta¨ckel systems in ellipsoidal coordi-
nates, since this is the natural choice for modelling galaxies, especially elliptical
ones. Although our Galaxy is a barred spiral galaxy, its separate components;
the disc, halo, bulge, can be modelled with ellipsoidal Sta¨ckel potentials [24].
The ﬂexibility of ellipsoidal Sta¨ckel potentials was also witnessed by De Bruyne
et al. [20], who ﬁtted them to non-integrable galactic potentials, creating lo-
cal integrable approximations for both loop and box orbits. Since, compared
to the isochrone and harmonic oscillator, Sta¨ckel Hamiltonians can represent
a wider range of orbits, point transformations are less likely to be needed in
torus construction.
We shall employ a particular ellipsoidal Sta¨ckel potential. It is produced by
a triaxial mass model, the perfect ellipsoid, introduced and studied extensively
by de Zeeuw [22]. Compared to previous implementations of torus construc-
tion, using the perfect ellipsoid as the toy multiplies the amount of work. This
is mainly due to singularities introduced by the ellipsoidal coordinates, and the
fact that the integrals in the transformation (θ, J) → (q, p) must now be nu-
merically evaluated. We alleviate the eﬀort by considering a special case of the
perfect ellipsoid, the perfect oblate spheroid, which produces an axisymmetric
Sta¨ckel potential. However, expandability to a full three-dimensional model is
taken as a basis of our implementation.
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6.1 The right coordinates are of the essence
Prolate spheroidal coordinates. Natural coordinates to study orbits in
an oblate spheroidal potential are the prolate spheroidal coordinates. Their co-
ordinate surfaces are obtained by rotating a plane with an elliptical coordinate
system. On the other hand, they are a limiting case of the triaxial ellipsoidal
coordinates [55]. Either of these facts can be taken as a basis for a deﬁnition,
and they lead to diﬀerent representations of the same the coordinate surfaces.
We start with an intuitive approach.
Consider the Cartesian coordinate system (x, y, z) in the Euclidean space
R3. We select the z-axis to be the axis of symmetry and rotation. Any plane
that contains the z-axis is a meridional plane. By deﬁning R2 = x2+y2, we can
use the pair (R, z) as rectangular coordinates in the meridional plane. These
can be transformed to elliptical coordinates (ξ, η) by considering polar coordi-
nates, and replacing the radial coordinate with the parametric representation
of a hyperbola, i.e., R = σ sinh ξ cos η and z = σ cosh ξ sin η, where σ ∈ R is a
scale parameter. The elliptical system is oriented in such a way that the focal
and rotational axes coincide. This is illustrated in ﬁgure 6.1. If we label the
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Figure 6.1: Shapes of the prolate spheroidal coordinate surfaces (σ =
√
3/2)
in the meridional (left) and equatorial planes (z = 0, right).
orientation of the meridional plane by an azimuthal angle ϕ, measured from
the positive x-axis, the Cartesian coordinates are x = R cosϕ, y = R sinϕ, and
we have a trigonometric representation for the prolate spheroidal coordinates
(ξ, η, ϕ);
x = σ sinh ξ cos η cosϕ, (6.1.1)
y = σ sinh ξ cos η sinϕ, (6.1.2)
z = σ cosh ξ sin η, (6.1.3)
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where ξ ≥ 0, η ∈ [−π/2, π/2], and ϕ ∈ [0, 2π). The coordinate surfaces in three
dimensions are prolate ellipsoids, elongated along the z-axis, and two-sheeted
hyperboloids of revolution around the z-axis.
Alternative coordinate system on the same coordinate surfaces is obtained
by adopting a diﬀerent parameterization σ2 = γ − α where α, γ ∈ R, and
introducing new variables by λ = σ2 sinh2 ξ − α and ν = σ2 sin2 η− γ. Instead
of solving ξ and η from (6.1.1)-(6.1.3) we now ﬁnd λ and ν as the two roots of
the equation
R2
τ + α
+
z2
τ + γ
= 1. (6.1.4)
The reason for introducing (λ, ν) is that equation (6.1.4) is analogous to
x2
τ + α
+
y2
τ + β
+
z2
τ + γ
= 1 (6.1.5)
where α, β, γ ∈ R, and the roots of which are the triaxial ellipsoidal coordinates
(λ, μ, ν) [see 22]. The triaxial system cannot be represented using trigonometric
functions. By using the coordinates (λ, ν) the transition from an axisymmetric
to a triaxial system will be smoother.
Because of the squared terms in (6.1.4), each (λ, ν) corresponds to four
points (±R,±z) in the meridional plane. However, we require (R,ϕ, z) to be
the standard cylindrical coordinates, and set R ≥ 0. By contrast, in the triaxial
ellipsoidal coordinates we have three ambiguous variables (±x,±y,±z), corre-
sponding to eight points, one in each octant of R3. For the sake of similarity,
we want to deal with octants also in the prolate spheroidal system. Hence, we
deﬁne a new azimuthal angle
φ = ϕ− nφπ
2
, (6.1.6)
where nφ is the integer for which φ ∈ [0, π/2). Since changing the sign of R
and adding ±π to ϕ have the same eﬀect, all the octants are covered with the
choices ±z and nφ = 0, 1, 2, 3.
Definition 6.1. The prolate spheroidal coordinates are (λ, φ, ν).
Proposition 6.2. The domain X ⊂ R3 of the prolate spheroidal coordinates
is X = Xλ ×Xφ ×Xν , where
Xλ = [−α,∞), Xφ = [0, π/2), Xν = [−γ,−α]. (6.1.7)
Proposition 6.3. The mapping
R
3\{R = 0} → X × {−1, 0, 1} × {0, 1, 2, 3}, (x, y, z) → (λ, φ, ν, sgn z, nφ)
is a bijection.
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6.2 Separable Hamiltonians
Hamilton-Jacobi equation. Consider a dynamical system which models a
star moving in a galactic potential. Let the potential be given by a function Φ :
R3 → R, (λ, φ, ν) → Φ(λ, φ, ν). Let the vectors r, v ∈ R3, indicate the position
and velocity of the star, respectively. In the basis of the prolate spheroidal
coordinates, we have v = (hλλ˙, hφφ˙, hν ν˙), where hτ = hτ (λ, ν) are the scale
factors (see appendix B.1). 1 Hence, the Lagrangian per unit mass of the star
is
L =
1
2
v · v − Φ =
∑
τ
h2τ τ˙
2
2
− Φ(λ, φ, ν). (6.2.1)
By selecting q = (λ, φ, ν) and q˙ = (λ˙, φ˙, ν˙) to be the generalized coordinates
and momenta, respectively, we have L = L(q, q˙).
The conjugate momenta in Hamiltonian formulation are p = ∂L/∂q˙, and
therefore, we have
pτ = h
2
τ τ˙ , (6.2.2)
and p = (pλ, pφ, pν). The Hamiltonian per unit mass is
H(q, p) =
∑
τ
p2τ
2h2τ
+Φ(λ, φ, ν). (6.2.3)
Since the Lagrangian is a quadratic function of the velocities, the Hamiltonian
is the total energy E (per unit mass). Furthermore, without explicit time
dependencies, the system is conservative, and we know that the Hamiltonian
is an integral of motion; H(q, p) = E.
The other two integrals of motion can be found by solving the Hamilton-
Jacobi equation (HJE). The idea is to ﬁnd a canonical transformation which
produces new coordinates which are all cyclic, i.e., they do not appear explicitly
in the expression for H . This is desirable, because in Hamilton’s equations of
motion, q˙ = ∂H/∂p, p˙ = −∂H/∂q, conjugate momenta for cyclic coordinates
are constants, and hence the motion is trivial.
Let us denote the new coordinates by Q and new momenta by I. The
canonical transformation that we seek is given by W : R3 × R3 → R, (q, I) →
W (q, I) which is a generating function of type II. It is known as the Hamilton’s
characteristic function (HCF), and it generates a transformation where the old
momenta are given by p = ∂W/∂q and the new coordinates are Q = ∂W/∂I.
The HJE for the HCF is obtained by substitution; H(q, ∂W/∂q) = E. For the
Hamiltonian (6.2.3) we have
∑
τ
1
2h2τ
(
∂W
∂τ
)2
+Φ(λ, φ, ν) − E = 0. (6.2.4)
1If not stated otherwise, τ represents any of the prolate spheroidal coordinates. As a
summing index, τ = λ, φ, ν.
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This is a nonlinear ﬁrst-order partial diﬀerential equation for the unknown
function W , and for an arbitrary potential Φ, it is very likely that there is
no analytical solution available. However, in the special case, where (6.2.4) is
completely separable in the prolate spheroidal coordinates, it can be solved.
The solution is of the form
W (q, I) =
∑
τ
Wτ (τ, I), (6.2.5)
and we have
pτ =
∂Wτ
∂τ
. (6.2.6)
The separation of variables leads to a set of ordinary diﬀerential equations
whose solution involves integration constants. The trick is that we choose
these constants to be the new momenta I.
Sta¨ckel conditions. The necessary and suﬃcient conditions for a HJE to
be separable are the Sta¨ckel conditions. A general deﬁnition for them can be
found, e.g., in Goldstein et al. [29], and there is no need to complicate matters
by repeating it here. Instead, we deﬁne the Sta¨ckel conditions that apply, if the
Hamiltonian is represented in the prolate spheroidal coordinates, and is of the
form (6.2.3). What is important, is that the coordinate system is orthogonal,
and that the scale factors are functions of the coordinates only; hτ = hτ (λ, ν).
It then follows, that most of the general Sta¨ckel conditions are automatically
fulﬁlled, and the only remaining condition is that the potential can be written
as
Φ(λ, φ, ν) =
∑
τ
Φτ (τ)
h2τ
, (6.2.7)
where each Φτ is an arbitrary smooth function. If the potential is axisymmet-
ric, we have Φ = Φ(λ, ν), and by inserting the scale factors hτ we see that
an axisymmetric Sta¨ckel potential in the prolate spheroidal coordinates has a
simple form;
Φ(λ, ν) = −fλ(λ)− fν(ν)
λ− ν , (6.2.8)
where fλ and fν are given by
fτ (τ) = −4(τ + α)(τ + γ)Φτ (τ).
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Integrals of motion by solving the HJE. Suppose we have a Sta¨ckel
potential conforming to (6.2.8). The Hamilton-Jacobi equation (6.2.4) becomes
2(λ+ α)(λ + γ)
λ− ν
(
∂W
∂λ
)2
− fλ(λ)
λ− ν
+
α− γ
2(λ+ α)(ν + α)
(
∂W
∂φ
)2
+
2(ν + α)(ν + γ)
ν − λ
(
∂W
∂ν
)2
− fν(ν)
ν − λ − E = 0. (6.2.9)
Trying a solution of the form (6.2.5) and multiplying by (λ+α)(ν +α)(λ− ν)
yields a simple equation:
(ν + α)gλ(λ) + (λ − ν)gφ(φ)− (λ+ α)gν(ν) = 0, (6.2.10)
where
gτ (τ) = 2(τ + α)
2(τ + γ)
(
∂Wτ
∂τ
)2
− (τ + α)fτ (τ)− τ2E (6.2.11)
for τ = λ, ν, and
gφ(φ) =
α− γ
2
(
∂Wφ
∂φ
)2
− α2E. (6.2.12)
Diﬀerentiating (6.2.10) with respect to λ, φ, and ν gives us three equations:
(ν + α)g′λ(λ) + gφ(φ)− gν(ν) = 0, (6.2.13)
(λ− ν)g′φ(φ) = 0, (6.2.14)
gλ(λ)− gφ(φ)− (λ + α)g′ν(ν) = 0. (6.2.15)
Since these equations must hold for all values λ, φ, and ν, we see immediately
from (6.2.14) that gφ(φ) is a constant function. By diﬀerentiating equations
(6.2.13) and (6.2.15) one more time, we obtain g′′τ (τ) = 0 which means that gλ
and gν are linear functions.
Two linear and one constant function correspond to ﬁve integration con-
stants. However, by inserting such functions into (6.2.13)-(6.2.15) we see that
only two of the constants, say, C2 and C3, are independent. We can write
gτ (τ) = C3−τC2, applicable to both λ and ν. It follows that gφ(φ) = αC2+C3.
Substituting these into (6.2.11) and (6.2.12), and remembering (6.2.6) yields
equations of motion
p2τ =
τ2E − τC2 + C3 + (τ + α)fτ (τ)
2(τ + α)2(τ + γ)
,
p2φ =
2(α2E + αC2 + C3)
α− γ .
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We see that C2(q, p) and C3(q, p) are integrals of motion, in addition toH(q, p) =
E. Since any function of the integrals of motion is also an integral of motion,
we can replace C2 and C3 with
C2 = I2 + I3 − (α+ γ)E,
C3 = αγE − γI2 − αI3,
and deﬁne that the new momenta are I = (H, I2, I3). The equations of motion
become
p2τ =
(τ + α)(τ + γ)H − (τ + γ)I2 − (τ + α)I3 + (τ + α)fτ (τ)
2(τ + α)2(τ + γ)
, (6.2.16)
and
p2φ = 2I2. (6.2.17)
The reason for using I2 and I3 is that they are closely related to the angular
momentum (per unit mass) L = r × r˙ of the system. Since we have an axis of
symmetry, the integral I2 and the z-component of the angular momentum Lz
have a simple relation: L2z = 2I2. The integral I3 acts as a generalized angular
momentum in the meridional plane [see, e.g., 10].
For a given set of integrals I, equations (6.2.16) and (6.2.17) determine the
shape of the orbit in each τpτ -plane of the phase space.
Definition 6.4. The range of prolate spheroidal coordinates AI ⊂ X in an
orbit is AI = AI,λ ×AI,φ ×AI,ν , where
AI,τ = {τ ∈ Xτ : p2τ (τ, I) ≥ 0}. (6.2.18)
If AI,τ = ∅ for any τ , there is no orbit for I.
6.3 The many faces of the phase space
Cyclic coordinates. Suppose that the orbit for I exists. For a separable
HCF (6.2.5), conjugate coordinates for the new momenta I are
Q =
∑
τ
∂Wτ
∂I
. (6.3.1)
This calls for an explicit form of Wτ which, as a general solution of (6.2.6), is
Wτ (τ, I) =
∫
ΩI,τ
pτ (τ
′, I)dτ ′, (6.3.2)
where pτ is given by (6.2.16) or (6.2.17), and the integral is taken over a section
of the orbit (path) ΩI,τ ⊂ AI,τ .
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The paths ΩI,λ and ΩI,ν must be continuous. If the orbit is bounded,
they consist of segments in each of which τ makes an oscillation between the
endpoints of AI,τ = [τmin(I), τmax(I)], where −∞ < τmin(I) < τmax(I) < ∞.
The motion in φ is rotation, and ΩI,φ is piecewise continuous consisting of
segments where φ propagates through AI,φ = Xφ = [0, π/2), always in the
same direction. The motion on each coordinate surface of the prolate spheroidal
coordinates (ﬁgure 6.1) is periodic; a full period corresponding to four segments
of ΩI,τ .
Let the subsequent segments of ΩI,τ be numbered by nτ ∈ Z in such a
way that for the segment nλ = 0 we have pλ, R ≥ 0, and for nν = 0 we have
pν , z ≥ 0. The scheme for nφ is already deﬁned by (6.1.6). The path ΩI,τ can
be parameterized using the pair (τ, nτ ). As the starting points of ΩI,λ, ΩI,φ,
and ΩI,ν we select (λ, nλ) = (λmin, 0), (φ, nφ) = (0, 0), and (ν, nν) = (νmin, 0),
respectively. Equation (6.3.2) can then be written as
Wτ (τ, nτ , I) =
∫ τ
τ0(I)
pτ (τ
′, I)dτ ′ + nτWτ,0(I), (6.3.3)
where τ0(I) is the starting point of the segment nτ , and Wτ,0 is an integral
over a complete segment.
The partial derivatives in (6.3.1) for τ = λ, ν become
∂Wτ
∂I
=
∫ τ
τ0
∂pτ (τ
′)
∂I
dτ ′ − pτ (τ0)∂τ0
∂I
+ nτ
∂Wτ,0
∂I
, (6.3.4)
where, by (6.2.16),
∂pτ
∂H
=
1
4(τ + α)pτ
, (6.3.5)
∂pτ
∂I2
= − 1
4(τ + α)2pτ
, (6.3.6)
∂pτ
∂I3
= − 1
4(τ + α)(τ + γ)pτ
. (6.3.7)
For φ we have an explicit solution
∂Wφ
∂H
=
∂Wφ
∂I3
= 0,
∂Wφ
∂I2
=
(
φ+ nφ
π
2
)
/
√
2I2 (6.3.8)
which applies to both directions of rotation.
In the cyclic coordinates (Q, I) the motion is as simple as possible; from the
Hamilton’s equations of motion we have Q˙ = (1, 0, 0), i.e., the ﬁrst cyclic coor-
dinate acts as the time, and the rest are constants of motion. Unfortunately, a
closed orbit in q is not closed in Q, which is inconvenient, since we are dealing
with periodic motion.
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Action-angle variables. By deﬁnition, the action integral is
Jτ =
1
2π
∮
pτ (τ
′, I)dτ ′, (6.3.9)
where the integration path is such that a complete period of libration or rota-
tion in τ is covered. If we select this period to be contained in four segments
of ΩI,τ , we can write
Jτ =
2
π
Wτ,0(I). (6.3.10)
For φ, this simpliﬁes to
Jφ =
√
2I2. (6.3.11)
The actions depend only on the integrals I, and thus, are also integrals of
motion. We choose them as new momenta J = (Jλ, Jφ, Jν).
It can be shown that the Jacobian matrix ∂J/∂I is nonsingular, and there-
fore, by the inverse mapping theorem, there exists a function I(J). We can
hence write the HCF using the new momenta; W (q, J) = W (q, I(J)). The
conjugate coordinate for Jτ is then obtained by
θτ =
∂W
∂Jτ
=
∂W
∂I
∂I
∂Jτ
, (6.3.12)
where the vectors ∂I/∂Jτ are found by matrix inversion as columns of the
Jacobian
∂I
∂J
=
(
∂J
∂I
)−1
. (6.3.13)
The coordinates θ = (θλ, θφ, θν)
T are called angles. Their angle-like behaviour
can be seen as follows. Consider going though one period in τ while keeping the
other prolate spheroidal coordinates ﬁxed. In cyclic coordinates, this results in
a displacement ΔQ;
ΔQ = Δ
∂W
∂I
= Δ
∂Wτ
∂I
= 4
∂Wτ,0
∂I
= 2π
∂Jτ
∂I
.
From the deﬁnition (6.3.12) we see that the corresponding displacement in the
angle variable θτ ′ is
Δθτ ′ = 2π
∂Jτ
∂Jτ ′
=
{
2π, if τ = τ ′
0, otherwise
.
It is therefore natural to treat the angles as periodic variables with a period
2π. However, one should note that, since the motion in is quasiperiodic, in
general, θτ ∈ [0, 2π) does not map to segments nτ = 0, 1, 2, 3, and vice versa.
By diﬀerentiating θτ in (6.3.12) with respect to time we have
θ˙τ =
∂H
∂Jτ
= ωτ . (6.3.14)
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Hence, each θτ evolves linearly in time. The constants ωτ are the frequencies
of the motion.
The motion in the action-angle variables (θ, J) is conﬁned onto a surface
of a 3-torus. The actions J describe the cross-sectional areas of the torus, and
θ pinpoint the location on the torus with respect to an origin which is the
starting point of the path ΩI = (ΩI,λ,ΩI,φ,ΩI,ν). An orbit in (θ, J) rotates
around the torus with constant frequencies ωτ . In general, the frequencies are
incommensurate and eventually, the orbit ﬁlls the surface of the torus.
6.4 Numerical example: the perfect oblate spheroid
Potential function. The perfect ellipsoid was introduced and thoroughly
represented by de Zeeuw [22]. It is a heterogeneous triaxial mass model with
an ellipsoidally stratiﬁed density distribution. It is the only such model that
has a gravitational potential of Sta¨ckel form [21]. The perfect oblate spheroid is
an axisymmetric special case of it which was found earlier by Kuzmin [44]. In
general, the determination of the potential of an ellipsoidal mass distribution
is a classical problem. After Newton, several well-known mathematicians have
contributed, mostly during the 19th century; Maclaurin, d’Alambert, Legendre,
Laplace, Gauss, Jacobi, Poisson, etc.
Let ρ be the density of an ellipsoidal mass distribution;
ρ =
ρ0
(1 + r2e )
2
,
where the ellipsoidal radius is
r2e =
x2
a2
+
y2
b2
+
z2
c2
,
and ρ0 is the density at the origin. The semi-axes a > b > c deﬁne the shape
of the distribution, and the equidensity surfaces are cocentric ellipsoids. The
gravitational potential of this kind of distribution is of the Sta¨ckel form, if it
is expressed in ellipsoidal coordinates (λ, μ, ν), and the coordinate parameters
are selected to be α = −a2, β = −b2, γ = −c2 [22, 16].
If the two longer axes are equal; b = a, the density distribution becomes an
oblate spheroid with the short z-axis as the axis of symmetry. The appropriate
coordinates are now prolate spheroidal coordinates (λ, φ, ν). The potential of
a perfect oblate spheroid (POS) is
Φpos(λ, ν) = − (λ+ γ)ψ(λ)
λ− ν −
(ν + γ)ψ(ν)
ν − λ (6.4.1)
where
ψ(τ) = −2πGρ0α
√ −γ
τ + γ
arctan
√
τ + γ
−γ ,
and G is the gravitational constant. Equation (6.4.1) conforms to (6.2.8), with
fτ (τ) = (τ + γ)ψ(τ). An example of Φpos is plotted in ﬁgure 6.2.
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Figure 6.2: The potential of a perfect oblate spheroid with Gρ0 = 1, a = 1,
and c = 1/2.
Orbits in phase space. For the POS the equation of motion (6.2.16) for
τ = λ, ν becomes
p2τ =
H − I2/(τ + α)− I3/(τ + γ) + ψ(τ)
2(τ + α)
. (6.4.2)
If we deﬁne the eﬀective potential by
Φeﬀ(τ) =
I2
τ + α
+
I3
τ + γ
− ψ(τ), (6.4.3)
we have
H = 2(τ + α)p2τ +Φeﬀ(τ). (6.4.4)
Setting p2τ ≥ 0 in (6.4.2) is now equivalent to
H ≥ Φeﬀ(λ), H ≤ Φeﬀ(ν),
and these inequalities determine the points in AI,λ and AI,ν , respectively. The
existence of orbits depends on the signs of H , I2, and I3. Being solely interested
in bound orbits, we can set H < 0. From (6.2.17) it is evident that I2 > 0. By
the numerical example in ﬁgure 6.3 [see also 22], we conclude that I3 > 0.
Considering how the feasible regions for orbits change when we adjust the
total energy, there seems to be a lower limit for H which coincides with the
minimum of Φeﬀ at λ = λ0. Hence,
I2 > 0, I3 > 0, Φeﬀ(λ0) < H < 0. (6.4.5)
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Figure 6.3: Orbits exist in the shaded regions. The solid horizontal line
marks the total energy, and the locations of the poles, λ+ α = 0 and
ν+γ = 0, are indicated by dotted vertical lines. POS as in ﬁgure 6.2;
H = −1.933, I2 = 0.1013, I3 = 1.084 (left) I3 = −1.084 (right).
With these constraints, the equation
H − Φeﬀ(τ) = 0 (6.4.6)
has three roots; one of them falls in the range of ν and the other two in the
range of λ. The motion in λ and ν is bounded within
λmin ≤ λ ≤ λmax, −γ ≤ ν ≤ νmax, (6.4.7)
and pλ(λmin) = pλ(λmax) = pν(νmax) = 0. There are no restrictions for the
azimuthal angle φ. Combining the bounds for each coordinate and viewing
them in cylindrical coordinates we see that the allowed region in R3 forms a
tube around the z-axis (ﬁgure 6.4). This kind of orbit is called a short-axis
tube, and it represents one of the four major orbital families found in triaxial
ellipsoidal potentials [see, e.g., 10]. The orbit in phase space can be plotted by
using (6.4.2) and (6.2.17) (ﬁgure 6.5).
Coordinate transformations. The action-angle variables (θ, J) of the POS
can be computed by following the earlier sections in this chapter. This process
involves numerical tasks. First of all, we need an automatic root ﬁnding algo-
rithm in order to determine λmin, λmax, and νmax from (6.4.6). Secondly, the
integrals in (6.3.4) and (6.3.10) have to be evaluated numerically.
These common numerical problems, and also the algebraic equations sur-
rounding them, become nontrivial in the prolate spheroidal coordinates (λ, φ, ν).
One reason for this can be seen from the rightmost pane of ﬁgure 6.5 which
illustrates the fact that pν → ±∞, as ν → −γ in (6.4.2). This behaviour is
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Figure 6.4: Orbital motion is allowed in the shaded regions. The three-
dimensional tube is dissected along the meridional (left) and equato-
rial (right) plane. The boundaries of the allowed regions conform to
the prolate spheroidal coordinate surfaces; cf. ﬁgure 6.1.
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Figure 6.5: The orbit in phase space.
due to the metric of the coordinate system. Actually, all quantities related to
ν˙ can be problematic in numerical algorithms, and we avoid computing them
explicitly.
Detailed steps for the transformation (q, p) → (θ, J), where (q, p) are Carte-
sian phase space variables, are given in appendices B.1 and B.2. Also included
is the inverse transformation (θ, J) → (q, p) which is a numerical story of its
own, utilizing a multidimensional root ﬁnding algorithms in order to invert the
numerical quadratures.
Time evolution of orbits. Since we already have the transformations be-
tween the Cartesian (q, p) and (θ, J), the most straightforward way of obtaining
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the orbit in time is by using (6.3.14) which yields
θτ (t) = ωτ t+ θτ,0. (6.4.8)
The initial values θτ,0, and the integrals Jτ and ωτ are obtained from the
initial values (q0, p0), and Cartesian variables at a later time are given by the
transformation (θ(t), J) → (q(t), p(t)). Figure 6.6 shows the outcome of such
an exercise.
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Figure 6.6: Orbital evolution in Cartesian coordinates.
7 Practical applications
We shall provide a numerical case study, where the perfect oblate spheroid is
used as the toy potential in the torus construction algorithm. This requires
that we diﬀerentiate the transformation (θ, J) → (q, p), which turns out to be
a rather tedious exercise. Nevertheless, this completes the torus machinery,
and enables one to use it for diﬀerent target Hamiltonians. As an example
target, we select an axisymmetric logarithmic potential. Progress during the
torus construction algorithm is visualized and the results are analysed.
7.1 Toying with Sta¨ckels
Derivatives for the Levenberg-Marquardt. The numerically bad ba-
haviour of the momenta in prolate spheroidal coordinates (remember ﬁgure
6.5) is reﬂected to any partial derivatives taken with respect them. Hence, we
use the cylindrical system q = (R,ϕ, z), p = (pR, pϕ, pz) = (R˙, R
2ϕ˙, z˙) as the
frame of reference in (5.3.3). This does not break the canonical chain of trans-
formations in ﬁgure 5.1, since all point transformations are canonical. The
partial derivatives ∂w/∂J , where w = (q, p), are obtained as columns of the
matrix
∂w
∂(θ, J)
=
(
∂(θ, J)
∂w
)−1
.
Therefore, we need to solve
∂θ
∂w
=
∂
∂w
(
∂W
∂I
∂I
∂J
)T
(7.1.1)
and
∂J
∂w
=
∂J
∂I
∂I
∂w
. (7.1.2)
Starting from (7.1.2), we note that the rows of ∂J/∂I can be computed with
the same numerical method as ∂Wτ/∂I. Calculating the other term ∂I/∂w is
a straightforward algebraic task, presented in appendix B.3. Equation (7.1.1)
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requires more work. It can be expanded to yield
∂θ
∂w
=
(
∂I
∂J
)T [
∂
∂w
(
∂W
∂I
)T
−
∑
τ
θτ
∂
∂w
(
∂Jτ
∂I
)T]
.
In order to evaluate this, it is suﬃcient to know how to compute the terms
(∂/∂w)(∂Wτ/∂I). Essentially, this only requires changing the order of dif-
ferentiation and integration, but the improper nature of ∂Wτ/∂I makes this
numerically challenging. However, through extensive manipulations, numeri-
cal consistency is achieved. The details are given in appendix B.3. In order to
demonstrate that the computation of ∂w/∂J is indeed numerically stable, we
have plotted an example of their time evolution (ﬁgures 7.1 and 7.2).
∂R
∂Jλ
∂R
∂Jφ
∂R
∂Jν
∂ϕ
∂Jλ
∂ϕ
∂Jφ
∂ϕ
∂Jν
∂z
∂Jλ
∂z
∂Jφ
t
∂z
∂Jν
0 10 200 10 200 10 20
0 10 200 10 200 10 20
0 10 200 10 200 10 20
-2
-1
0
1
2
-0.4
-0.2
0
0.2
0.4
-1
-0.5
0
0.5
1
-1
-0.5
0
0.5
1
-1
-0.5
0
0.5
1
-1.5
-1
-0.5
0
0.5
1
1.5
-0.5
0
0.5
1
0.7
0.8
0.9
1
1.1
-0.5
0
0.5
1
1.5
Figure 7.1: Partial derivatives ∂(R,ϕ, z)/∂J .
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Figure 7.2: Partial derivatives ∂(R˙, ϕ˙, z˙)/∂J .
7.2 Logarithmic potential is the target
Axisymmetric logarithmic potential. As a nontrivial target potential for
the torus construction, we select an axisymmetric, logarithmic potential which,
in cylindrical coordinates, is of the form
Φlog(R, z) =
1
2
ln
(
R2 + z2/q2Φ +R
2
c
)
, (7.2.1)
where the two positive real numbers; the axial ratio qΦ, and the core radius Rc,
deﬁne the shape and depth of the potential well. An example of the potential
function is plotted in ﬁgure 7.3. The Hamiltonian for Φlog is
H(q, p) =
1
2
[
p2R +
p2ϕ
R2
+ p2z + ln
(
R2 +
z2
q2Φ
+R2c
)]
. (7.2.2)
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Figure 7.3: Logarithmic potential with qΦ = 0.8, Rc = 0.14.
Despite of the seemingly simple form of (7.2.2), the solution of the correspond-
ing HJE is not known. Only two integrals of motion have analytical represen-
tations, namely the energy E = H(q, p), and the azimuthal angular momentum
Lz = R
2ϕ˙ = pϕ.
Surfaces of section. Although the logarithmic potential is non-integrable,
in an axisymmetric system, we can always separate the azimuthal part from
the rest of the motion, and hence, the system is eﬀectively two-dimensional
[10]. The phase space tori of such a system can be visualized by plotting the
orbit on a surface of section (SOS, also known as a Poicare´ section) [49]. In
order to do so, we derive the Hamiltons equations of motion from (7.2.2);
R¨ = −R(e−2Φlog − ϕ˙2), (7.2.3)
ϕ¨ = −2R˙ϕ˙
R
, (7.2.4)
z¨ = − z
q2Φ
e−2Φlog . (7.2.5)
During the numerical integration of these, we need to stop and plot the orbit
exactly at the points, where the SOS is crossed. If we deﬁne the SOS to be
the plane z = 0 in the direction z˙ > 0, then the desired points are obtained as
follows. Before the integration step that would make the crossing, we replace
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the equations of motion with a modiﬁed system
dR
dz
=
R˙
z˙
,
dϕ
dz
=
ϕ˙
z˙
,
dt
dz
=
1
z˙
,
dR˙
dz
= −R
z˙
(
e−2Φlog − ϕ˙2) , dϕ˙
dz
= −2R˙ϕ˙
Rz˙
,
dz˙
dz
= − z
z˙q2
e−2Φlog ,
which is obtained by applying dz = z˙dt. As a result, the roles of dt and dz are
exchanged, z acts as the independent variable, and a single integration step of
length −z takes us onto the surface of section. Figure 7.4 shows an example.
Each orbit lies in a smooth curve and does not intersect with the others. One
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Figure 7.4: SOS z = 0, z˙ > 0 for the logarithmic potential. The fourth
innermost orbit has the initial values from section 6.4. The corre-
sponding integrals E = 0.82 and Lz = 0.45 are used for the other
orbits as well.
of the orbits consists of three separate resonant islands, and therefore belongs
to a narrow region which also includes chaotic orbits [49]. In most of the phase
space, however, it seems that, with the chosen parameters, KAM-tori are intact
and, within numerical accuracy, a third integral of motion exists.
7.3 Kick-starting the torus machinery
Fitting the toy potential in configuration space. Before the actual torus
construction, we try to select the best initial values for the parameters α, γ,
and ρ0 of the POS (6.4.1). This can be done simply by ﬁtting the toy potential
Φpos to the target potential Φlog in a grid of points of the conﬁguration space.
However, in order to obtain proper results, we actually ﬁt Φ′pos = Φpos + Φ0,
where Φ0 ∈ R is an additional oﬀset parameter. Obviously, Φ′pos is still Sta¨ckel,
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the solution to the HJE remains unchanged, and Φ0 becomes irrelevant in later
computations.
Let (Ri, ϕi, zi) be a grid of coordinates, and a = (α, γ, ρ0,Φ0) the param-
eter vector. The potential function Φ′pos is ﬁtted in conﬁguration space by
minimizing
χ20 =
∑
j
[
Φ′pos(Ri, ϕi, zi; a)− Φlog(Ri, ϕi, zi)
]2
. (7.3.1)
For the task we use a generic version of the Levenberg-Marquardt algorithm.
We force the parameters in a to stay within the appropriate bounds by trans-
forming them to logarithmic form, as explained in appendix B.3. By selecting
the grid of coordinates as in ﬁgure 7.5, we obtain a ﬁt with residuals given in
ﬁgure 7.6. The largest errors occur near the origin, which is acceptable, since
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Figure 7.5: Points of potential evaluation for conﬁguration space ﬁtting.
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Figure 7.6: χ20 contribution after optimization. The optimal parameter
values are α = −0.639, γ = −0.142, ρ0 = 1.29, Φ0 = 1.99.
most orbits do not visit this region.
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SOS for the toy potential. We shall plot a SOS for the perfect oblate
spheroid using the optimized parameter values above. The SOS will be the
same as for the logarithmic potential in ﬁgure 7.4. Therefore, we express (6.4.4)
for τ = λ in cylindrical coordinates, and set z = 0, obtaining
R˙2 = 2[H − Φeﬀ(R2 − α)]. (7.3.2)
The allowed range for R is [Rmin, Rmax], where
Rmin =
√
λmin + α,
Rmax =
√
λmax + α.
By inserting the same initial values as in ﬁgure 7.4, we have the curves in ﬁgure
7.7. Because the planes z = 0 in cylindrical coordinates and ν = −γ in prolate
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Figure 7.7: Surface of section for the perfect oblate spheroid. The initial
values are the same as in ﬁgure 7.4.
spheroidal coordinates coincide, the orbits lie on smooth curves. In general, an
orbit in the POS would ﬁll an area around a curve, if plotted on a cylindrical
SOS. The fact that the curves do not intersect each other, indicates that the
initial values lie approximately on a constant energy surface of the POS, and
veriﬁes the success of the χ20 minimization.
Symmetries in the torus model. The toy and target potentials are both
axisymmetric, and hence the model torus should be axisymmetric, too. This
allows us to simplify the generating function (5.1.1) by truncating the Fourier
series in the azimuthal direction. The axisymmetric version of F for the prolate
spheroidal coordinates is
F (θ, J ′) = θ · J ′ − i
∑
k∈Dλν
Sk(J
′
λ, J
′
ν) exp(ik · θ), (7.3.3)
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where Dλν = {(kλ, kφ, kν) ∈ Z3\{0} : kφ = 0}. This implies that J ′φ = Jφ and
θ′φ = θφ.
The Fourier series can be further simpliﬁed by the time reversibility of the
target Hamiltonian; K(t) = K(−t). This suggests that the equations of motion
for the toy actions J on the model torus J ′ must be symmetric about a point,
say θ = 0, in such a way that J(θ, J ′) = J(−θ, J ′), and J˙(θ = 0, J ′) = 0 [see
52, for details]. From (5.1.2) with S−k = −S∗k we have
J˙(θ = 0, J ′) = −2
∑
k∈Dλν
(k · θ˙)k Im(Sk).
Therefore, generally, for time reversible target Hamiltonians, the Fourier co-
eﬃcients are real; Im(Sk) = 0, and S−k = −Sk. Hence, the transformation
generated by (7.3.3) becomes
J = J ′ + 2
∑
k∈D+λν
kSk(J
′
λ, J
′
ν) cos(k · θ), (7.3.4)
θ′ = θ + 2
∑
k∈D+λν
∂Sk(J
′
λ, J
′
ν)
∂J ′
sin(k · θ), (7.3.5)
where D+λν is obtained from Dλν by removing one of the two elements k ∈ Dλν
for which k = −k.
Even more terms can be cancelled out from the Fourier series, if we take
into account that the toy and target potentials are both symmetric about z = 0
and R = 0 in the meridional plane. For the perfect oblate spheroid, a complete
revolution of 2π in one of the angles θτ corresponds to two identical oscillations
in τ = λ, ν. Similar behaviour is expected on the model torus. This means
that the cosine series in (7.3.4) should only contain terms with a period of π,
i.e., terms for which kλ and kν are even. This heuristic argument is shown to
hold in numerical computations, where the odd terms, if included, tend toward
zero.
Because of the symmetries above, we can also reduce the size of the θ-grid in
the torus construction. The θφ-direction is irrelevant due to axisymmetricity,
and since the cosine series is π-periodic in θλ and θν , it is suﬃcient to sample
only half of the torus in these directions, e.g., θλ, θν ∈ [0, π). This was veriﬁed
by running the torus construction also with a full 2π-grid in θλ and θν . The
obtained coeﬃcients Sk did agree.
Running the optimization algorithm. The torus construction algorithm
is executed using a the transformation (7.3.4) and Fourier terms for which
kλ ∈ {−96, . . . , 96}, kν ∈ {−24, . . . , 24}. The model actions are (J ′λ, J ′φ, J ′ν) =
(0.5, 0.45, 0.5). The θ-grid consists of 100 × 100 evenly spaced points in the
square (θλ, θν) ∈ [0, π)× [0, π), and θφ = 0. The sampling rate in θ exceeds the
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Nyquist rate of the Fourier series. The total number of grid points is 10000,
and the number of nonzero Fourier coeﬃcients is 1212.
During the torus construction, the points in the θ-grid are transformed
to cylindrical phase space coordinates. Initially, for Sk = 0, ∀k the points
are distributed according to ﬁgure 7.8. The intended regions in cylindrical
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Figure 7.8: Initial distribution of θ-grid points in cylindrical coordinates.
The highlighted regions correspond to high initial values of (K − K¯)2
(cf. ﬁgure 7.9).
coordinates seem to be initially fully covered by the θ-grid.
Progress of the LMA can be followed by plotting the variation of the target
Hamiltonian. Figure 7.9 shows the initial variation of K across the θ-grid with
Sk = 0, ∀k. The largest variation in K seems to occur in two distinctive peaks.
The cylindrical coordinates corresponding to these peaks are marked in ﬁgure
7.8. The evolution of the χ2 during the minimization is plotted in ﬁgure 7.10.
The minimum is eﬀectively reached with three steps in the LMA. We chose
to terminate the iteration as soon as the decrement in χ2 between consecutive
steps was below 5%. It was veriﬁed that this criterion is not stopping the
algorithm prematurely. Each iteration step took about 20 minutes on a single
contemporary CPU core. The execution time mainly depends on the number
of points in the θ-grid. Our code should scale well for parallel execution by
dividing the grid among multiple CPUs.
A closer look at the values of K(θ(m), J
′) in each grid point during the
minimization is given by ﬁgure 7.11. The ﬁnal variation of K in the θλθν-
plane, corresponding to ﬁgure 7.9, is plotted in ﬁgure 7.12. There is some
structure left, but considering the accuracy we are not worried, at this point,
and conclude that the χ2 minimization was successful.
The magnitudes of the ﬁnal Fourier coeﬃcients Sk are plotted in ﬁgure 7.13.
The coeﬃcients for Jλ and Jν are separated in the plot. Overall, there is a nice
declining trend, but the series for Jλ converges notably slower than the one for
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Figure 7.9: Initial χ2 contribution across the θ-grid.
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Figure 7.10: χ2 changes during the torus construction.
7.3. Kick-starting the torus machinery 79
step 1 step 2
step 3 step 4
step 5
2000 4000 6000 8000 10000
2000 4000 6000 8000 100002000 4000 6000 8000 10000
2000 4000 6000 8000 100002000 4000 6000 8000 10000
-1
-0.5
0
0.5
1
×10−5
-1
-0.5
0
0.5
1
×10−5
-4
-3
-2
-1
0
1
×10−5
-8
-6
-4
-2
0
2
×10−3
-0.04
-0.02
0
0.02
0.04
0.06
0.08
Figure 7.11: The optimization tries to squeeze the grid points into a surface
of constant K. In each pane, the ordinate is K − K¯ and the abscissa
is the index of the grid point.
Jν . We also note that the condition (5.5.1) is not satisﬁed for the lowest order
coeﬃcients, which challenges the usefulness of proposition 5.8.
SOS for the model torus. The constructed torus is deﬁned by the model
actions J ′ and the generating function F . Since J ′ is ﬁxed, the toy actions on
the model torus are obtained as J(θ), according to (7.3.4). Hence, we have a
mapping f : R3 → R6 : θ → (R,ϕ, z, R˙, ϕ˙, z˙) which maps the toy angles on the
model torus to the cylindrical coordinates.
Let the SOS for the model torus J ′ consist of points for which z = 0. Below,
we present a scheme for locating these points in the RR˙-plane. We use the fact
that by selecting three variables among (R,ϕ, z, R˙, ϕ˙, z˙) in the mapping f , and
omitting the others, we can deﬁne a new mapping R3 → R3. If the values of the
selected variables are then ﬁxed, we can solve θ by Newton-Rhapson iteration.
The scheme is as follows:
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Figure 7.12: Final χ2 contribution in the θλθν-plane.
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Figure 7.13: Magnitudes of the Fourier coeﬃcients. Terms |kλSk| are plot-
ted with light circles, and terms |kνSk| with darker crosses.
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1. deﬁne g0 : R
3 → R3 : θ → (ϕ, z, R˙),
2. solve the toy angles θ (both roots) that satisfy g0(θ) = (0, 0, 0), and
obtain Rmin(θ) and Rmax(θ),
3. deﬁne g : R3 → R3 : θ → (R,ϕ, z),
4. choose the number of intermediate points P in the SOS,
5. for each i = 1, . . . , P , choose a value Ri ∈ (Rmin, Rmax),
6. solve the toy angles θ (one of the two roots) that satisfy g(θ) = (Ri, 0, 0),
and obtain R˙i(θ),
7. compose the SOS by using the points (Rmin, 0), (Rmax, 0), (Ri, R˙i),
(Ri+1, R˙i+1), . . ., i = 1, . . . , P .
Since each intermediate point Ri ∈ (Rmin, Rmax) corresponds to two values
R˙i, the full SOS contains 2P + 2 points which can be found by suitable initial
guesses for θ in the Newton-Rhapson. In the current case, the symmetries in
the torus construction imply that the SOS is symmetric with respect to the R-
axis, and only one of the values ±R˙i needs to be numerically solved. However,
in order to test the algorithm above, we run it for all points.
Once the desired points of the model torus are located on the SOS, we can
take each of them as an initial value for an orbit in the logarithmic potential.
Through numerical integration, as in ﬁgure 7.4, this orbit can be superimposed
to the SOS. If the torus construction was successful, all of the orbits should
coincide (assuming that the particular logarithmic orbits lie on tori).
Let us ﬁrst take a look at this kind of plot (P = 7) before the optimization,
with Sk = 0, ∀k (ﬁgure 7.14). The selected points on the model torus J ′ clearly
do not belong to the same torus of the target potential. Figure 7.15 shows
how the situation changes after running the LMA. The match is now excellent,
and veriﬁes that we have indeed constructed a torus which acts as an invariant
torus of the logarithmic potential. Another way of displaying this is by plotting
the variation ΔJ ′(t) = J ′(t)−J ′(t0) of the model actions along the numerically
integrated target orbits (ﬁgure 7.16). The coeﬃcients Sk(J
′) are approximated
as constants along the target orbits.
Angle reconstruction. As a proof of concept, we reconstructed the model
angles θ′ and frequencies ω′ for the torus J ′ by using the phase-space sampling
technique. By reusing the θ-grid from the torus construction, the matrix X in
the normal equations (5.4.4) had a size of 1213 × 10000. Numerical solution
for β was obtained through LU-decomposition. The validity of the result was
checked by treating also the coeﬃcients ∂Sk/∂J as constants, and computing
the variation Δω′(t) = ω′(t) − ω′(t0) in the model frequencies along orbits
in the logarithmic potential (ﬁgure 7.17). Although the variation in ω′ is a
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Figure 7.14: Initial surface of section for the torus construction (big dots),
and superimposed trajectories for the logarithmic potential (small
dots).
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Figure 7.15: Final surface of section (cf. ﬁgure 7.14).
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Figure 7.16: Evolution of model actions during orbit integration in the
target potential. Initial values for the orbits are the SOS points of
the torus construction (big dots in ﬁgure 7.15).
tad higher than the variation in J ′, the results are consistent and show that,
up to reasonable accuracy, the obtained (θ′, J ′) act numerically as the action-
angle variables of the logarithmic potential. The points where the trajectories
become fuzzy in ﬁgure 7.17 (and 7.16) correspond to the corners of the θ-grid
in ﬁgure 7.12 where the ﬁt is the least accurate. As a technical detail, when
computing ω′(t) using (5.4.1) and (5.4.2), one should remember that in order
to have ∂J/∂J ′ continuous in w, the toy angles θ should be allowed to have
values outside the interval [0, 2π).
Further experiments. Encouraged by the success in the example J ′ =
(0.5, 0.45, 0.5) above, we repeated the torus construction for several combi-
nations of the model actions; the values of J ′λ and J
′
ν were varied. Generally,
we found out that for J ′λ > 0.5 the chosen number of Fourier terms in the
λ-direction was sometimes insuﬃcient. If we also had J ′ν > 0.5, this happened
often. Otherwise, for J ′λ, J
′
ν ≤ 0.5, the optimization gave consistent results,
and converged within few steps of the LMA. Results are gathered in ﬁgure
7.18, where now only the SOS for the torus construction is displayed, with a
dense grid of points. Few of the points seem to be clearly in a wrong place or
missing. This indicates that our Newton-Rhapson algorithm for constructing
the SOS for the model torus is not foolproof. The badly placed points are due
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Figure 7.17: Evolution of model frequencies during orbit integration in the
target potential. Initial values for the orbits are the same as in ﬁgure
7.16.
to lack of convergence, and the missing ones have converged to the opposite,
not intended sign of R˙.
For the model torus J ′ = (0.5, 0.45, 0.5), in order to achieve a similar ac-
curacy for both Jλ and Jν , we needed roughly ﬁve times more Fourier terms
in the λ direction (ﬁgure 7.13). Interestingly, for ﬁve times thinner model tori
in J ′λ, e.g., J
′ = (0.1, 0.45, 0.5), the required number of terms was about the
same. In general, the ratio of these quantities is not constant, though.
As a general rule, we found out that the Fourier series converged faster for
thinner tori. Based on the proposition 5.8, however, the torus construction
fails at some point, when the model torus gets thinner. By choosing J ′φ = 0.45
and J ′ν = 0.25, we found out that the lowest value of J ′λ for which the Fourier
series properly converged was 0.01.
Open questions. We have demonstrated that an axisymmetric ellipsoidal
Sta¨ckel potential can be used for constructing invariant tori, and associated
action-angle variables, for an axisymmetric logarithmic potential. Similar tar-
gets should yield equally successful results, since the target eﬀectively acts as a
plug-in, and can be changed in the torus algorithm with relatively small eﬀort.
On the other hand, more numerical experiments are required for fully un-
derstanding the limitations of our implementation. In the examples above,
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Figure 7.18: Final surfaces of section for several torus constructions. In each
pane, J ′φ = 0.45, and J
′
λ is given the values in {0.5, 0.25, 0.125, 0.0625}.
The value of J ′ν is varied between the panes as follows: 0.5 (top left),
0.25 (top right), 0.125 (bottom left), 0.0625 (bottom right).
within a comfortable range of the model actions, the convergence of the al-
gorithm was excellent, but the suitable number of Fourier terms had to be
sought by trial and error. We found out that for J ′λ = J
′
ν , considerably diﬀer-
ent amounts of terms were required in the λ and ν directions. An unbalanced
number of Fourier terms is uneconomical, since the number of points in the
θ-grid is chosen according to the highest frequency in the Fourier series. It
might be possible to improve the situation by adjusting the toy potential (and
coordinate) parameters during χ2 optimization. At least McGill and Binney
[52] found out that doing so improved their results.
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7.4 Software: torus construction
For the numerical examples in this chapter we needed software that could do
the tasks in table 7.1. Each task corresponds to a main program in ﬁgure 2.
Table 7.1: Software goals for torus construction.
1. orbits in logarithmic potential
2. surfaces of section in logarithmic potential
3. orbits in perfect oblate spheroid
4. surfaces of section in perfect oblate spheroid
5. potential ﬁtting in conﬁguration space
6. torus construction
7. surfaces of section for the torus construction
8. angle reconstruction
9. evaluation of the model torus along target orbits
The relevant functions in the physical layer deal with
• physical constants,
• the logarithmic potential (LOG) and its known integrals,
• the perfect oblate spheroid (POS), its integrals, integration bounds, HCF,
partial derivatives, and action-angle variables,
• various coordinate transformations,
• time derivatives of the LOG and POS, phase space methods,
• the generating function for a torus mapping, the POS as a toy torus,
grids of angles for the POS, the torus construction algorithm,
• the algorithm for the SOS of the torus construction,
• numerical tests to verify the torus construction,
• angle reconstruction, evaluation of the model frequencies.
The class diagram of the physical layer is shown in ﬁgure 7.19. The mapping
class, which is the base class for many others, is somewhat abstract, and refers
to any parameterized mapping Rn → Rm. At the bottom left corner in the
diagram, the box for derived coordinate vectors and dynamical states represents
multiple classes. Each of these corresponds to a certain coordinate system, and
to a certain evolution rule, in the case of a dynamical state.
7.4. Software: torus construction 87
coordinate systemcoordinate vector
mapping
potentialdynamical state evolution rule
coordinate pds
torus mapping
POS torus mapping
logarithmic potential
perfect oblate spheroid
derived coordinate vectors and dynamical states LOG−POS torus mapping
Figure 7.19: Classes in the physical layer for torus construction.

Conclusion
Gathered under the theme of integrability, we have presented relevant back-
ground, and derived numerical methods for stellar and planetary dynamics.
The new scientiﬁc results in this thesis can be summarized as follows.
Concerning numerical integration of the equations of planetary motion, we
introduced an alternative formulation of the old idea of variation of parameters.
The use of Cartesian integration variables lead to numerical algorithms which
compared favourably in eﬃciency to corresponding conventional integration
methods. Although symplectic schemes remain as the state of art, especially
for long-term solar system integrations, the Cartesian version of perturbative
formulation is a worthy alternative in near-integrable problems, where posi-
tional accuracy is more important than exact preservation of the integrals of
motion. As an example of such a problem, we point out the scenario for com-
puting the escape rate of particles (ERP).
Currently, our integrator in the ERP computation combines the symplectic
leapfrog with the conventional Gragg-Bulirsch-Stoer (GBS) algorithm. An ob-
vious future enhancement would be to replace this with a hybrid method which
uses GBS all the way, but switches the equations of motion from perturbative
to conventional during a close encounter. However, we do not expect that
this change would have more than a cosmetic eﬀect on the ERP computation
results.
This takes us to the question of the usefulness of the ERP computations.
Our original idea was to provide a quantitative way of analysing how Jupiter-
like giants protect Earth-like planets from small-body bombardment. When
applied to our Solar System, the results were interesting, but they did not em-
phasize the protective eﬀect of Jupiter, as opposed to earlier, more realistic,
studies. The bottom line is that we have a mathematically rigorous deﬁni-
tion of an indicator, but the physical signiﬁcance of its results is diﬃcult to
interpret, especially because of the many degrees of freedom in the associated
initial values. Nevertheless, consistency of our results suggest that the ERP
could reveal some interesting dynamical properties of solar systems. We feel
encouraged for further testing and development of the method.
The second part of this thesis was devoted to dynamical models of galaxies.
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We presented a method of constructing invariant tori which itself is already
well-established by other authors, but since, by experience, truly understanding
it may be diﬃcult for the ﬁrst-time reader, we feel that there is value in each
diﬀerent version of the story. What is new in a scientiﬁc point of view is
the particular application, where we used Sta¨ckel Hamiltonians as a basis for
the torus modelling. Compared to previous implementations, the modelling
is now based on a much larger class of integrable systems. This broadens
the applicability of the torus algorithm by a great deal. However, the use of
ellipsoidal coordinates, in particular, introduced both analytical and numerical
pitfalls, and made the application anything but trivial.
Although our results demonstrate that ultimately ellipsoidal Sta¨ckel Hamil-
tonians work well in torus construction, the current computation times could
be an issue for an algorithm which tries to ﬁt a whole integrable Galaxy model
to observations. There is probably room for code optimizations, but since the
Hamilton-Jacobi equation must be solved numerically, we can not change the
fact that Sta¨ckel models will be considerably slower than the models using e.g.,
isochrone or harmonic oscillator. Fortunately, the torus algorithm can be par-
allelized at various levels, which will lead to a notable increase in performance
when suitable computers are used.
So far, we are limited to the perfect oblate spheroid which is a special case of
the perfect ellipsoid. A natural continuation would be to implement a version
using a fully three-dimensional ellipsoidal Sta¨ckel potential. It would not be
necessary to use the perfect ellipsoid, but some other, simpliﬁed potential would
be suﬃcient. Based on our current results and software, such a task seems
certainly doable.
Besides the canonical method of constructing invariant tori, as presented in
this thesis, there is also a purely geometrical approach to the problem. In the
canonical version, we have an integrable toy Hamiltonian whose invariant tori
are reshaped through a canonical transformation. As a beneﬁt, this ensures
the symplecticity of the associated maps. On the other hand, could we forget
about the toy Hamiltonian, and simply construct the desired invariant torus
as a geometrical object in phase space? Any requirements of symplecticity
would have to be incorporated to optimization constraints. The big question
is whether such an algorithm would converge within any reasonable range of
initial values. This is something we intend to look into soon.
Appendices
91

A Perturbative integration methods
A.1 Multistep Cartesian elements
We wish to write the equations of motion (3.2.2) using the multistep Cartesian
elements ct0 . For that goal, we ﬁrst need to establish explicit transformations
between ct0 and the Cartesian position and velocity (r, r˙) at time t. When ct0(t)
is known, (r(t), r˙(t)) is obtained simply by performing the drift in (3.2.6). Since
the multistep Cartesian elements are only applicable to circular and elliptic
orbits, we perform the drift by using the simpler version of the Gauss’ f and g
functions, i.e., equations (2.2.1)-(2.2.7).
The inverse transformation, from (r(t), r˙(t)) to ct0(t), is given by the drift
(3.2.5), where the initial state is (r, r˙) at time t, and t0 must be determined
from the constraints y0 = 0, x0 > 0. Since we insist on writing equations with
t as the independent variable, the corresponding Gauss’ f and g (2.2.1)-(2.2.7)
functions become
r0(t) = f0(t)r + g0(t)r˙ (A.1.1)
r˙0(t) = f˙0(t)r + g˙0(t)r˙, (A.1.2)
f0(t) = 1− a‖r‖ (1− cosΔE) , (A.1.3)
g0(t) = Δt− 1
n
(ΔE − sinΔE) , (A.1.4)
f˙0(t) = − na
2
‖r0‖‖r‖ sinΔE, (A.1.5)
g˙0(t) = 1− a‖r0‖ (1− cosΔE) , (A.1.6)
and
nΔt = ΔE −
(
1− ‖r‖
a
)
sinΔE +
u
na2
(1− cosΔE) , (A.1.7)
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where Δt = t0 − t, ΔE = E0 − E, and u = r · r˙. Combining equations (A.1.4)
and (A.1.7) yields an alternative representation
g0(t) =
au
μ
(1− cosΔE) + ‖r‖
na
sinΔE. (A.1.8)
By setting y0(t) = 0 we have
f0(t)y + g0(t)y˙ = 0, (A.1.9)
and by inserting (A.1.3) and (A.1.8) we obtain
y +A(1− cosΔE) +B sinΔE = 0,
where
A =
au
μ
y˙ − a‖r‖y, B =
‖r‖
na
y˙.
For x0(t) > 0, this can be solved as
sinΔE =
−B(A+ y) + A
√
B2 − 2Ay − y2
A2 +B2
, (A.1.10)
cosΔE =
A(A + y) +B
√
B2 − 2Ay − y2
A2 +B2
, (A.1.11)
which holds for counterclockwise motion with respect to the z-axis. For clock-
wise motion, the signs in front of the square root terms in (A.1.10) and (A.1.11)
should be changed to negative. Subsequently, the Kepler’s equation (A.1.7)
gives us Δt, and we can solve the reference time t0 = t+ Δt. The rest of the
orbital elements ct0(t) then follow by drifting to t0 according to (A.1.1)-(A.1.7).
Since y0 is identically zero, t0 takes its place in the equations of motion
(3.2.2) which, by diﬀerentiating (A.1.1)-(A.1.2), become
dr0
dt
=
(
∂f0
∂r˙
· ˜¨r
)
r +
(
∂g0
∂r˙
· ˜¨r
)
r˙ + g0 ˜¨r,
dr˙0
dt
=
(
∂f˙0
∂r˙
· ˜¨r
)
r +
(
∂g˙0
∂r˙
· ˜¨r
)
r˙ + g˙0 ˜¨r,
dt0
dt
=
∂t0
∂r˙
· ˜¨r.
The partial derivatives of f0 and g0 are
∂f0
∂r˙
=
1
‖r‖
[
(cosΔE − 1)∂a
∂r˙
+ a
∂cosΔE
∂r˙
]
,
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and
∂g0
∂r˙
=
1
μ
[(
∂u
∂r˙
a+
∂a
∂r˙
u
)
(1− cosΔE)− ua∂cosΔE
∂r˙
]
+ ‖r‖
(
sinΔE
2na2
∂a
∂r˙
+
1
na
∂sinΔE
∂r˙
)
,
and for f˙0, g˙0 we have
∂f˙0
∂r˙
=
na2
‖r‖‖r0‖
[(
1
‖r0‖
∂‖r0‖
∂r˙
− 1
2a
∂a
∂r˙
)
sinΔE − ∂sinΔE
∂r˙
]
,
∂g˙0
∂r˙
=
1
‖r0‖
[(
a
‖r0‖
∂‖r0‖
∂r˙
− ∂a
∂r˙
)
(1− cosΔE) + a∂cosΔE
∂r˙
]
,
where
∂‖r0‖
∂r˙
=
1
‖r0‖
[
(r0 · r)∂f0
∂r˙
+ (r0 · r˙)∂g0
∂r˙
+ g0r0
]
.
Diﬀerentiation of (A.1.4) yields
∂t0
∂r˙
=
1
na
[
3
2
(ΔE − sinΔE)∂a
∂r˙
+ a
(
∂ΔE
∂r˙
− ∂sinΔE
∂r˙
)]
+
∂g0
∂r˙
,
where the value of ΔE should incorporate the same number of full orbital
periods than Δt. The partial derivatives of sinΔE and cosΔE are
∂sinΔE
∂r˙
=
1
C2
2
[(
∂A
∂r˙
C1 +
A
C1
D1 −B∂A
∂r˙
− (A+ y)∂B
∂r˙
)
C2
− 2(AC1 −B(A+ y))D2
]
and
∂cosΔE
∂r˙
=
1
C2
2
[(
∂B
∂r˙
C1 +
B
C1
D1 + (2A+ y)
∂A
∂r˙
)
C2
− 2(BC1 +A(A+ y))D2
]
,
where
C1 =
√
B2 − 2Ay − y2, C2 = A2 +B2,
D1 = B
∂B
∂r˙
− y ∂A
∂r˙
, D2 = A
∂A
∂r˙
+B
∂B
∂r˙
.
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The partial derivatives of ΔE are obtained from
∂ΔE
∂r˙
=
1
cosΔE
∂sinΔE
∂r˙
= − 1
sinΔE
∂cosΔE
∂r˙
,
using the right hand side which gives smaller round-oﬀ errors. Finally, the
partial derivatives of A and B can be computed using
∂A
∂r˙i
=
(
uy˙
μ
− y‖r‖
)
∂a
∂r˙i
+
ay˙
μ
∂u
∂r˙i
+
ua
μ
δi2,
∂B
∂r˙i
=
‖r‖y˙
2na2
∂a
∂r˙i
+
‖r‖
na
δi2,
where the Kronecker delta δi2 contributes only for r˙2 = y˙. The elementary
partial derivatives of a and u are
∂a
∂r˙
=
2r˙
μ
a2,
∂u
∂r˙
= r.
In long-term numerical integrations, the element t0 becomes problematic,
since ‖∂t0/∂r˙‖ → ∞ as ‖Δt‖ → ∞. Simply resetting t0 after a given number
of orbital periods is not enough, because then we would have ‖t0‖ → ∞ as
t → ∞. Instead, numerically convenient is to introduce a new independent
variable τ = t− t0(tr), where tr is the latest time of reset, and to replace t0 by
τ0(t) = t0(t)− t0(tr).
A.2 Single-step variational equations
The non-integrable part of the variational equations is solved by numerically
integrating the system (4.2.1), where the Jacobian matrix (4.2.2) for a planet
mi is
∂c˙
∂c
=
[
0 0
∂ ˜¨r/∂r 0
]
.
The nonzero elements ∂ ˜¨r/∂r can be found by diﬀerentiating the force function
(3.2.3). In compact notation, the result is
∂ ˜¨r
∂r
=
n∑
k=1(k =i)
Gmk
(
3
‖rik‖5 rikr
T
ik −
1
‖rik‖3 I
)
.
For comparison, the corresponding equations for the full system (1.2.2) are
∂w˙
∂w
=
[
0 I
∂r¨/∂r 0
]
,
∂r¨
∂r
= G(m0 +mi)
(
3
‖ri‖5 rir
T
i −
1
‖ri‖3 I
)
+
∂ ˜¨r
∂r
,
where w = (r, r˙).
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The partial derivatives in the linearized drift operation (4.2.3) are obtained
by diﬀerentiating the Gauss’ f and g functions (2.2.1)-(2.2.2) with respect to
(r0, r˙0). We have
∂(r, r˙)
∂(r0, r˙0)
=
⎡
⎢⎣r0
∂f
∂r0
+ r˙0
∂g
∂r0
+ fI r0
∂f
∂r˙0
+ r˙0
∂g
∂r˙0
+ gI
r0
∂f˙
∂r0
+ r˙0
∂g˙
∂r0
+ f˙ I r0
∂f˙
∂r˙0
+ r˙0
∂g˙
∂r˙0
+ g˙I
⎤
⎥⎦ .
Diﬀerentiation of (2.2.8)-(2.2.11) yields the partial derivatives of f , g, f˙ , and
g˙ in the universal form;
∂f
∂r0
= μ
(
r0
‖r0‖3 τ
2c2 − 1‖r0‖
∂
∂r0
(τ2c2)
)
,
∂f
∂r˙0
= − μ‖r0‖
∂
∂r˙0
(τ2c2),
∂g
∂r0
= −μ ∂
∂r0
(τ3c3),
∂g
∂r˙0
= −μ ∂
∂r˙0
(τ3c3),
and
∂f˙
∂r0
= μ
[(
r0
‖r‖‖r0‖3 +
1
‖r‖3‖r0‖r
T ∂r
∂r0
)
τc1 − 1‖r‖‖r0‖
∂
∂r0
(τc1)
]
,
∂f˙
∂r˙0
= μ
(
1
‖r‖3‖r0‖r
T ∂r
∂r˙0
τc1 − 1‖r‖‖r0‖
∂
∂r˙0
(τc1)
)
,
∂g˙
∂r0
= μ
(
1
‖r‖3 r
T ∂r
∂r0
τ2c2 − 1‖r‖
∂
∂r0
(τ2c2)
)
,
∂g˙
∂r˙0
= μ
(
1
‖r‖3 r
T ∂r
∂r˙0
τ2c2 − 1‖r‖
∂
∂r˙0
(τ2c2)
)
,
where the Stumpﬀ functions ck are evaluated at αˆτ
2. Note that ∂r/∂r0, needed
in the latter half of the equations above, can be explicitly computed by using
the former half. The partial derivatives of τkck, k = 1, 2, 3 are
∂
∂r0
[
τkck(αˆτ
2)
]
= kτk−1
∂τ
∂r0
ck + τ
k
(
2αˆτ
∂τ
∂r0
− 2μτ2 r0‖r0‖3
)
c′k,
∂
∂r˙0
[
τkck(αˆτ
2)
]
= kτk−1
∂τ
∂r˙0
ck + τ
k
(
2αˆτ
∂τ
∂r˙0
− 2τ2r˙0
)
c′k,
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where c′k = c
′
k(αˆτ
2) are given by
c′k(x) =
∂ck(x)
∂x
= − 1
(k + 2)!
+
2x
(k + 4)!
− . . . =
∞∑
i=1
(−1)iixi−1
(k + 2i)!
,
c′0 = −
c1
2
, xc′1 =
c0
2
− c1, xc′k+2 + ck+2 + c′k = 0.
The partial derivatives ∂τ/∂r0 and ∂τ/∂r˙0 are obtained by diﬀerentiating the
Kepler’s equation (2.2.12). We have
∂τ
∂r0
=
[
r0
(
μ
‖r0‖3A−
1
‖r0‖τc1
)
− r˙0τ2c2
]
/B,
∂τ
∂r˙0
= (r˙0A− r0τ2c2)/B,
where
A = 2τ2(‖r0‖τc′1 + (r0 · r˙0)τ2c′2 + μτ3c′3),
B = ‖r0‖(c1 + 2αˆτ2c′1) + 2τ(r0 · r˙0)(c2 + αˆτ2c′2) + μτ2(3c3 + 2αˆτ2c′3).
B Torus construction with the POS
B.1 Prolate spheroidal coordinates
Coordinate transformations. Consider the mapping R3 → R3 : (λ, φ, ν) →
(R,ϕ, z). Solving for R and z in equation (6.1.4), and remembering the deﬁni-
tion of φ, yields
R2 =
(λ+ α)(ν + α)
(α− γ) ,
z2 =
(λ+ γ)(ν + γ)
(γ − α) ,
ϕ = φ+ nφ
π
2
.
This transformation is non-injective, and in order to place the result into a
correct octant, we need to know the sign of z, and the value of nφ beforehand.
For the inverse transformation R3 → R3 : (R,ϕ, z) → (λ, φ, ν) we can use
λ+ ν = R2 + z2 − α− γ,
λν = αγ − γR2 − αz2,
φ = ϕ− nφπ
2
,
which can be conveniently solved for λ and ν by noting that (λ − ν)2 = (λ +
ν)2 − 4λν. The transformations above become bijective, if we use the 5-tuple
(λ, φ, ν, sgn(z), nφ) as the prolate spheroidal coordinates.
Next, let us look at transformation involving the Cartesian coordinates. For
R3 → R3 : (R,ϕ, z) → (x, y, z) we have
x = R cosϕ,
y = R sinϕ,
z = z.
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The inverse R3 → R3 : (x, y, z) → (R,ϕ, z) can be computed with
R =
√
x2 + y2,
ϕ =
{
arg(x+ iy), if y ≥ 0,
arg(x+ iy) + 2π, if y < 0,
z = z.
This gives the correct range for the azimuthal angle explicitly; ϕ ∈ [0, 2π).
However, when R = 0, there is the well-known problem, where ϕ becomes
indeterminate. The coordinate transformations between Cartesian and cylin-
drical coordinates become bijective, if we exclude the z-axis from the domain
of interest: R3\{x2 + y2 
= 0} → R3\{R 
= 0} : (x, y, z) ↔ (R,ϕ, z).
Positions and velocities. Let r ∈ R3 and v = dr/dt = r˙ ∈ R3 denote
the position and velocity vectors, respectively. In the standard basis of the
Cartesian coordinates, we have r = (x, y, z), and v = (x˙, y˙, z˙). The same
vectors in the basis of the curvilinear, prolate spheroidal coordinates (λ, φ, ν)
do not have such simple representations, because the basis vectors depend on
the position.
The metric tensor g [see, e.g. 1] of the prolate spheroidal coordinates is
obtained from
g =
(
∂(x, y, z)
∂(λ, φ, ν)
)T (
∂(x, y, z)
∂(λ, φ, ν)
)
,
where
∂(x, y, z)
∂(λ, φ, ν)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
cosϕ
2R
ν + α
α− γ −R sinϕ
cosϕ
2R
λ+ α
α− γ
sinϕ
2R
ν + α
α− γ R cosϕ
sinϕ
2R
λ+ α
α − γ
1
2z
ν + γ
γ − α 0
1
2z
λ+ γ
γ − α
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Prolate spheroidal coordinate system is orthogonal, and g = diag(h2λ, h
2
φ, h
2
ν),
where hτ are the scale factors;
h2λ =
(λ− ν)
4(λ+ α)(λ + γ)
,
h2φ =
(λ+ α)(ν + α)
(α− γ) ,
h2ν =
(ν − λ)
4(ν + α)(ν + γ)
.
It follows that for a given r, an orthonormal basis is given by the set of vectors
{eλ, eφ, eν}, where
eτ =
1
hτ
∂r
∂τ
.
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If we denote the standard basis by {ex, ey, ez}, and invert the above equation,
we have
ex =
∑
τ
∂τ
∂x
hτeτ ,
and similar equations for ey and ez. The partial derivatives are obtained from
the Jacobian matrix
∂(λ, φ, ν)
∂(x, y, z)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
2R cosϕ
λ+ γ
λ− ν 2R sinϕ
λ + γ
λ− ν 2z
λ+ α
λ− ν
− sinϕ
R
cosϕ
R
0
2R cosϕ
ν + γ
ν − λ 2R sinϕ
ν + γ
ν − λ 2z
ν + α
λ− ν
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
By inserting appropriately and rearranging, we ﬁnd that
r = xex + yey + zez =
1
2hλ
eλ +
1
2hν
eν .
A small variation in the position can be written as
dr =
∑
τ
∂r
∂τ
dτ =
∑
τ
hτeτdτ,
and hence, we have
v = x˙ex + y˙ey + z˙ez = hλλ˙eλ + hφφ˙eφ + hν ν˙eν .
The coordinate velocities λ˙, φ˙, and ν˙ are obtained from
λ˙ =
2
λ− ν
[
RR˙(λ + γ) + zz˙(λ + α)
]
,
ν˙ =
2
ν − λ
[
RR˙(ν + γ) + zz˙(ν + α)
]
,
φ˙ = ϕ˙,
where
R˙ =
xx˙+ yy˙
R
,
ϕ˙ =
xy˙ − x˙y
R2
,
z˙ = z˙.
102 Appendix B. Torus construction with the POS
Inverting, we have
RR˙ =
(λ+ α)ν˙ + (ν + α)λ˙
2(α− γ) ,
zz˙ =
(ν + γ)λ˙+ (λ+ γ)ν˙
2(γ − α) ,
ϕ˙ = φ˙,
where
x˙ =
RR˙x−R2ϕ˙y
R2
,
y˙ =
R2ϕ˙x+RR˙y
R2
,
z˙ = z˙.
B.2 Action-angle variables
Integrals of motion. The integrals of motion (H, I2, I3) as functions of pro-
late spheroidal q and p can be solved from the equations of motion (6.2.16) and
(6.2.17). However, because of the numerical issues associated with pν and ν˙,
we derive alternative transformations that skip these quantities.
Unlike pν or ν˙, the component of the velocity vector hν ν˙ is a physical
quantity, and immune to the singularities in the underlying coordinate system.
We introduce new variables; Tτ = h
2
τ τ˙
2/2. Suppose that (R,ϕ, z), (λ, φ, ν),
and (R˙, ϕ˙, z˙) have been solved. The transformations that yield (Tλ, Tφ, Tν) are
Tλ =
1
λ− ν
[
R˙2
2
(λ+ γ)(ν + α)
(α− γ) +
z˙2
2
(λ+ α)(ν + γ)
(γ − α) +RR˙zz˙
]
,
Tφ =
R2ϕ˙2
2
,
Tν =
1
ν − λ
[
R˙2
2
(λ+ α)(ν + γ)
(α− γ) +
z˙2
2
(λ+ γ)(ν + α)
(γ − α) +RR˙zz˙
]
.
By completing to square, taking square roots, and minding the signs we have
the inverse
R˙ = sgn(λ˙)
√
2Tλ(λ+ γ)(ν + α)
(α− γ)(λ− ν) − sgn(ν˙)
√
2Tν(λ+ α)(ν + γ)
(γ − α)(λ − ν) ,
ϕ˙ = sgn(φ˙)
√
2Tφ(α− γ)
(λ+ α)(ν + α)
,
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z˙ = sgn(z) sgn(λ˙)
√
2Tλ(λ + α)(ν + γ)
(γ − α)(λ − ν) + sgn(z) sgn(ν˙)
√
2Tν(λ+ γ)(ν + α)
(α− γ)(λ− ν) .
Equipped with (λ, φ, ν, Tλ, Tφ, Tν) we can then solve the integrals of motion
from the equations below. Using
Hλ = Tλ − (λ+ γ)ψ(λ)
λ− ν ,
Hφ = Tφ,
Hν = Tν − (ν + γ)ψ(ν)
ν − λ ,
we have
H = Hλ +Hφ +Hν ,
C2 = (ν − α)Hλ + (λ+ ν)Hφ + (λ− α)Hν ,
C3 = −ανHλ + λνHφ − αλHν ,
and then
I2 =
α2H + αC2 + C3
α− γ ,
I3 =
γ2H + γC2 + C3
γ − α .
If we know (λ, φ, ν,H, I2, I3), we can use
C2 = I2 + I3 − (α+ γ)H,
C3 = αγH − γI2 − αI3,
and
Hλ =
λ2H − λC2 + C3
(λ+ α)(λ − ν) ,
Hφ =
α2H + αC2 + C3
(λ+ α)(ν + α)
,
Hν =
ν2H − νC2 + C3
(ν + α)(ν − λ) ,
in order to solve
Tλ = Hλ +
(λ+ γ)ψ(λ)
λ− ν ,
Tφ = Hφ,
Tν = Hν +
(ν + γ)ψ(ν)
ν − λ .
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Allowed region for orbits. The roots λmin, λmax, νmax, and the maximum
λ0 of equation (6.4.6) have to be solved numerically. Since we know that
Φeﬀ(τ) behaves as in ﬁgure 6.3, a straightforward procedure can be composed
as follows:
1. choose  according to the ﬂoating point precision and the scale (α, γ) of
the system,
2. use the Newton-Raphson-bisection (NRB) algorithm [58] in order to to
ﬁnd νmax in the interval [−γ + ,−α− ],
3. starting from −α+ , bracket forward [58] for the point λ0, and pinpoint
it accurately using NRB,
4. use NRB to ﬁnd λmin in the interval [−α+ , λ0],
5. starting from λ0+ , bracket forward for λmax, and pinpoint it accurately
using NRB.
For the derivatives needed in the Newton-Raphson iterations, we diﬀerentiate
(6.4.3);
∂Φeﬀ
∂τ
= − I2
(τ + α)2
− I3
(τ + γ)2
− ∂ψ
∂τ
,
∂2Φeﬀ
∂τ2
=
2I2
(τ + α)3
+
2I3
(τ + γ)3
− ∂
2ψ
∂τ2
.
When diﬀerentiating ψ we use a short-hand notation k =
√−γ/(τ + γ), and
obtain
ψ(τ) = −2πGρ0αk arctan
(
1
k
)
,
∂ψ(τ)
∂τ
= πGρ0αk
[
1
(τ + γ)
arctan
(
1
k
)
− k
τ
]
,
∂2ψ(τ)
∂τ2
= πGρ0α
[
k2
τ2
− 3
2(τ + γ)2
(
γ
τ
+ k arctan
(
1
k
))]
.
In the limit ν → −γ we can use the Taylor series for arctan and approximate
ψ(ν) ≈ −2πGρ0α,
∂ψ(ν)
∂ν
≈ πGρ0α
(
1
3γ
+
1
ν
)
,
∂2ψ(ν)
∂ν2
≈ πGρ0α
(
− (ν + 2γ)
2ν2γ
− 3
10γ2
)
.
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Cyclic coordinates. The coordinates Q = ∂W/∂I conjugate to I are given
by (6.3.1). For the perfect oblate spheroid, we can write (6.3.4) as
∂Wλ
∂I
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∫ λ
λmin
∂pλ
∂I
dλ′ + nλ
∫ λmax
λmin
∂pλ
∂I
dλ′, if nλ is even
∫ λ
λmin
∂pλ
∂I
dλ′ − (nλ + 1)
∫ λmax
λmin
∂pλ
∂I
dλ′, if nλ is odd
,
and
∂Wν
∂I
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∫ ν
−γ
∂pν
∂I
dν′ + nν
∫ νmax
−γ
∂pν
∂I
dν′, if nν is even
∫ ν
−γ
∂pν
∂I
dν′ − (nν + 1)
∫ νmax
−γ
∂pν
∂I
dν′, if nν is odd
,
As one can see from (6.3.5)-(6.3.7) the integrands above have many singular
points which are summarized in table B.1. We shall solve the improper integrals
Table B.1: Values of ∂pτ/∂I at the integration bounds (pτ ≥ 0).
τ −γ νmax λmin λmax
∂pτ/∂H 0 −∞ ∞ ∞
∂pτ/∂I2 0 −∞ −∞ −∞
∂pτ/∂I3 ∞ ∞ −∞ −∞
by changing variables appropriately in each singular point.
Starting with λmin we use
λ = λmin + ξ
2, dλ = 2ξdξ
to rewrite the quadratures
∫ λ
λmin
dλ′
4(λ+ α)pλ′
=
∫ √λ−λmin
0
pˆ(λmin + ξ
2)dξ,
−
∫ λ
λmin
dλ′
4(λ+ α)2pλ′
= −
∫ √λ−λmin
0
pˆ(λmin + ξ
2)dξ
λmin + ξ2 + α
,
−
∫ λ
λmin
dλ′
4(λ+ α)(λ + γ)pλ′
= −
∫ √λ−λmin
0
pˆ(λmin + ξ
2)dξ
λmin + ξ2 + γ
,
where
pˆ2(τ) =
ξ2(τ + γ)
2 {(τ + α)(τ + γ) [H + ψ(τ)] − (τ + γ)I2 − (τ + α)I3} .
106 Appendix B. Torus construction with the POS
Please note that we have not cancelled any terms in the equations above. At
the lower integration limit ξ = 0, and pˆ(λmin) evaluates to 0/0. However, by
applying l’Hoˆpital’s rule, one can see that the actual limit value is zero. Hence,
the change of variables above removes the improper nature of the integrals, but
leaves the integrands prone to numerical errors near the singularity. Generally,
this will not be a problem, since we shall use a quadrature rule which does not
evaluate the function at the ends of the integration interval. However, when the
integration interval is close to zero, it is numerically more stable to evaluate
the quadratures by a simple two-point trapezoid rule. Our primary method
of numerical integration is a Clenshaw-Curtis quadrature by Filippi [25, 19].
The accuracy of this method is comparable to the Gauss-Legendre quadrature
with the same number of abscissas, but being iterative, it is superior for our
purposes.
When the integration interval containing λmin extends towards λmax, we
have to split it into two pieces that use diﬀerent integration variables;∫ λmax
λmin
∂pλ′
∂I
dλ′ =
∫ λ0
λmin
∂pλ′
∂I
dλ′ +
∫ λmax
λ0
∂pλ′
∂I
dλ′,
where λ0 is the point for which ∂Φeﬀ(λ0)/∂λ = 0. For the latter quadrature
on the right hand side we use
λ = λmax − ξ2, dλ = −2ξdξ.
The new quadratures are∫ λmax
λ
dλ′
4(λ+ α)pλ′
=
∫ √λmax−λ
0
pˆ(λmax − ξ2)dξ,
−
∫ λmax
λ
dλ′
4(λ+ α)2pλ′
= −
∫ √λmax−λ
0
pˆ(λmax − ξ2)dξ
λmax − ξ2 + α ,
−
∫ λmax
λ
dλ′
4(λ+ α)(λ+ γ)pλ′
= −
∫ √λmax−λ
0
pˆ(λmax − ξ2)dξ
λmax − ξ2 + γ .
At ν = −γ only ∂pν/∂I3 is singular, but for simplicity, we apply the fol-
lowing change of variables to the other two integrands as well:
ν = ξ2 − γ, dν = 2ξdξ.
Terms cancel out, and we have∫ ν
−γ
dν′
4(ν + α)pν′
= −
∫ √ν+γ
0
ξ2dξ
p˜
−
∫ ν
−γ
dν′
4(ν + α)2pν′
=
∫ √ν+γ
0
ξ2dξ
(ξ2 − γ + α)p˜ ,
−
∫ ν
−γ
dν′
4(ν + α)(ν + γ)pν′
=
∫ √ν+γ
0
dξ
p˜
.
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where
p˜2(ξ) = 2
[
(ξ2 − γ + α)ξ2(H + ψ(ξ2 − γ))− ξ2I2 − (ξ2 − γ + α)I3
]
.
When the upper integration limit approaches νmax, we again split the in-
terval into two parts;∫ νmax
−γ
∂pν′
∂I
dν′ =
∫ ν0
−γ
∂pν′
∂I
dν′ +
∫ νmax
ν0
∂pν′
∂I
dν′,
where the choice of the intermediate point ν0 is free. For the sake of simplicity,
we set ν0 = (νmax + γ)/2. For the latter quadrature on the r.h.s. a suitable
change of variables is familiar;
ν = νmax − ξ2, dν = −2ξdξ.
This yields ∫ νmax
ν
dν′
4(ν + α)pν′
= −
∫ √νmax−ν
0
pˆ(νmax − ξ2)dξ,
−
∫ νmax
ν
dν′
4(ν + α)2pν′
=
∫ √νmax−ν
0
pˆ(νmax − ξ2)dξ
νmax − ξ2 + α ,
−
∫ νmax
ν
dν′
4(ν + α)(ν + γ)pν′
=
∫ √νmax−ν
0
pˆ(νmax − ξ2)dξ
νmax − ξ2 + γ .
Actions and angles. Also solving the actions Jλ and Jν from (6.3.10) re-
quires the use of numerical quadratures. There is only one singular point, as
table B.2 suggests. We integrate pλ without modiﬁcations, but rewrite the
Table B.2: Values of pτ at the integration bounds (pτ ≥ 0).
τ −γ νmax λmin λmax
pτ ∞ 0 0 0
quadrature for pν as∫ ν
−γ
pν(ν
′)dν′ = −
∫ √ν+γ
0
p˜(ξ)
ξ2 − γ + αdξ,
where ν = ξ2 − γ. The angles θ are given by (6.3.12), and the rows of the
associated matrix ∂J/∂I can be solved as
∂Jτ
∂I
=
2
π
∂Wτ,0
∂I
with the same numerical methods as ∂Wτ/∂I.
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Inverse transformations. We consider the problem of solving (λ, φ, ν) and
I from known values of (θ, J). Since there are numerical quadratures involved,
we have to use iterative algorithms. The ﬁrst step is to solve the integrals I(J)
from (6.3.10) and (6.3.11). For I2 this is easy;
I2 =
J2φ
2
.
For solving the other two integrals, we deﬁne a temporary vector valued func-
tion f(I) = (fλ(I), fφ(I), fν(I)) where
fτ (I) =
2
π
Wτ,0(I)− Jτ .
Next, we use three-dimensional version of Newton-Raphson iteration [58] in
order to solve f(I) = 0. The iteration proceeds as follows:
I(k+1) = I(k) +ΔI(k), ΔI(k) = −
(
∂f(I(k))
∂I
)−1
f(I(k)), k = 0, 1, 2, ...
where ∂f/∂I = ∂J/∂I. Once the iteration converges, the integration bounds
are obtained as a by-product.
The iteration may run into trouble by wandering into a region where orbits
do not exist, i.e., p2τ (τ, I(k)) < 0. If such an event occurs, we shorten the
iteration step ΔI(k) with a scale factor until the step is good. In (H, I2, I3)-
space, the region of valid orbits is a volume bounded by the inequalities (6.4.5)
(see de Zeeuw [22] for an illustration). The initial guess I(0) for the iteration
must be chosen inside this volume. Any previously known valid set of integrals
is a good candidate. If there is no such information, we proceed as follows.
Since the value of I2 is known, the search for a valid initial guess can be
limited to the (H, I3)-plane. The area containing the valid orbits is bounded
by Φeﬀ(λ0) < H < 0 and I3 > 0. The curve Φeﬀ(λ0) = H can be represented
in a parametric form;
I3(λ0) = −(λ0 + γ)2
[
J2φ
2(λ0 + α)2
+
∂ψ(λ0)
∂λ0
]
H(λ0) =
J2φ
2(λ0 + α)
+
I3(λ0)
λ0 + γ
− ψ(λ0).
The parameter λ0 is the minimum point for Φeﬀ , and we know that λ0 > −α.
The practical problem is that H(λ0) = 0 and I3(λ0) = 0 must be solved numer-
ically for λ0. This is not convenient, since determining I(0) should be simple
and fast. We therefore proceed with brute force and do forward bracketing of
λ0 until we ﬁnd a valid pair (H(λ0), I3(λ0)). The initial guess is then selected
to be I(0) = (H(λ0)/2, I2, I3(λ0)/2).
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The coordinates Q can be solved algebraically from the angles θ by using
(6.3.12);
Q =
(
∂J
∂I
)T
θ.
The prolate spheroidal coordinates q = (λ, φ, ν) are obtained by Newton-
Raphson iteration. We deﬁne a temporary function
f(q) =
(
∂W (q)
∂I
)T
−Q,
and ﬁnd its zero using the formula
q(k+1) = q(k) +Δq(k), Δq(k) = −
(
∂f(q(k))
∂q
)−1
f(q(k)), k = 0, 1, 2, ...
The form of the Jacobian matrix ∂f(q)/∂q is obtained by diﬀerentiating (6.3.1)
with respect to q;
∂f(q)
∂q
=
(
∂
∂λ
(
∂Wλ
∂I
)T
,
∂
∂φ
(
∂Wφ
∂I
)T
,
∂
∂ν
(
∂Wν
∂I
)T)
.
Since I is ﬁxed, we have simply
∂
∂τ
∂Wτ
∂I
=
∂pτ
∂I
.
According to table B.1 the matrix ∂f(q)/∂q has elements that go to inﬁnity
at pτ = 0. Fortunately, if we change variables, the inverted Jacobian behaves
nicely;
(
∂f(q)
∂q
)−1
=
⎡
⎢⎢⎢⎢⎣
λ˙ 0 (ν + γ)λ˙
φ˙
(λ+ α)(ν + α)
α− γ φ˙
(λ+ γ)(ν + γ)
γ − α φ˙
ν˙ 0 (λ+ γ)ν˙
⎤
⎥⎥⎥⎥⎦ .
The coordinate velocities (λ˙, φ˙, ν˙) are obtained from the equations of motion
(6.2.17) and (6.4.2). We have
λ˙2 =
2
(λ− ν)2Ψ(λ),
φ˙2 =
2(α− γ)2I2
(λ+ α)2(ν + α)2
,
ν˙2 =
2
(ν − λ)2Ψ(ν),
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where
Ψ(τ) = 4(τ + γ) {(τ + α)(τ + γ) [H + ψ(τ)] − (τ + γ)I2 − (τ + α)I3} .
In order to determine the signs of the momenta appearing in f(q) and (∂f/∂q)−1,
we need the segment numbers nτ . These have to be solved simultaneously with
q. We do this by trial and error; if the iteration with chosen values of nτ does
not converge to a valid q, we try diﬀerent ones. The details of this procedure
are given below.
At ﬁrst, we choose bounds for nτ . A safe choice is −8 ≤ nτ ≤ 7. Then, for
each n = (nλ, nφ, nν), we compute
Q0 =
∑
τ
inf
{
nτ
∂Wτ,0
∂I
, (nτ + 1)
∂Wτ,0
∂I
}
Q1 =
∑
τ
sup
{
nτ
∂Wτ,0
∂I
, (nτ + 1)
∂Wτ,0
∂I
}
.
If all components of vectors Q−Q0 and Q1 −Q are positive, n belongs to the
set of possible values. Next, we consider how to select the most likely values
from this set.
If we happen to know n for a nearby point in Q we should always try that
ﬁrst. If there is no such information available, or if the iteration with the tried
n does not converge, we use the following procedure to generate a candidate
for n. A crude linear approximation of (6.3.1) is
∂W
∂I
=
∑
τ
xτ
π
2
∂Jτ
∂I
,
where xτ = nτ + dτ ∈ R, and dτ ∈ [0, 1) is the decimal part. This can be
written in matrix form as
xT
∂J
∂I
=
2
π
∂W
∂I
,
where x = (xλ, xφ, xν). Since det(∂J/∂I) 
= 0, we have a unique solution
x =
2
π
∂W
∂I
∂I
∂J
=
2
π
θ.
Our candidate for n are the integer parts of x. We also have an initial guess
for q;
τ =
{
τmin + dτ (τmax − τmin) if nτ is even
τmax − dτ (τmax − τmin) if nτ is odd .
If the the Newton-Raphson iteration with the approximation above does not
converge, we look for values in x that are close to an integer. If such a value,
say xτ , exists, the next candidate for n are the integer parts of x with an
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exception that ±1 is added to nτ , in such a way that |xτ − nτ | is minimized.
In the event that the iteration for q still does not converge, we have no choice
but to try out the remaining possible values of n in no particular order.
One more thing to note is that in the Newton-Rhapson iteration for f(q) =
0, the solution may as well lie on the boundary of the allowed values of q. It
is numerically convenient to make the bounds irrelevant by deﬁning a set of
variables
λ′ =
{
λ+ nλ(λmax − λmin), if nλ is even
λmax + λmin − λ+ nλ(λmax − λmin), if nλ is odd ,
φ′ = φ+ nφ
π
2
,
ν′ =
{
ν + nν(νmax + γ), if nν is even
νmax − γ − ν + nν(νmax + γ), if nν is odd .
These transformations unfold the bounded oscillatory orbits into continuous
trajectories. After the iteration using (λ′, φ′, ν′), any change in n is obtained as
a bi-product; the new value of nτ is the integer part of (τ
′−τmin)/(τmax−τmin).
B.3 The model torus
Fitting the POS in configuration space. The initial ﬁtting of the toy
potential is done with the LMA. Hence, the derivatives of the potential function
Φ′pos with respect to its parameters, α, γ, ρ0, and Φ0, are required. The ﬁrst two
of these are also coordinate parameters for the prolate spheroidal coordinates,
and changing α or γ while keeping (λ, φ, ν) ﬁxed would displace a point of
reference in R3. Therefore, we calculate the derivatives at a ﬁxed point in
the cylindrical coordinates, and consider the prolate spheroidal coordinates as
λ(R, z, α, γ) and ν(R, z, α, γ). We have
∂λ
∂α
=
∂ν
∂γ
=
(λ+ γ)(ν + α)
(λ− ν)(γ − α) ,
∂λ
∂γ
=
∂ν
∂α
=
(λ + α)(ν + γ)
(λ − ν)(α− γ) .
Diﬀerentiation of the utility function ψ(τ) yields
∂ψ(τ)
∂α
=
1
τ + γ
[(
τ + γ
α
− 1
2
∂τ
∂α
)
ψ(τ) + πGρ0α
γ
τ
∂τ
∂α
]
,
∂ψ(τ)
∂γ
=
1
τ + γ
(
1− γ
τ
∂τ
∂γ
)[
τ
2γ
ψ(τ) − πGρ0α
]
,
∂ψ(τ)
∂ρ0
=
1
ρ0
ψ(τ).
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For the potential Φ′pos we obtain
∂Φ′pos
∂α
= − 1
λ− ν
[(
λ+ γ
α
+
1
2
∂λ
∂α
)
ψ(λ)−
(
ν + γ
α
+
1
2
∂ν
∂α
)
ψ(ν)
+ πGρ0αγ
(
1
λ
∂λ
∂α
− 1
ν
∂ν
∂α
)
+
(
∂λ
∂α
− ∂ν
∂α
)
Φpos(λ, ν)
]
,
∂Φ′pos
∂γ
= − 1
λ− ν
[(
λ
2γ
+
1
2
∂λ
∂γ
+ 1
)
ψ(λ) −
(
ν
2γ
+
1
2
∂ν
∂γ
+ 1
)
ψ(ν)
+ πGρ0αγ
(
1
λ
∂λ
∂γ
− 1
ν
∂ν
∂γ
)
+
(
∂λ
∂γ
− ∂ν
∂γ
)
Φpos(λ, ν)
]
,
and
∂Φ′pos
∂ρ0
=
1
ρ0
Φpos(λ, ν)
∂Φ′pos
∂Φ0
= 1.
The LMA will be in trouble, if it wanders into unwanted regions where the
requirements α < γ < 0 and ρ0 > 0 are not fulﬁlled. Fortunately, we can
easily ensure that these inequalities are always true by deﬁning a new set of
parameters by
b1 = log(−γ),
b2 = log(γ − α),
b3 = log(ρ0).
This has an inverse transformation
α = −eb1 − eb2 ,
γ = −eb1 ,
ρ0 = e
b3 .
The derivatives of Φ = Φ′pos with respect to the new parameters are
∂Φ
∂b1
= γ
(
∂Φ
∂α
+
∂Φ
∂γ
)
,
∂Φ
∂b2
= (α− γ)∂Φ
∂α
,
∂Φ
∂b3
= ρ0
∂Φ
∂ρ0
.
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Torus construction with the POS – ∂I/∂w. In the torus construction
algorithm, we need the partial derivatives ∂I/∂w, where w = (R,ϕ, z, R˙, ϕ˙, z˙).
We present the equations in a form suitable for numerical computations. By
the chain rule:
∂I
∂w
=
∂I
∂u
∂u
∂w
,
where u = (λ, φ, ν, Tλ, Tφ, Tν).
Let us start by considering the ﬁrst three components of ∂Hλ/∂u;
∂Hλ
∂λ
=
1
(λ − ν)2
[
(ν + γ)ψ(λ)− (λ + γ)(λ− ν)∂ψ(λ)
∂λ
]
,
∂Hλ
∂φ
= 0,
∂Hλ
∂ν
= − 1
(λ− ν)2 (λ+ γ)ψ(λ).
The corresponding components for ∂Hφ/∂u are
∂Hφ
∂λ
=
∂Hφ
∂φ
=
∂Hφ
∂ν
= 0,
and for ∂Hν/∂u we have
∂Hν
∂λ
= − 1
(ν − λ)2 (ν + γ)ψ(ν),
∂Hν
∂φ
= 0,
∂Hν
∂ν
=
1
(ν − λ)2
[
(λ+ γ)ψ(ν)− (ν + γ)(ν − λ)∂ψ(ν)
∂ν
]
.
The partial derivatives ∂(Hλ, Hφ, Hν)/∂T form an identity matrix;
∂Hτ
∂Tτ ′
=
{
1, if τ = τ ′
0, otherwise.
Partial derivatives ∂C2/∂u are
∂C2
∂λ
= (ν − α)∂Hλ
∂λ
+ (λ− α)∂Hν
∂λ
+Hφ +Hν ,
∂C2
∂φ
= 0,
∂C2
∂ν
= (ν − α)∂Hλ
∂ν
+ (λ− α)∂Hν
∂ν
+Hλ +Hφ,
∂C2
∂T
= (ν − α)∂Hλ
∂T
+ (λ+ ν)
∂Hφ
∂T
+ (λ− α)∂Hν
∂T
,
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and for ∂C3/∂u we have
∂C3
∂λ
= −αν ∂Hλ
∂λ
− αλ∂Hν
∂λ
+ νHφ − αHν ,
∂C3
∂φ
= 0,
∂C3
∂ν
= −αν ∂Hλ
∂ν
− αλ∂Hν
∂ν
+ λHφ − αHλ,
∂C3
∂T
= −αν ∂Hλ
∂T
+ λν
∂Hφ
∂T
− αλ∂Hν
∂T
.
For ∂H/∂u, ∂I2/∂u and ∂I3/∂u we ﬁnally have
∂H
∂u
=
∂Hλ
∂u
+
∂Hφ
∂u
+
∂Hν
∂u
,
∂I2
∂u
=
1
α− γ
(
α2
∂H
∂u
+ α
∂C2
∂u
+
∂C3
∂u
)
,
∂I3
∂u
=
1
γ − α
(
γ2
∂H
∂u
+ γ
∂C2
∂u
+
∂C3
∂u
)
,
and we can now numerically compute ∂I/∂u using the equations above.
Next, we calculate the partial derivatives ∂u/∂w. We present the 6 × 6
Jacobian matrix ∂u/∂w using 3× 3 blocks. In the upper left corner we have
∂(λ, φ, ν)
∂(R,ϕ, z)
=
⎡
⎢⎢⎢⎢⎢⎢⎣
2R
λ− ν (λ+ γ) 0
2z
λ− ν (λ+ α)
0 1 0
2R
ν − λ(ν + γ) 0
2z
ν − λ(ν + α)
⎤
⎥⎥⎥⎥⎥⎥⎦
.
The upper right block is identically zero;
∂(λ, φ, ν)
∂(R˙, ϕ˙, z˙)
= 0.
In lower left there is ∂(Tλ, Tφ, Tν)/∂(R,ϕ, z) the nonzero elements of which are
∂Tλ
∂R
=
R
(λ− ν)2
[
(λ+ γ)(R˙2 − 2Tλ) + (ν + γ)(z˙2 − 2Tλ)
]
+
R˙zz˙
λ− ν ,
∂Tλ
∂z
=
z
(λ− ν)2
[
(ν + α)(R˙2 − 2Tλ) + (λ + α)(z˙2 − 2Tλ)
]
+
RR˙z˙
λ− ν ,
∂Tφ
∂R
= Rϕ˙2,
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∂Tν
∂R
=
R
(ν − λ)2
[
(ν + γ)(R˙2 − 2Tν) + (λ+ γ)(z˙2 − 2Tν)
]
+
R˙zz˙
ν − λ,
∂Tν
∂z
=
z
(ν − λ)2
[
(λ+ α)(R˙2 − 2Tν) + (ν + α)(z˙2 − 2Tν)
]
+
RR˙z˙
ν − λ.
The nonzero elements of the matrix ∂(Tλ, Tφ, Tν)/∂(R˙, ϕ˙, z˙) in the lower right
corner are
∂Tλ
∂R˙
=
1
λ− ν
[
R˙
(λ+ γ)(ν + α)
α− γ +Rzz˙
]
∂Tλ
∂z˙
=
1
λ− ν
[
z˙
(λ+ α)(ν + γ)
γ − α + RR˙z
]
∂Tφ
∂φ˙
= R2ϕ˙
∂Tν
∂R˙
=
1
ν − λ
[
R˙
(λ+ α)(ν + γ)
α− γ +Rzz˙
]
∂Tν
∂z˙
=
1
ν − λ
[
z˙
(λ+ γ)(ν + α)
γ − α + RR˙z
]
.
Torus construction with the POS – (∂/∂w)(∂W/∂I). These partial deriva-
tives form a 3× 6 matrix, where the element in row i and column j is
∂
∂wj
∂W
∂Ii
=
∑
τ
∂
∂wj
∂Wτ
∂Ii
.
The partial derivatives ∂Wφ/∂Ii are given by (6.3.8) and we can easily solve
∂
∂wj
∂Wφ
∂H
=
∂
∂wj
∂Wφ
∂I3
= 0,
∂
∂wj
∂Wφ
∂I2
= −(φ+ nφπ
2
)(2I2)
−3/2 ∂I2
∂wj
+ δ2j(2I2)
−1/2,
where δ is Kronecker’s delta.
The terms (∂/∂wj)(∂Wλ/∂Ii) can be written as
∂
∂wj
∂Wλ
∂Ii
=
⎧⎪⎪⎪⎨
⎪⎪⎩
∂
∂wj
∫ λ
λmin
∂pλ
∂Ii
dλ′ + nλ
∂
∂wj
∫ λmax
λmin
∂pλ
∂Ii
dλ′, if nλ is even
∂
∂wj
∫ λ
λmin
∂pλ
∂Ii
dλ′ − (nλ + 1) ∂
∂wj
∫ λmax
λmin
∂pλ
∂Ii
dλ′, if nλ is odd
.
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Hence, it is suﬃcient to examine
∂
∂wj
∫ λ
λmin
∂pλ
∂Ii
dλ′ =
∫ λ
λmin
∂
∂wj
∂pλ(λ
′)
∂Ii
dλ′
− ∂pλ(λmin)
∂Ii
∂λmin
∂wj
+
∂pλ(λ)
∂Ii
∂λ
∂wj
. (B.3.1)
The integral term on the r.h.s. of (B.3.1) can be written as∫ λ
λmin
∂
∂wj
∂pλ(λ
′)
∂Ii
dλ′ =
[∫ λ
λmin
∂
∂I
∂pλ(λ
′)
∂Ii
dλ′
]
∂I
∂wj
,
where the new integrand can be read from the Jacobian matrix
∂2pτ
∂I2
=
1
(τ + α)2p3τ
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 − 1
τ + α
− 1
τ + γ
− 1
τ + α
1
(τ + α)2
1
(τ + α)(τ + γ)
− 1
τ + γ
1
(τ + α)(τ + γ)
1
(τ + γ)2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (B.3.2)
All of the matrix elements have a singularity at λmin, λmax, and νmax. It turns
out that 1/p3τ is not integrable at those points.
On the other hand, let us examine the partial derivatives ∂λmin/∂wj. Deﬁn-
ing
U(τ) = H − Φeﬀ(τ, I2, I3),
where Φeﬀ(τ, I2, I3) is given by equation (6.4.3), we can write
U(λmin) = 0.
Diﬀerentiating with respect to wj we obtain
∂U(λmin)
∂λmin
∂λmin
∂wj
+
∂U(λmin)
∂I
∂I
∂wj
= 0,
and by solving for the desired term, we have
∂λmin
∂wj
= −
(
∂U(λmin)
∂λmin
)−1
∂U(λmin)
∂I
∂I
∂wj
.
Substitutions to (B.3.1) yield
∂
∂wj
∫ λ
λmin
∂pλ
∂Ii
dλ′ =
[∫ λ
λmin
∂
∂I
∂pλ(λ
′)
∂Ii
dλ′
]
∂I
∂wj
+
∂pλ(λmin)
∂Ii
(
∂U(λmin)
∂λmin
)−1
∂U(λmin)
∂I
∂I
∂wj
+
∂pλ(λ)
∂Ii
∂λ
∂wj
. (B.3.3)
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We now create a new integral term into (B.3.3) by using the fundamental
theorem of calculus; ∫ λ
λmin
∂f(λ′)
∂λ′
dλ′ = f(λ)− f(λmin),
and by applying it to
f(λ) =
∂pλ(λ)
∂Ii
(
∂U(λ)
∂λ
)−1
∂U(λ)
∂I
.
This gives us
∂
∂wj
∫ λ
λmin
∂pλ
∂Ii
dλ′ =
{∫ λ
λmin
∂
∂I
∂pλ(λ
′)
∂Ii
− ∂
∂λ′
[
∂pλ(λ
′)
∂λ′
(
∂U(λ′)
∂λ′
)−1
∂U(λ′)
∂I
]
dλ′
}
∂I
∂wj
+
∂|pλ(λ)|
∂Ii
(
∂U(λ)
∂λ
)−1
∂U(λ)
∂I
∂I
∂wj
+
∂pλ(λ)
∂Ii
∂λ
∂wj
. (B.3.4)
Since
U = 2(τ + α)p2τ ,
we have
∂U
∂τ
= 2p2τ + 4(τ + α)pτ
∂pτ
∂τ
,
∂U
∂I
= 4(τ + α)pτ
∂pτ
∂I
which we use for processing equation (B.3.4). Terms cancel out, and we are
left with
∂
∂wj
∫ λ
λmin
∂pλ
∂Ii
dλ′
=
[∫ λ
λmin
1
4(λ′ + α)pλ(λ′)
fi(λ
′)dλ′
]
∂I
∂wj
+
∂U(λ)
∂Ii
gj(λ), (B.3.5)
where
fi(τ) =
(
∂U(τ)
∂τ
)−1{[
1
2(τ + α)
∂U(τ)
∂Ii
+
(
∂U(τ)
∂τ
)−1
∂2U(τ)
∂τ2
∂U(τ)
∂Ii
− ∂
2U(τ)
∂Ii∂τ
]
∂U(τ)
∂I
− ∂U(τ)
∂Ii
∂2U(τ)
∂τ∂I
}
, (B.3.6)
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and
gj(τ) =
1
4(τ + α)pτ (τ)
[(
∂U(τ)
∂τ
)−1
∂U(τ)
∂I
∂I
∂wj
+
∂τ
∂wj
]
. (B.3.7)
Using the integrals of motion, the partial derivatives of U can be represented
as
∂U
∂τ
=
I2
(τ + α)2
+
I3
(τ + γ)2
+
∂ψ(τ)
∂τ
∂2U
∂τ2
= − 2I2
(τ + α)3
− 2I3
(τ + γ)3
+
∂2ψ(τ)
∂τ2
∂U
∂I
=
(
1,− 1
τ + α
,− 1
τ + γ
)
∂2U
∂τ∂I
=
(
0,
1
(τ + α)2
,
1
(τ + γ)2
)
.
All of these are ﬁnite and well-behaving near λmin and it follows that fi(λ)
is also ﬁnite near λmin. Hence, the integral in equation (B.3.5) improper, but
ﬁnite, and can be computed using the same techniques as ∂Wλ/∂I.
The non-integral term in (B.3.5) still poses a problem, because it seems
to have a singularity at pλ(λmin) = 0. We start investigating the matter by
diﬀerentiating U(τ, I);
dU
dwj
=
∂U
∂τ
∂τ
∂wj
+
∂U
∂I
∂I
∂wj
which yields (
∂U
∂τ
)−1
∂U
∂I
∂I
∂wj
=
(
∂U
∂τ
)−1
dU
dwj
− ∂τ
∂wj
.
Inserting this into equation (B.3.7) we see that
gj(τ) =
1
4(τ + α)pτ (τ)
(
∂U(τ)
∂τ
)−1
dU
dwj
. (B.3.8)
On the other hand, the total derivative of U is
dU
dwj
= 2p2τ
∂τ
∂wj
+ 4(τ + α)pτ
∂pτ
∂wj
.
Considering the conjugate momenta as p2τ (λ, ν, Tτ ) = 2h
2
τTτ , we can write
∂pτ
∂wj
=
pτ
2h2τ
∂h2τ
∂(λ, ν)
∂(λ, ν)
∂wj
+
h2τ
pτ
∂Tτ
∂wj
,
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and (B.3.8) becomes
gj(τ) =
(
∂U(τ)
∂τ
)−1
[Aτwj +B
τ
wj ], (B.3.9)
where
Aτwj =
pτ
2(τ + α)
∂τ
∂wj
+
pτ
2h2τ
∂h2τ
∂(λ, ν)
∂(λ, ν)
∂wj
,
Bτwj =
h2τ
pτ
∂Tτ
∂wj
.
The numerical behaviour of gj(τ) depends on the partial derivatives in A
τ
wj
and Bτwj . For the scale factors h
2
λ we have
∂h2λ
∂λ
=
(λ+ α)(λ + γ)− (λ+ α)(λ − ν)− (λ+ γ)(λ − ν)
4(λ+ α)2(λ+ γ)2
,
∂h2λ
∂ν
= − 1
4(λ+ α)(λ + γ)
.
We see that Aτwj behaves nicely at λmin, but B
τ
wj needs a closer inspection. If
we express pλ and Tλ in terms of a suitable mixture of cylindrical and prolate
spheroidal coordinates, we ﬁnd the following expressions for the problematic
terms;
BλR =
[
Rzz˙(α− γ) + R˙(λ + α)(ν + γ)
]
[(λ+ α) + (ν + α)]
2(λ+ α)(γ − α)(λ − ν)2 ,
Bλz =
[
RzR˙(γ − α) + z˙(λ + γ)(ν + α)
]
[(λ+ γ) + (ν + γ)]
2(λ+ γ)(α− γ)(λ− ν)2 ,
Bλ
R˙
=
R
2(λ+ α)
,
Bλz˙ =
z
2(λ+ γ)
.
These are safe for numerical computations also at pλ = 0. For convenience in
implementations, we also modify Aτwj similarly. The resulting nonzero terms
are
AλR =
R(ν + γ)λ˙
2(λ+ α)(λ + γ)(λ− ν) ,
Aλz =
z [(λ+ α)(ν + γ) + (λ+ γ)(ν + α)] λ˙
4(λ+ α)(λ + γ)2(λ− ν) .
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Combining, we have numerically stable terms that can be inserted into (B.3.9):
AλR +B
λ
R =
1
2(ν − λ)
{
R˙(ν + γ)
α− γ +
Rzz˙ [(λ+ α) + (α− γ)]
(λ+ α)(λ + γ)
}
,
Aλz +B
λ
z =
1
2(ν − λ)
{
z˙
[
(λ+ α)(ν + α)− (α− γ)2]
(λ+ γ)(γ − α) +
RzR˙
λ+ α
}
,
Aλ
R˙
+Bλ
R˙
=
R
2(λ+ α)
,
Aλz˙ +B
λ
z˙ =
z
2(λ+ γ)
.
After all the manipulations, we have numerically stable equations to eval-
uate (∂/∂wj)(∂Wλ/∂Ii) near λmin. As λ increases towards λmax we expect to
solve the numerical quadrature in (B.3.5) in two parts with a diﬀerent change
of variables near the upper integration bound, as we did with ∂Wλ/∂I. Indeed,
when λ = λmax we can split the quadrature as
∂
∂wj
∫ λmax
λmin
∂pλ
∂Ii
dλ′ =
∂
∂wj
∫ λ
λmin
∂pλ(λ
′)
∂Ii
dλ′ +
∂
∂wj
∫ λmax
λ
∂pλ(λ
′)
∂Ii
dλ′.
Since λmax is deﬁned equivalently to λmin using U(λmax) = 0, we can manip-
ulate the second integral term on the r.h.s. similarly to the ﬁrst one. Starting
over from the top of this section, we see that the only diﬀerence will be in the
signs of the non-integral terms, and we have
∂
∂wj
∫ λmax
λ
∂pλ(λ
′)
∂Ii
dλ′
=
[∫ λmax
λ
1
4(λ′ + α)pλ(λ′)
fi(λ
′)dλ′
]
∂I
∂wj
− ∂U(λ)
∂Ii
gj(λ). (B.3.10)
This looks very convenient, but unfortunately, we have another diﬃculty to
overcome. Since U is continuous and U(λmin) = U(λmax) = 0, we have,
by the intermediate value theorem, a point λmin < λ0 < λmax for which
∂U(λ0)/∂λ = 0. This means that function fi(τ) has a singular point at τ = λ0
which will cause problems in numerical quadratures. Without getting into de-
tails about the nature of this new singularity, we seek a solution where we split
the quadrature into three pieces;
∂
∂wj
∫ λmax
λmin
∂pλ(λ
′)
∂Ii
dλ′ =
∂
∂wj
∫ λ1
λmin
∂pλ(λ
′)
∂Ii
dλ′
+
∂
∂wj
∫ λ2
λ1
∂pλ(λ
′)
∂Ii
dλ′ +
∂
∂wj
∫ λmax
λ2
∂pλ(λ
′)
∂Ii
dλ′, (B.3.11)
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where λ1 < λ0 < λ2. A safe and simple deﬁnition is
λ1 =
(λmin + λ0)
2
λ2 =
(λ0 + λmax)
2
.
Since λ1 and λ2 can not aﬀect the result of the quadrature, we consider them
as constants. The middle integral term in (B.3.11) is therefore
∂
∂wj
∫ λ2
λ1
∂pλ(λ
′)
∂Ii
dλ′ =
[∫ λ2
λ1
∂
∂I
∂pλ(λ
′)
∂Ii
dλ′
]
∂I
∂wj
, (B.3.12)
where the Jacobian matrix can be represented compactly using U ;
∂2pτ
∂I2
= − 1
16(τ + α)2p3τ
(
∂U
∂I
)T (
∂U
∂I
)
.
A thing worth noting is that our manipulations for the total derivative dU/dwj
are not applicable, if the value of λ is a constant, e.g., for dU(λ1)/dwj and
dU(λ2)/dwj . Hence, when the upper integration limit in (B.3.5) is λ1, or the
lower in (B.3.10) is λ2, we have to use the original version of gj(τ) from (B.3.7).
Summing everything up, and replacing the index i with vector notation, we
can now build a scheme for computing the quadratures for (∂/∂wj)(∂Wλ/∂I):
If λmin ≤ λ ≤ λ1,
∂
∂wj
∂Wλ
∂I
=
[∫ λ
λmin
1
4(λ′ + α)pλ(λ′)
f(λ′)dλ′
]
∂I
∂wj
+ (Aλwj +B
λ
wj )
(
∂U(λ)
∂λ
)−1(
∂U(λ)
∂I
)T
.
If λ1 < λ ≤ λ2,
∂
∂wj
∂Wλ
∂I
=
{∫ λ1
λmin
1
4(λ′ + α)pλ(λ′)
f(λ′)dλ′
+
1
4(λ1 + α)pλ(λ1)
(
∂U(λ1)
∂λ
)−1
K(λ1)
−
∫ λ
λ1
1
16(λ′ + α)2pλ(λ′)3
K(λ′)dλ′
}
∂I
∂wj
+
∂λ
∂wj
(
∂pλ(λ)
∂I
)T
.
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If λ2 < λ ≤ λmax,
∂
∂wj
∂Wλ
∂I
=
{∫ λ1
λmin
1
4(λ′ + α)pλ(λ′)
f(λ′)dλ′
+
1
4(λ1 + α)pλ(λ1)
(
∂U(λ1)
∂λ
)−1
K(λ1)
−
∫ λ2
λ1
1
16(λ′ + α)2pλ(λ′)3
K(λ′)dλ′
+
∫ λ
λ2
1
4(λ′ + α)pλ(λ′)
f(λ′)dλ′
− 1
4(λ2 + α)pλ(λ2)
(
∂U(λ2)
∂λ
)−1
K(λ2)
}
∂I
∂wj
+ (Aλwj +B
λ
wj )
(
∂U(λ)
∂λ
)−1(
∂U(λ)
∂I
)T
The function f is given by
f(τ) =
(
∂U(τ)
∂τ
)−1{[
1
2(τ + α)
+
(
∂U(τ)
∂τ
)−1
∂2U(τ)
∂τ2
]
K(τ)
−
[
L(τ) + (L(τ))
T
]}
,
and the utility functions K and L are
K(τ) =
(
∂U(τ)
∂I
)T
∂U(τ)
∂I
L(τ) =
(
∂2U(τ)
∂τ∂I
)T
∂U(τ)
∂I
.
One can easily see that K, L + LT , and f are symmetric. It follows that the
Jacobian ∂2Wλ/∂I
2 is also a symmetric matrix, as it should be.
For the partial derivatives (∂/∂wj)(∂Wν/∂Ii) we have
∂
∂wj
∂Wν
∂I
=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
nν
∂
∂wj
∫ νmax
−γ
∂pν
∂I
dν′ +
∂
∂wj
∫ ν
−γ
∂pν
∂I
dν′, if nν is even
(nν + 1)
∂
∂wj
∫ νmax
−γ
∂pν
∂I
dν′ − ∂
∂wj
∫ ν
−γ
∂pν
∂I
dν′, if nν is odd
.
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The lower integration bound is now constant, and thus
∂
∂wj
∫ ν
−γ
∂pν(ν
′)
∂Ii
dν′ =
∫ ν
−γ
∂
∂wj
∂pν(ν
′)
∂Ii
dν′ +
∂pν(ν)
∂Ii
∂ν
∂wj
. (B.3.13)
Writing in vector form, we have
∂
∂wj
∫ ν
−γ
∂pν(ν
′)
∂I
dν′ =
[∫ ν
−γ
∂2pν(ν
′)
∂I2
dν′
]
∂I
∂wj
+
∂ν
∂wj
(
∂pν(ν)
∂I
)T
. (B.3.14)
The Jacobian matrix ∂2pν/∂I
2 is given by (B.3.2), and since pν ∼ 1/√ν + γ,
one can see that the matrix elements of the form p−3ν and (ν + γ)
−1p−3ν are
zero at ν = −γ. However, the last element ∂2pν/∂I23 containing (ν + γ)−2p−3ν
is inﬁnite, but similar to pν , and therefore integrable. We proceed by changing
the integration variable as we did with ∂Wν/∂I, and obtain∫ ν
−γ
∂2pν(ν
′)
∂I2
dν′ =
∫ √ν+γ
0
1
p˜(ξ)3
P (ξ)dξ,
where P is a matrix valued function
P (ξ) =
⎡
⎣ (ξ2 − γ + α)ξ4 −ξ4 −(ξ2 − γ + α)ξ2−ξ4 ξ4/(ξ2 − γ + α) ξ2
−(ξ2 − γ + α)ξ2 ξ2 (ξ2 − γ + α)
⎤
⎦ .
This representation of the integral is no longer improper for ∂2pν/∂I
2
3 and also
stabilizes the computation of the rest of the elements.
The non-integral term in the r.h.s. of (B.3.14) has to be expanded in order
to avoid numerical instabilities at the equatorial plane. This yields, for the
nonzero terms,
∂ν
∂R
∂pν
∂H
= Rz(γ − α)(ν + γ)k,
∂ν
∂z
∂pν
∂H
= (λ+ γ)(ν + α)(ν + γ)k,
∂ν
∂R
∂pν
∂I2
= −Rz(γ − α)(ν + γ)
ν + α
k,
∂ν
∂z
∂pν
∂I2
= −(λ+ γ)(ν + γ)k,
∂ν
∂R
∂pν
∂I3
= −Rz(γ − α)k,
∂ν
∂z
∂pν
∂I3
= −(λ+ γ)(ν + α)k,
where
k =
{
(ν − λ)
[
RzR˙(γ − α) + z˙(ν + α)(λ + γ)
]}−1
.
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The computation of the full quadrature has to be splitted again into two
pieces;
∂
∂wj
∫ νmax
−γ
∂pν(ν
′)
∂Ii
dν′
=
∂
∂wj
∫ ν
−γ
∂pν(ν
′)
∂Ii
dν′ +
∂
∂wj
∫ νmax
ν
∂pν(ν
′)
∂Ii
dν′. (B.3.15)
Because νmax is deﬁned equally to λmin and λmax by U(νmax) = 0, the latter
integral on the r.h.s. of (B.3.15) can be computed analogously to equation
(B.3.10), as
∂
∂wj
∫ νmax
ν
∂pν(ν
′)
∂Ii
dν′
=
[∫ νmax
ν
1
4(ν′ + α)pν(ν′)
fi(ν
′)dν′
]
∂I
∂wj
− ∂U(ν)
∂Ii
gj(ν). (B.3.16)
The term gj(ν) is given by equation (B.3.9), where the partial derivatives of
the scale factors are now
∂h2ν
∂λ
= − 1
4(ν + α)(ν + γ)
,
∂h2ν
∂ν
=
(ν + α)(ν + γ)− (ν + α)(ν − λ)− (ν + γ)(ν − λ)
4(ν + α)2(ν + γ)2
,
and for the terms Bνwj that need to be inspected because of pν in the denomi-
nator, we have
BνR =
[
Rzz˙(α− γ) + R˙(λ+ γ)(ν + α)
]
[(λ+ α) + (ν + α)]
2(ν + α)(γ − α)(ν − λ)2 ,
Bνz =
[
RzR˙(γ − α) + z˙(λ+ α)(ν + γ)
]
[(λ+ γ) + (ν + γ)]
2(ν + γ)(α − γ)(ν − λ)2 ,
Bν
R˙
=
R
2(ν + α)
,
Bνz˙ =
z
2(ν + γ)
.
Nonzero terms Aνwj are
AνR =
R(λ+ γ)ν˙
2(ν + α)(ν + γ)(ν − λ) ,
Aνz =
z [(ν + α)(λ + γ) + (ν + γ)(λ+ α)] ν˙
4(ν + α)(ν + γ)2(ν − λ) .
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Combining the above and inserting into (B.3.9) yields expressions for gj(ν),
free from singularities near νmax;
AνR +B
ν
R =
1
2(λ− ν)
{
R˙(λ+ γ)
α− γ +
Rzz˙ [(ν + α) + (α− γ)]
(ν + α)(ν + γ)
}
,
Aνz +B
ν
z =
1
2(λ− ν)
{
z˙
[
(λ+ α)(ν + α)− (α− γ)2]
(ν + γ)(γ − α) +
RzR˙
ν + α
}
,
Aν
R˙
+Bν
R˙
=
R
2(ν + α)
,
Aνz˙ +B
ν
z˙ =
z
2(ν + γ)
.
In the interval ν ∈ [−γ, νmax] we do not have a point where ∂U(ν)/∂ν = 0,
and therefore it is not necessary to split equation (B.3.15) any further. To keep
things simple, we deﬁne
ν0 =
(νmax − γ)
2
as the point where we split the integral. This point must not aﬀect the value
of the combined integral, and can be considered as a constant. Collecting the
information above, we arrive to the following scheme of computation.
If −γ ≤ ν ≤ ν0,
∂
∂wj
∫ ν
−γ
∂pν(ν
′)
∂I
dν′ =
{∫ ν
−γ
∂2pν(ν
′)
∂I2
dν′
}
∂I
∂wj
+
∂ν
∂wj
(
∂pν(ν)
∂I
)T
.
If ν0 < ν ≤ νmax,
∂
∂wj
∫ ν
−γ
∂pν(ν
′)
∂I
dν′
=
{∫ ν0
−γ
∂2pν(ν
′)
∂I2
dν′ +
∫ ν
ν0
1
4(ν′ + α)pν(ν′)
f(ν′)dν′
− 1
4(ν0 + α)pν(ν0)
(
∂U(ν0)
∂ν
)−1
K(ν0)
}
∂I
∂wj
+ (Aνwj +B
ν
wj )
(
∂U(ν)
∂ν
)−1(
∂U(ν)
∂I
)T
.
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