Twelve Dutch vowels, each pronounced by 50 male speakers, were analyzed in 18 filter bands comparable in bandwidth with the cat's critical band. By considering the sound levels (in decibels) in these filter bands as dimensions, with a principal-component analysis the 18 dimensions per sound were reduced to four factors which together explain 75% of the total variance. The configuration of the average vowels in the factor space appeared to be highly correlated with their configuration in the Fx-F• formant plane. After matching to maximal congruence, correlation coefficients along corresponding axes were 0.997 and 0.979. Machine vowel identification, based upon the position of the individual vowels in the four-dimensional factor space, resulted (after three pairs of related vowels were grouped together) in 98% correct identifications if correction was applied for personal timbre of the speakers' voices. Ten listeners, to whom the 600 vowels were presented as 100-msec segments, gave 86% correct responses in identifying the intended vowels. The confusions between the vowel types were basis for a multidimensional scaling (Kruskal) to construct a perceptual configuration of the vowels. In four dimensions the solution showed 2.3% stress. Perceptual configuration and factor configuration, maximally matched, had correlation coefficients along corresponding axes of 0.997, 0.995, 0.907, and 0.794, respectively.
INTRODUCTION
The differences between vowel spectra are usually described in terms of the formant frequencies Ft and F2. In a previous paper x a more general approach, consisting of a multivariate analysis of the sound levels in «-oct frequency bands, was introduced. It appeared that the 15 Dutch vowels investigated could be represented by a configuration of 15 points in a four4dimensional space in which the distance between any two points is a measure of the spectrum difference between the corresponding two vowels. This configuration will be called factor configuration, as the four dimensions can be regarded as the principal factors accounting for the vowel differences. More recently, it was shown 2 that such a factor configuration is in excellent agreement with the configuration of the same sounds in a perceptual space derived from listening experiments (triadic comparisons).
The present paper, based on data from 50 male speakers, is an extension of the first one, in which only 10 speakers were employed. This extension appeared to be desirable for the following reasons: (1) to determine the average points and the spread of the individual points as representative of the Dutch vowels, pronounced by male speakers; (2) to provide data in order to test techniques for machine identification of spok4 en vowels based on their position in the factor space. As the position of a vowel in the factor space can be determined easily, even in running speech, such a tech- reduce the influence of differences in voice pitch on the low-frequency data and to apply bandwidths comparable with the ear's critical bandwidths. In this way, the total number of frequency bands was reduced to 18. (4) In order to correct for differences in the over-all SPL of the vowels, the output levels of the 18 bands were subtracted from the over-all SPL of that particular vowel. In this way, for every individual vowel a series of 18 numbers was obtained representing for the 18 filter bands the sound level in decibels below over-all SPL. As 12 vowels and 50 speakers were involved, 600 series of 18 numbers became available as a basis for further calculations. The reason why decibel values were used in the calculations of, for instance, averages and variances is that this logarithmic measure is a fair approximation of how the hearing organ evaluates sound-pressure differences (doubling in loudness agrees over a large range with 9 to 10 dB difference in SPL). The frequency spectra were averaged also over the 12 vowels instead of over the 50 speakers. In this case, an average spectrum was obtained for each speaker. It appeared that these spectra differ significantly from subject to subject, indicating a personal "touch" that should be taken into account (see Bordone-Sacerdote and SacerdoteS).
II. PHYSICAL VOWEL SPACE

A. Calculation of the Main Factors
As a result of the vowel-spectra measurements, we obtained in the previous section 600 (12 vowels, 50 speakers) series of 18 numbers representing the relative sound levels in the various frequency bands. By using these numbers as coordinates, each series can be plotted as a point in an 18-dimensional Euclidean space. Therefore, the 600 particular vowel spectra can be represented by a cloud of 600 points in that space. As the frequency spectra of the same vowel pronounced by different speakers are rather similar, the cloud will consist of 12 clusters of 50 points each.
We can get some insight into the way in which the 600 points spread by computing how the total variance of the cloud (equal to the sum of squares of distances of points from their "center of gravity" divided by number of points) is composed. If we substitute each vowel cluster by its center of gravity, the variance of the resulting 12 points, equal to 60ø-/o of the total variance, represents the differences between vowels. Besides the fact that some vowels have smaller ellipsoids than others, it is striking that the longest axes of all ellipsoids tend to have the same direction. There are indications that this orientation is related to the differences in the average frequency spectra of the speakers, already referred to in Sec. I. The average frequency spectrum for each speaker is represented by the center of gravity of the 12 vowel points of that speaker. The dashed I-a ellipses in Fig. 4 give the spread of these centers of gravity. Their orientation is similar to the orientation of the vowel ellipses.
This speaker bias was eliminated by such a translation of each personal set of 12 points in the original 18~ dimensional space that the 50 centers of gravity came to coincide in the origin of the coordinate system. Once again, a principal-component analysis was carried out.
1002
Volume 48 by the following two steps: (1) multiplication of each set with respect to the origin in such a way that all centers of gravity get the same distance from the origin, and (2) rotation of each set, also with respect to the origin, to make the centers of gravity coincide. Speaker-dependent correction of the data in this way also results in smaller 1-v ellipsoids of the vowels in the factor space than without correction. However, as will be shown in Sec. III, this does not lead to a better machine vowel identification than the easier way of correction by translation.
The consistent orientation of the 1-• ellipsoids even after translation per speaker (see Fig. 5 ) is partly due to the correction for the over-all SPL. As the over-all SPL is mainly determined by the highest maximttm in the spectrum, we may expect, within 50 individual vowels, a small spread in the sound levels in a filter hand of which the average level is near this maximum. On the other hand, the sound levels in a filter band of which the average level is far below the maximum will have a larger spread. This implies that all vowel ellipsoids in the 18-dimensional space will have largest spread in the direction towards the origin. This is not changed by the rotation to the factor space. 
HI. MACHINE VOWEL IDENTIFICATION
For many people, a main criterion in evaluating an alternative vowel-description technique will be whether it is successful in developing a vowel-identification apparatus or algorithm. An algorithm on which a vowelidentification apparatus can be based is described below. Conclusions about the sufficiency of three or four dimensions and about the usefulness of a speaker-dependent correction will be drawn from the identification scores of the algorithm in the specific cases.
A. Algorithm
As a first-order approximation, it is possible to base a vowel-identification algorithm on the Euclidean distances, in the factor space, of an unknown vowel point to all the average vowel points. This procedure was used in the previous investigation, t in which the limited number of speakers (10) did not allow a more elaborate approach. With 50 speakers, we have a much better insight into the orientation and size differences of the 1-a ellipsoids, so that we can take these differences into algorithm would be 88% in two dimensions. Visualization of the points and the identification areas in the case of including more than two factors is scarcely possible. However, the check whether the points will be correctly identified can be done directly by determining for each individual vowel point whether the vowel that has the largest probability to be found at that point is the same vowel as was intended by the speakeL We computed the identification scores of the imaginary apparatus in the case of using one, two, three, four, or six factors, respectively, both for the original data and for data corrected for the personal bias of the speakers. Table III vowels used for analysis were presented by earphone to ten listeners; none of them had been members of the group of 50 speakers. The vowel segments were presented in random order, one every 2 sec, with a 5-sec pause after every 12 presentations, in three sessions of 17 subsets of 12 each. The samples of a 51st speaker were included to obtain similar sessions. The subjects had to write down the vowels they thought to be spoken.
They knew which 12 vowels were involved and were forced to make a choice anyhow. Only the 6000 responses referring to the original 50 speakers were used in the following calculations.
The responses were cumulated in a confusion matrix (see Iable IV). Of these responses 74% are correct; if confusions /•/-/o/, /oe/-/½/, and/I/-/e/are neglected, this score is 86%. For nine American vowels, presented in 300-msec segments, 74% correct identifications were found by Fairbanks and Grubb. n [Presentation of complete/h (vowel)t/words gives much higher scores2ø-• The score of 86% is equal to the machine vowel-identification score for the uncorrected data in the case of using three factors (see Fig. 8 ). This seems to make sense. Within the 100 msec of a segment, the listener will not be able to get accustomed to a speaker's voice and cannot take his personal touch into account.
From the confusion matrix of Table IV , a perceptual configuration of the stimuli can be found with Kruskal's multidimensional-scaling technique. 12,•a,• A problem is how to deal with the asymmetry of the confusion matrix. A discussion on several methods of solving this problem is given by van der Kamp and Pols24 One method is the construction of two configurations, a stimulus configuration and a response configuration. We have no idea, however, what the interpretation of two such configurations in vowel perception could be. Of the other methods, one s3munetrizes the matrix by correcting for a supposed response bias, • and others symmetrize by some averaging process. Especially in our case, where we presented 100-msec segments of vowels, we would not be surprised if listeners were biased to respond short vowels more often than long ones. To investigate this possible response bias, we computed from the original matrix all possible 2X2 submatrices, each belonging to one pair of stimuli and the same pair of responses. This computation can be made if we assume that the ratio of the four relevant entries does not depend on the possible presence of other stimuli in the set (Clarke's constant-ratio rulerS). None of the submatrices found showed appreciable response bias.
As response bias appeared to be negligible, there is no objection against symmetrizing the confusion matrix by means of an averaging method. These methods use some sort of an averaging process to derive the similarity element s(i,j)=s(j,i) from the four confusion elements c(i,j), c(j,i), c(i,i), and ½(j,j) of the confusion matrix. There is, however, more information present in the confusion matrix about the similarity of stimuli i and j than is represented by just the four mentioned confusion elements. The more i and j are similar in perception, the more their response distribution over the total set of response categories will also be similar. This degree of similarity can be expressed by the number of times that i and j have resulted in the same response, summated over all response categories. So, in Table IV, (Table V) . This symmetrizing method, worked out by our associate T. Houtgast, has the additional advantage of reducing the number of empty cells. It can be denoted
