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Re´sume´
Dans le domaine du ge´nie logiciel, la recherche de codes simil-
aires est une tache incontournable [33]. Elle s’effectue entre autres
lors d’ope´rations de factorisation de codes, lors d’analyse d’impact,
lors de l’identification de portions de codes qui ont e´te´ plagie´s [5].
Dans des cas d’e´colage, on y a recours pour la compre´hension ou
pour le de´veloppement de fonctionnalite´s. Les approches tradition-
nelles pour la de´tection de clones logiciels permettent d’identifier des
clones de type textuel, syntaxique, structurel et me´trologique, mais
elles sont peu adapte´es pour la de´tection des clones se´mantiques [5].
Re´cemment, de nouvelles approches base´es sur l’apprentissage auto-
matique ont e´te´ propose´es dans la litte´rature [17] [33] [22] [3].
Ce me´moire commence par exposer les approches classiques de
recherche de clones logiciels. Puis propose une imple´mentation base´e
sur le plongement lexical. Cette imple´mentation est re´alise´e a` l’aide
d’un re´seau de neurones et s’appuie sur un vaste jeu de donne´es. Son
objectif est de pouvoir de´tecter des codes sources Python se´mantiquement
similaires.
Mots-cle´s: Clone logiciel, Similarite´ se´mantique, Plongement lexical,
Apprentissage automatique, Apprentissage non supervise´, Re´seau de
neurones
Abstract
In software engineering, looking for matching codes can be crucial
in several situations [33], such as software clones factorization, impact
analysis and to highlight cases involving chunks of code that have
been subject to plagiarism[5]. In educational situations, it is common
to look for an equivalent functional portions of code for understanding
and comprehension purposes. Several approaches have been developed
in order to find textual, lexical, syntactic, structural and metrological
clones, but these approaches are poorly adapted to finding semantic
clones [5]. Lately, new approaches based on machine learning have
been proposed in the literature [17] [33] [22] [3].
In this Master Thesis, I will start by a review of the traditional
methods for finding functional similarities across different source codes.
Then, an implementation based on word embedding will be developed.
This implementation is achieved by using a neural network and relies
on a large dataset. Its objective is to detect Python codes that are
semantically similar.
Keywords: Software clone, Semantic similarity, Word embedding, Ma-
chine learning, Unsupervised learning, Neural network
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1 Introduction
Que ce soit lors de cycles e´ducatifs, dans des projets personnels ou dans la
vie professionnelle, nous interagissons constamment avec des codes sources
ayant e´te´ de´veloppe´s par d’autres personnes. Quand on de´sire mettre en
place une nouvelle fonctionnalite´, il est commun de s’inspirer et de se ren-
seigner au pre´alable sur l’existence d’une fonctionnalite´ ou d’une librairie
l’imple´mentant.
Dans le monde professionnel, par exemple, il est commun de reprendre
des portions de code dont l’efficacite´ a de´ja` e´te´ e´prouve´e, menant parfois a`
des situations de Code smells tels que la multiplication de clones logiciels [5].
De nombreux outils pour la recherche de codes similaires ont e´te´s propose´s
dans la litte´rature[31]. Re´cemment, de nouvelles approches base´es sur intel-
ligence artificielle (Machine learning) ont e´te´ propose´es[17] [33] [22] [3]. Les
techniques de Machine learning sont actuellement applique´es dans un large
spectre de domaines tels que la finance, l’actuariat, l’oncologie, etc. Dans ce
me´moire, nous envisagerons une approche de de´tection de codes similaires
base´e sur les re´seaux de neurones.
Ce me´moire commence par un e´tat de l’art pre´sentant les diffe´rentes ap-
proches statiques pour la de´tection de similarite´s au sein de codes sources. Le
chapitre suivant est une introduction aux re´seaux de neurones imple´mente´s
via Doc2Vec. Le dernier chapitre est une application pratique permettant la
de´tection de scripts Python fonctionnellement e´quivalents.
1.1 Les questions de recherche
Sur base de quels crite`res peut-on e´valuer la similitude fonctionnelle de blocs
de codes?
Dans quelle mesure les algorithmes de recherche de similitudes sont-ils ap-
plicables dans le cadre de blocs de codes imple´mente´s dans un langage de
programmation donne´?
Quelle est la complexite´ de mise en place de ces algorithmes et quels sont les
couˆts en termes de ressources et de temps d’exe´cution re´sultant de l’utilisation
de ces algorithmes?
Peut-on construire un outil utilisant ces algorithmes afin de de´tecter des
similitudes au sein de projets imple´mente´s dans un langage de programma-
tion donne´?
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2 Les Clones logiciels
2.1 De´finitions
Le terme ”clone” peut eˆtre utilise´ lorsque des e´le´ments de similitude peuvent
eˆtre trouve´s entre des fragments de codes distincts. Actuellement, il n’y a
pas encore de consensus et de de´finition ge´ne´rique ni sur le terme de ”clone
logiciel” ni sur le terme de ”similitude”. Des variantes de de´finitions sont
employe´es dans la litte´rature et la de´finition suivante est celle sur laquelle on
s’appuie commune´ment.
“Clones are segments of code that are similar according to some definition
of similarity [4]”
De cette de´finition, il en ressort tout de meˆme quelques impre´cisions:
1. Dans cette de´finition, on ne parle que de codes sources. Il serait
inte´ressant de pouvoir tenir compte d’autres types d’artefacts tels que
des mode`les, des spe´cifications fonctionnelles [18].
2. La de´finition ne pre´cise ni la taille des segments de code, ni la fac¸on
de proce´der pour la de´finir, sachant que la taille des segments de code
peut eˆtre de´finie statiquement ou dynamiquement (nombre de lignes,
porte´e du code).
3. Par le morceau de phrase ”Some definition of similarity”, aucune pre´cision
n’est fournie sur les formes de ressemblances qu’il faudra de´tecter pour
mettre en e´vidence les similarite´s recherche´es.
De ce fait, bien que cette de´finition soit souvent pre´sente dans la litte´rature,
elle ne fait que pre´facer plusieurs autres de´finitions et taxonomies.
Sur base des de´finitions existantes, on peut de´gager des points communs.
Les taxonomies existantes permettent de classer les clones en trois groupes.
Le premier groupe est axe´ sur le type de similarite´ qu’il peut exister entre
les clones. Le second est axe´ sur la localisation des clones. Le dernier groupe
est axe´ sur la phe´nome´nologie des clones et ce, dans le but d’effectuer du
refactoring sur les codes clone´s.
Le graphe (figure 1) permet d’avoir une vue ge´ne´rale de la classification
des clones. De ce graphe, on peut en ressortir les clones des types 1 a` 4.
6
Classification of code clones
Similarity
Text
Type(1-2-3)
Functional
Type 4
Location and similarity Refactoring Opportunities
Figure 1: Classification des types de clone
Deux groupes peuvent eˆtre conside´re´s. Le premier groupe comprend des
clones dont les ressemblances sont propres au contenu lexical du code source.
Le second regroupe comprend des clones dont les ressemblances sont lie´es
aux fonctionnalite´s et aux comportements du code source. [11]
• Type-1 (Clones exacts) Au sein des clones de type-1, aussi nomme´s
clones exacts, les diffe´rences entre le code originel et la copie sont au
niveau de la mise en forme et de l’agencement du code. Les diffe´rences
sont des changements mineurs de type esthe´tique tels que des ajouts
d’espaces, de tabulations, des modifications de lignes de commentaire.
On parle de clones exacts car les morceaux de code sont des copies a`
l’identique. Ne´anmoins, les me´thodes de de´tection travaillant ligne par
ligne ne de´tectent pas toujours ces simples modifications [16].
• Type-2 (Renamed clones) Dans les clones de type-2, il existe des
diffe´rences entre les identificateurs. Les variables, les constantes, les
classes et les fonctions peuvent eˆtre renomme´es. Les clones de type-2
sont structurellement et syntaxiquement semblables. C’est-a`-dire que,
pour deux fragments de codes de type-2, des substitutions d’identificateurs
permettent de retrouver des clones de type-1 [18]. D’ou` l’appellation
”Renamed-clones”[35].
• Type-3 Dans ce troisie`me cas, il est toujours possible de trouver des
similarite´s de type lexical. L’entie`rete´ des de´clarations et des instruc-
tions peuvent eˆtre modifie´es. Ces modifications peuvent eˆtre des ajouts,
des suppressions a` plusieurs endroits du code source.
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• Type-4 (Clones se´mantiques) Pour les clones de type-4, le com-
portement fonctionnel des fragments de codes est observe´. On s’inte´resse
aux similarite´s de type se´mantique. Des fragments de codes effec-
tuant les meˆmes ope´rations (des pre´conditions et des postconditions
identiques), mais ayant des imple´mentations diffe´rentes, peuvent eˆtre
conside´re´s comme clones.
Parmi les termes faisant re´fe´rence a` ce type de clone, on peut e´galement
citer les Clones locaux, Clones creux, Clones structurels, Clones fonctionnels.
2.2 Phase de de´tection de similarite´s
L’apparition de fragments de codes similaires est fre´quente, surtout pour les
vieilles applications en production de grande taille. Il est commun que des
de´veloppeurs empruntent des morceaux de code provenant d’autres emplace-
ments afin d’imple´menter les nouvelles fonctionnalite´s. La de´tection de clones
est pertinente dans la mesure ou` ce sche´ma de fonctionnement peut engendrer
de la complexite´ structurelle impactant la compre´hension, la maintenance et
les performances du code [9].
Il n’est pas toujours possible de de´tecter les morceaux de code qui ont
fait l’objet de duplications. Une comparaison doit eˆtre re´alise´e entre tous
les fragments de codes, aussi bien du coˆte´ du code originel que des extraits
de code cible´s. Il est possible de structurer et d’optimiser ce processus en
suivant les e´tapes suivantes[27].
• 1.Pre´-traitement Dans la premie`re phase du processus de de´tection
de clone, le domaine cible´ pour comparaison est de´termine´ en par-
titionnant le code source de manie`re a` ne conserver que les parties
inte´ressantes. Les parties non ”inte´ressantes” sont e´carte´es.
Il est plus simple de rechercher des similarite´s sur des portions de code
qui ont e´te´ factorise´es et qui contiennent un volume de code re´duit [4].
La recherche de similarite´s sur un large volume contenant des morceaux
de codes sans liens structurels apparents est plus complexe. La mise en
e´vidence des diffe´rents composants permet d’identifier plus facilement
les e´le´ments communs.
• 2. Transformation Les unite´s de comparaison sont transforme´es en
une repre´sentation interme´diaire ade´quate. La transformation peut
couvrir une large gamme allant de la suppression de commentaires, de
tabulations a` une transformation plus complexe telle que la compilation
et la de´compilation de code source [27].
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• 3.Normalisation La normalisation des identifiants, la re´organisation du
code source et des modifications structurelles peuvent eˆtre effectue´es.
• 4.De´tection des correspondances Les unite´s de comparaison issues de
la transformation sont compare´es les unes aux autres afin de de´tecter
des paires de correspondances.
• 5 Filtrage post-traitement Dans cette phase, les faux positifs sont e´carte´s.
• 6.Agre´gation Les paires de clones sont agre´ge´es (clusters, groupes, classes
ou cliques) afin de re´duire le volume de donne´es et de faciliter l’analyse.
2.3 Algorithmes pour la de´tection de similarite´s
Classification
Lexical
Token
Syntactic
AST Metric
Textual Semantic
PDG Ontologie
Figure 2: Classification des algorithmes de de´tection de similitudes
Dans cette section, sont liste´es plusieurs approches pour la recherche de
similarite´s au sein de code source. Ces approches sont accompagne´es de
quelques points caracte´ristiques inte´ressants.
2.3.1 Les approches textuelles
• La comparaison de fragments de codes se fait par unite´s lexicales et par
ligne. Donc, les ope´rations de mises en page influencent les re´sultats
[28].
• Peu de transformations (Normalisation) sont effectue´es et, dans la plu-
part des cas, le code source est directement utilise´ lors de la com-
paraison [26].
• On peut utiliser des techniques de normalisation telles que le Dynamic
Pattern Matching (DPM) pour supprimer les commentaires, les es-
paces, les tabulations et les sauts de ligne [26].
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• Il est possible de ge´ne´rer des empreintes sur base de sous-se´quences de
codes.
• Des techniques telles que Latent Semantic Indexing (LSI) peuvent eˆtre
utilise´es pour de´tecter les similarite´s en se basant sur les identifiants et
les commentaires contenus dans les lignes de code [26]. L’ide´e est que
les mots tendent a` avoir la meˆme signification dans le meˆme contexte.
• Les techniques d’analyse textuelle sont fiables pour de´tecter les clones
exacts et ge´ne`rent peu de faux positifs [35].
• Elles sont aussi plus faciles a` mettre en place et elles sont inde´pendantes
des langages de programmation. Elles permettent de trouver les clones
de Type-1 [31].
Outil Transformation Representation du code Me´thode de comparaison Complexite´ Pe´rime`tre/Granularite´
Types de Clone
de´tactable
Dup
Remove whitespace
and comments
Parameterized
string matches
Suffix-tree based on
token match ing
O(n+m) where n is number
of input lines
and m is number of matches
Token of lines
Type-1
Type- 2
Duploc
Removes comments
and all white space
Sequence of lines Dynamic Pattern Matching
O(n2) where is n is
number of input lines
Line
Type-1
Type- 2
NICAD Pretty-printing
Methods
(Segment sequences)
Longest Common
Subse quence (LCS)
O(n2) worst case
time and space
Text
Type-1
Type- 2
Type-3
SDD No transformation inverted index and in dex N-neighbor dis tance O(n) Chunks of source code
Type-1
Type- 2
Type-3
Table 1: Exemple d’outil pour l’approche textuelle [31]
2.3.2 Les approches lexicales
• Le code source est transforme´ en un flux de token (tokenization) via
un analyseur lexical.
• Le flux est ensuite scanne´ afin de trouver des sous-se´quences de tokens
similaires.
• On conserve une correspondance avec le code originel afin de faire le
lien avec les clones.
• Cette technique permet d’identifier des clones dans des programmes
incomplets ou incorrects.
• La de´tection de clones se base sur les arbres ou des tables de suffixes.
On recherche les clones et les sous-chaˆınes similaires sur des chemins
partant de la racine vers les feuilles de l’arbre [24].
• La disposition et l’agencement du code n’affectent pas le processus de
de´tection.
• La technique est adaptable a` d’autres langages.
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• Le taux de rappel est plus important et il est possible d’avoir beaucoup
de faux positifs.
• Cette technique peut eˆtre peu efficace en cas de mauvaise de´limitation
des frontie`res.
Source files
Token sequence
Transformed token sequence
Clones on transformad sequence
Clone pairs
LexicalAnalysis
Transformation
Matchdetection
Formating
Figure 3: Token based Clone detection process [15]
2.3.3 Les approches base´es sur les me´triques
• On part du fait que les fragments de codes similaires engendrent des
valeurs me´triques similaires (complexite´ cyclomatique). Les clones sont
des portions de code pour lesquelles les valeurs obtenues sont e´gales ou
similaires [28].
• On travaille sur un panel de me´triques pour augmenter l’intervalle de
confiance. Le choix des me´triques est donc primordial.
Me´triques de Halstead Les mesures de complexite´ de Halstead fourn-
issent une mesure quantitative de la complexite´ du code. Les me´triques de
Halstead ont, comme base de calculs, les ope´randes et les ope´rateurs pre´sents
dans les unite´s de codes. Il existe plusieurs me´triques de Halstead et elles
se basent toutes sur le nombre total des ope´rateurs uniques (n1), le nombre
total des ope´rateurs (N1), le nombre total des ope´randes uniques (n2), le
nombre total des ope´randes (N2).
Sur base de ces chiffres, on peut calculer la longueur du programmeN =
N1 = N2, la taille du vocabulairen = n1 +n2, le volume du programmeV =
Nlog2(n), le niveau de difficulte´ D = (n1/2)(N2/n2)). Cette me´trique est
tre`s sensible a` l’ajout et a` la suppression de morceaux de code ainsi qu’a`
la re´e´criture d’expression. De plus, on ne peut pas exclure le fait que des
morceaux de code qui ne pre´sentent aucune similarite´ aient pourtant des
valeurs de me´trique identiques.
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Me´trique de complexite´ cyclomatique
La me´trique de McCabe est inde´pendante du langage de programmation
et repre´sente l’ensemble des instructions d’un programme. Cette me´trique
est calcule´e sur le graphe de controˆle de flux. Les nœuds repre´sentent les
instructions, les areˆtes repre´sentent le se´quenc¸age des instructions.
La complexite´ vaut: EN + 2P
E : Le nombre d’areˆtes
V : Le nombre de nœuds
P : Le nombre de composantes connexes
Cette complexite´ est sensible a` l’ajout de codes non utiles. Une com-
plexite´ dynamique serait plus judicieuse, sans compter sur le fait que cette
complexite´ reste ge´ne´ralement faible (20 unite´s) et pre´sente donc un caracte`re
discriminant assez faible. Il existe encore d’autres me´triques telles que l’index
de maintenabilite´ qui se calcule a` partir des me´triques de McCabe et des
me´triques de Halstead.
Vecteur de comptage de noeuds ou de sous-arbres Le vecteur
de comptage de nœuds est une technique fournissant le nombre de noeuds
diffe´rents pre´sents dans chaque arbre. En ge´ne´ralisant cette technique, on
peut fournir pour chaque sous-arbre un vecteur caracte´ristique afin de pouvoir
les factoriser en utilisant la technique de LSH. 1 La technique de vecteur
de comptage est insensible aux ope´rations de transposition de code, mais
pas a` des modifications ponctuelles dans le code telles que la re´e´criture
d’expression, l’ajout ou la suppression de fragment de code, ayant pour
re´sultat une modification du type des sous-arbres et des vecteurs caracte´ristiques.
Techniques sur base des arbres de syntaxe abstraite
• Via un algorithme de transformation, le code source est transforme´ en
une structure d’arbres.
• Les sous-arbres sont compare´s les uns aux autres et ceux qui sont suf-
fisamment similaires sont conside´re´s comme clones.
• Le nombre de sous-arbres a` comparer peut eˆtre important. Il faut donc
utiliser des crite`res de se´lection.
• AST est parfois utilise´ comme re´sultat interme´diaire.
1 Cette me´thode de hachage diffe`re des techniques conventionnelles car l’espace de
collisions est maximise´ plutoˆt que d’eˆtre minimise´. LSH permet donc de hacher avec une
probabilite´ plus forte des entre´es similaires vers de meˆmes espaces d’empreinte. L’espace
du re´sultat e´tant plus restreint que l’espace des entre´es, elle peut eˆtre utilise´e pour le
partitionnement de donne´es et la recherche du voisin le plus proche.
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• Le temps d’exe´cution est important. Cela est duˆ aux nombreux sous-
arbres.
• La pre´cision est plus importante dans cette technique car la structure
du programme est repre´sente´e dans la structure arborescente [13]. On
peut donc mieux trouver les clones de syntaxe.
• Le taux de faux positifs est bas par rapport aux autres techniques.
• Cette technique est utile quand il faut effectuer du re´usinage de code
(refactoring).
Arbre de suffixes base´ sur la correspondance de jeton Quand
le code source est repre´sente´ sous forme d’arbre de syntaxe, la recherche
na¨ıve de sous-arbres similaires impliquerait la comparaison exhaustive de
tous les sous-arbres les uns avec les autres. C’est la raison pour laquelle il
est ne´cessaire de faire appel a` des techniques qui permettront de faire des
discriminations et de ne se´lectionner que les sous-arbres inte´ressants. Des
techniques de hachage et de me´trique peuvent eˆtre utilise´es.
Il est possible d’utiliser des arbres de suffixes contenant des unite´s de codes
qui ont e´te´ hache´s afin de ge´ne´rer des empreintes. Diffe´rentes strate´gies de
hachage peuvent eˆtre envisage´es afin de re´duire les faux positifs [6]. Ensuite,
il faut faire appel a` des algorithmes de recherche de sous-chaˆıne. Plusieurs
strate´gies d’abstraction peuvent eˆtre envisage´es afin de pouvoir adopter la
recherche de similarite´ a` des niveaux de de´tail plus ou moins importants [5].
2.3.4 Les approches base´es sur les graphes de de´pendance
• Le graphe de de´pendance d’un programme (PDG) est une repre´sentation
du flux de controˆle ou de donne´es.
• Des sous-graphes similaires sont conside´re´s comme e´tant des clones.
• Des informations supple´mentaires sur les clones peuvent eˆtre obtenues
graˆce au PDG.
• Tout comme dans le cas des AST, la recherche est couˆteuse et de´pend
du langage de programmation qui est analyse´ [13].
Dans le graphe de la figure 4, sont repre´sente´s deux graphes de de´pendances
ge´ne´re´s automatiquement, sur base de deux codes sources diffe´rents. Il est
aise´ d’identifier les similarite´s structurelles entre ces deux codes sources.
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Figure 4: Ge´ne´ration automatique de graphes de de´pendances (projet per-
sonnel)
Slicing based clone detection L’approche utilise´e par cet algorithme
consiste a` cre´er le graphe de de´pendance des deux portions de code a` com-
parer. Les nœuds repre´sentent les pre´dicats et les instructions. Les areˆtes
repre´sentent les se´quencements et les de´pendances de donne´es et de controˆle.
On partitionne le graphe en classe de structure similaire puis en partant
de deux nœuds (r1, r2) pre´sentant des similarite´s. On recherche les graphes
isomorphes en recherchant des pre´de´cesseurs et des successeurs communs a`
r1 et r2.
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Figure 5: Correspondances partielles des de´coupes
K-length patch algorithm L’approche utilise´e consiste a` construire les
graphes de de´pendances dans lesquels les nœuds repre´sentent les instructions
d’affectation et les pre´dicats de controˆle existant dans un programme. Les
areˆtes repre´sentent les de´pendances entre les composants. Une areˆte existe
entre deux composants s’il existe des de´pendances en termes de se´quencement
ou de donne´es. Ce qu’il faut surtout retenir, c’est que l’existence de l’areˆte
(v1, v2) se borne a` l’e´valuation positive de pre´dicat v1 lors de l’exe´cution de
v2.
Cela signifie qu’il n’y a pas de contrainte sur le type de v1 et de v2. Cette
approche permet de trouver des similarite´s structurelles car on recherche
l’isomorphisme parmi les plus grands sous-graphes. Mais cela ne permet pas
de trouver des similarite´s se´mantiques pour des portions de code ayant e´te´
imple´mente´s avec des approches structurelles diffe´rentes [19].
On peut citer l’outil GPLAG dont l’approche est similaire mais dans
lequel les nœuds ne peuvent eˆtre que d’un seul type [23].
2.3.5 Les approches ontologiques
La manie`re de proce´der dans cette approche vise a` cre´er un mode`le de donne´es
repre´sentant les concepts d’un domaine et les relations entre ces concepts. La
recherche d’e´quivalence s’effectuera sur base des informations obtenues graˆce
a` ces concepts.
La figure [14] montre une approche dans laquelle la re´cupe´ration de l’information
se fait par la cre´ation de documents pour chaque me´thode. Les mots-cle´s
provenant de ces me´thodes sont ensuite extraits. Ces mots-cle´s sont les com-
mentaires, les chaˆınes de caracte`re et les identificateurs (classes, attributs,
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me´thode et parame`tres). L’algorithme effectue ensuite le fractionnement de
mots et extrait l’origine de chaque mot.
Figure 6: Exemple de code source et exemple de traitement : 1 extraction,
2 Corpus apre`s traitement [14]
D’autres approches e´quivalentes consistent a` trouver des similarite´s dans
des fragments de code sur base de leur description textuelle. La source du
corpus peut eˆtre Stackoverflow [34], Wikipedia [29].
Plusieurs autres approches ont e´te´ publie´es dans la litte´rature [30], [8], et
celle de Doc2vec [21] dont il est mention dans la suite de ce me´moire.
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3 Algorithmes d’apprentissage automatique
Les re´seaux de neurones sont des algorithmes d’apprentissage automatique
(Machine Learning) ge´ne´rant des mode`les de pre´diction sur base des donne´es
qui leur sont fournies.
Dans le cas d’algorithmes d’apprentissage supervise´, le fonctionnement
de l’algorithme est similaire a` de l’apprentissage par essai-erreur. Pour ap-
prendre, le syste`me artificiel utilise, en plus des donne´es d’entre´e, les sorties
correspondantes. Pour une se´rie de N phrases d’entraˆınement T , on peut
noter le corpus de donne´es d’entraˆınement sous cette forme:
T = (xi, yi) ∀i ∈ {1 . . . N} (1)
Les donne´es d’entre´e xi sont successivement e´value´es par le syste`me ar-
tificiel afin de fournir les sorties f(xi). L’erreur qui constitue la diffe´rence
entre le re´sultat f(xi) obtenu et la valeur de´sire´e yi est prise en compte et le
syste`me est capable d’adapter son comportement.
Dans le cas d’apprentissage non supervise´, il n’est pas possible d’avoir
une mesure de re´sultat. Les seules donne´es disponibles sont les xi. L’objectif
des algorithmes non supervise´s est, entre autres, de de´terminer, graˆce a`
l’extraction des caracte´ristiques pre´sentes au sein des donne´es, la fac¸on dont
les donne´es sont organise´es et amasse´es (clustered). Ces re´sultats obtenus
dans le cas d’algorithmes non supervise´s sont de types discret et qualitatif.
En comparaison, les algorithmes d’apprentissage de type supervise´ fournis-
sent, eux, des re´sultats continus de type quantitatif.
Parmi les algorithmes d’apprentissage supervise´, on peut citer, entre
autres, les re´gressions de type line´aire, non line´aire, les re´gressions logistiques,
les classifications et les re´seaux de neurones.
Les re´gressions pre´disent des fonctions mathe´matiques cense´es e´pouser
pour le mieux le comportement et la relation existant entre les donne´es
d’entre´e et les donne´es de sortie. Les re´gressions line´aires (linear regres-
sion) produisent des fonctions mathe´matiques de premier degre´. Et les
re´gressions non line´aires (logistic regression), re´gression line´aire multiple,
tiennent compte de plus de parame`tres en entre´e et produisent des fonctions
polynomiales.
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Figure 7: Exemple de re´gressions re´alise´es avec Python
3.1 Les Re´seaux de neurones
Le principe de fonctionnement des re´seaux de neurones artificiels est inspire´
des neurones biologiques du syste`me nerveux. Sche´matiquement, ces neur-
ones biologiques sont des interrupteurs re´agissant a` des stimuli e´lectriques et
biologiques. Ces neurones sont hautement connecte´s les uns aux autres et
l’information que rec¸oit un neurone en son entre´e re´sulte du pre´-traitement
effectue´ par des millions de neurones en amont. Au cours des processus
d’apprentissage, de nouvelles connexions interneuronales se cre´ent permet-
tant d’augmenter la pertinence des re´ponses.
Dans le cas de re´seaux de neurones artificiels (Artificial neural network
ANN), les neurones, aussi appele´s nœuds ou perceptrons, sont interconnecte´s
au sein d’un re´seau hie´rarchique a` plusieurs couches.
Chaque neurone prend en entre´e plusieurs signaux ponde´re´s. On applique
ensuite une fonction mathe´matique a` la somme de ces entre´es ponde´re´es.
Cette fonction dite  fonction d’activation  (Softmax function) joue le roˆle
d’interrupteur.
La fonction d’activation discre´tise les valeurs d’entre´e en deux e´tats pos-
sibles. La distinction entre les e´tats est fonction de la pente de la courbe.
Les plages de valeurs sont ge´ne´ralement comprises dans les plages suivantes
[0,1], [-1,1],[0,..].
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Figure 8: Exemple d’un noeud a` trois entre´es [32]
Mathe´matiquement, la somme ponde´re´e des signaux a` l’entre´e d’un nœud
peut eˆtre e´crite de manie`re suivante:
x1w1 + x2w2 + x3w3 + b (2)
Dans laquelle w est le poids, il correspond a` la pente de la fonction
d’activation. b est le biais qui, graphiquement, correspond a` un de´phasage
en ordonne´e de la fonction d’activation.
Comme cela sera vu plus tard, le poids et le biais seront mis a` jour de
manie`re ite´rative lors de la phrase d’entraˆınement.
3.2 La structure du Re´seau
Les structures des re´seaux de neurones peuvent eˆtre multiples. La struc-
ture de base consiste en une couche d’entre´e, une couche interme´diaire (aussi
nomme´e  coche cache´ ) et une couche de sortie. Pour les cas plus com-
plexes, plusieurs couches interme´diaires peuvent exister. Sur la figure 9, on
peut voir que les nœuds d’une couche sont interconnecte´s aux nœuds des
couches voisines.
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Figure 9: Exemple d’un re´seau de neurone artificiel [32]
Les nœuds de la premie`re couche sont les entre´es du re´seau. A` partir de
la seconde couche, les sorties des nœuds peuvent eˆtre calcule´es par la formule
suivante:
h
(2)
1 = f
(
w
(1)
11 x1 + w
(1)
12 x2 + w
(1)
13 x3 + b
(1)
1
)
(3)
h
(2)
2 = f
(
w
(1)
21 x1 + w
(1)
22 x2 + w
(1)
23 x3 + b
(1)
2
)
(4)
h
(2)
3 = f
(
w
(1)
31 x1 + w
(1)
32 x2 + w
(1)
33 x3 + b
(1)
3
)
(5)
hW,b(x) = h
(3)
1 = f
(
w
(2)
11 h
(2)
1 + w
(2)
12 h
(2)
2 + w
(2)
13 h
(2)
3 + b
(2)
1
)
(6)
La notation ainsi que les e´quations sont celles utilise´es dans le tutoriel
Deep Learning de l’Universite´ de Stanford. [7]
Dans laquelle i est le nume´ro du nœud a` la couche l + 1.
L’indice j est le nume´ro du nœud dans la couche l.
L’ordre entre i et j n’est pas force´ment trivial.
Le terme xj de´signe le neurone j dans la couche l actuel.
Le terme wij(l) de´signe le poids affecte´ au neurone.
Le biais pour un nœud i a` la couche l + 1 est note´ b
(l)
i .
La fonction d’activation est f(·).
Et la sortie du nœud i a` la couche l est note´ h
(l)
i .
La sortie du re´seau de neurones a` la couche 3 est donc de´finie comme:
hW,b(x) = h
(3)
1 = f
(
w
(2)
11 h
(2)
1 + w
(2)
12 h
(2)
2 + w
(2)
13 h
(2)
3 + b
(2)
1
)
(7)
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Pour utiliser ces e´quations en Python, elles peuvent eˆtre e´crites sous
forme matricielle. Le passage a` une repre´sentation matricielle est plus adapte´
pour le code Python qui en sera simplifie´. L’utilisation des matrices permet
e´galement d’e´viter l’usage de boucle, qui est a` proscrire en Python lorsque la
quantite´ de donne´es augmente.
Pour le premier nœud de la seconde couche, la somme des entre´es de la
couche pre´ce´dente peut eˆtre e´crite de fac¸on suivante:
z
(2)
1 = w
(1)
11 x1 + w
(1)
12 x2 + w
(1)
13 x3 + b
(1)
1 =
n∑
j=1
w
(1)
ij xi + b
(1)
i (8)
Dans ces e´galite´s, la nouvelle variable z
(l)
i de´signe le nœud i de la couche
l + 1. Et on fait la somme des n nœuds dans la couche l.
Par exemple, pour les couches 2 et 3, cette e´quation peut eˆtre re´duite de
manie`re suivante:
z(2) = W (1)x+ b(1) (9)
h(2) = f
(
z(2)
)
(10)
Z(3) = W (2)h(2) + b(2) (11)
hW,b(x) = h
(3) = f
(
z(3)
)
(12)
Dans laquelle le W est la forme matricielle du poids.
En ge´ne´ralisant cette e´quation pour toutes les couches, on obtient l’e´quation
suivante:
Z(l+1) = W (l)h(l) + b(l) (13)
h(l+1) = f
(
Z(l+1)
)
(14)
Ce qui permet de voir que, dans le processus d’alimentation vers la
dernie`re couche, la sortie de la couche l devient l’entre´e de la couche l + 1.
3.3 Optimisation par l’algorithme du gradient
Dans les algorithmes d’apprentissage supervise´, l’objectif est de re´duire l’erreur
vis-a`-vis de la sortie calcule´e. Pour ce faire, on utilise les paires d’entre´es/sorties:{(
x(1), y(1)
)
,
(
x(2), y(2)
)
, . . . ,
(
x(m), y(m)
)}
(15)
Dans laquelle m est le nombre d’e´chantillons (m phase d’entraˆınement)
et chaque x(i) e´tant un vecteur.
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Comme illustre´es dans la figure suivante, ces paires d’entre´es/sorties sont
utilise´es dans l’algorithme du gradient.
Figure 10: Graphe en une dimension pour l’algorithme du gradient [32]
La direction a` suivre est donne´e par la ligne droite et l’ajustement du
poids peut se faire de via la formule suivante:
wnew = wold − α ∗ ∇error (16)
Dans laquelle le wnew la nouvelle valeur de w (poids) wold la valeur cour-
ante du w ∇error de´signe la magnitude de l’erreur Le pas α correspond a`
l’avancement entre deux ite´rations. Plus il est grand, plus la convergence
vers l’erreur minimum sera rapide au risque de de´passer e´ventuellement le
point de valeur minimum. Plus on se rapproche du minimum, plus la de´rive´e
tend vers 0. Aux abords du point d’e´quilibre, la valeur de w s’ajuste faible-
ment. Pour e´viter de tendre inde´finiment vers un minimum, une valeur de
seuil (pre´cision) peut eˆtre de´finie.
3.4 La fonction de couˆt
Une des manie`res ge´ne´riques de calculer la magnitude de l’erreur est d’utiliser
la fonction de couˆt. Pour la paire d’entre´es/sorties (x2, y2) a` l’e´tape z, cette
fonction de couˆt s’e´crit:
J(w, b, x, y) =
1
2
∥∥∥yz − h(nl) (xz)∥∥∥2 (17)
Dans laquelle z correspond a` l’e´tape d’entraˆınement et h(nl) correspond a`
la sortie du re´seau de neurones de n couche (l pour  layer ). Les doubles
barres verticales correspondent a` la norme euclidienne.
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L’ajustement des valeurs des neurones se fait de la couche de sortie vers la
couche d’entre´e en passant par les couches interme´diaires. C’est le principe
de re´tropropagation dans laquelle les neurones d’une couche l sont ajuste´s
au travers des neurones des couches l + 1.
Dans la figure suivante, il n’y a qu’un seul neurone dans la couche de
sortie. Les neurones de la couche pre´ce´dente sont ajuste´s via l’information
delta δ provenant du dernier neurone en passant par le poids de la connexion.
Figure 11: Illustration d’un propagation simple [32]
On peut e´crire :
δ
(2)
1 = δ
(3)
1 w
(2)
11 ϕ (18)
Graˆce aux calculs dont les de´tails sont en annexe, on peut trouver que:
ϕ = f ′
(
z
(2)
1
)
(19)
Ce qui revient a` e´crire de manie`re plus ge´ne´rale
δ
(l)
j = δ
(l+1)
1 w
(l)
1j f
′ (zj)
(l) (20)
Cette information est progressivement re´tropropage´e de manie`re similaire
vers les neurones des couches plus internes jusqu’a` atteindre les neurones de
la premie`re couche.
Dans le graphe suivant, on peut voir que la valeur d’un neurone est ajuste´e
sur base de trois neurones de la couche adjacente.
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Figure 12: Exemple d’un re´seau de neurone artificiel [32]
Dans cet exemple, δ peut s’e´crire sous la forme:
δ
(2)
1 =
3∑
i=1
(
w
(2)
i1 δ
(3)
1
)
f ′
(
z
(2)
1
)
(21)
De manie`re ge´ne´rale, pour tous les neurones du re´seau, on peut e´crire:
δ
(l)
j =
s(l+1)∑
i=1
w
(l)
ij δ
(l+1)
i
 f ′ (z(l)j ) (22)
Et il est possible d’exprimer ce δ selon la fonction de couˆt:
∂J
∂W (l)
= h(l)δ(l+1) (23)
∂J
∂b(l)
= δ(l+1) (24)
Une fois que la re´tropropagation a e´te´ effectue´e pour un e´chantillon, le
processus est re´pe´te´: on effectue le calcul des valeurs de sorties y et puis la
re´tropropagation s’effectue pour l’ensemble des e´chantillons (x2, y2) dispon-
ibles. Ces ope´rations successives vont adapter les valeurs de chaque neurone
du re´seau pour que l’erreur entre les sorties et les valeurs de sorties de´sire´es
soit la plus faible possible.
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Suite a` cette phase successive d’entraˆınement, le re´seau est preˆt a` eˆtre
utilise´ pour de re´elles pre´dictions : faire de nouvelles pre´dictions sur des
entre´es pour lesquelles on ne dispose pas de sorties. Dans le cadre de ce
me´moire, l’e´tude visera a` ve´rifier s’il est possible d’extraire et de retrouver des
informations de type se´mantique pre´sentes dans des fichiers de code source. Il
faudra de´terminer si les codes sources se´mantiquement e´quivalents pre´sentent
des repre´sentations vectorielles proches.
3.5 Word2vec
Word2vec est une imple´mentation du plongement lexical (Word embedding
[Rong2014Word2vecPL]) permettant de concevoir des repre´sentations mul-
tidimensionnelles de mot [1]. Elle est utilise´e dans le cadre de traitement
automatique de langages.
Il existe deux imple´mentations de Word2vec. La premie`re imple´mentation
nomme´e CBOW (Continuous bag of words) a pour but de pre´dire un mot
sur base de plusieurs mots de contexte. Et la seconde approche nomme´e
Skip-Gram pre´dit les mots de contexte en partant d’un seul mot.
Partant du fait que des mots se´mantiquement proches dans leurs contextes
d’utilisation se retrouvent proches les uns des autres dans un texte. Ces mots
e´tant proches, on peut alors fixer une feneˆtre de´limitant les mots de contexte
a` utiliser [2]. On peut noter w1 . . . wm les m mots du contexte t sachant que
m = 2t. Une taille de feneˆtre de deux signifie qu’il y a deux mots de contexte
de part et d’autre du mot cible.
Le but de la repre´sentation neuronale des mots effectue´e dans CBOW est
de calculer la probabilite´ de pre´dire correctement un mot w sur base des mots
de son contexte P (w|w1w2 . . . wm). Cette probabilite´ devra eˆtre maximise´e
a` travers le cycle d’entraˆınement.
L’architecture de CBOW est illustre´e dans la figure suivante:
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Figure 13: Le mode`le CBOW de Word2vec [1]
Le re´seau se compose des trois couches ge´ne´riques.
Dans la couche d’entre´e, chacun des m mots de contexte est repre´sente´
par un vecteur de taille d.
Les nœuds dans la couche d’entre´e sont groupe´s en m groupe de taille d.
d e´tant la taille de dictionnaire et m la taille de la feneˆtre de mots. Chaque
groupe correspond donc aux encodages 1surd (one-hot encoded) des mots
de contexte. Chaque neurone a` l’entre´e peut eˆtre repre´sente´ par xij ∈ {0, 1}
avec i ∈ {1 . . .m} e´tant sa position dans le contexte et j ∈ {1 . . . d} e´tant
l’identifiant du mot (sa position dans le dictionnaire).
Chacun de ces m groupes est connecte´ a` la couche interme´diaire par des
matrices U de taille dXp, ou` p est la taille de la couche interme´diaire. Les
e´le´ments de cette matrice ujq sont les poids des neurones.
La repre´sentation neuronale de taille p du mot j peut eˆtre note´e uj =
(uj1, uj2, . . . ujp). Et pour un mot de contexte donne´, sa repre´sentation lors
d’une instance spe´cifique sera note´e h = (h1 . . . hp).
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La sortie de la couche interme´diaire peut donc s’exprimer de manie`re
suivante:
hq =
m∑
i=1
 d∑
j=1
ujqxij
 ∀q ∈ {1 . . . p} (25)
Et sous forme vectorielle, on peut l’e´crire ainsi:
h =
m∑
i=1
d∑
j=1
ujxij (26)
On peut noter la re´duction de la dimension qui passe de d vers m et on
la perte au passage de l’ordonnancement des mots de contexte. D’ou` le nom
de la me´thode.
Dans la couche de sortie par contre, on retrouve un vecteur caracte´ristique
dont la taille est e´gale a` celle du dictionnaire. Cela est obtenu en multi-
pliant (h1 . . . hp) par la fonction logistique softmax (fonction exponentielle
normalise´e) V de taille pXd.
Les valeurs de sortie y1 . . . yd e´tant des probabilite´s, on obtient des nombres
re´els plutoˆt que des valeurs binaires.
Comme dans les re´seaux de neurones ge´ne´riques, la mise a` jour des
poids peut eˆtre effectue´e a` chaque e´chantillonnage a` l’aide de l’algorithme
de propagation inverse´.
3.6 Doc2vec
Doc2vec est une extension du mode`le Word2vec dans laquelle le re´seau neur-
onal est augmente´ d’un vecteur supple´mentaire qui est le vecteur de para-
graphe. Ce vecteur de paragraphe est pris en compte et traite´ de la meˆme
manie`re que les autres neurones. Il faut cependant noter que la taille de
son dictionnaire d′ peut eˆtre diffe´rente car ce texte peut provenir d’un autre
cadre d’utilisation du mot cible. L’encodage de ce document passera par
d′ entre´es binaires. Sa matrice de poids U ′ sera donc de taille d′Xp. Cela
implique e´galement qu’il n’y a pas de lien entre la mise a` jour des poids de
ces vecteurs de paragraphe et les vecteurs de mots. On peut dire qu’il n’y a
aucune interaction entre ces deux contextes. Cependant, le calcul des valeurs
de sorties ainsi que l’algorithme de propagation inverse´ (l’imple´mentation de
l’algorithme du gradient) sont effectue´s en paralle`le pour tous les vecteurs
U ′, Uet V .
Plusieurs architectures de Doc2vec existent. Une des possibilite´s, en
l’occurrence celle de ce me´moire, est d’utiliser uniquement des vecteurs de
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paragraphe. Dans notre cas, ces vecteurs de paragraphe sont des codes
sources Python.
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4 Partie pratique: recherche de similarite´s
via Doc2vec
4.1 Protocole expe´rimental
L’outil de recommandation de codes sources propose´ dans ce me´moire repose
sur les vecteurs de paragraphe (paragraph and document embeddings via
distributed continious bag of words models) et se base sur l’imple´mentant
CBOW de Doc2vec. L’objectif de cette imple´mentation est de de´terminer
s’il est possible d’identifier des codes Python se´mantiquement similaires.
L’outil a e´te´ re´alise´ avec la version 2.7 de Python. La version 3 fut
e´galement utilise´e, car plusieurs fonctionnalite´s provenant d’autres projets
furent teste´es. Il a e´te´ possible d’effectuer la cohabitation et d’utiliser con-
jointement les deux environnements a` l’aide de Miniconda.
La mise en place de l’environnement de de´veloppement a ne´cessite´ l’installation
de plusieurs librairies Python. Les plus importantes pour ce projet sont
liste´es ci-dessous. L’utilisation d’une version spe´cifique de Gensim [10] a e´te´
ne´cessaire, car la re´trocompatible n’est pas assure´e pour les datasets ayant
e´te´ entraˆıne´s avec des versions pre´ce´dentes.
numpy sc ipy
matp lo t l i b ipython
jupyte r pandas
sympy nose
gensim ==2.2.0
s c i k i t−l e a r n ==0.21.2
beaut i f u l s oup4 ==4.5.3
Listing 1: Liste des librairies spe´cifiques au projet
L’architecture du projet est repre´sente´e dans la figure 14. Elle se compose
de cinq e´tapes principales.
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Figure 14: De´roulement des traitements
• Dans la premie`re e´tape, il est possible de ge´ne´rer le mode`le soit sur base
d’un fichier contenant les URLs des scripts , soit sur base des fichiers
de codes sources.
• Ensuite la cre´ation du mode`le est effectue´e via le script textitbuil Doc2vec model.py.
Ce script permet de cre´er directement le dataset du mode`le et/ou de
cre´er des fichiers temporaires.
• Ces fichiers temporaires sont utiles afin de pallier aux failles et aux
interruptions. Les dataset pouvant contenir des milliers de fichiers, il
est parfois ne´cessaire de pouvoir interrompre le traitement. Le script
textitbuild model fr file.py permet de cre´er le dataset du mode`le sur
base des fichiers temporaires.
• Une fois que le dataset du mode`le a e´te´ cre´e´, il est possible de cre´er
les vecteurs de paragraphes correspondant aux scripts de test. Cette
e´tape s’accompagne des meˆmes ope´rations de traitement que lors de la
cre´ation du mode`le.
• La dernie`re e´tape permet de visualiser les re´sultats a` l’aide de graph-
iques. Des exemples de re´sultats sont fournis dans la suite du me´moire.
L’explication de´taille´e des rapports se trouve e´galement dans la suite
du me´moire.
En termes de temps d’exe´cution, l’e´tape de la cre´ation du mode`le est
chronophage car l’ensemble des scripts doivent eˆtre traite´s puis concate´ne´s.
Il peut eˆtre inte´ressant d’avoir un aperc¸u des futurs re´sultats. Le fait d’avoir
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recours aux fichiers temporaires permet de ge´ne´rer des mode`les de taille in-
terme´diaire (grace au script build model fr file.py). Ces mode`les peuvent
alors eˆtre utilise´s pour les scripts de tests. Notons que les fichiers tempo-
raires contiennent la succession de plusieurs scripts ils sont donc beaucoup
plus volumineux que le mode`le final.
4.2 Les jeux de donne´es
Afin de proposer des recommandations de codes similaires, les jeux de donne´es
suivants ont e´te´ utilise´s:
Nom Taille (Nombre de scripts) Utilite´ Origine des scripts
doc2vec1M.model 1,3M Cre´ation du mode`le Projet Altair [20]
doc2vec1K.model 1K Cre´ation du mode`le GitHub
doc2vec35K.model 35K Cre´ation du mode`le GitHub
doc2vec50K.model 50K Cre´ation du mode`le GitHub
doc2vec130k.model 130K Cre´ation du mode`le GitHub
data01 2.pkl
Phase 1: 39
Phase 2: 76
Test
Me´moire
GitHub
Table 2: Liste des datasets utilise´s
Plusieurs datasets ont e´te´ teste´s pour la cre´ation du mode`le. Le premier
dataset est celui du projet Altair [20], il a e´te´ utilise´, car il contient 2,3 mil-
lions de scripts Python. Il n’a pas e´te´ possible de modifier ce dataset. Les
URLs des scripts pyhton ne sont pas acce´ssible , il n’est donc pas possible de
les re´cupe´rer. Ce dataset fut utilise´ tel quel, car un grand nombre de scripts
est ne´cessaire pour la construction du mode`le. La vectorisation d’un vocab-
ulaire hautement spe´cialise´ tel qu’un langage de programmation ne´cessite un
entraˆınement suffisant afin de pouvoir capturer les concepts propres au do-
maine [25]. De plus, l’entraˆınement des vecteurs de paragraphe avec Doc2vec
ne´cessite un corpus de plus grande taille que celui utilise´ pour le plongement
lexical avec Word2vec. Le fait d’utiliser ce dataset permet donc de ve´rifier
cette affirmation. Ne´maoins, l’ensemble des parame`tres de la cre´ation de ce
dernier et son contenue restent des inconnues.
Les autres datasets ont e´te´ cre´e´s sur base de scripts Python libres d’acce`s
he´berge´s sur GitHub. L’obtention de ces URLs a e´te´ possible graˆce a` d’autres
datasets du projet [20]. Aucune se´lection particulie`re n’a e´te´ effectue´e.
La cre´ation du corpus Doc2vec s’effectue donc sur base des URLs de ces
scripts. Une fois le code source obtenu, les commentaires et docstrings sont
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supprime´s, les codes sources sont ensuite normalise´s en supprimant les ca-
racte`res non alphanume´riques ainsi que les mots vides (function words, stop-
words). Ces ope´rations sont effectue´es dans les script separate comments.py
et dans textitnormalize text.py.
and continue except global lambda pass while
as def false if none raise with
assert del finally import nonlocal return yield
break elif for in not true
class else from is or try
Table 3: Liste des mots vides
L’entraˆınement sur mes jeux de donne´es (doc2vec1K.model, doc2vec35K.model,
doc2vec50K.model, doc2vec130k.model) fut effectue´ avec les parame`tres suivants:
Parame`tre Valeur Signification
epochs 5 Nombre d’e´chantillons
vector size 300 Taille du vecteur
window 5 Taille du contexte pour un mot
min count 10
Nombre minimum d’apparitions du mot
dans l’ensemble des documents
alpha 0,05 Taux d’apprentissage
sample 1e-5
Limite au-dela` de laquelle
un sous-e´chantillonnage est effectue´
Table 4: Parame`tres d’entraˆınement
Le choix des parame`tres a e´te´ guide´ et ajuste´ en fonction des re´sultats
obtenus. La me´trique de similarite´ pre´sentait dans un premier temps des
valeurs anormalement faibles meˆme pour des scripts identiques.
Le graphique (Figure 15) permet de voir l’e´volution des valeurs de la
me´trique de similarite´ choisie (similarite´ cosinus) en fonction de la taille du
dataset d’entraˆınement. Les datasets contenant mille, 30 mille , 50 mille, 130
mille et 2.3 millions de fichiers Python y sont repre´sente´.
On constate une ame´lioration des re´sultats allant de pair avec la taille
des datasets. Mais en ce qui concerne le dataset de taille 2.5M (courbe
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pleine magenta), tous les points (meˆme les codes non similaires) pre´sentent
des valeurs de cosinus plus e´leve´es. De ce fait, les e´carts entre les bonnes et les
mauvaises pre´dictions sont moins grands. Finalement le dataset doc2vec130K.model
a e´te´ conserve´. Envieront 8 heures furent ne´cessaire pour la cre´ation de
ce dataset, raison pour laquelle, d’autres datasets plus grand ne furent pas
ge´ne´re´s.
Figure 15: Similarite´ cosinus des clones selon la taille du dataset
Un dataset de test a e´galement e´te´ utilise´. Il contient 39 scripts personnels
(phase 1) et 35 scripts provenant de Github (Phase 2). Les 35 scripts ont e´te´
manuellement se´lectionne´s car elles imple´mentent les algorithmes suivant:
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Noms des scripts Fonctionnalile´
Karp rabin.py Algorithme de recherche de sous-chaˆıne cre´e´
Gayle-Shapely.py Algorithme pour le proble`me des mariages stables
FFT.py Fast fourier transform
Red-Black-Trees.py Algorithme pout l’arbre rouge et noir
Bresenham.py Algorithme de trace´ de segment
BubbleSort.py Algorithme du tri a` bulles
Depth first-search.py Algorithme de parcours en profondeur
Breadth first-search.py Algorithme de parcours en largeur
Floyd cycle-detection.py Algorithmique de de´ctection de cycle
QuickSort.py Algorithme de tri
Dijkstra.py Algorithme pour re´soudre le proble`me du plus court chemin
FordBellman.py
Algorithme de calcule des plus courts chemins dans un
graphe
Flood fill-Algorithm.py Algorithme de remplissage par diffusion
kruskal.py Algorithme de recherche d’arbre recouvrant de poids minimum
Table 5: Algorithmes imple´mente´s dans le 35scripts (Phase 2)
Ces 74 scripts se trouvent sur le re´pertoire GitHub de ce me´moire[12].
Ce Dataset de test contient plusieurs scripts se´mantiquement similaires.
Le nom des scripts similaires commence par les deux meˆmes chiffres, mais
leurs imple´mentations sont le´ge`rement ou comple`tement diffe´rentes.
Nom du script Modifications apporte´es
03 101 ContextManager.py Variation pythonique
03 102 ContextManager.py Saut de ligne
03 103 ContextManager.py Renommage de la variable ‘f’ en ‘t’
03 104 ContextManager.py Renommage de la variable ‘f’ en ‘t’ et word en ‘tokens’
03 105 ContextManager.py Transposition de morceaux de code
Table 6: Exemple de scripts similaires
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Nom du script Imple´mentation Modifications effectue´es
Code01 1.py
condition = True
if condition:
x=1
else:
x = 0
print(x)
N/A (Scrips de re´fe´rence)
Code01 101.py
conditions = True
if conditions:
xx=1
else:
xx = 0
print(xx)
Renommage de la variable ’condition’
en ’conditions’, ’x’ en ’xx’
et Inversion de True en False
Code01 102.py
conditions = False
if conditions:
xx=0
else:
xx = 1
print(xx)
Renommage de la variable ’condition’
en ’conditions’ et ’x’ en ’xx’
Code01 2.py
condition = True
x = 1 if condition else 0
print(x)
Variation pythonique
Code01 3.py
condition = False
if condition:
x=0
else:
x = 1
print(x)
Inversion de True en False
Code01 4.py
cond = True
if cond:
x=1
else:
x = 0
print(x)
Renommage de la variable ’condition’
en ’cond’
Table 7: Exemple de scripts similaires
La cre´ation des vecteurs de tests se fait a` la 4 e`me e´tape de la figure 14.
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L’optimum pour la cre´ation des vecteurs de tests s’est effectue´ avec une
valeur de pas de 0.025 et en 500 e´tapes d’entraˆınement. Au-dela` de cette
valeur, il n’y a pas d’ame´lioration significative. Les quelques lignes de codes
ci-dessous permettent d’illustrer cette ope´ration.
r = r e q u e s t s . get ( l i n e )
i f r . s t a t u s c o d e == 200 :
p r i n t ( ’ 2 0 0 . . . ’ )
sys . s tdout . f l u s h ( )
use r doc = r . t ex t
code , = separate code and comments ( user doc , ” user doc ”)
normal i zed code = norma l i z e t ex t ( code , remove stop words=False
, o n l y l e t t e r s=False , r e t u r n l i s t=True )
model . random . seed (0 )
model . i n i t s i m s ( r e p l a c e=False )
u s e r v e c t o r = model . i n f e r v e c t o r ( doc words=normal ized code ,
s t ep s =500 , alpha =0.025)
Listing 2: E´tapes pour la cre´ation des vecteurs de tests
Pour un script donne´, la cre´ation du vecteur se fait donc en quelques
e´tapes:
• Ve´rification de l’URL
• Optention du script associe´ a` l’URL
• Premier traitement du script :separate code and comments
• Second traitement du script : normalize text
• Infe`re le vecteur pour le script
Cette ope´ration est effectue´e pour chaque ligne du fichier contenant les
URLs fichier de test. Le Dataset est ensuite cre´e´ pour eˆtre utilise´ dans la
dernie`re e´tape.
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4.3 Analyse des re´sultats (Phase 1)
Afin de ge´ne´rer un graphique permettant de visualiser les scripts similaires,
tous les 39 scripts de cette premie`re phase ont e´te´s comparer les uns aux
autres.
Graˆce aux vecteurs ge´ne´re´s dans l’e´tape pre´ce´dente, on peut calculer la
similarite´ cosinus du vecteur d’un script dit de re´fe´rence par rapport a` tous
les autres scripts de tests. Cette valeur est proche de 1 pour les scripts
similaires. Pour les scripts inde´pendants et comple`tement oppose´s elle vaut
respectivement 0 et -1.
cos θ =
A ·B
‖A‖ · ‖B‖
Les re´sultats sont visibles dans la figure suivante.
Figure 16: Re´sultats pour les 14 premiers groupes de scripts
Dans ce graphique, la valeur du cosinus est porte´e en ordonne´e. L’abscisse
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correspond aux scripts de re´fe´rence. Les triangles rouges correspondent
aux scores obtenus par les scripts se´mantiquement similaires. Ils ont e´te´s
le´ge`rement de´cale´s vers la droite. Les points en bleu correspondent aux
scores obtenus par tous les autres scripts. Les scripts de re´fe´rences sont les
points bleus dont le cosinus vaut 1.
Pour les scripts du groupe 01 et 03, par exemple, il existe plusieurs scripts
similaires. On constate que le score obtenu par ces scripts diminue lor-
sque davantage de modifications sont effectue´es. Les tableaux (Tableau 8
et Tableau 9) listent diffe´rences pre´sentes dans chacun des scripts. On con-
state que la transposition et la duplication de portion de code n’alte`rent
que le´ge`rement le score. Le renommage par de mots externes au corpus
d’entraˆınement, par exemple des mots en franc¸ais, de´grade plus fortement le
score.
A` titre d’exemple les scripts du groupe 3 sont dans le tableau 10 si dessous:
Nom du script Similarite´ Cosinus Modifications effectue´es
01 1.py 1. N/A
01 2.py 1. Variation pythonique
01 3.py 0.98807779 Inversion de True en False
01 4.py 0.96479907 Renommage de la variable ’condition’ en ’cond’
01 102.py 0.9664449 Renommage de la variable ’condition’ en ’conditions’ et ’x’ en ’xx’
01 101.py 0.95182812 Renommage de la variable ’condition’ en ’conditions’, ’x’ en ’xx’ et Inversion de True en False
Table 8: Modifications effectue´es sur le script 01 1.py
Nom du script Similarite´ Cosinus Modifications effectue´es
03 1 ContextManager.py 1. NA
03 101 ContextManager.py 1. Saut de ligne
03 102 ContextManager.py 0.9839413 Renommage de la variable ‘f’ en ‘t’
03 104 ContextManager.py 0.97853866 Transposition et duplication de morceaux de code
03 103 ContextManager.py 0.93021827 Renommage de la variable ‘f’ en ‘t’ et ’word’ en ‘tokens’
03 2 ContextManager.py 0.9900979 Variation pythonique
03 105 ContextManager.py 0.79373805 Renommage de la variable ‘count’ en ‘nombre’
Table 9: Modifications effectue´es sur le script 03 1 ContextManager.py
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Nom du script Imple´mentation Modifications effectue´es
Code03 1 ContextManager.py
f = open(’test.txt’, ’r’)
file contents = f.read()
f.close()
words = file contents.split(’ ’)
word count = len(words)
print(word count)
Script de re´fe´rence
Code03 2 ContextManager.py
with open(’test.txt’, ’r’) as f:
file contents = f.read()
words = file contents.split(’ ’)
word count = len(words)
print(word count)
Variation pythonique
Code03 101 ContextManager.py
f = open(’test.txt’, ’r’)
file contents = f.read()
f.close()
words = file contents.split(’ ’)
word count = len(words)
print(word count)
Saut de ligne
Code03 102 ContextManager.py
t = open(’test.txt’, ’r’)
file contents = t.read()
t.close()l I
word = file contents.split(’ ’)
word count = len(word)
print(word count)
Renommage de la variable ‘f’ en ‘t’
Code03 103 ContextManager.py
t = open(’test.txt’, ’r’)
file contents = t.read()
t.close()
tokens = file contents.split(’ ’)
token count = len(tokens)
print(token count)
Renommage de la variable ‘f’
en ‘t’ et word en ‘tokens’
Code03 104 ContextManager.py
f = open(’test.txt’, ’r’)
file contents = f.read()
words = file contents.split(’ ’)
word count = len(words)
print(word count)
f.close()
f = open(’test.txt’, ’r’)
file contents = f.read()
words = file contents.split(’ ’)
word count = len(words)
print(word count)
f.close()
Transposition et duplication
de morceaux de code
Code03 105 ContextManager.py
f = open(’test.txt’, ’r’)
file contents = f.read()
f.close()
word = file contents.split(’ ’)
nombre = len(word)
print(nombre)
Renommage de la variable ‘word count’
en ‘nombre’
Table 10: Exemple des scripts similaires du groupe 3
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Pour l’ensemble des scripts, les versions pythoniques 2 ne sont pas tou-
jours de´tecte´es correctement c.-a`-d. d’autres scripts obtiennent de meilleurs
re´sultats. Dans le tableau 11, se trouvent deux exemples imple´mentant la
meˆme fonctionnalite´ et qui ne sont pas de´tecte´s comme e´tant des scripts
similaires. Dans le tableau 12 se trouve les scripts ayant obtenue les meil-
leures notes de similarite´ avec le script Code08 1 Multby2.py. On constate
que les scripts utilisant des listes ainsi que le mot clef ’for’ se placent en
teˆte des re´sultats.Il faut noter la pre´sence de l’affectation ’x=1’ e´galement
et en fin de liste la pre´sence de ’condition =True’ et ’if condition’. Le script
Code08 2 Multby2.py arrive finalement a` la dixie`me position.
Lot Script de re´fe´rence Script similaire
8
x=[1, 2, 3, 4, 5, 6]
for idx in range(len(x)):
print(x[idx] * 2)
x=[1, 2, 3, 4, 5, 6]
[print(element * 2) for element in x]
9
x=[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
for idx in range(len(x)):
if x[idx]%2==0:
print(x[idx] * 2)
x=[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
[print(element * 2) for element in x if element % 2 == 0]
Table 11: Scripts similaires incorrectement de´tecte´s
2 Pythonique: qualificatif d’un script python se´mantiquement similaire, bien conc¸u, car
respectant les re`gles d’e´criture et plus facilement compre´hensible d’autres de´veloppeurs.
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Nom du Script Score Code source
Code08 1 Multby2.py 1.0
x=[1, 2, 3, 4, 5, 6]
result = []
for idx in range(len(x)):
print(x[idx] * 2)
Code09 1 MultByMod2.py 0.988282
x=[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
result = []
for idx in range(len(x)):
if x[idx]%2==0:
print(x[idx] * 2)
Code08 2 Multby101.py 0.961423
x=[1, 2, 3, 4, 5, 6]
result = []
for element in range(len(x)):
print(x[element ] * 2)
Code11 1 FindArrayInString.py 0.959834
arr = [”apples”, ”oranges”, ”bananas”, ”grapes”]
s = ”cherries”
found = False
size = len(arr)
for i in range(0, size):
if arr[i] == s:
found = True
print(found)
Code18 2 MultipleMix.py 0.955214
x=[1, 2, 3, 4, 5, 6]
result = []
for idx in range(len(x)):
print(x[idx] * 2)
x=[1, 2, 3, 4, 5, 6]
[print(element * 2) for element in x]
#———–
x=[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
result = []
for idx in range(len(x)):
if x[idx]%2==0:
print(x[idx] * 2)
x=[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
[print(element * 2) for element in x if element % 2 == 0]
Code18 1 MultipleMix.py 0.952863
x=[1, 2, 3, 4, 5, 6]
result = []
for idx in range(len(x)):
print(x[idx] * 2)
x=[1, 2, 3, 4, 5, 6]
[print(element * 2) for element in x]
#———–
x=[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
result = []
for idx in range(len(x)):
if x[idx]%2==0:
print(x[idx] * 2)
x=[1, 2, 3, 4, 5, 6, 7, 8, 9, 10]
[print(element * 2) for element in x if element % 2 == 0]
Code05 2 ListEnumerate.py 0.949763
names = [’Peter Parker’, ’Clark Kent’, ’Wade Wilson’, ’Bruce Wayne’]
heroes = [’Spiderman’, ’Superman’, ’Deadpool’, ’Batman’]
for name, hero in zip(names, heroes):
print(f’{name} is actually {hero}’)
Code01 1.py 0.948598
condition = True
if condition:
x=1
else:
x = 0
print(x)
Code01 2.py 0.948598
condition = True
x = 1 if condition else 0
print(x)
Code08 2 Multby2.py 0.941502
x=[1, 2, 3, 4, 5, 6]
[print(element * 2) for element in x]
Table 12: Script de multiplication par 2
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Dans le graphique (Figure 16), la se´rie des deux derniers points a` droite
correspond a` des scripts utilise´s pour l’e´laboration de ce me´moire (plot linear.py
(Figure 7) , infer file.py (Figure 14)) On constate qu’ils parviennent facile-
ment a` se diffe´rencier des autres scripts et que leurs clones sont toujours en
premie`res positions.
Si dessous, se trouvent quelques re´sultats d’un test effectue´ sur base du
dataset de test de taille 20 miles scripts python. Des re´sultats pris au hasard
montrent plusieurs scripts, provenant de de´poˆts diffe´rents, dont les noms de
fichiers sont proches.
dA modif ied . py
[ dA modif ied . py ’ , DenoisingAutoEncoder . py ’ ,dA. py ’ , AutoEncoder . py
’ , deno i s ing autoencoder . py ’ , deno i s ing autoencoder . py ’ ,
deno i s ing autoencoder . py ’ , deno i s ing autoencode r . py ’ ,
autoencoder . py ’ ,RAE. py ’ , Mult iLayerPerceptron . py ’ ,
m u l t i p l e l a y e r . py ’ , mlp . py ’ , ae . py ’ , OutputLayer . py ’ , deepMLP . py ’ ,
multiLayerMLP . py ’ , mlp maxout . py ’ , Dropout . py ’ , Mlp . py ’ ,MLP. py ’ ]
[ 1 . 0 , 0 .7999 , 0 .7642 , 0 .7474 , 0 .7335 , 0 .7334 , 0 .7334 , 0 .7258 ,
0 .7199 , 0 .6733 , 0 .6731 , 0 .6718 , 0 .6678 , 0 .6644 , 0 .6556 ,
0 .6513 , 0 .6444 , 0 .6393 , 0 . 637 , 0 .6338 , 0 . 6 3 3 3 ]
t o o l s . py
[ t o o l s . py ’ , met r i c s . py ’ , met r i c s . py ’ , e v a l u a t e c l a s s i f i e r . py ’ ,
r e s u l t u t i l . py ’ , rand . py ’ , con f matr ix . py ’ , con f matr ix . py ’ ,
con f matr ix . py ’ , bayes . py ’ , e v a l u a t i o n c r o s s v a l i d a t i o n r e s u l t s .
py ’ , e v a l u a t i o n c r o s s v a l i d a t i o n r e s u l t s . py ’ , metr ic . py ’ , metr ic .
py ’ , e v a l u a t e s v m l i g h t r u n . py ’ , c l a s s i f i e r . py ’ , c l a s s i f i e r . py ’ ,
t e s t e v a l u a t i o n . py ’ , f s c o r e . py ’ , c o m p u t e s t a t i s t i c s . py ’ ,
e v a l u a t e s e g . py ’ ]
[ 1 . 0 , 0 .6231 , 0 .6228 , 0 .6184 , 0 .6037 , 0 .5894 , 0 .5636 , 0 .5636 ,
0 .5597 , 0 .5578 , 0 . 556 , 0 . 556 , 0 .5555 , 0 .5555 , 0 .5511 , 0 .5507 ,
0 .5507 , 0 .5472 , 0 .5458 , 0 .5443 , 0 .5436
cav i a r . py
[ co f f e c ream . py ’ , c av i a r . py ’ , c l a s sy touch . py ’ , c l a s sy touch . py ’ ,
rawine . py ’ , red−grey . py ’ , rangy . py ’ , rawine . py ’ , rawwine . py ’ ,
rangy . py ’ , rangy . py ’ , rangy . py ’ , rangy . py ’ , c o l o r s . py ’ , de fau l t−bf
. py ’ , ranger−red−ye l low . py ’ , ranger−red−ye l low . py ’ , f i n a l l y . py ’ ,
mydefault . py ’ , t ex t . py ’ , t ex t . py ’ ]
[ 1 . 0 , 1 . 0 , 0 .9718 , 0 .9708 , 0 .9704 , 0 .9704 , 0 .9568 , 0 .9561 ,
0 . 956 , 0 .9538 , 0 .9538 , 0 .9538 , 0 .9538 , 0 .9534 , 0 .9152 ,
0 .9061 , 0 .9061 , 0 .8983 , 0 . 892 , 0 .5929 , 0 . 5 9 2 9 ]
Listing 3: Liste des librairies spe´cifiques au projet
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4.4 De´tection de scripts plus complexes
Dans le but de confirmer les re´sultats pre´ce´dents, 37 scripts supple´mentaires
ont e´te´ teste´s dans cette seconde phase. Ces scripts imple´mente´s par des
de´veloppeurs diffe´rents contiennent plus de lignes de codes. Ce sont les scripts
a` partir du 15 e`me groupe.
Le graphique suivant (Figure 17) permet de constater que certains clones
se´mantiques des nouveaux scripts ne sont pas correctement de´tecte´s.
Figure 17: Similarite´ cosinus des clones se´mantiques selon la taille du dataset
Sur les 16 groupes, 6 des clones se´mantiques parviennent a` eˆtre correcte-
ment de´tecte´s. En analysant le contenu de ces scripts, on constate que la
moitie´ d’entre eux sont lexicalement proches (par exemple utilisation de liste
en commune et de mot clef pyhton). Pour les scripts de groupe 17, 19 et 20,
beaucoup de mots apparaissent dans le script de re´fe´rence et dans la version
similaire. Pour le cas du clone du script de re´fe´rence ’20’, le score faible reste
tout de meˆme parmi les meilleurs re´sultats.
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Scripts Mots en commun
17 Viterbi.py
Healthy, normal, cold, def, dizzy, emission probability, Fever, Healthy, observations,
start probability, start probability, states, y, transition probability, Viterbi
19 FFT.py
BIGNUM, BN CTX, BN GENCB, BN GENCB, BSD, Cryptography HAS MGF1 MD,
Cryptography HAS MGF1 MD, Cryptography HAS PSS PADDING,
Cryptography HAS PSS PADDING, CUSTOMIZATIONS
20 Red Black Trees.py
balanced, be, black, both, by, case, check, child, children, children, class,
colors, def, delete, Delete, does, each, elements, First, for, left, must,
no, pushes, random, red, red-black, RedBlack, resolve, right, root, same,
search, simply, step, subtree, such, swap, than, that, tree
Table 13: Mots en commun en les scripts
Le tableau 14 reprend l’ensemble des re´sultats. Il s’agit des scores obtenus
entre tous les scripts et leurs clones se´mantiques.
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Nom du clone se´mantique Score Diffe´rences avec le script de re´fe´rence
01 2.py 1. Variation pythonique
02 2.py 1. Variation pythonique
03 101 ContextManager.py 1. Variation pythonique
18 2 MultipleMix.py 0.99767249 Script Githug du meˆme de´veloppeur
05 2 ListEnumerate.py 0.9923549 Variation pythonique
03 2 ContextManager.py 0.9900979 Renommage de la variable ‘count’ en ‘nombre’
01 3.py 0.98807779 Inversion de True en False
03 102 ContextManager.py 0.9839413 Saut de ligne
04 2 ListEnumerate.py 0.98036848 Variation pythonique
03 104 ContextManager.py 0.97853866 Transposition et duplication de morceaux de code
11 2 FindArrayInString.py 0.97566933 Variation pythonique
01 102.py 0.9664449 Renommage de la variable ’condition’ en ’conditions’
01 4.py 0.96479907 Renommage de la variable ’condition’ en ’cond’
19 2 FFT.py 0.96338032 Script Githug d’un autre de´veloppeur
06 2 SetValue.py 0.95725658 Variation pythonique
01 101.py 0.95182812
Renommage de la variable ’condition’ en ’conditions’
et Inversion de True en False
08 2 Multby2.py 0.94150236 Variation pythonique
09 2 MultByMod2.py 0.93972193 Variation pythonique
03 103 ContextManager.py 0.93021827 Renommage de la varaible ‘f’ en ‘t’ et ’word’ en ‘tokens’
07 2 Comparison.py 0.9274893 Variation pythonique
25 2 floyd cycle detection.py 0.92691214 Script Githug d’un autre de´veloppeur
12 102 HeapSort.py 0.88735926 Renommage de la variable ‘larger’ en ‘largest’
28 2 FordBellman.py 0.875945 Script Githug d’un autre de´veloppeur
14 2 infer file.py 0.86922256 Variation pythonique
24 2 breadth first search.py 0.85643468 Script Githug d’un autre de´veloppeur
10 2 TotalSum.py 0.84744537 Variation pythonique
13 2 plot linear.py 0.83292274 Variation pythonique
12 101 HeapSort.py 0.82734079 Variation pythonique
17 2 Viterbi.py 0.80324704 Script Githug d’un autre de´veloppeur
26 2 QuickSort.py 0.79446782 Script Githug d’un autre de´veloppeur
03 105 ContextManager.py 0.79373805 Transposition de morceaux de code
23 2 depth first search.py 0.76950761 Script Githug d’un autre de´veloppeur
31 2 kruskal.py 0.72915966 Script Githug d’un autre de´veloppeur
12 2 HeapSort.py 0.72867971 Renommage de la variable ‘arr’ en ‘array’
30 2 FFT.py 0.71117585 Script Githug d’un autre de´veloppeur
16 2 Gayle-Shapely.py 0.70435271 Script Githug d’un autre de´veloppeur
20 2 Red Black Trees.py 0.64543777 Script Githug d’un autre de´veloppeur
22 2 bubbleSort.py 0.64432109 Script Githug d’un autre de´veloppeur
15 2 karp rabin.py 0.58966346 Variation pythonique
29 2 Flood fill Algorithm.py 0.57768123 Script Githug d’un autre de´veloppeur
21 2 Bresenham.py 0.48390023 Script Githug d’un autre de´veloppeur
27 2 dijkstra.py 0.39012898 Script Githug d’un autre de´veloppeur
20 3 Red Black Trees.py 0.24010497 Script Githug d’un autre de´veloppeur
Table 14: Tableau re´capitulatif des re´sultats
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5 Conclusion
En e´tudiant les approches existant pour la de´tection de similarite´s au sein
de codes sources, il fut constate´ qu’elles offraient peu de possibilite´ pour
mettre facilement en place une solution efficace pour la de´tection de clones
se´mantiques.
Une approche se basant sur le plongement lexical imple´mente´ via un
re´seau de neurones a e´te´ envisage´e. La mise en place et l’imple´mentation
de cette approche ont e´te´ facilite´es par l’existence de nombreuses librairies
Python de´die´es a` l’apprentissage automatique. Cependant, il faut parvenir
a` collecter un jeu de donne´es de taille suffisante pour la construction du
mode`le. L’imple´mentation re´alise´e a permis de montrer qu’il est possible
d’e´tablir une relation entre des scripts Python imple´mentant la meˆme fonc-
tionnalite´. Les re´sultats obtenus sont encourageants pour les fonctionnalite´s
simples, mais ils ne sont pas satisfaisants pour isoler avec suffisamment de
pre´cision n’importe quels clones se´mantiques.
L’obtention de re´sultats e´tant conditionne´e par les jeux de donne´es, il
reste possible d’ame´liorer les pre´dictions obtenues via le contenue, le choix
et le pre´traitement des scripts composant ce jeu de donne´es.
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