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Abstract. The management of resources on testbeds, including their
description, reservation and verification, is a challenging issue, especially
on of large scale testbeds such as those used for research on High Per-
formance Computing or Clouds. In this paper, we present the solution
designed for the Grid’5000 testbed in order to: (1) provide users with
an in-depth and machine-parsable description of the testbed’s resources;
(2) enable multi-criteria selection and reservation of resources using a
HPC resource manager; (3) ensure that the description of the resources
remains accurate.
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1 Introduction
All scientific domains relying on experimental methodology require testbeds:
particle colliders, synchrotrons, telescopes, greenhouses and experimental farms,
etc. Computer science is not different, and the availability of testbeds is a re-
quirement for solid science in fields such as distributed systems and networking.
When working on distributed systems such as Cloud computing infrastruc-
tures, high performance computing (HPC), peer-to-peer systems, or grid infras-
tructures, the scalability of solutions is often of central importance. To evaluate
it, researchers rely on large-scale testbeds, much larger than what one labora-
tory or organization can usually fund and host, and often composed of a large
number of resources scattered over various geographical locations.
Such testbeds and their resources raise a number of challenges, from both
a testbed operator’s and a user’s point of view. Specifically, testbed operators
need to keep track of all available resources, expose information about them
to users, and make sure that they are still functioning adequately. Conversely,
users need to be able to explore the resources and reserve them according to
their experimental needs. Those operations have a critical role in the quality of
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research performed on such testbeds, both by ensuring that the initial experi-
mental results are not tainted by malfunctioning or misdocumented resources,
and by enabling the experimenter to describe the experimental environment in
a way suitable for reproducible research.
This paper describes the framework designed in the context of the Grid’5000
testbed [7, 5], a large scale testbed focusing on Cloud, HPC, P2P and Grid com-
puting, to address the challenges of resources description, selection, reservation
and verification. The remainder of this paper is organized as follows. Section 2
describes the Grid’5000 testbed in order to provide the context of this work.
Section 3 describes our multi-tier framework for resources management. Related
work is discussed in Section 4. Finally, we conclude that paper in Section 5.
2 Context: the Grid’5000 testbed
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Fig. 1. Map of the Grid’5000 testbed.
Started in 2003 and opened to the general public in 2004, the Grid’5000
project aims at providing a testbed for research on parallel and distributed sys-
tems, enabling researchers to validate their theoretical results and their software
developments. It has been used for a large number of experiments, ranging from
small scale to very large scale, and on a variety of topics: low level network proto-
cols, virtualization environments, applications, etc. Grid’5000 has had between
500 and 600 active users per year since 2009, and at least 328 publications have
been using Grid’5000.
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As of 2014, Grid’5000 is composed of 11 sites (Figure 1), 26 clusters, 1260
nodes, and 8000 CPU cores. One particular focus of the testbed is the level
of reconfiguration available to users: they can deploy their own software stacks
(operating system, applications) on the bare metal using Kadeploy [10], with
no particular constraint. They can also reconfigure the network to isolate their
experiments on the ethernet level (VLAN), in order to protect it from external
perturbations, or to protect the testbed from intrusive protocols involved in
the experiment. Thanks to those reconfiguration capabilities, Grid’5000 enables
users to work on Cloud or Grid middlewares (OpenStack, OpenNebula, Nimbus,
gLite) for the duration of an experiment.
3 Resources management in Grid’5000
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Fig. 2. General structure of resource management framework.
Figure 2 provides a general overview of our framework designed in the context
of the Grid’5000 project to manage resources. This framework is composed of
three components:
– The Reference API (Section 3.1) contains the description of all resources, as
a set of JSON documents.
– The OAR resource manager (Section 3.2) enables users to select and reserve
resources.
– The g5k-checks tool (Section 3.3) is in charge of the verification of resources.
3.1 Resources description with the Reference API
All resources descriptions are centralized in a NoSQL database, as a set of JSON
documents that can be retrieved through a RESTful API. Those documents
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"supported_job_types" : {
"deploy" : true,
"besteffort" : true,
"virtual" : "ivt"
},
"chassis" : {
"serial" : "27Q7NZ1",
"manufacturer" : "Dell Inc.",
"name" : "PowerEdge R720"
},
"bios" : {
"version" : 2,
"release_date" : "08/29/2013",
"vendor" : "Dell Inc."
},
"architecture" : {
"platform_type" : "x86_64",
"smp_size" : 2,
"smt_size" : 16
},
"processor" : {
"instruction_set" : "x86-64",
"cache_l1i" : 32768,
"version" : "E5-2650",
"cache_l2" : 262144,
"model" : "Intel Xeon",
"cache_l1d" : 32768,
"cache_l3" : 20971520,
"vendor" : "Intel",
"clock_speed" : 2000000000
},
"main_memory" : {
"ram_size" : 270991937536,
},
"storage_devices" : [
{
"rev" : "DL10",
"model" : "INTEL SSDSC2BB30",
"interface" : "SATA II",
"device" : "sda",
"size" : 300069052416,
"driver" : "megaraid_sas"
},
{
"rev" : "DL10",
"model" : "INTEL SSDSC2BB30",
"interface" : "SATA II",
"device" : "sdb",
"size" : 300069052416,
"driver" : "megaraid_sas"
}
],
"network_adapters" : [
{
"ip" : "172.16.68.1",
"rate" : 10000000000,
"mountable" : true,
"interface" : "Ethernet",
"mounted" : true,
"mac" : "b8:ca:3a:69:12:68",
"enabled" : true,
"version" : "82599EB",
"device" : "eth0",
"ip6" : "fe80::baca:3aff:fe69:1268",
"network_address" : "graphite-1",
"switch_port" : "F1",
"switch" : "gw-nancy",
"management" : false,
"driver" : "ixgbe",
"vendor" : "intel"
},
{
"version" : "IDRAC7",
"ip" : "172.17.68.1",
"device" : "bmc",
"network_address" : "graphite-1-bmc",
"switch_port" : "1/0/41",
"rate" : 100000000,
"switch" : "sgraphene3-ipmi",
"mountable" : false,
"interface" : "Ethernet",
"mounted" : false,
"mac" : "f0:1f:af:e1:9a:0c",
"management" : true,
"vendor" : "DELL",
"enabled" : true
}
],
"sensors" : {
"power" : { "via" : { "pdu" : {
"uid" : "graphene-pdu9",
"port" : 24
},
"api" : { "metric" : "pdu" }
},
}
},
"mic" : {
"mic_model" : "7120P",
"mic" : true,
"mic_count" : 1
},
"performance" : {
"core_flops" : 13170000000,
"node_flops" : 187900000000
}
Fig. 3. Description of one node in the Reference API.
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provide an in-depth description of most of the testbed’s resources: nodes of course
(Figure 3), but also network equipment (switches, routers) and other equipment
such as power distribution units (PDU), with information such as the vendor,
product name and reference, how the equipment is connected, and instructions
on how to access remote control and measurement capabilities through SNMP.
This API is used by a number of tools, to generate documentation (list of all
available resources), maps (e.g. network topology), and to enable remote control
of resources. For example, the KaVLAN tool in charge of network isolation using
VLAN reconfiguration on switches, relies on the mapping between nodes and
network switches provided by the Reference API.
Most of the data in the Reference API is collected automatically by g5k-
checks, which will be described in Section 3.3. A few data fields, whose value can-
not be automatically discovered, require manual intervention from the testbed
operator.
The data stored in the reference API is archived in a Git repository, which
makes it possible to follow the testbed’s evolutions over time, or retrieve the
state of the testbed at a given date, which is useful in order to explain specific
experimental results.
3.2 Resources selection and reservation with OAR
Reserving two nodes for two hours. Nodes must have a GPU and power
monitoring:
oarsub -p "wattmeter=’YES’ and gpu=’YES’" -l nodes=2,walltime=2 -I
Reserving one node on cluster a, and two nodes with a 10 Gbps network adapter
on cluster b:
oarsub -I -l "{cluster=’a’}/nodes=1+{cluster=’b’ and eth10g=’YES’}/nodes=2,walltime=2"
Advance reservation of 10 nodes on the same switch with support for Intel VT
(virtualization):
oarsub -l "{virtual=’ivt’}/switch=1/nodes=10,walltime=2" -r ’2014-11-08 09:00:00’
Fig. 4. Example uses of OAR properties to request resources matching requirements.
As the Grid’5000 infrastructure was originally designed by the HPC commu-
nity, it felt natural at the time to use a HPC batch scheduler as the building
block for resource reservation. The OAR resource manager [6, 1] provides two
main useful features in the context of a testbed.
Resources properties Most HPC resource managers such as Slurm [13] limit
the structuring of resources in partitions of nodes considered identical. On the
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Fig. 5. Visualization of the usage of a Grid’5000 site using a Gantt diagram.
other hand, with OAR, each node can be associated with a number of properties,
that can later be used to request resources fulfilling specific needs, as shown in
Figure 4. This enables users to request resources matching specific properties,
rather than rely on explicit naming of requested resources: the burden of filter-
ing resources for specific user requirements is transferred from the user to the
resource manager.
On Grid’5000, OAR properties are generated automatically using data from
the Reference API, and cover most of the data available in it. Also, resources are
not limited to nodes. On Grid’5000, we also use OAR to reserve storage space
and network subnets (for experiments requiring additional network addresses for
virtual machines).
Advance reservations of resources Most HPC resource managers focus on
batch tasks, where the resource manager tries to start tasks as early as possible
given available resources, but does not provide an opportunity for the user to
specify when the resources should be allocated. This is a reasonable strategy
for a HPC cluster, as the tasks do not require any user intervention. However,
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in the context of a testbed, most experiments require human intervention, as
experiments that can run automatically without problems are quite rare.
OAR provides a batch scheduling mode, but also provides the possibility to
request advance reservation of resources: at the time of the resource request,
users can specify when they would like the resources to be allocated, and for
which duration. On Grid’5000, this is coupled with a policy of only allowing
large reservations of resources during nights and week-ends: during week days,
this favors shared use of the testbed by many users so that they can prepare
their experiments, and then run the actual experiments during nights and week-
ends. OAR also provides a visualization of the planned reservations as a Gantt
diagram (Figure 5).
3.3 Resources verification with g5k-checks
A key challenge when maintaining a description of a testbed is to ensure that
it is accurate. Inaccuracies could mislead research into making false assump-
tions, with dramatic consequences: incorrect results, publications that need to
be retracted, etc. Unfortunately, hardware failures that have an impact on ex-
periments are not uncommon: malfunctioning hard disk drives or broken RAM
memory banks that result in less memory being available occur on a weekly, if
not daily basis on Grid’5000.
On Grid’5000, we designed a tool called g5k-checks. g5k-checks is run when a
node boots, and at regular intervals when no jobs are scheduled on a node. It is
in charge of verifying that the node matches its description in the Reference API,
by: (1) retrieving the current description of the node; (2) using several tools to
acquire information on the node; (3) comparing the acquired information with
the one from the Reference API, and marking the node as unavailable if the
information does not match.
For most of its work, g5k-checks uses Ohai [2], a Ruby library to detect
various attributes on a node. Additionally, it also relies on tools such as ethtool
to gather the configuration of network interfaces.
g5k-checks has two additional modes of operation. First, it can be run directly
by users during jobs where they pushed their own software environment to the
nodes, which is useful in order to record the execution environment of a job.
Second, testbed operators can use it to collect the information needed to fill the
Reference API. This procedure is also a good opportunities to detect outliers
among nodes, which are not uncommon when one installs a large new cluster.
3.4 Interfaces with external tools
During the design of this framework, a lot of focus has been put in enabling
external contributors to develop their own tools. Both the Reference API and
OAR provide APIs that can be used to automate complex tasks. For example,
one limitation of the Grid’5000 testbed is its distributed nature: each site has its
own instance of the resource manager, which can make it hard to reserve a large
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number of resources on several sites at once. So one Grid’5000 user developed
a tool, called Funk, that uses the Reference and OAR API to find resources
matching a specification, and analyze the planning of reservations in order to
find a matching time slot.
4 Related work
Despite a large number of testbeds, both for Internet of Things and WSN [9]
and for HPC and Cloud [8], our work is the only one presented as an integrated
solution for the management of resources – most of the testbeds seem to only
address a subset of the facets addressed in that paper.
Resource description and selection has been the focus on the more atten-
tion. Several solutions have been designed over the years, such as PlanetLab’s
SWORD [11], GENI’s RSpec [3] or SensorML [4].
Most testbeds, especially in the WSN context, do not provide a way to reserve
resources in advance. A notable exception is SensLab [12], which also uses OAR,
and was actually inspired by our work on Grid’5000 (as both testbeds are mainly
located in France).
Finally, while many tools can be used to explore the content of a resource
(lshw, hwinfo) or to benchmark it, we are not aware of any other general at-
tempt of comparing the results of such tools with a reference in order to detect
malfunctioning hardware in the context of a testbed.
5 Conclusions and future work
In this paper, we presented an integrated, and fully-functional solution for the
management of resources designed in the context of the Grid’5000 testbed. This
solution provides users with an in-depth and machine-parsable (JSON) descrip-
tion of the testbed’s resources. It enables multi-criteria selection and reservation
of resources by using the OAR HPC job scheduler. Finally, it ensures that the
description of resources remains accurate, by comparing it on a regular basis
with information retrieving by a tool executed on each resource.
The main area of future improvement of this work is the verification of re-
sources. Most of the tests currently implemented confirm the presence and the
vendor & product information of a given piece of hardware, but do not verify its
performance. It would be extremely useful to extend g5k-checks with some per-
formance testing, especially for pieces of hardware that tend to fail frequently,
such as hard disk drives. However, this needs to be balanced with the load im-
posed on the testbed by such testing – one need to use or design testing tools
that are sufficiently efficient to provide an accurate performance measurement
after a very short test.
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