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§ 1. Постановка задачи
Уравнения на стратифицированных множествах моделируют целый ряд фи-
зических процессов, таких как, например, диффузия в сильно неоднородных
средах или средах со сложным геометрическим устройством, малые перемеще-
ния точек механических систем, составленных из упругих континуумов (мем-
бран, струн и т. п.) разных размерностей.
Теории уравнений на стратифицированных множествах посвящены много-
численные исследования (см. [1]–[4]). Однако состояние этой теории к настоя-
щему моменту далеко от своего завершения. Например, вопрос о классической
разрешимости задачи Дирихле для множеств, содержащих страты произволь-
ных размерностей, не решен. Имеется только достаточно общий результат,
принадлежащий А.А. Гаврилову и О.М. Пенкину [5] о слабой разрешимости
задачи Дирихле для эллиптических уравнений на стратифицированных множе-
ствах. В настоящей работе вопросы классической разрешимости исследуются
для двумерных стратифицированных множеств, которые для простоты пред-
полагаются комплексами. В этом случае задача сводится к так называемой
нелокальной задаче Римана теории функций [7]. В одном частном случае она
рассмотрена в [8].
Условимся компакт M ⊆ R3 называть многоугольником, если он лежит
в некоторой плоскости и является в ней выпуклым многоугольником. Двумер-
ным комплексом K назовем объединение конечного числа многоугольников,
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которые попарно могут пересекаться лишь по своим вершинам либо сторонам.
В этом объединении многоугольники M называем гранями комплекса, а отрез-
ки L, являющиеся стороной одной или нескольких граней, – ребрами. Верши-
ны τ этих многоугольников составляют вершины комплекса. Удобно множе-
ства граней, ребер и вершин обозначать соответственно M, L и F , а число их
элементов – m, l и n. Таким образом,
K =
⋃
M∈M
M, K1 =
⋃
L∈L
L, (1.1)
где в правой части равенств M и L рассматриваются как подмножества в R3.
Заметим, что множество K1 здесь представляет собой ломаную в R3, звенья
которой могут попарно пересекаться лишь по своим концам, это множество
можно назвать остовом комплекса K.
ПустьMτ и Lτ – множества всех соответственно граней и ребер, имеющих τ
своей вершиной. Аналогичный смысл имеет множество ML граней, имеющих
своей стороной ребро L, и множество LM , составленное из сторон грани M .
Число элементов этих множеств обозначим соответственно mτ , lτ и mL, lM ,
число mL называем также кратностью ребра L. Ребра кратности 1 относим
к сторонам комплекса K. Заметим, что
2mτ =
∑
L∈Lτ
mL,
∑
τ∈F
mτ =
∑
M∈M
lM . (1.2)
Удобно положить также FM = F ∩M и FL = F ∩ L; очевидно, число элемен-
тов FM совпадает с lM , а FL состоит из двух точек – концов отрезка L.
Зафиксируем некоторое подмножество сторон, которое обозначим L(D),
в дальнейшем они будут служить носителями данных задачи Дирихле. В про-
тивоположность этому во внутренних точках ребер L ∈ L\L(D) будет введено
понятие гармоничности, поэтому множество L \L(D) обозначаем L(H). Пусть
l(D) и l(H) – количества элементов множеств соответственно L(D) и L(H),
аналогичный смысл имеют обозначения lτ (D) и lτ (H). Обозначим далее че-
рез F (D) множество всех вершин, которые являются концом по крайней мере
одной стороны L ∈ L(D), и положим F (H) = F \ F (D), число элементов этих
подмножеств естественно обозначить через n(D) и n(H). Наконец, введем мно-
жество M(D) всех граней, по крайней мере одна сторона которых принадле-
жит L(D), и положим M(H) = M \M(D). Число элементов этих множеств
обозначим соответственно через m(D) и m(H).
В качестве иллюстрации рассмотрим несколько комплексов K = Kj , 1 6
j 6 6, изображенных на рис. 1, a–f . Каждый из них получается из тетраэд-
ра или куба удалением одной или двух граней. Стороны L ∈ L(D) выделены
жирным шрифтом. Например, в вершине τ = τ0 комплекса K1 (см. рис. 1, a)
имеем lτ = mτ = 3, причем эта вершина принадлежит F (H). Остальные три
вершины составляют F (D). В этом комплексе три ребра с концом τ0 принад-
лежат L(H) и имеют кратность 2, остальные три ребра являются сторонами
комплекса и принадлежат L(D). Наконец, все три его грани составляютM(D).
В комплексеK3 (см. рис. 1, c), составленном из двух граней, имеется одно ребро
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кратности 2, остальные четыре ребра являются сторонами, причем одна из них
принадлежит L(D). Множество F (H) здесь составлено из двух вершин τ1, τ2.
Аналогично (1.1) соответствующие объединения элементов множеств L(D)
как отрезков обозначим K1(D) и K1(H). Заметим, что F (D) = F ∩ K1(D)
и F (H) = {τ ∈ F, lτ (D) = 0}. Обозначим через K˙(D) совокупность внут-
ренностей граней M ∈ M и ребер L ∈ L(H), т. е. K˙ = K \ (F ∪ K1(D)). По
определению непрерывная на K˙(D) функция u гармонична, если гармоничны
все ее сужения на грани и для каждого ребра L ∈ L(H) выполняется соотно-
шение ∑
M∈ML
∂uM
∂νM
∣∣∣∣
L
= 0, uM = u|M , (1.3)
где νM – внутренняя единичная нормаль на L по отношению к области M .
Задача Дирихле (задача D) заключается в отыскании гармонической на
K˙(D) функции u ∈ C(K \ F ) по краевому условию
u|K1(D) = f, (1.4)
где функция f ∈ C[K1(D) \ F (D)] задана.
В условии (1.3) предполагается, что функция uM непрерывно дифферен-
цируема вплоть до внутренних точек граничного отрезка L. Это требование
можно несколько ослабить, вводя сопряженную гармоническую функцию vM
по отношению к некоторой декартовой системе координат на грани M . В силу
условия Коши–Римана
∂uM
∂νM
= ±v′M ,
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где штрих обозначает дифференцирование вдоль L. Если эти системы коорди-
нат выбрать так, чтобы реализовывался верхний знак, то (1.3) перейдет в со-
отношение ∑
M∈ML
vM |L = const, L ∈ L(H). (1.5)
Отмеченное ослабление заключается в замене (1.3) этим соотношением с един-
ственным требованием, чтобы функция vM была непрерывна вплоть до внут-
ренних точек отрезка L.
Задачу D будем рассматривать в весовом гёльдеровском классе Cµλ (K,F ),
0 < µ < 1, где весовой порядок λ = (λτ , τ ∈ F ) представляет собой семейство
вещественных чисел, задающих весовую функцию
ρλ(x) =
∏
τ∈F
|x− τ |λτ .
Это пространство определяется для любого компакта K ⊆ R3. Напомним, что
пространство Гёльдера Cµ(K) состоит из всех функций ϕ на K, для которых
конечна норма |ϕ| = |ϕ|0 + [ϕ]µ, где
|ϕ|0,K = sup
x∈K
|ϕ(x)|, [ϕ]µ,K = sup
x ̸=y
|ϕ(x)− ϕ(y)|
|x− y|µ .
Относительно этой нормы пространство Cµ(K) банахово. По определению ве-
совое пространство Cµλ (K,F ) состоит из всех функций ϕ вида
ϕ = ρλ−µψ, ψ ∈ Cµ(K), ψ|F = 0,
где весовой порядок λ− µ равен (λτ − µ, τ ∈ F ).
Очевидно, это пространство банахово относительно “перенесенной” нормы
|ϕ| = |ψ|Cµ , а его элементы принадлежат Cµ вне любой окрестности множе-
ства F и ведут себя как O(|x − τ |λτ ) при x → τ ∈ F . При λ = 0 пространство
Cµ0 (K,F ) является банаховой алгеброй по умножению. В этом легко убедиться,
если учесть, что равенство
|ϕ| = |ϕ|0,K + {ϕ}µ,K , {ϕ}µ,K = sup
x̸=y
ρµ(x)
|ϕ(x)− ϕ(y)|
|x− y|µ , (1.6)
определяет эквивалентную норму в этом пространстве. В частности, операция
умножения как билинейное отображение ограничено: Cµλ′ × Cµλ′′ → Cµλ′+λ′′ .
Если λ > 0, то функция ϕ ∈ Cµλ удовлетворяет условию Гёльдера на K
с показателем ν = min(µ, λτ , τ ∈ F ) и обращается в нуль в точках τ ∈ F .
Нетрудно показать [6], что с возрастанием µ и λ семейство пространств Cµλ
монотонно убывает в смысле вложений:
Cµ+ελ ⊆ Cµλ , Cµλ+ε ⊆ Cµλ , ε > 0.
В частности, можно ввести классы
Cµλ+0 =
⋃
ε>0
Cµλ+ε, C
µ
λ−0 =
⋂
ε>0
Cµλ−ε,
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при λ = 0 их обозначаем кратко Cµ±0. Очевидно, функции ϕ ∈ Cµ+0(K,F )
удовлетворяют условию Гёльдера на всем множестве K с некоторым показате-
лем и обращаются в нуль в точках τ ∈ F , а класс Cµ−0(K,F ) состоит из всех
функций, которые после умножения на весовую функцию ρε с любым ε > 0
принадлежат Cµ+0. В этом смысле данные функции в точках τ ∈ F допускают
особенности логарифмического характера.
Введенные пространства ниже используются в основном для комплекса K и
для множества K1(D) – носителя краевого условия. (1.4). Удобно еще ввести
соответствующие обозначения для кусочно непрерывных функций ϕ на K по
отношению к их сужениям ϕM = ϕ|M . Именно, через Cµλ (K̂, F ) обозначаем
пространство функций ϕ, для которых ϕM ∈ Cµλ (M,FM ) при всех M ∈ M.
Как показывает следующая лемма, для функций ϕ ∈ C(K \F ) это определение
не дает ничего нового.
Лемма 1.1. Пространства C(K \ F ) ∩ Cµλ (K̂, F ) и Cµλ (K,F ) совпадают,
причем соответствующие нормы эквивалентны.
Доказательство достаточно провести по отношению к одной точке τ ∈ F .
Именно, выберем ρ > 0 столь малым, что все остальные вершины лежат вне
шара Bτ = {|x− τ | 6 ρ}. Тогда достаточно показать, что если непрерывная на
(K ∩ Bτ ) \ τ функция ϕ принадлежит Cµλ (M ∩ Bτ , τ) для любого M ∈ Mτ , то
ϕ ∈ Cµλ (K ∩Bτ , τ).
Без ограничения общности можно считать, что τ = 0 и ρ = 2−s для некоторо-
го натурального s. Тогда по отношению к шаровому слою D = {ρ/2 6 |x| 6 ρ}
функция ϕ на K ∩B0 однозначно определяется последовательностью функций
ϕi(x) = ϕ(2−ix), i = 0, 1, . . . , на K ∩ D. Как было отмечено выше, простран-
ство Cµ0 (K ∩B0, 0) можно определить c помощью нормы (1.6). В свою очередь
отсюда легко следует, что это пространство можно также описать с помощью
эквивалентной нормы
|ϕ| = sup
i>0
|ϕi|Cµ(K∩D).
Поэтому остается заметить, что для непрерывных на K ∩D функций ψ норма
в Cµ(K ∩D) эквивалентна норме
|ψ| = max
M∈M0
|ψ|Cµ(M∩D).
Весовое пространство C1,µλ (K,F ) дифференцируемых функций ϕ определя-
ется условиями
ϕ ∈ Cµλ (K,F ), ϕ′ ∈ Cµλ−1(K̂, F ),
где ϕ′ – вектор-градиент, определяемый на M соотношением
ϕ′|M =
(
∂ϕM
∂x
,
∂ϕM
∂y
)
по отношению к некоторой декартовой системе координат в плоскости M .
Аналогичный смысл имеет пространство C1,µλ [K
1(D), F (D)] на множестве
K1(D), кусочно непрерывная производная f ′ здесь понимается вдоль отрезков
L ∈ L(D).
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Чтобы рассмотрение задачи в классе Cµλ было правомерным, в соответствии
с (1.5) необходимо обосновать следующее свойство.
Лемма 1.2. Пусть гармоническая функция u на K˙(D) принадлежит клас-
су Cµλ (K,F ), λτ ̸= 0, в фиксированной точке τ ∈ F и ρ > 0 выбрано столь
малым, что остальные вершины из F лежат вне шара Bτ = {|x − τ | 6 ρ}.
Тогда для любой граниM ∈Mτ сопряженная к uM гармоническая функция vM
с точностью до аддитивной постоянной также принадлежит Cµλτ (M∩Bτ , τ).
Доказательство достаточно провести для функции u(z), заданной в сек-
торе S = {0 6 arg z 6 θ, |z| 6 1} комплексной плоскости. Пусть эта функция
гармонична внутри S и принадлежит классу Cµλ (S, 0), λ ̸= 0. Разбивая S на
секторы меньшего раствора и не ограничивая общности, можно предполагать,
что θ|λ| < π. Рассмотрим конформное отображение ζ = zπ/θ, переводящее S на
полукруг S˜ = {|ζ| 6 1, Im ζ > 0}. Утверждается, что соответствующая функ-
ция u˜(ζ) = u(z) принадлежит классу Cµ
λ˜
(S˜, 0) с весовым порядком λ˜ = λθ/π.
В самом деле, по условию имеем u0(z) = |z|−λu(z) ∈ Cµ0 (S, 0) и, очевид-
но, |ζ|−λ˜u˜(ζ) = u0(z), поэтому утверждение достаточно установить для λ = 0.
Как и при доказательстве леммы 1.1, воспользуемся тем, что для непрерыв-
ных на S \ 0 функций пространство Cµ0 (S, 0) можно определить с помощью
эквивалентной нормы
|ϕ| = sup
i>0
|ϕi|Cµ(S∩D), (1.7)
где D = {1/2 6 |z| 6 1} и ϕi(z) = ϕ(2−iz), i = 0, 1, . . . . C помощью этой нормы
утверждение об ограниченности оператора ϕ → ϕ˜(ζ) = ϕ(ζθ/π) из Cµ0 (S, 0)
в Cµ0 (S˜, 0) доказывается непосредственно.
Итак, без ограничения общности можно считать, что S является полукругом
и 0 < |λ| < 1. Необходимо показать, что если гармоническая функция принад-
лежит классу Cµ0 (S, 0), то с точностью до аддитивной постоянной аналитиче-
ская функция φ = u+ iv принадлежит этому же классу. Хорошо известно, что
функция φ непрерывна в S \ 0 и в точке z = 0 имеет слабую особенность.
Вычитая из u подходящую линейную функцию ax+ by+ c, без ограничения
общности можно предполагать, что u(±1) = 0. Полагая f = u|[−1,1], рассмот-
рим аналитическую функцию
ψ(z) =
1
πi
∫ 1
−1
f(t) dt
t− z , z ∈ S,
которая принадлежит классу Cµ вне любой окрестности z = 0 и на основании
полукруга вещественная часть которой совпадает с f .
Если f0(t) = |t|−λf(t), то для функции
ψ0(z) =
{
|z|−λψ(z), −1 < λ < 0,
|z|−λ[ψ(z)− ψ(0)], 0 < λ < 1,
имеем выражение
ψ0(z) =
1
πi
∫ 1
−1
( |z|
|t|
)λ0 f(t)dt
t− z , λ0 =
{
−λ, −1 < λ < 1,
1− λ, 0 < λ < 1.
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С помощью нормы (1.7) легко вывести, что оператор f0 → ψ0, определяемый
этой формулой, ограничен из пространства {f ∈ Cµ0 ([−1, 1]; 0), f(±1) = 0}
в Cµ0 (S, 0). Следовательно, с точностью до аддитивной постоянной имеем
ψ ∈ Cµλ (S, 0). Поскольку функция φ − ψ имеет слабую особенность в точке
z = 0 и ее вещественная часть обращается в нуль на основании полукруга, эта
функция аналитически продолжается на единичный круг |z| < 1. Следова-
тельно, с точностью до аддитивной постоянной классу Cµλ (S, 0) принадлежит
и функция φ.
§ 2. Концевой символ задачи
С каждой вершиной τ ∈ F свяжем (2mτ × 2mτ )-матрицу-функцию Wτ (ζ) =
Uτ+Vτ (ζ) комплексной переменной ζ, аналитическую на всей плоскости. С этой
целью множество {1, . . . , 2mτ} разобьем на mτ пар Pτ,M , M ∈ Mτ , и введем
отображение i → Lτ,i данного множества на Lτ , считая для Pτ,M = {i, j} реб-
ра Lτ,i и Lτ,j сторонами грани M . В этих обозначениях по определению
Vτ,ij(ζ) =
{
eiθτ,Mζ , {i, j} = Pτ,M ,
0 в противном случае,
(2.1)
где θτ,M – угол грани M при вершине τ , и
Uτ,ij =

1− 2/mL, i = j, Lτ,i = L ∈ L(H),
1 i = j, Lτ,i ∈ L(D),
−2/mL, i ̸= j, Lτ,i = Lτ,j = L,
0 в противном случае.
(2.2)
Очевидно, матрица Vτ блочно-диагональна относительно разбиения Pτ множе-
ства номеров {1, . . . , 2mτ} на пары Pτ,M , а матрица Uτ обладает аналогичным
свойством по отношению к разбиению Qτ на подмножества Qτ,L = {i, Lτ,i=L},
L ∈ Lτ . Заметим, что число элементов последнего разбиения равно lτ , что со-
гласуется с первым равенством (1.2).
Из определения (2.1) видно, что
Vτ (ζ)Vτ (−ζ) = 1, detVτ (ζ) = (−1)mτ e2iθζ , (2.3)
где θ =
∑
M θτ,M , и
det(1 + Vτ )(ζ) =
∏
M
(1− e2iθτ,Mζ). (2.4)
Матрица Uτ обладает следующими свойствами.
Лемма 2.1. При каждом τ имеют место соотношения
U2τ = 1, detUτ = (−1)lτ (H). (2.5)
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Доказательство. Рассмотрим числовую (n × n)-матрицу A = An, диа-
гональные элементы которой равны a, а остальные элементы равны b. Лег-
ко убедиться также в том, что последовательность xn = detAn, n > 1,
с первым членом x1 = a удовлетворяет рекуррентному соотношению xn =
(a− b)xn−1 + b(a− b)n−1, n > 2. Поэтому detA = (a− b)n−1[a+ (n− 1)b].
Согласно (2.2) диагональный блок Uτ (Qτ,L), отвечающий множеству номе-
ров Qτ,L = {i, Lτ,i = L}, при n = mL > 1 совпадает с матрицей An, для
которой a = 1 − 2/n, b = −2/n, так что detAn = −1. Очевидно, при n > 2
матрица A˜ = A2 определяется аналогично A по формулам a˜ = a2 + (n− 1)b2 и
b˜ = 2ab+(n− 2)b2. В этом случае a˜ = 1, b˜ = 0, так что A2n = 1. Следовательно,
и U2τ является единичной матрицей, что доказывает первое равенство (2.5).
Рассмотренный выше диагональный блок Uτ (Qτ,L) отвечает ребру L ∈ L(H).
Поскольку detUτ равен произведению определителей всех диагональных бло-
ков и одномерные диагональные блоки, отвечающие L ∈ L(D), равны 1, отсюда
следует второе соотношение в (2.5), что завершает доказательство леммы.
Рассмотрим функцию
hτ (ζ) =
detWτ (ζ)
detW 0τ (ζ)
, (2.6)
где, напомним, W = U + V и для краткости положено W 0 = 1 + V . Легко
видеть, что при фиксированном вещественном λ матрица [Vτ (λ + it)]±1 → 0
при t→ ±∞. Следовательно, функция hτ (λ+ it) при t→ ±∞ имеет пределы
hτ (λ+ i∞) = detUτ , hτ (λ− i∞) = 1.
Из этих же соображений в каждой полосе λ′ < Re ζ < λ′′ аналитическая функ-
ция detWτ (ζ) имеет конечное число нулей, так что проекция множества этих
нулей на действительную ось представляет собой дискретное множество. По-
этому вне этого множества можем ввести кусочно постоянную возрастающую
функцию χτ по условиям
χτ (−0) = 12πi (lnhτ )(ζ)
∣∣−ε+i∞
−ε−i∞, χτ (λ
′′)− χτ (λ′) =
∑
λ′<Re ζ<λ′′
sτ (ζ), (2.7)
где ε > 0 выбрано столь малым, что detWτ (ζ) ̸= 0 при −ε 6 Re ζ < 0, и
sτ (ζ0) есть порядок нуля функции detWτ (ζ) в точке ζ = ζ0 (при detWτ (ζ0) ̸= 0
полагается sτ (ζ0) = 0).
В действительности функция χτ через нули концевого символа выражается
явно.
Лемма 2.2. Имеет место равенство
χτ (−0) = mτ − sτ2 , (2.8)
где
sτ =
∑
Re ζ=0
sτ (ζ)
– число нулей функции detWτ (ζ) на прямой Re ζ = 0, взятое с учетом их
кратности. При этом разность mτ − sτ имеет одну и ту же четность
с lτ (H), так что сумма
∑
τ χτ является целочисленной функцией.
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Доказательство. В силу матричных соотношений (2.3), (2.4) можем за-
писать
Wτ (ζ) = UτWτ (−ζ)Vτ (ζ), W 0τ (ζ) =W 0τ (−ζ)Vτ (ζ), (2.9)
откуда hτ (ζ) = (detUτ )hτ (−ζ). Следовательно, приращения
α± =
1
2πi
(lnhτ )(ζ)
∣∣∣∣±ε+i∞
±ε−i∞
на прямых Re ζ = ±ε, где ε > 0 достаточно мало, противоположны по зна-
ку. C другой стороны, в полосе между этими прямыми к мероморфной функ-
ции (2.6) можно применить принцип аргумента, согласно которому разность
α+ − α− = −2α− равна разности sτ − s0τ числа нулей в этой полосе соответст-
венно функций detWτ и detW 0τ . Согласно (2.4) имеем s0τ = mτ , что в соответ-
ствии с определением (2.7) завершает доказательство (2.8).
Для доказательства последнего утверждения леммы с учетом (2.3), (2.5) из
первого равенства (2.9) для функции f(ζ) = detWτ (ζ) выводим соотношение
detWτ (ζ) = (−1)mτ+lτ (H)e2iθζ detWτ (−ζ).
Рассмотрим порядок нуля k = sτ (0) функции detWτ в точке ζ = 0. Очевидно,
предыдущее соотношение справедливо и для функции f0(ζ) = ζ−k detWτ (ζ)
с заменой mτ + lτ (H) на mτ + lτ (H) + k. Полагая в этом соотношении ζ = 0,
приходим к четности числа mτ + lτ (H) + sτ (0). Поскольку sτ (ζ) = sτ (ζ), то
четно и число mτ − sτ − lτ (H). Следовательно, с учетом (2.8) имеем∑
τ∈F
χτ (−0) = 12
∑
τ∈F
lτ (H) + nρ,
где n – целое число. Остается заметить, что первое слагаемое в правой части
этого равенства совпадает с числом l(H) элементов множества L(H).
Рассмотрим подробнее структуру матрицыWτ . При достаточно малом ρ > 0
пересечение Kτ = K ∩ Bτ с шаром Bτ = {|x− τ | 6 ρ} составлено из круговых
секторов M ∩ Bτ , M ∈ Mτ . Предположим, что множество Kτ \ τ не связно и
K0τ \τ есть одна из его связных компонент. ТогдаKτ можно разбить на два под-
множестваK0τ иK1τ с единственной общей точкой τ . Пустьmjτ – число секторов
M∩Bτ , входящих вKjτ . Тогда при подходящей нумерации отрезков Lτ,j каждое
из множеств R0 = {1, . . . , 2m0τ} и R1 = {2m0τ + 1, . . . , 2mτ} является объедине-
нием целых элементов как разбиения Pτ , так и разбиения Qτ . Соответственно,
матрицаWτ блочно-диагональна относительно разбиения на подмножества Rj ,
причем диагональные блоки имеют структуру концевого символа, отвечающе-
го mjτ .
Таким образом, концевой символ достаточно исследовать в предположении,
что множество Kτ \ τ связно. Эта ситуация соответствует тому, что никакое
подмножество R ⊆ {1, . . . , 2mτ} нельзя представить в виде объединения целых
элементов как разбиения Pτ , так и разбиенияQτ . В этом случае говорим также,
что разбиения Pτ и Qτ неприводимы. Как видно из определения матрицы Wτ ,
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разбиение Pτ можно выбирать произвольно. Поэтому удобно его фиксировать,
полагая
Pτ,1 = {1,mτ + 1}, Pτ,2 = {2,mτ + 2}, . . . , Pτ,mτ = {mτ , 2mτ}. (2.10)
Если грань Mτ,j отвечает Pτ,j и θj – ее угол при вершине τ , то матрицы Uτ
и Vτ имеют (2× 2)-блочную структуру вида
Uτ =
(
Uτ,1 Uτ,0
U⊤τ,0 Uτ,1
)
, Vτ =
(
0 z
z 0
)
, (2.11)
где z представляет собой диагональную матрицу с элементами zk = eiθkζ вдоль
диагонали, а (mτ ×mτ )-блоки матрицы Uτ определяются равенствами
U1,ij = Uij , U2,ij = Ui+m,j+m, U0,ij = Ui,j+m.
Соответственно, сам концевой символ имеет блочную структуру
Wτ =
(
Uτ,1 Wτ,0
W⊤τ,0 Uτ,1
)
, Wτ,0 = z + Uτ,0. (2.12)
В предположении detW0 ̸= 0 вычисление detW сводится к вычислению опре-
делителя матриц m-го порядка. Именно, в силу очевидного матричного равен-
ства(
U1 W0
W⊤0 W1
)(
0 (W⊤0 )
−1
W−10 0
)(
1 −U1W−10
0 1
)
=
(
1 0
U1(W⊤0 )
−1 1− U1(W⊤0 )−1U2W−10
)
имеем
detW = detW0 detW∗, W∗ = U2W−10 U1 −W⊤0 . (2.13)
Если detW∗ ̸= 0, то явное выражение для обратной матрицы легко выписать,
обращая уравнение Wξ = η. В самом деле, после исключения переменных
в системе
U1ξ1 +W0ξ2 = η1, W⊤0 ξ1 + U2ξ2 = η2
получим
W−1 =
(
W−1∗ U2W
−1
0 −W−1∗
W−10 −W−10 U1W−1∗ U2W−10 W−10 U1W−1∗
)
. (2.14)
Примеры всех возможных ситуаций для локальной структуры комплекса K
в вершине τ для значений 1 6 mτ 6 3 приведены на рис. , , где различные слу-
чаи носителя данных Дирихле на сторонах Lτ,j комплекса описаны с помощью
сигнатуры
ετ,j =
{
1, Lτ,j ∈ L(D),
−1, Lτ,j ∈ L(H).
(2.15)
В этих примерах разбиение Pτ выбирается в форме (2.10) и для простоты сим-
вол τ в обозначениях опущен, случаи (mτ = 1), (mτ = 2, a) и (mτ = 3, a − c)
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отвечают связному множеству Kτ \ τ . Разбиение Q на этих рисунках указыва-
ется соответствующими равенствами для Lj .
В обозначениях (2.11), (2.12) и (2.15) концевой символ W в этих примерах и
матрица W∗, участвующая в формуле (2.13) для определителя detW , описы-
ваются следующим образом:
(i) mτ = 1 (см. рис. , a)
U =
(
ε1 0
0 ε2
)
, W =
(
ε1 z
z ε2
)
, z = eiθζ ; (2.16)
(ii) mτ = 2 (см. рис. , b)
U1 = diag(ε1, 0), U2 = diag(0, ε4),
U0 =
(
0 0
−1 0
)
, W0 =
(
z1 0
−1 z2
)
, W∗ =
(
z1 1
ε1ε4(z1z2)−1 z2
)
;
(2.17)
(iii) mτ = 3 (см. рис. , a)
U1 = diag(ε1, 0, 0), U2 = diag(0, 0, ε6),
U0 =
 0 0 0−1 0 0
0 −1 0
 , W0 =
 z1 0 0−1 z2 0
0 −1 z3
 ,
W∗ =
 z1 1 00 z2 1
ε1ε6(z1z2z3)−1 0 z3
 ;
(2.18)
(iv) mτ = 3 (см. рис. , b)
U1 = diag(ε1, ε2, ε3), W0 = diag(z1, z2, z3),
U2 =
1
3
 1 −2 −2−2 1 −2
−2 −2 1
 , W∗ = 13
1− 3α1 −2 −2−2 1− 3α2 −2
−2 −2 1− 3α3
β, (2.19)
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где положено αj = εjz2j и β = diag(ε1z
−1
1 , ε2z
−1
2 , ε3z
−1
3 );
(v) mτ = 3 (см. рис , c)
U1 = U2 = 0, W∗ = −W⊤0 ,
U0 =
 0 0 −1−1 0 0
0 −1 0
 , W0 =
 z1 0 −1−1 z2 0
0 −1 z3
 . (2.20)
Для всех значений mτ 6 3 величины sτ подсчитываются явно.
Лемма 2.3. Пусть mτ 6 3. Тогда функция detWτ (ζ) не имеет нулей на
прямой Re ζ = 0, отличных от точки ζ = 0, так что sτ совпадает с порядком
нуля sτ (0) этой функции в точке ζ = 0. Если множество Kτ \ τ связно, то
в обозначениях (2.15) этот порядок принимает значения
sτ (0) = 0 при

mτ = 1 (i) (ε1ε2 = −1),
mτ = 2 (ii) (ε1ε4 = −1),
mτ = 3 (iii) (ε1ε6 = 1),
mτ = 3 (iv) (ε1ε2ε3 = 1, ε1 + ε2 + ε3 < 3),
sτ (0) = 1 при

mτ = 1 (ε1ε2 = 1),
mτ = 2 (ii) (ε1ε4 = 1),
mτ = 3 (iii) (ε1ε6 = −1),
mτ = 3 (iv) (ε1ε2ε3 = −1),
sτ (0) = 2 при
{
mτ = 3 (iv) (ε1 + ε2 + ε3 = 3),
mτ = 3 (v).
Если множество Kτ \ τ не является связным, то sτ (0) равно сумме по-
рядков нуля определителей диагональных блоков матрицы Wτ , отвечающих
связным компонентам этого множества.
Доказательство. Утверждение леммы для случаев mτ = 1, mτ = 2, a,
mτ = 3, a, c вытекает непосредственно из формулы (2.13) и выражений (2.16)–(2.18)
и (2.20). Обратимся к оставшемуся случаю mτ = 3, b. Согласно (2.19) в этом
случае
detW (ζ) = −3ε1ε2ε3f(α) (2.21)
с функцией
f(α) = 3(1 + α1α2α3)− (α1 + α2 + α3 + α1α2 + α1α3 + α2α3).
Очевидно, эта функция не меняется от перестановки аргументов и обладает
свойством
f(α1, α2, α3) = α1α2α3f(α−11 , α
−1
2 , α
−1
3 ).
На прямой ζ = it переменные αj = εje−θjt вещественны и по модулю для
всех значений j меньше 1 при t > 0 и больше 1 при t < 0. Поэтому нули
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функции f(α) достаточно исследовать при |αj | 6 1. Эту функцию можно
записать в виде
f(α) = (1− α1α2)(1− α3) + (1− α1α3)(1− α2) + (1− α2α3)(1− α1).
Поэтому равенство f(α) = 0 в области |αj | 6 1 возможно, только когда все три
слагаемых обращаются в нуль, или, что равносильно, когда все |αj | = 1 и либо
α1α2α3 = −1, либо α1+α2+α3 = 3. Вспоминая определение αj в (2.21), отсюда
заключаем, что detW (ζ) ̸= 0 при Re ζ = 0, ζ ̸= 0 и detW (0) = 0 тогда и только
тогда, когда либо ε1ε2ε3 = −1, либо ε1 + ε2 + ε3 = 3.
Остается исследовать кратность этих нулей. Согласно (2.21) имеем
(detW )′(ζ) = C1f1(α), f1(α) =
3∑
j=1
θj
∂f
∂αj
,
(detW )′′(ζ) = C2f2(α), f2(α) =
3∑
k,j=1
θkθj
∂2f
∂αk∂αj
,
с некоторыми ненулевыми постоянными C1, C2. Прямая проверка показывает,
что f1(ε) ̸= 0 при ε1ε2ε3 = −1 и f1(1, 1, 1) = 0, f2(1, 1, 1) ̸= 0. Тем самым
утверждение леммы для случая mτ = 3, b полностью установлено.
Утверждение леммы о порядке полюса сводится к проверке того, что rτ (0)= 1
при sτ (0) = 2. Рассмотрим матрицу W
(−1)
∗ = (detW∗)W−1∗ , элементы которой
составлены из алгебраических дополнений элементов матрицы W∗. Эта мат-
рица аналитична на всей плоскости.
Последнее утверждение вытекает из того, что определитель блочно-диаго-
нальной матрицы W равен произведению определителей ее диагональных бло-
ков, так что порядки нулей этих блоков складываются.
Удобно семейство матриц Wτ , τ ∈ F , записать в виде одной блочно-диаго-
нальной матрицы W . С этой целью положим
mF =
∑
τ∈F
mτ (2.22)
и введем в рассмотрение такие блочно-диагональные (2mF × 2mF )-матрицы U
и V , что семейства их диагональных блоков совпадают с матрицами соответ-
ственно Uτ и Vτ , τ ∈ F . C этой целью 2mF элементов (τ, j), 1 6 j 6 2mτ , τ ∈ F ,
занумеруем единым образом от 1 до 2m с помощью биекции
α : {(τ, j), 1 6 j 6 2mτ , τ ∈ F} → {1, . . . , 2mF }. (2.23)
Пусть Eτ – образ множества {(τ, j), 1 6 j 6 2mτ} при этом отображении, так
что семейство Lτ,j , 1 6 j 6 2mτ , запишется в виде Lk, k ∈ Eτ . Очевидно,
для множества Eτ имеем два разбиения на подмножества α(Pτ,M ), M ∈Mτ , и
α(Qτ,L), L ∈ Lτ .
Введем теперь матрицы U и V , которые блочно-диагональны относительно
разбиения E = (Eτ ) и Eτ -диагональный блок которых совпадает с матрица-
ми соответственно Uτ и Vτ , записанными в нумерации (2.23). В явном виде
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формулы (2.1) и (2.2) переходят для этих матриц соответственно в формулы
Ukr =

1− 2
mL
, k = r,
− 2
mL
, k ̸= r,
k, r ∈ α(Qτ,L), mL > 1,
Ukk =
{
1, L ∈ L(D),
−1, L ∈ L(H), {k} = α(Qτ,L),
Ukr = 0 в остальных случаях
(2.24)
и формулы
Vkr(ζ) =
{
0, k = r,
eiθτ,Mζ , k ̸= r, k, r ∈ α(Pτ,M ),
Vkr = 0 в остальных случаях.
(2.25)
Матрицу U можно описать, не прибегая к разбиению α(Qτ ). С этой целью
в соответствии с (1.2) выберем разбиение множества {1, . . . ,mF } на подмноже-
ства PM ,M ∈M, так, чтобы число элементов PM было равно lM , и занумеруем
множество LM сторон, составляющих границу ∂M , в виде Li, i ∈ PM . Наряду
с разбиением P удобно также ввести разбиение Q множества {1, . . . ,mF } на
подмножества QL = {i, Li = L}, L ∈ L.
Заметим, что множество номеров
EM =
⋃
τ∈FM
α(Pτ,M )
состоит из 2lM элементов, поскольку для L ∈ LM существуют ровно два номе-
ра k1, k2 этого множества, для которых Lk1 = Lk2 = L. Если τ1 и τ2 – концы
отрезка L, то, очевидно, ks ∈ α(Pτk,M ). Выбор номеров ks можно фиксиро-
вать по отношению к заданной ориентации контура ∂M . Именно, для каждого
k ∈ EM существует единственная пара (i, p) с элементами i ∈ PM и p = 0, 1
такая, что Lk = Li, причем движение по отрезку Lk с началом в его конце τ ,
который определяется условием k ∈ α(Pτ,M ), совпадает с выбранной ориен-
тацией контура ∂M при p = 0 и противоположно этой ориентации при p = 1.
В результате получаем биекцию множества PM×{0, 1} на EM , по отношению ко
всем M ∈M имеем биекцию {1, 2, . . . ,mF } × {0, 1} → {1, 2, . . . , 2mF }, которую
обозначим β.
Таким образом, если k = β(i, p), r = β(j, p), то соотношение i, j ∈ QL равно-
сильно тому, что k, r ∈ α(Qτ,L) для некоторого τ ∈ F . Поэтому по отношению
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к (mF ×mF )-матрице B с элементами
Bij =

1− 2
mL
, i = j,
− 2
mL
, i ̸= j,
i, j ∈ QL, mL > 1,
Bii =
{
1, L ∈ L(D),
−1, L ∈ L(H), QL = {i},
Bij = 0 в остальных случаях
(2.26)
определение (2.24) можно переписать в форме
Ukr =
{
Bij при k = β(i, p), r = β(j, p),
0 в остальных случаях.
(2.27)
§ 3. Фредгольмова разрешимость задачи D
Рассмотрим вопрос о фредгольмовости задачи D в пространстве Cµλ (K,F ),
λ < 0, гармонических на K˙(D) функций и ее индексе. Напомним, что за-
дача фредгольмова, если фредгольмов отвечающий ей оператор Cµλ (K,F ) →
Cµλ [K
1(D), F (D)], определяемый краевым условием (1.4). Другими словами,
пространство kerD решений однородной задачи конечномерно, и существует
такое конечномерное подпространство cokerD в сопряженном c Cµλ [K
1(D), F (D)]!!!!!!!!!!
пространстве, что условие ортогональности f∗(f) = 0, где f∗ ∈ cokerD, необ-
ходимо и достаточно для разрешимости неоднородной задачи (1.4). Разность
между размерностями ядра и коядра определяет индекс
κ(D) = dim(kerD)− dim(cokerD)
задачи D.
Пример ограниченных линейных функционалов над Cµλ [K
1(D), F (D)] до-
ставляют функции h ∈ Cµ−λ−1+0, поскольку по определению этого класса в § 1
интеграл в равенстве
h(f) =
∫
K1(D)
f(y)h(y) dsy
имеет смысл. Запись cokerD ⊆ Cµ−λ−1+0[K1(D), F (D)] в дальнейшем означает,
что все элементы коядра принадлежат к этому типу.
Теорема 3.1. Пусть λ < 0 и
detWτ (ζ) ̸= 0, Re ζ = λτ , τ ∈ F. (3.1)
Тогда задача D фредгольмова в пространстве Cµλ (K,F ) и
kerD ⊆ Cµλ+0(K,F ), cokerD ⊆ Cµ−λ−1+0[K1(D), F (D)]. (3.2)
При этом любое решение u ∈ Cµλ (K,F ) задачи с правой частью f ∈ C1,µλ [K1(D), F (D)]!!!!!!!!
принадлежит аналогичному классу C1,µλ (K,F ).
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Доказательство. Задачу D переформулируем по отношению к семейству
сужений uM = u|M ∈ Cµλ (M,FM ), гармонических внутри M ∈ M. В обозна-
чениях из § 1 это семейство принадлежит пространству Cµλ (K̂, F ), причем на
основании леммы 1.1 при дополнительном предположении непрерывности на
ребрах верно и обратное.
С семейством u = (uM , M ∈M) свяжем вектор u+ = (u+1 , . . . , u+mF ) гранич-
ных значений по формуле
u+i = uM |Li , i ∈ PM . (3.3)
Удобно множество QL номеров i упорядочить в виде
QL = {i1, . . . , imL}. (3.4)
Тогда условие непрерывности u на ребре L при mL > 1 сводится к соотноше-
ниям
u+ik = u
+
ik+1
, 1 6 k 6 mL − 1, L ∈ L(H), (3.5)
а краевое условие (1.3) примет вид
u+i = f |Li , Li ∈ L(D). (3.6)
Соотношение (1.5), определяющее условие гармоничности на отрезках L /∈
L(D), можно также рассматривать как краевое условие для семейства функ-
ций uM ,M ∈ML. Однако декартова система координат, по отношению к кото-
рой рассматривается сопряженная функция в этом соотношении, “привязана”
к ребру L. Удобно ее ввести для всех граней единым образом, что можно сде-
лать с помощью ориентации контуров ∂M , M ∈ M, введенной в § 2. Именно,
декартову систему координат на грани M с началом в фиксированной точ-
ке x0M внутри этой грани выберем так, чтобы при обходе ∂M в положительном
направлении область M оставалась слева.
Пусть каждый отрезок L ∈ L также ориентирован определенным образом.
Связь между этой ориентацией и выбранным направлением обхода контуров
осуществляет вектор σ = (σ1, . . . , σmF ) с координатами σi = ±1, где для i ∈
PM выбирается верхний знак, если ориентация Li совпадает с направлением
обхода контура ∂M , и нижний знак в противном случае. Если граничные
значения v+i определяются аналогично (3.3), то в этих обозначениях в силу
условий Коши–Римана
∂uM
∂νM
∣∣∣∣
Li
= −σi(v+i )′, i ∈ PM ,
где штрих обозначает производную вдоль Li в соответствии с выбранным на-
правлением на этом отрезке. В этих обозначениях (1.5) перейдет в соотношение∑
i∈QL
σiv
+
i = cL, L ∈ L(H), (3.7)
с некоторыми постоянными cL ∈ R.
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На основании леммы 1.2 и предположения λ < 0 гармоническая функция vM
принадлежит тому же классу Cµλ (M,FM ), что и uM . В обозначениях из § 1
применительно к кусочно гармонической функции v этот факт выражается
в форме v ∈ Cµλ (K̂, F ).
Краевые условия (3.3)–(3.7) задачи Дирихле можно записать единым обра-
зом для кусочно-аналитической функции φ = u + iv. С этой целью выберем
гладкие параметризации γi : [0, 1] → Li, 1 6 i 6 mF , согласованные с ориента-
цией отрезков Li, не зависящие от i на каждом множестве QL и подчиненные
дополнительному требованию |(γi)′(t)| ≡ 1 в окрестности концов отрезка [0, 1].
C помощью этих параметризаций граничные значения φ+i можно “снести” с L
i
на отрезок [0, 1], т. е. ввести mF -вектор φ+γ с координатами
φ+γ,i(t) = φ
+
i [γ
i(t)], 0 < t < 1. (3.8)
В обозначениях (3.4) рассмотрим постоянную (mF ×mF )-матрицу A с элемен-
тами
Aij =

1, i = j = ik, k < mL,
−1, i = ik, k < mL, j = ik+1,
σii, i = imL , j = ir, 1 6 r 6 mL,
0 в остальных случаях,
i, j ∈ QL, mL > 1,
Aii =
{
1, L ∈ L(D),
σii, L ∈ L(H),
{i} = QL,
Aij = 0 в остальных случаях,
(3.9)
где i ∈ C – мнимая единица.
С помощью матрицы (3.9) краевые условия (3.5)–(3.7) задачи Дирихле за-
пишутся кратко в форме
ReAφ+γ = f˜ +
∑
L∈L(H)
cLeL, (3.10)
где в обозначениях (3.4) mF -векторы f˜ и eL определяются по формулам
f˜i(t) =
{
f [γi(t)], Li ∈ L(D),
0 в остальных случаях,
eL =
{
1, i = imL ∈ QL, mL > 1,
0 в остальных случаях.
В общем случае для кусочно аналитической функции φ ∈ Cµλ (K̂, F ) компо-
ненты (3.8) ее граничного значения φ+γ принадлежат пространству C
µ
λi([0, 1]; 0, 1)
с весовым порядком λi = (λi0, λi1), зависящим от 1 6 i 6 mF . Он определяет-
ся следующим образом: λip = λτ , где τ – конец ориентированного отрезка Lip,
левый или правый в зависимости от значения p = 0 или p = 1. В частности,
λip не зависит от i ∈ QL. Полученное семейство (λip, 1 6 i 6 mF , p = 0, 1)
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записываем также λ. В этих обозначениях оператор φ → φ+γ ограничен
Cµλ (K̂, F ) → Cµλ ([0, 1]; 0, 1) и можно рассмотреть общую краевую задачу R,
определяемую краевым условием
ReAφ+γ = g. (3.11)
Соответственно, конечномерно возмущенную задачу
ReAφ+γ = g +
∑
L∈L(H)
cLeL (3.12)
относительно пары (φ, c), где c = (cL, L ∈ L(H)) ∈ Rl(H), обозначаем как
задачу R˜. Очевидно, если (φ, c) – решение последней задачи с правой частью f˜ ,
то u = Reφ является решением задачи (3.5)–(3.7). Обратно, если u – решение
задачи Дирихле, то φ = u+ iv является решением задачи (3.12). Для решения
(φ, c) однородной задачи R˜ равенство Reφ = 0 возможно тогда и только тогда,
когда φ = iξ, где ξM ∈ R, и
cL =
∑
i∈QL
ciξ
+
i .
Поэтому размерности пространств однородных задач связаны соотношением
dim(kerD) = dim(ker R˜)−m. (3.13)
Напомним, что в каждом многоугольникеM выбрана прямоугольная декар-
това система координат с началом в некоторой точке x0M . Она определяется
единичными ортами aM , bM ∈ R3 вдоль координатных осей, и связь между
точками x ∈ R3 и z ∈ C осуществляется взаимно обратными формулами
x− x0M = (Re z)aM + (Im z)bM , z = (x− x0M , aM ) + i(x− x0M , bM ), (3.14)
где (x, y) – скалярное произведение векторов x, y ∈ R3. По отношению к этой
системе координат многоугольникM можно рассматривать как замкнутую об-
ласть DM комплексной плоскости с множеством угловых точек FM . Удобно
однако для отрезков Li и их параметризаций γi сохранять прежние обозначе-
ния. В этом случае γi представляют собой комплекснозначные функции, полу-
чающиеся из предыдущих вектор-функций по формулам (3.14). При этом сиг-
натура ориентации σi для i ∈ PM имеет тот же смысл, что и ранее, т. е. σi = 1,
если отрезок Li ориентирован положительно по отношению к DM , и σi = −1
в противном случае.
Для функции φM по отношению к области DM также сохраняем прежние
обозначения, в этом случае они аналитичны в этой области. Отметим, что для
различных граней M области DM между собой никак не связаны. Однако на
комплексной плоскости точкам γi(t) ∈ Li ⊆ ∂DM , i ∈ QL, отвечает одна точка
γi(t) ∈ L в пространстве R3. Через Cµλ (D̂, F ) обозначаем соответствующее
пространство семейств φ = (φM ) аналитических функций. В результате имеем
так называемую нелокальную краевую задачуR Римана, изученную в [7], [11]
(обозначения см. также в [9]).
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C (mF ×mF )-матрицей A свяжем матрицу Aσ с элементами
(Aσ)ij =
{
Aij , σj = 1,
Aij , σj = −1.
Другими словами, элементы j-го столбца матриц A и Aσ совпадают, если
σj = 1, и комплексно сопряжены, если σj = −1. Очевидно, матрица Aσ опре-
деляется той же формулой (3.9), где все σj = 1. Как и A, эта матрица блочно-
диагональна относительно разбиения QL, L ∈ L. Непосредственно проверя-
ется, что каждый из диагональных блоков A(QL) = (Aii′ , i, i′ ∈ QL) этой
матрицы обратим, так что detAσ ̸= 0. Следовательно, по терминологии [7]
рассматриваемая задача R относится к нормальному типу.
В дальнейшем основную роль будет играть матрица (Aσ)−1A
σ
, которую в со-
ответствии с (3.9) легко вычислить явно. Рассмотрим блок Aσ(QL), отвечаю-
щий множеству (3.4). По отношению к нумерации этого множества можем
записать
Aσ(QL) = dC, C =

1 −1 0 . . . 0 0
0 1 −1 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 1 −1
1 1 1 . . . 1 1
 , (3.15)
с диагональной матрицей d = diag(1, . . . , 1, i). Нетрудно видеть, что
C−1 =
1
n

n− 1 n− 2 n− 3 . . . 1 1
−1 n− 2 n− 3 . . . 1 1
−1 −2 n− 3 . . . 1 1
. . . . . . . . . . . . . . . . . .
−1 −2 −3 . . . 1 1
−1 −2 −3 . . . 1− n 1
 , (3.16)
где для краткости n = mL. Отсюда
[(Aσ)−1A
σ
](QL) = C−1d2C =
1
n

n− 2 −2 −2 . . . −2 −2
−2 n− 2 −2 . . . −2 −2
−2 −2 n− 2 . . . −2 −2
. . . . . . . . . . . . . . . . . .
−2 −2 −2 . . . n− 2 −2
−2 −2 −2 . . . −2 n− 2
 .
Что касается случаяQL = {i} одномерных блоков, то в этом случае [(Aσ)−1Aσ]ii
принимает значение 1, если на L заданы данные Дирихле, и −1 в противном
случае. Таким образом, (Aσ)−1A
σ
в точности совпадает с матрицей B, фигу-
рирующей в (2.26).
С задачей R естественным образом связано понятие концевого символа –
аналитической на всей плоскости матрицы-функции W (ζ) = U +V (ζ), где мат-
рица U зависит только от Aσ, а матрица V (ζ) – от геометрии области. Соглас-
но [9] эти матрицы определяются формулами (2.25)–(2.27). Таким образом,
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матрица W блочно-диагональна относительно разбиения E = (Eτ , τ ∈ F ), и ее
диагональный блок W (Eτ ) с точностью до перенумерации (2.23) ее элементов
совпадает с Wτ . В частности, detW (ζ) =
∏
τ detWτ (ζ), и соответствующая
характеристика χ(λ) совпадает с суммой
∑
τ χτ (λ) целочисленных функций,
фигурирующих в (2.7).
Кроме того, с задачей R в классе Cµλ связана союзная с ней однородная за-
дача R∗, рассматриваемая в союзном классе Cµ−λ−1+0 и определяемая краевым
условием
ReA∗ψ+γ = 0, A
∗ = [((Aσ)−1)⊤]σe, (3.17)
где ⊤ – символ матричного транспонирования, под e понимается диагональная
матрица diag(e1, . . . , emF ) с элементами ei = (γj)′.
Связь между задачами R и R∗ описывается с помощью билинейной формы
⟨g, g∗⟩ =
mF∑
i=1
∫ 1
0
gi(t)g∗i (t) dt, (3.18)
которая имеет смысл для любых m-вектор-функций g ∈ Cµλ ([0, 1]; 0, 1) и g∗ ∈
Cµ−λ−1+0([0, 1]; 0, 1). Эта связь заключается в тождестве
⟨ReAφ+γ , σ ImA∗ψ+γ ⟩+ ⟨ImAφ+γ , σReA∗ψ+γ ⟩ = 0 (3.19)
с диагональной матрицей σ = diag(σ1, . . . , σmF ), которое справедливо для лю-
бых кусочно аналитических функций φ ∈ Cµλ (D̂, F ), ψ ∈ Cµ−λ−1+0(D̂, F ).
Для доказательства тождества (3.19) операцию x → xσ распространим на
комплексные m-векторы x, полагая xσi = xi при σi = 1 и xσi = xi в противном
случае. Тогда (Ax)σ = Aσxσ и Im(xσ)i = σi(Imx)σi . Поэтому левую часть (3.19)
можем записать в форме
Im⟨Aφ+γ , σA∗ψ+γ ⟩ = Im
〈
Aσ(φ+γ )
σ, (A∗)σ(ψ+γ )
σ
〉
= Im⟨(φ+γ )σ, eσ(ψ+γ )σ⟩,
где учтено равенство (Aσ)⊤(A∗)σ = eσ, вытекающее из определения (3.17).
В свою очередь, правую часть последнего равенства можем записать в форме
Im⟨φ+γ , σeψ+γ ⟩ = Im
∑
M∈M
∑
i∈PM
σi
∫ 1
0
φ+γ,i(t)ψ
+
γ,i(t)ei(t) dt.
Согласно определению ei в (3.17), переходя к комплексным координатам (3.14),
внутреннюю сумму можем записать в форме интеграла∫
∂DM
φ+M (z)ψ
+
M (z) dz,
где контур ∂DM ориентирован положительно по отношению к DM , который по
теореме Коши равен нулю. Поскольку эта функция φM (z)ψM (z) непрерывна
в DM \FM и в точках τ ∈ FM допускает особенности порядка меньше единицы,
применение этой теоремы правомерно. Тем самым тождество (3.19) установ-
лено.
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Тождество (3.19) означает, что класс вектор-функций{
ImσA∗ψ+γ , ψ ∈ kerR∗
}
(3.20)
по отношению к билинейной форме (3.18) содержится в коядре cokerR зада-
чи R.
Согласно [11] для этой задачи имеет место следующий результат. Нужно
только принять во внимание, что выполнение условия (3.1) влечет справедли-
вость аналогичного условия в окрестности весового порядка λ.
Предложение 3.1. Пусть выполнено условие (3.1) с произвольным весо-
вым порядком λ. Тогда задача R фредгольмова в пространстве Cµλ (D̂, F ) и ее
индекс дается формулой
κ(R) = m−
∑
τ∈F
χτ (λτ ). (3.21)
При этом {
φ ∈ Cµλ (D̂, F ) | Rφ ∈ Cµλ+0([0, 1]; 0, 1)
} ⊆ Cµλ+0(D̂, F )
и, в частности, kerR ⊆ Cµλ+0(D̂, F ). Коядро cokerR задачи R по отношению
к билинейной форме (3.18) содержится в классе Cµ−λ−1+0([0, 1]; 0, 1) и описы-
вается равенством (3.20).
Предложение 3.2. Пусть в условиях (i) компоненты gi , i ∈ QL , пра-
вой части g задачи принадлежат C1,µλi ([0, 1]; 0, 1). Тогда для любого реше-
ния φ ∈ Cµλ (D̂, F ) этой задачи с правой частью g компоненты φ+i , i ∈ QL ,
граничных значений принадлежат C1,µλi (L,FL). В частности, любое реше-
ние φ ∈ Cµλ (D̂, F ) задачи с правой частью g ∈ C1,µλ ([0, 1]; 0, 1) принадлежит
C1,µλ (D̂, F ).
Обратимся к задаче R˜, рассматриваемой для пары (φ, c), где φ ∈ Cµλ и
c = (cL, L ∈ L(H)) ∈ Rl(H). Поскольку по условию имеем λ < 0, постоян-
ные векторы eL, фигурирующие в (3.10), принадлежат классу C
µ
λ ([0, 1], 0, 1).
Оператор этой задачи, действующий из Cµλ × Rl(H) в Cµλ ([0, 1]; 0, 1), является
конечномерным расширением R на l(H) измерений, поэтому в силу хорошо из-
вестных свойств [12] фредгольмовых операторов эти операторы фредгольмово
эквивалентны и их индексы связаны соотношением
κ(R˜) = κ(R) + l(H). (3.22)
Важно отметить, что предложение 3.2 сохраняет свою силу без изменений и
для задачи R˜, достаточно правую часть (3.12) обозначить снова g и применить
к этой функции рассматриваемое предложение. Таким образом, ядро kerD
конечномерно и содержится в Cµλ+0(K,F ). Из этих же соображений получается
и последнее утверждение теоремы о гладкости решения.
Как было отмечено выше, с точки зрения разрешимости задача D эквива-
лентна задаче R˜ с правой частью f˜ , фигурирующей в (3.10). Таким образом,
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неоднородная задача разрешима тогда и только тогда, когда∑
i,Li∈L(D)
∫ 1
0
f [γi(t)]hi(t) dt = 0, h ∈ coker R˜.
Следовательно, задача D фредгольмова, ее коядро содержится в Cµ−λ−1+0 и
определяется равенством
cokerD =
{
(hi, Li ∈ L(D)), h ∈ coker R˜
}
. (3.23)
В силу (3.13) имеем:
κ(D) = dim(ker R˜)−m−dim(cokerD) = κ(R˜)−m+[dim(coker R˜)−dim(cokerD)],
что совместно с (3.21), (3.22) приводит к равенству
κ(D) = l(H)−
∑
τ∈F
χτ (λτ ) + s, s = dim(coker R˜)− dim(cokerD), (3.24)
где в силу (3.23) имеем s > 0.
Заметим, что согласно предложению 3.2 последнее утверждение теоремы
справедливо по отношению к отрезкам L ∈ L в отдельности. Именно, на каж-
дом ребре L ∈ L(H) решение u ∈ Cµλ (K,F ) задачи Дирихле принадлежит клас-
су C1,µλ (L,FL). В предположении, что f ∈ C1,µ(L,FL), это утверждение верно и
для L ∈ L(D). Таким образом, выполнение условия (1.5) автоматически озна-
чает, что сужения uM непрерывно дифференцируемы вплоть до внутренних то-
чек ребер L ∈ L(H), входящих в границу ∂M , и удовлетворяют условию (1.3).
Тем самым теорема установлена.
Отметим особо случай L(D) = ∅, когда краевые условия (1.4) вообще от-
сутствуют. Другими словами, речь идет о функциях u ∈ Cµλ , гармонических
на K \ F . В этом случае в обозначениях доказательства теоремы 3.1 для φ
имеем задачу (3.10) с g = 0. Поскольку класс таких правых частей данной
задачи конечномерен, конечномерен и класс рассматриваемых гармонических
функций u. Ясно, что этот класс содержится в Cµλ+0(K,F ).
При некоторых предположениях относительно комплекса K в выражении
(3.24) для индекса имеем s = 0. Напомним, что множество M(D) состоит из
граней, по крайней мере одна сторона которой принадлежит L(D). Введем бо-
лее широкое множествоM1 гранейM , от которых можно перейти к некоторой
грани M0 ∈ M(D) по последовательности граней, которые попарно граничат
по ребрам кратности 2. Таким образом,M1 содержитM(D) и некоторое под-
множество M(H). Совокупность отрезков, являющихся сторонами одной или
нескольких граней из M1, обозначим L1.
Теорема 3.2. Пусть либо каждая грань M комплекса K принадлежит
M1 , либо все ее стороны, являющиеся ребрами кратности больше 1, принад-
лежат L1 и образуют связное подмножество ∂M . Тогда в условиях теоре-
мы 3.1 индекс задачи Дирихле задается формулой
κ(D) = l(H)−
∑
τ∈F
χτ (λτ ). (3.25)
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Доказательство. Согласно (3.23) достаточно убедиться в том, что отобра-
жение h→ (hi, Li ∈ L(D)) взаимно однозначно на конечномерном пространстве
cokerR. Поскольку coker R˜ ⊆ cokerR, отсюда будет следовать равенство s = 0
в (3.24).
Рассмотрим подробнее однородную задачу R∗, определяемую краевым усло-
вием (3.17). В этом краевом условии матрица A∗ блочно-диагональна отно-
сительно разбиения Q и в условиях (3.9) ее QL-й диагональный блок порядка
n = mL > 1 может быть описан аналогично (3.15), (3.16) равенством
A∗ij =
{
[(C−1)⊤]krej , i = ik, j = ir, 1 6 k 6 n− 1,
−σjiej , i = in, j = ir, 1 6 r 6 n,
где учтено, что [(C−1)⊤]nr = 1. В случае одномерного блока QL = {i} имеем
равенства A∗ii = ei, если L ∈ L(D), и A∗ii = −σiiei в противном случае.
По отношению к нумерации i = ik, j = ir переменных множества QL поло-
жим для краткости ejψ+γ,j = ξr. Тогда выделенные n = mL соотношений
Re
∑
j∈QL
A∗ijψ
+
γ,j = 0, i ∈ QL,
можно записать в форме
n∑
r=1
[(C−1)⊤]kr Re ξr = 0, 1 6 k 6 n− 1,
n∑
r=1
σir Im ξr = 0, k = n.
(3.26)
Согласно (3.15), (3.16) имеем (C⊤)sn = 1, [(C−1)⊤]nr = 1/n. Поэтому
n−1∑
k=1
(C⊤)sk[(C−1)⊤]kr = δsr − (C⊤)sn[(C−1)⊤]nr = δsr − 1
n
,
где δsr – символ Кронекера. Поскольку ((n−1)×(n−1))-матрица с элементами
(C⊤)sk, 1 6 s, k 6 n− 1, обратима, соотношения (3.26) равносильны системе
Re ξk =
1
n
Re(ξ1 + · · ·+ ξn), 1 6 k 6 n− 1,
n∑
r=1
σir Im ξr = 0, k = n.
Применительно к исходным обозначениям они приводят к соотношениям
Re eiψ+γ,i = Re ejψ
+
γ,j , i, j ∈ QL,∑
i∈QL
σi Im eiψ+γ,i = 0, mL > 1.
(3.27)
В случае QL = {i} имеем равенства
Re eiψ+γ,i = 0, {i} = QL, L ∈ L(D),
Im eiψ+γ,i = 0, {i} = QL, L ∈ L(H).
(3.28)
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Предположим теперь, что для некоторого h ∈ coker R˜ все компоненты hi
с номерами i, Li ∈ L(D), обращаются в нуль. Необходимо доказать, что то-
гда h = 0. Согласно (3.20) имеем равенство h = ImσA∗ψ+γ для некоторой
функции ψ ∈ kerR∗, так что ImA∗iiψ+γ,i = 0 при Li ∈ L(D). Однако по опреде-
лению (3.17) однородной задачи R∗ для этих номеров выполняется и равенство
ReA∗iiψ
+
γ,i = 0. Следовательно, A
∗
iiψ
+
γ,i = 0. Поскольку одномерный диагональ-
ный блок A∗ii обратим, то ψ
+
γ,i = 0. Итак, граничное значение ψ
+
i равно нулю
при Li ∈ L(D). Если Li является стороной многоугольника DM , то в силу
теоремы единственности для аналитических функций отсюда ψM = 0 в обла-
стиDM . Таким образом, функция ψ равна нулю в каждом многоугольникеDM ,
M ∈M(D).
Покажем далее, что ψ обращается в нуль в многоугольниках M ∈ M1. По
определению существует такая последовательность граней M0, . . . ,Ms и ребер
L1, . . . , Ls кратности 2, что M0 ∈ M(D), Ms = M и при каждом i грани Mi,
Mi−1 граничат по ребру Li. Тогда по доказанному выше ψ|M0 = 0. На ребре
L = L1 выполняются условия (3.27) с mL = 2, из которых следует, что реаль-
ная и мнимая части функции ψ|M0 обращаются в нуль на L. Следовательно,
ψ|M1 = 0, и, продолжая эту процедуру, получим ψ|Mi = 0 для всех i. Таким
образом, ψ|M = 0 на каждой грани M ∈M1.
Рассмотрим граньM , не принадлежащуюM1, и пусть L – ее сторона, являю-
щаяся ребром комплекса кратности mL > 1. Тогда L является также стороной
некоторой грани из M1, на которой по доказанному выше функция ψ равна
нулю. Следовательно, одно из граничных значений ψ+i , i ∈ QL, обращается
в нуль, и с учетом первого соотношения в (3.27) отсюда имеем
Re eiψ+γ,i = 0, i ∈ QL, mL > 1.
С другой стороны, по предположению стороныM , являющиеся сторонами ком-
плекса K, образуют связное подмножество ∂M . На этих сторонах имеем кра-
евое условие
Im eiψ+γ,i = 0, i ∈ QL, mL = 1.
Таким образом, на границе области DM функция ψM удовлетворяет смешан-
ным краевым условиям (3.28), причем носители условий одного типа обра-
зуют связное подмножество границы. Рассмотрим аналитическую функцию
ΨM ∈ C(DM ), производная которой совпадает с ψM . Тогда в комплексных
обозначениях (3.14) имеем соотношение [(Ψ)+γ,j ]
′ = ejψ+γ,j , где штрих обознача-
ет дифференцирование вдоль отрезка L. Таким образом, по отношению к ΨM
краевое условие (3.28) означает, что ImΨ+i = const на сторонах L ∈ L(H) мно-
гоугольника DM и ReΨ+i = const на его сторонах L ∈ L(D). На основании
следующей леммы это возможно, только когда функция ΨM постоянна. Таким
образом, функция ψ равна нулю и на гранях M ∈M0(H).
Лемма 3.1. Пусть задан многоугольник M на комплексной плоскости с
множествами F и L соответственно вершин τ и сторон L. Пусть функция
φ ∈ C(D \ F ) аналитична в области D и в точках τ ∈ F допускает оценку
φ(z) = O(|z − τ |λτ ) при z → τ, λτ > −12 . (3.29)
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Тогда если на каждой из сторон L ∈ L выполнено одно из краевых условий
Reφ|L = ξL, Imφ|L = ξL (3.30)
с некоторыми ξL ∈ R, причем объединение отрезков с краевыми условиями
одного типа связно, то функция φ постоянна.
Доказательство. Лемма является по существу следствием известной фор-
мулы Келдыша–Седова [10] в полуплоскости. Выберем точку a ∈ ∂D \ F и
рассмотрим конформное отображение z˜ = ω(z), переводящее D на верхнюю
полуплоскость D˜ с условием ω(a) = ∞. Как и при доказательстве леммы 1.2,
убеждаемся в том, что φ˜(z˜) = φ(z) удовлетворяет аналогичной (3.29) оцен-
ке в точках τ˜ = ω(τ). Поэтому, не используя волну в обозначениях, можно
с самого начала считать, что D является верхней полуплоскостью, причем φ
ограничена в окрестности ∞. Пусть τ ∈ F и Xτ (z) = 1, если к τ примыкают
отрезки L с краевыми условиями (3.30) одного типа, иXτ (z) =
√
z − τ в против-
ном случае. Тогда с учетом (3.29) найдем такую комплексную постоянную Cτ ,
что функция φ0(z) = [φ(z) − Cτ ]/Xτ (z) аналитична в проколотой окрестности
точки τ и допускает в ней слабую особенность. Поэтому эта функция анали-
тична в этой окрестности.
По предположению отрезки с краевыми условиями (3.30) одного типа об-
разуют связное множество. Поэтому либо выполнено одно из краевых усло-
вий (3.30) на всей прямой и в этом случае φ постоянна, либо на некотором
отрезке [a, b] выполнено одно из этих краевых условий, а на его дополнении –
второе из них. В последнем случае функция ψ(z) = φ′(z)
√
(z − a)(z − b) ана-
литически продолжается на всю комплексную плоскость и исчезает на∞. Сле-
довательно, φ′ = 0 и в этом случае, что завершает доказательство леммы.
Применим теорему 3.2 в ситуации, когда заданы весовые порядки λ′ 6 λ′′ < 0
и при каждом τ ∈ F функция detWτ (ζ) не имеет нулей на прямых Re ζ = λ′τ
и Re ζ = λ′′τ . Обозначим через sτ число всех нулей функции detWτ (ζ) в полосе
λ′τ 6 Re ζ 6 λ′′τ , взятому с учетом их кратности. Тогда в условиях теоремы 3.2
для индексов κ′ и κ′′ задачи D в классе Cµλ с соответственно λ = λ′ и λ = λ′′
имеем равенство
κ′ − κ′′ =
∑
τ
sτ .
C другой стороны,
ker(D|Cµλ′′) ⊆ ker(D|Cµλ′), coker(D|Cµλ′) ⊆ coker(D|Cµλ′′),
так что справедливы разложения в прямые суммы
ker(D|Cµλ′) = X ⊕ ker(D|Cµλ′′), coker(D|Cµλ′′) = Y ⊕ coker(D|Cµλ′).
В соответствии с определением индекса отсюда приходим к соотношению
dimX + dimY =
∑
τ
sτ (3.31)
для размерностей конечномерных пространств X и Y в этих разложениях.
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В частности, если условие (3.1) выполнено для всех λ между λ′ и λ′′, то
правая часть равенства (3.31) обращается в нуль и, следовательно, каждое из
пространств X и Y является нулевым. В результате приходим к следующему
утверждению.
Лемма 3.2.
Определение комплекса K можно несколько расширить в случае, когда роль
сторон (т. е. ребер L с mL = 1) играют гладкие дуги. Предложения 3.1, 3.2
сохраняют свою силу, поэтому теоремы 3.1, 3.2 справедливы и для данных
комплексов.
До сих пор весовой порядок λ был отрицательным. Рассмотрим задачу
в пространстве Cµλ , где для некоторого подмножества F0 ⊆ F весовой поря-
док подчинен условиям
0 < λτ < 1, τ ∈ F0; λτ < 0, τ ∈ F \ F0. (3.32)
Целесообразно пространство Cµλ несколько расширить. Именно, введем класс
Cµ(λ)(K,F ) всех непрерывных на K \ F функций ϕ, которые принадлежат Cµ
вне любой окрестности множества F , а в пересечении K с шаром Bτ = {|x −
τ | 6 ρ} с центром τ ∈ F , где ρ > 0 достаточно мало, удовлетворяют условию
u(x) − u(τ) ∈ Cµλτ (K ∩ Bτ , τ) при τ ∈ F0 и условию u(x) ∈ C
µ
λτ
(K ∩ Bτ , τ) при
τ /∈ F0. Очевидно, это пространство является конечномерным расширением Cµλ
и банахово относительно соответствующей нормы. В случае F0 = F и λ = µ
оно совпадает с Cµ(K).
Точно так же вводится пространство Cµ(λ)(K̂, F ) кусочно непрерывных функ-
ций и соответствующие пространства дифференцируемых функций. Анало-
гичным образом все эти пространства определяются и на K1(D) по отношению
к F (D). В принятых обозначениях лемму 1.2 можно сформулировать следу-
ющим образом: если гармоническая на K˙(D) функция u принадлежит классу
Cµλ (K,F ), то сопряженная функция v принадлежит классу C
µ
(λ)(K̂, F ).
Обозначим через C˜µλ (K,F ) класс всех гармонических на K˙(D) функций u ∈
Cµλ (K,F ), которые допускают сопряженную функцию v ∈ Cµλ (K̂, F ). Очевидно,
этот класс является замкнутым подпространством Cµλ , и возникает вопрос о его
коразмерности, т. е. размерности фактор-пространства Cµλ/C˜
µ
λ .
Лемма 3.3. Коразмерность m˜ подпространства C˜µλ задается равенством
m˜ = mF0 − l0(H)−m0, mF0 =
∑
τ∈F0
mτ , (3.33)
где l0(H) – число ребер L ∈ L(H), оба конца которых принадлежат F0 , и m0 –
число граней M , множество FM вершин которых имеет непустое пересече-
ние с F0 .
Доказательство. Пусть множество L0(H) состоит из ребер L ∈ L(H), оба
конца которых принадлежит F0, и M0 состоит из граней M , множество FM
вершин которых имеет непустое пересечение с F0. Пусть функция u ∈ Cµλ
ЗАДАЧА ДИРИХЛЕ НА ДВУМЕРНЫХ СТРАТИФИЦИРОВАННЫХ МНОЖЕСТВАХ 29
гармонична на K˙(D) и v – сопряженная к ней функция. Рассмотрим семейство
ξτ,M = vM (τ), τ ∈ F0, M ∈Mτ , (3.34)
ее значений в точках τ ∈ F . Сужение vM = v
∣∣
M
определено здесь с точностью
аддитивной постоянной, поэтому v можно однозначно выбрать по условиям∑
τ∈FM
ξτ,M = 0, M ∈M0. (3.35)
Соотношение (3.6), определяющее гармоничность u на ребре L ∈ L(H), можно
записать в форме ∑
M∈ML
σM (vM )|L = cL, L ∈ L(H),
где σM = 1, если ориентированный отрезок L согласован с обходом контура ∂M
в положительном направлении, и σM = −1 в противном случае. Поэтому в со-
ответствии с определением множества L0(H) величины (3.34) удовлетворяют
также соотношению∑
M∈ML
σM (ξτ,M − ξτ ′,M ) = 0, L ∈ L0(H), FL = {τ, τ ′}. (3.36)
Покажем, что верно и обратное: для заданного семейства ξ = (ξτ,M ) ∈ RmF0
со свойствами (3.35), (3.36) существует такая гармоническая на K˙(D) функция
u ∈ Cµλ , сопряженная к которой кусочно гармоническая функция v прини-
мает значения (3.34). С этой целью как и при доказательстве теоремы 3.1,
рассмотрим в классе Cµ(λ) задачу R˜ для семейства аналитических функций
φM = (uM + ivM , M ∈ M). Эта задача является конечномерным расши-
рением аналогичной задачи в классе Cµλ . Предложения 3.1, 3.2 справедли-
вы для любого весового порядка. Поэтому в предположении (3.1) обе эти
задачи фредгольмовы. Следовательно, произвол в выборе ее правой части
f˜ ∈ Cµλ ([0, 1]; 0, 1) можно подчинить дополнительному требованию (3.34), так
что функция u = Reφ будет искомой. Если условие (3.1) нарушено, то оно
выполнено для весового порядка λ + ε с малым ε > 0, так что предыдущие
рассуждения достаточно провести по отношению к классу Cµ(λ+ε).
Пусть X – подпространство в RmF0 семейств ξτ,M , выделяемое условия-
ми (3.35), (3.36), в обозначениях (3.33) его размерность равна, очевидно, m˜.
Отображение u→ ξ по формуле (3.34) переводит пространство Cµλ гармониче-
ских на K˙(D) функций на всё X, причем ξ = 0 равносильно u ∈ C˜µλ . Поэтому
коразмерность подпространства C˜µλ совпадает с размерностью m˜ = dimX.
Аналоги теорем 3.1, 3.2 справедливы и для задачи Дирихле в пространстве
с весовым порядком λ, подчиненным условию (3.32).
Теорема 3.3. В условиях (3.1), (3.32) для задачи D в пространстве
Cµλ (K,F ) справедливы все утверждения теоремы 3.1. Если дополнительно
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λ 6 1/2 и выполнены условия теоремы 3.2, то индекс задачи задается форму-
лой
κ(D) = l1(H)− l0(H) +
∑
τ∈F0
mτ −
∑
τ∈F
χτ (λτ ), (3.37)
где l0(H) (l1(H)) – число ребер L ∈ L(H), оба конца которых принадлежат
(не принадлежат) F0 .
Доказательство. ПоложимM1 =M\M0, это множество состоит из всех
граней M ∈M, выделяемых условием FM ∩ F0 = ∅, число элементовM1 обо-
значим m1, так что m = m0 +m1. Обозначим через D˜ оператор задачи Дири-
хле на пространстве C˜µλ (K,F ); очевидно, он фредгольмово эквивалентен D, и
с учетом леммы 3.3 индексы этих операторов связаны соотношением
κ(D) = κ(D˜) + m˜. (3.38)
Для кусочно гармонической функции v, отвечающей u ∈ C˜µλ (K,F ), соотно-
шение (1.5) перейдет в (3.7). Если по крайней мере один из концов L при-
надлежит F0, то постоянная cL в этом соотношении равна нулю. Таким об-
разом, роль множества L(H) играет здесь его подмножество L1(H) всех ребер
L ∈ L(H), концы которых не принадлежат F0. В соответствии с этим аналогич-
но доказательству теоремы 3.1 задачу D˜ редуцируем к задаче R˜ для кусочно
аналитических функций φ = u + iv ∈ Cµλ , краевое условие которой получает-
ся из (3.12) заменой L(H) на L1(H). Поскольку кусочно постоянные функции
должны обращаться в нуль на гранях M ∈ M0, аналогом (3.13) здесь будет
соотношение
dim(ker D˜) = dim(ker R˜)−m1. (3.39)
Соответственно, аналогом (3.34) будет соотношение
coker D˜ = {(hi, Li ∈ L(D)), h ∈ coker R˜}.
Как уже было отмечено, предложения 3.1, 3.2 справедливы для любого ве-
сового порядка, поэтому операторы R, R˜ фредгольмовы и их индексы связаны
соотношением
κ(R˜) = κ(R) + l1(H) = l1(H) +m−
∑
τ∈F
χτ (λτ ).
Объединяя его с (3.21) и (3.33), (3.38), (3.39), как и при доказательстве теоре-
мы 3.1, приходим к фредгольмовости оператора D и выражению κ(D) = κ+ s
для его индекса, где κ определяется правой частью (3.37) и выполнено
s = dim(coker R˜)− dim(coker D˜) > 0. (3.40)
Остальные утверждения теоремы 3.1 доказываются аналогично.
Пусть теперь λ 6 1/2 и комплекс K удовлетворяет условиям теоремы 3.2.
Тогда достаточно убедиться в том, что s = 0 в формуле (3.40). Этот факт до-
казывается аналогично теореме 3.2, необходимо только учесть, что в рассмат-
риваемом случае согласно (3.32) и принятому предположению имеем неравен-
ство −λ − 1 + ε > −3/2, так что к первообразной Ψ функции ψ ∈ Cµ−λ−1+0
по-прежнему применима лемма 3.1.
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Отметим, что с небольшой поправкой в индексе теорема 3.3 сохраняет свою
силу и в пространствах Cµ(λ). Очевидно, пространство C
µ
(λ)(K,F ) является рас-
ширением Cµλ на n0 измерений, где n0 – число элементов F0. Точно так же про-
странство Cµ(λ)(K
1(D), F (D)) является расширением Cµλ на n0(D) измерений,
где n0(D) – число элементов F0 ∩ F (D). Поэтому задачи Дирихле в соответ-
ствующих пространствах фредгольмово эквивалентны и их индексы κλ и κ(λ)
связаны соотношением
κ(λ) = κλ + n0(H), (3.41)
где n0(H) – число элементов множества F0 ∩ F (H).
В крайнем случае, когда F0 = F , теорему 3.3 можно существенно дополнить.
Теорема 3.4. Пусть 0 < λ < 1 и выполнено условие (3.1). Тогда задача
Дирихле фредгольмова в пространстве Cµ(λ)(K,F ), причем любое ее решение
с правой частью f ∈ C1,µ(λ) (K1(D), F (D)) принадлежит C1,µ(λ) (K,F ). Простран-
ство решений однородной задачи состоит из кусочно постоянных функций,
обращающихся в нуль на гранях M ∈ M(D), так что его размерность рав-
на m(H). Если дополнительно λ 6 1/2 и выполнены условия теоремы 3.2, то
индекс задачи задается формулой
κ(λ) = mF + n(H)− l(H)−
∑
τ∈F
χτ (λτ ), (3.42)
где n(H) – число элементов F (H).
Доказательство. Утверждение о фредгольмовости и индексе является
следствием теоремы 3.3 и соотношения (3.41). Утверждение о гладкости сво-
дится к аналогичному утверждению теоремы 3.3 в пространстве C1,µλ . В самом
деле, пусть задано решение u ∈ Cµ(λ)(K,F ) задачи Дирихле с правой частью
f ∈ C1,µ(λ) (K1(D), F (D)). Тогда достаточно выбрать гармоническую функцию
u1 ∈ C1,µ(λ) (K,F ), которая в вершинах комплекса принимает те же значения,
что и u, и к разности u1 − u ∈ Cµ(K,F ) применить теорему 3.3. Поэтому
остается рассмотреть утверждение теоремы о ядре kerD.
Пусть u ∈ Cµ(λ)(K) является решением однородной задачи D. Тогда в силу
установленного утверждения теоремы о гладкости градиент u′ принадлежит
Cµλ−1(K̂, F ) и, в частности, интегрируем с квадратом на каждой грани M . По-
этому к гармонической функции uM можно применить формулу Грина, соглас-
но которой∫
M
|u′M |2(x) d2x+
∫
∂M
uM (y)
∂uM
∂νM
(y) d1y = 0, M ∈M, (3.43)
где d2x и d1y означают соответственно элементы площади и длины. Суммируя
равенства (??) по M ∈ M, в соответствии с однородными краевыми условия-
ми (1.2), (1.4) получим∑
M
∫
M
|u′M |2(x) d2x+
∑
L∈L
∑
M∈ML
∫
L
u(y)
∂uM
∂νM
d1y = 0.
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Для L ∈ L(H) внутренняя сумма здесь обращается в нуль в силу (1.3), а для
L ∈ L(D) эта сумма состоит из одного слагаемого и обращается в нуль в силу
однородного условия (1.4), так что u′ = 0.
Формула индекса (3.42) в рассматриваемом случае F0 = F является след-
ствием (3.38), (3.41).
Проиллюстрируем теоремы 3.2, 3.4 на примере комплексов Kj , 1 6 j 6 6,
изображенных на рис. 1. Эти комплексы удовлетворяют условиям теоремы 3.2,
так что можно выписать соответствующие формулы индекса задачи Дирихле.
Выберем δ > 0 столь малым, что
detWτ (ζ) ̸= 0 при 0 < |Re ζ| 6 δ, τ ∈ F. (3.44)
Пусть κ−0 и κ(+0) означают индексы задачи в пространствах соответственно
Cµ−δ(K,F ) и C
µ
(+δ)(K,F ). Согласно (3.44) и определению (2.6), (2.7) имеем ра-
венства χτ (±δ) = χτ (±0), так что с учетом леммы 2.2 формулы (3.25), (3.42)
принимают следующий вид:
κ−0 = l(H)− mF − sF2 , sF =
∑
τ∈F
sτ ,
κ(+0) = n(H)− l(H) + mF − sF2 ,
(3.45)
где, напомним, l(H) – число элементов L(H) и n(H) – число вершин τ ∈ F (H),
т. е. вершин, которые служат концами только ребер L ∈ L(H).
С учетом леммы 2.3 для каждого из комплексов Kj фигурирующие в этих
формулах величины легко подсчитываются:
K1 : l(H) = 3, n(H) = 1, mF = 9, sF = 5;
K2 : l(H) = 3, n(H) = 0, mF = 6, sF = 0;
K3 : l(H) = 3, n(H) = 0, mF = 6, sF = 0;
K4 : l(H) = 8, n(H) = 4, mF = 20, sF = 12;
K5 : l(H) = 4, n(H) = 0, mF = 16, sF = 8;
K6 : l(H) = 8, n(H) = 2, mF = 16, sF = 4.
Подстановка этих величин в (3.45) во всех шести случаях приводит к едино-
му результату:
κ−0 = n(H), κ(+0) = 0. (3.46)
C учетом последнего утверждения теоремы 3.4 отсюда следует, что задача
Дирихле в классе Cµ(δ)(Kj , Fj) однозначно разрешима. Тогда безусловно разре-
шима данная задача и в классе Cµ−δ(Kj , Fj). В самом деле, согласно теореме 3.1
коядро этой задачи содержится в Cµ−δ−1+0(K
1
j (D), Fj(D)) и должно быть орто-
гонально всем функциям f ∈ Cµ(δ)(K1j (D), Fj(D)), поэтому это коядро нулевое.
Следовательно, первое равенство (3.46) означает, что число линейно независи-
мых решений u ∈ Cµ−δ(Kj , Fj) однородной задачи Дирихле совпадает с числом
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точек множества Fj(H). На основании леммы 3.2 эти решения в окрестно-
сти τ ∈ Fj(H) допускают особенности меньше любой степени, т. е. особенности
логарифмического типа. В следующем параграфе это поведение будет точно
описано.
§ 4. Асимптотика решений задачи
Изучим поведение решения u задачи Дирихле в окрестности фиксированной
вершины τ комплекса K. Как и в § 1, выберем ρ > 0 столь малым, что все
вершины комплекса, отличные от τ , лежат вне шара Bτ = {|x− τ | 6 ρ}. Тогда
множество Kτ = K ∩Bτ составлено из круговых секторов M ∩Bτ , M ∈Mτ .
Пусть в дополнение к (3.1) для рассматриваемой точки τ ∈ F выполняется
условие
detWτ (ζ) ̸= 0, λτ 6 Re ζ < 0,
которое, очевидно, при достаточно малом |λτ | всегда выполнено. Рассмотрим
решение u задачи Дирихле в секторах M ∩ Bτ , M ∈ Mτ . В силу принятого
предположения о концевом символе из леммы 3.2 следует, что любое решение
u ∈ Cµλ (K,F ) задачи Дирихле, правая часть f которой дополнительно принад-
лежит Cµ−0[K
1(D)∩Bτ , τ ], обладает этим же свойством, т. е. u ∈ Cµ−0(M∩Bτ , τ).
Классу Cµ−0(M ∩ Bτ , τ) принадлежат, например, функции со степенно-лога-
рифмической асимптотикой в точке τ . Простейшими из них служат гармониче-
ская функция u(x) = ln |x− τ |, x ∈M ∩Bτ , и сопряженная с ней функция v(x),
которую обозначим v(x) = arg(x − τ). По отношению к декартовой системе
координат z = x + iy на грани M функция ln |x − τ | + i arg(x − τ) будет ана-
литической по переменной z, ее также удобно обозначать ln(x − τ). Классу
Cµ−0(M ∩Bτ , τ) принадлежит и функция
u(x) = Re[pM (ln(x− τ))] + u0(x), u0 ∈ Cµ+0(M ∩Bτ , τ), (4.1)
определяемая некоторым многочленом p = pM комплексной переменной. В
этом случае говорим, что u имеет степенно-логарифмическую асимптотику
в точке τ . Степень многочлена p удобно обозначать deg p, полагая deg p = 0
при p = const и deg p = −1 при p = 0.
Возникает вопрос: при каких условиях решение u задачи Дирихле допускает
степенно-логарифмическую асимптотику в точке τ , если этим свойством обла-
дает ее правая часть f на ребрах L ∈ Lτ? В силу сказанного выше без ограниче-
ния общности этот вопрос достаточно рассмотреть для решений u ∈ Cµ−0(K,F ).
Как будет показано ниже, ответ на этот вопрос существенно зависит от порядка
полюса матрицы-функции W−1τ (ζ) в точке ζ = 0, этот порядок обозначим rτ ,
полагая rτ = 0 при detWτ (0) ̸= 0.
Теорема 4.1. Пусть в фиксированной точке τ выполнено условие
detWτ (ζ) ̸= 0, Re ζ = 0, ζ ̸= 0. (4.2)
Пусть u ∈ Cµ−0(K,F ) является решением задачи Дирихле, правая часть f
которой на отрезках L ∩Bτ , L ∈ Lτ ∩ L(D), представима в виде
f(y) = Re[pL(ln |y − τ |)] + f0(y), f0 ∈ Cµ+0(L ∩Bτ , τ), (4.3)
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с некоторыми многочленами pL . Тогда функция u в секторахM∩Bτ ,M ∈Mτ ,
представима в виде (4.1) с некоторыми многочленами pM , степени которых
подчиняются оценке
deg pM 6 rτ +max(0, s), s = max
L∈Lτ∩L(D)
deg pL. (4.4)
Доказательство. Следуя обозначениям доказательства теоремы 3.1, для
функций φM = uM + ivM , M ∈ M, имеем краевую задачу (3.10) с правой
частью g = f˜ + c, где mF -вектор c составлен из постоянных cL, отвечающих
L ∈ L(H), и нулей.
Согласно § 2 боковыми сторонами сектора M ∩ Bτ , M ∈ Mτ , служат два
отрезка Lk ∩Bτ с номерами k ∈ Pτ,M . В декартовых координатах на гранях M
этим секторам отвечают mτ секторов Sk, k ∈ Eτ , с вершинами τk.
Исходя из mF -вектор-функции g(t), 0 < t < 1, аналогично (2.27) составим
2mF -вектор-функцию g˜(t), 0 < t 6 ρ, полагая
g˜k(t) =
{
gi(t), k = β(i, 0),
gi(1− t), k = β(i, 1).
(4.5)
В явном виде для номеров k с Lk ∈ L(D) функция g˜k(t) имеет вид
g˜k(t) =
{
f [γi(t)], k = β(i, 0),
f [γi(1− t)], k = β(i, 1),
а при остальных значениях k функция g˜k постоянна и принимает значение,
равное одной из постоянных cL или нулю. Напомним, параметризация γ удо-
влетворяет условию |γi(t) − γi(0)| = |γi(1 − t) − γi(1)| = t в окрестности t = 0.
Без ограничения общности можно считать, что оно выполнено для 0 6 t 6 ρ.
Отсюда заключаем, что для функции g˜k(t), k ∈ Eτ , представление (4.3) пере-
ходит в представление
g˜k(t) = Re[pk(ln t)] + ϕk(t), ϕk ∈ Cµ+0([0, ρ], 0), (4.6)
где pk = pL для k = β(i, 0), β(i, 1), если Lk ∈ L(D), и многочлен pk постоянен
для остальных номеров k. В частности, в обозначениях (4.4)
max{deg pk, k ∈ Eτ} = max{0, s}. (4.7)
Применим теперь к семейству φ = (φM , M ∈ Mτ ) общий результат [11] об
асимптотике. Он заключается в том, что в предположении (4.2) и (4.5), (4.6)
любое решение φ ∈ Cµ−0(D,F ) задачи (3.12) в секторах Sk ⊆ DM представимо
в виде
φM (z) = qk(z − τ) + φ0k(z), φ0k ∈ Cµ+0(Sk, τk),
с некоторыми многочленами qk степени
deg qk 6 rτ + max
k∈Eτ
{deg pk}.
С учетом (4.7) эта оценка совпадает с (4.4). Переходя в этом представлении
к вещественной части, получим представление (4.1), что завершает доказатель-
ство теоремы.
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Из теоремы 4.1 следует, что при f = 0 в окрестности каждой точки τ ∈ F
имеем представление (4.1) с оценкой
max
M∈Mτ
deg pM 6 rτ (4.8)
для степеней многочленов pM . Этот факт позволяет оценить размерность про-
странства решений однородной задачи Дирихле в классе Cµ−0.
Лемма 4.1. В предположении (4.2) размерность пространства X реше-
ний однородной задачи Дирихле в классе Cµ−0 допускает оценку
dimX 6 m(H) + 2
∑
τ∈F
rτmτ . (4.9)
Доказательство. В соответствии с (4.8) на каждой грани M ∈Mτ разло-
жение (4.1) можно записать в форме
u(x) = c0,M +
rτ∑
k=1
Re[ck,M lnk(x− τ)] + u0,M , u0,M ∈ Cµ+0(M ∩Bτ , τ),
с некоторыми коэффициентами c0,M ∈ R и ck,M ∈ C, k > 1. Эти коэффи-
циенты определяются по u ∈ X однозначно, в результате получаем линейное
отображение
X →
∏
τ∈F
Cmτrτ ,
ядро X0 которого содержится в C
µ
(+0). Согласно теореме 3.4 имеем dimX0 =
m(H), что и приводит к неравенству (4.9).
Для τ ∈ F (H) функция f в окрестности τ отсутствует и оценка (4.4) тео-
ремы 4.1 переходит в (4.8). Эту оценку, вообще говоря, нельзя улучшить. На-
пример, пусть комплекс K состоит из одной грани, τ ∈ F (H) и все ее сто-
роны, не содержащие τ , принадлежат L(D). Матрица Wτ определяется ра-
венством (2.16), где в соответствии с (2.15) следует положить ε1 = ε2 = −1.
Поэтому условие (4.2) выполнено и rτ = 1. C другой стороны, функция
u(x) = ln |x − τ | гармонична на K˙(D), и для нее (4.8) переходит в точное ра-
венство.
Если τ ∈ F (D), то оценку (4.4) для степеней многочленов pM можно несколь-
ко улучшить. Начнем со следующего вспомогательного предложения.
Лемма 4.2. Пусть заданы неприводимые разбиения P = (Pj , 1 6 j 6 m),
Q = (Qs, 1 6 s 6 n) множества {1, . . . , 2m}, т.е. никакое собственное под-
множество G ⊆ {1, . . . , 2m} нельзя представить в виде объединения целых
элементов как разбиения P , так и разбиения Q. Пусть каждое Pj состоит
из двух номеров k , k′ , которые принадлежат различным элементам разбие-
ния Q, и задана последовательность σk = ±1, 1 6 k 6 2m, которая принима-
ет на каждой паре Pj значения разных знаков. Тогда оператор Λ: Rm → Rn−1 ,
действующий по формуле
(Λξ)s =
∑
k∈Qs
σk ξ˜k, 1 6 s 6 n− 1, (4.10)
2*
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где ξ˜ ∈ R2m определяется по ξ условием ξ˜k = ξ˜k′ = ξj для {k, k′} = Pj , перево-
дит Rm на все Rn−1 .
Доказательство. Предположим противное; тогда существует такой нену-
левой вектор η = (η1, . . . , ηn−1), что для всех ξ ∈ Rm справедливо равенство
n−1∑
s=1
(Λξ)sηs = 0.
Доопределим η нулем до вектора η ∈ Rn, полагая ηn = 0, и введем отобра-
жение α : {1, . . . , 2m} → {1, . . . , n} по формуле k ∈ Qα(k). Другими словами,
функция α на элементе Qi принимает постоянное значение i. Из этого опреде-
ления следует, что
0 =
n∑
s=1
ηs
∑
k∈Qs
σk ξ˜k =
2m∑
k=1
σk ξ˜kηα(k)
для любого ξ ∈ Rm. В силу предположений леммы эту сумму можем перепи-
сать в форме
m∑
j=1
±ξj(ηα(k) − ηα(k′)) = 0, Pj = {k, k′},
откуда
ηα(k) = ηα(k′) при {k, k′} = Pj . (4.11)
По определению α функция k → ηα(k) постоянна на элементах разбиения Q.
В силу (4.11) она обладает аналогичным свойством и по отношению к разбие-
нию P . Поскольку разбиения P и Q неприводимы, это возможно, только когда
эта функция постоянна. Однако для k ∈ Gn имеем ηα(k) = ηn = 0, следова-
тельно, η = 0, что невозможно по определению η.
Теорема 4.2. Пусть множество Kτ \ τ связно. Тогда в условиях теоре-
мы 4.1 оценку (4.4) можно заменить на
deg pM 6 rτ + max
L∈Lτ∩L(D)
deg pL. (4.12)
В частности, если rτ 6 1 и f ∈ Cµ+0(K1(D) ∩ Bτ , τ), то u принадлежит
классу Cµ+0(Kτ , τ).
Доказательство. Как было отмечено при доказательстве теоремы 4.1, для
функций φM = uM + ivM , M ∈ M, имеем краевую задачу (3.12) с правой
частью g = f˜ . Каждая функция vM определена с точностью до аддитивной
постоянной ξM , которая сказывается на коэффициентах cL, L ∈ L(H), в (3.12).
Поэтому достаточно доказать, что выбор этих постоянных можно подчинить
условию cL = 0 для L ∈ Lτ ∩L(H). Тогда в правой части (4.7) максимум можно
брать только по deg pL, что приводит к оценке (4.12).
Рассмотрим разбиения Pτ = (Pτ,M ) и Qτ = (Qτ,L) множества {1, . . . , 2mτ},
введенные в § 2. Поскольку по предположению множество Kτ \ τ связно, эти
разбиения неприводимы и, следовательно, удовлетворяют условиям леммы 4.2
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с m = mτ . То, что элементы пары Pτ,M не могут принадлежать одному элемен-
ту разбиения Qτ , очевидно: эти элементы есть номера двух сторон грани M
с общим концом τ , и обе эти стороны не могут совпадать с ребром комплекса,
который определяет элемент разбиения Qτ .
Исходя из семейства функций uM = u|M , M ∈M, определение (3.3) гранич-
ных значений можно распространить на стороны Lk, k ∈ Pτ,M , по формуле
u+τ,k = uM |Lk . (4.13)
Аналогичным образом распространим и сигнатуру ориентации σ, полагая,
στ,k = 1, если движение по Lk с началом в τ совпадает с обходом контура ∂M
в заданном направлении, и στ,k = −1 в противном случае. Ясно, что στ,k на
номерах k пары Pτ,M принимает значения разных знаков и, следовательно,
удовлетворяет условию леммы 4.2.
В принятых обозначениях соотношение (3.7) применительно к L ∈ Lτ \L(D)
переходит в соотношение ∑
k∈Qτ,L
στ,kv
+
τ,k = cL. (4.14)
Поэтому на основании леммы 4.2 существует такое семейство ξ = (ξM , M ∈
Mτ ), что ∑
k∈Qτ,L
στ,k ξ˜k = cL, L ∈ Lτ \ L(D),
где вектор ξ˜ ∈ R2mτ определяется по условию ξ˜k = −ξ˜k′ = ξM для {k, k′} =
Pτ,M . Пусть функция ξ постоянна на гранях M комплекса, ее сужение на
M ∈ Mτ совпадает с ξM . Тогда в обозначениях (4.13) граничное значение ξτ,k
этой функции совпадает с ξ˜k и с учетом (4.14) имеем∑
k∈Qτ,L
στ,k(v − χ)+τ,k = 0,
что и требовалось доказать. Тем самым первая часть теоремы установлена.
Рассмотрим, далее, решение u ∈ Cµ−0(K,F ) задачи Дирихле, правая часть f
которой принадлежит классу Cµ+0[K
1(D) ∩ Bτ , τ ]. Если rτ 6 1, то правая
часть (4.12) не превосходит нуля, так что для каждого M ∈ Mτ найдется
такая постоянная cM , что u(x) − cM ∈ Cµ+0(M ∩ Bτ , τ). Поскольку множе-
ство Kτ связно, эти постоянные cM сохраняют одно и то же значение c для всех
M ∈ Mτ . Так как по предположению это множество содержит один из отрез-
ков L∩Bτ , L ∈ L(D), на котором u(y)→ 0 при y → τ , то c = 0. Следовательно,
u ∈ Cµ+0(K ∩Mτ , τ), и на основании леммы 1.1 отсюда имеем u ∈ Cµ+0(Kτ , τ).
Случай, когда множество Kτ \ τ не является связным, по существу так-
же охватывается теоремой 4.2. В самом деле, тогда согласно § 2 матрица Wτ
блочно-диагональна и ее диагональные блоки играют роль концевого симво-
ла по отношению к связным компонентам этого множества. В соответствии
с этим теорему следует применять к соответствующим диагональным блокам
этой матрицы.
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В силу леммы 2.3 при mτ 6 3 условие (4.2) всегда выполнено. Эту лемму
можно дополнить полным описанием значений порядка полюса rτ (0).
Лемма 4.3. Пусть mτ 6 3. Если множество Kτ \ τ связно, то порядок
полюса rτ (0) матрицы-функции W−1τ (ζ) в точке ζ = 0 совпадает с sτ (0), за
исключением случая mτ = 3 (iv) (ε1 + ε2 + ε3 = 3), когда он равен 1. Если
множество Kτ \τ не является связным, то rτ (0) совпадает с максимальным
порядком диагональных блоков обратной матрицы, отвечающих связным ком-
понентам этого множества.
Доказательство. Пусть множество Kτ \ τ связно; тогда в силу очевидной
оценки min[1, sτ (0)] 6 rτ (0) 6 sτ (0) утверждение леммы достаточно проверить
для двух случаев леммы 2.3, когда sτ (0) = 2. Рассмотрим первый из них, когда
в обозначениях леммы 2.3 имеем mτ = 3 (iv) (ε1 + ε2 + ε3 = 3). Введем мат-
рицу W (−1)∗ = (detW∗)W−1∗ , элементы которой составлены из алгебраических
элементов матрицы W∗. Простая проверка показывает, что в рассматривае-
мом случае W (−1)∗ (0) = 0, так что порядок полюса матрицы-функции W−1∗ (ζ)
равен 1. Тогда в силу (2.14) аналогичным свойством обладает и матрица W−1.
Обратимся ко второму случаю mτ = 3 (v). Согласно (??) в этом случае
W∗ = −W⊤0 и, как показывает простая проверка, W (−1)∗ (0) ̸= 0. С учетом (2.20)
формула (2.14) переходит в формулу
W−1 =
1
detW∗
(
0 W (−1)∗
−(W (−1)∗ )⊤ 0
)
,
так что порядок полюса rτ (0) равен 2. Последнее утверждение леммы оче-
видно.
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