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Calculation of renormalized viscosity and resistivity in magnetohydrodynamic
turbulence
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A self-consistent renormalization (RG) scheme has been applied to nonhelical magnetohydrody-
namic turbulence with normalized cross helicity σc = 0 and σc → 1. Kolmogorov’s 5/3 powerlaw is
assumed in order to compute the renormalized parameters. It has been shown that the RG fixed
point is stable for d ≥ dc ≈ 2.2. The renormalized viscosity ν
∗ and resistivity η∗ have been cal-
culated, and they are found to be positive for all parameter regimes. For σc = 0 and large Alfve´n
ratio (ratio of kinetic and magnetic energies) rA, ν
∗ = 0.36 and η∗ = 0.85. As rA is decreased,
ν∗ increases and η∗ decreases, untill rA ≈ 0.25 where both ν
∗ and η∗ are approximately zero. For
large d, both ν∗ and η∗ vary as d−1/2. The renormalized parameters for the case σc → 1 are also
reported.
PACS numbers: 47.27.Gs, 52.35.Ra, 11.10.Gh
I. INTRODUCTION
The Renormalization Group (RG) technique provided an important tool for understanding of the phenomena
of phase transitions and critical phenomena. Motivated by this success, researchers have applied this technique
to turbulence and other nonequilibrium systems. In this paper we apply RG to magnetohydrodynamic (MHD)
turbulence.
Forster et al. [1] first applied dynamical RG procedure to the analysis of Navier-Stokes and Burgers equations,
both stirred by random forces. They eliminated the large-wavenumber modes and included the effects of nonlinearity
in the effective viscosity. Later, DeDominicis and Martin [2], Fournier and Frisch [3], Yakhot and Orszag [4], many
others studied various aspects of RG for fluid turbulence, but all of them considered certain form of external forcing.
McComb and his coworkers ( [5,6] and reference therein) instead applied self-consistent RG procedure; here the energy
spectrum was assumed to be Kolmogorov’s spectrum, and the renormalized viscosity was computed iteratively. We
have adopted a similar scheme for MHD turbulence.
Fournier et al. [7], Camargo and Tasso [8], and Liang and Diamond [9] employed RG technique to MHD turbulence
on the similar lines as adopted by Forster et al. [1] for fluid turbulence. Fournier et al. [7] found that for d > dc ≈ 2.8,
there are two nontrivial regimes: a kinetic regime where the renormalization of the transport coefficients is due to
kinetic small-scales; and a magnetic regime where it is due to the magnetic small-scales. In dimensions 2 ≤ d ≤ dc,
there is no stable fixed point for turbulence with sufficiently strong external currents. Camargo and Tasso [8] studied
the effective (renormalized) viscosity and resistivity and concluded that negative viscosity and resistivity are not
permissible except in certain cases. Liang and Diamond [9] showed that no RG fixed point exists in 2D MHD
turbulence. All the above authors however do not give any clear idea about the energy spectrum of MHD turbulence,
which still remains controversial. However, Verma [10] used technique similar to that of McComb and Coworkers (
[5,6] and references therein) and showed that Kolmogrov’s spectrum is a consistent solution of MHD RG equations.
Kraichnan [11] and Irosnikov [12] first gave phenomenology of steady-state, homogeneous, and isotropic MHD
turbulence. They argued that the kinetic and magnetic energy spectra (Eu(k) and Eb(k) respectively) are
Eu(k) = Eb(k) = A(ΠB0)
1/2k−3/2 (1.1)
where Π is the total energy cascade rate, B0 is the mean magnetic field or the magnetic field of the largest eddy, and
A is a universal constant of order one. Later Matthaeus and Zhou [13], and Zhou and Matthaeus [14] proposed a
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generalized phenomenology in which the cascade rates Π± and energy spectra E±(k) of Elsa¨sser variables z±(= u± b)
are related by
Π± =
A2E+(k)E−(k)k3
B0 +
√
kE±(k)
(1.2)
where A is a constant. In the limit B0 = 0, we can immediately obtain
E±(k) = K±
(Π±)
4/3
(Π∓)2/3
k−5/3 (1.3)
where K± are Kolmogorov’s constants for MHD. The Eq. (1.3) was first derived by Marsch [15].
The energy spectrum of the solar wind, a well known observational platform for MHD turbulence, is closer to k−5/3
than to k−3/2 [16,17]. In addition, the recent numerical [18–20] and theoretical [10,21,22] work support Kolmogorov-
like phenomenology for MHD turbulence. Curiously, Kolmogorov’s spectrum is observed even in the presence of a
mean magnetic field. To understand theoretically, Verma [10], Sridhar and Goldreich [21], and Goldreich and Sridhar
[22] applied field theoretic techniques to MHD turbulence. Verma [10] showed that the mean magnetic field B0
responsible for the Alfve´n effect gets renormalized in strong turbulence (B0(k) ∝ k−1/3). When we substitute the
renormalized B0 in Eq. (1.1), the energy spectrum turns out to be proportional to k
−5/3. Sridhar and Goldreich [21],
and Goldreich and Sridhar [22] used wave interaction picture and showed that the energy spectrum is anisotropic,
and it follows Kolmogorov’s powerlaw for strong turbulence.
In this paper we calculate the renormalized viscosity and resistivity for MHD. Here we test whether Kolmogorov’s
spectrum is a consistent solution of RG or not if the turbulence is forced at large-scale. We carry out wavenumber
elimination and obtain recursive RG equations. Kolmogorov’s spectrum is substituted for the correlation function
in the recursive RG equation. After that we attempt to obtain a convergent solution for the renormalized viscosity
and resistivity. If the convergent solution exists, then the Kolmogorov’s spectrum is one of the correct choices for
the energy spectrum of MHD turbulence. For these cases we compute many important quantities, e.g., renormalized
viscosity, renormalized resistivity, cascade rates, etc., in a reasonably simple manner. In this paper we report the
calculation of renormalized viscosity and resistivity, and in the subsequent paper (referred to as paper II) we will
report the cascade rate calculation.
There are two field variables in MHD: the velocity fluctuation u and the magnetic field fluctuation b. The quantities
of interest are Kinetic energy (KE), magnetic energy (ME), total energy (KE+ME), and cross helicity (Hc = u · b).
The dimensionless parameters used in this paper are the ratio of twice the cross helicity and the total energy, called
the normalized cross helicity σc (σc = 2Hc/(KE +ME)), and the ratio of KE and ME, called the Alfve´n ratio rA.
In this paper we have assumed that the mean magnetic field is zero, and so are magnetic and kinetic helicities, i.e.,
we are considering nonhelical plasma. The calculation of the renormalized parameters is quite complex for arbitrary
σc and rA. Therefore, we limit ourselves to two limiting cases: (1) σc = 0 and whole range of rA; (2) σc → 1 and
rA = 1. Even though full range of σc is observed in terrestrial and extraterrestrial plasmas, the case σc ≈ 0 is most
pronounced.
The outline of the paper is as follows: in sections 2 and 3 we compute the renormalized viscosity and resistivity for
the cases σc = 0 and σc → 1 respectively. Section 4 contains the summary and conclusions.
II. RG CALCULATION: σC = 0
In this section we will calculate the renormalized viscosity and resistivity of MHD equations for zero mean magnetic
field and zero cross helicity (σc = 0). In this case, the RG equations in terms of velocity and magnetic field variables
are simpler as compared to those with Elsa¨sser variables. Therefore, we will work with u and b variables. We take
the following form of Kolmogorov’s spectrum for KE [Eu(k)] and ME [Eb(k)]
Eu(k) = KuΠ2/3k−5/3, (2.1)
Eb(k) = Eu(k)/rA, (2.2)
where Ku is Kolmogorov’s constant for MHD turbulence, and Π is the total energy flux. In the limit σc = 0, we have
E+ = E− and Π+ = Π− = Π [cf. Eq. (1.3)]. Therefore, Etotal(k) = E
+(K) = Eu(k) + Eb(k) and
K+ = Ku(1 + r−1A ) (2.3)
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With this preliminaries we start our RG calculation. The incompressible MHD equations in the Fourier space are
(−iω + νk2)ui(kˆ) = − i
2
P+ijm(k)
∫
dpˆ[uj(pˆ)um(kˆ − pˆ)− bj(pˆ)bm(kˆ − pˆ)] (2.4)
(−iω + ηk2) bi(kˆ) = −iP−ijm(k)
∫
dpˆ[uj(pˆ)bm(kˆ − pˆ)] (2.5)
kiui(k) = 0 (2.6)
kibi(k) = 0 (2.7)
with
P+ijm(k) = kjPim(k) + kmPij(k); (2.8)
Pim(k) = δim − kikm
k2
; (2.9)
P−ijm(k) = kjδim − kmδij ; (2.10)
kˆ = (k, ω); (2.11)
dpˆ = dpdω/(2pi)d+1. (2.12)
Here ν and η are the viscosity and the resistivity respectively, and d is the space dimension.
In our RG procedure the wavenumber range (kN , k0) is divided logarithmically into N shells. The nth shell is
(kn, kn−1) where kn = h
nk0(h < 1). In the following discussion, we carry out the elimination of the first shell (k1, k0)
and obtain the modified MHD equations. We then proceed iteratively to eliminate higher shells and get a general
expression for the modified MHD equations. The renormalization group procedure is as follows:
1. We divide the spectral space into two parts: 1. the shell (k1, k0) = k
>, which is to be eliminated; 2. (kN , k1) =
k<, set of modes to be retained. Note that ν0 and η0 denote the viscosity and resistivity before the elimination
of the first shell.
2. We rewrite Eqs. (2.4, 2.5) for k< and k>. The equations for u<i (kˆ) and b
<
i (kˆ) modes are(
−iω +Σuu(0)(k)
)
u<i (kˆ) + Σ
ub
(0)(k)b
<
i (kˆ) = −
i
2
P+ijm(k)
∫
dpˆ([u<j (pˆ)u
<
m(kˆ − pˆ)]
+2[u<j (pˆ)u
>
m(kˆ − pˆ)] + [u>j (pˆ)u>m(kˆ − pˆ)]
−Similar terms for b) (2.13)(
−iω +Σbb(0)(k)
)
b<i (kˆ) + Σ
bu
(0)(k)u
<
i (kˆ) = −iP−ijm(k)
∫
dpˆ([u<j (pˆ)b
<
m(kˆ − pˆ)]
+[u<j (pˆ)b
>
m(kˆ − pˆ) + u>j (pˆ)b<m(kˆ − pˆ)]
+[u>j (pˆ)b
>
m(kˆ − pˆ)]) (2.14)
The Σs appearing in the equations are usually called the “self-energy” in Quantum field theory language. In
the first iteration, Σuu(0) = ν(0)k
2 and Σbb(0) = η(0)k
2, while the other two Σs are zero. The equation for u>i (kˆ)
modes can be obtained by interchanging < and > in the above equations.
3. The terms given in the second and third brackets in the Right-hand side of Eqs. (2.13, 2.14) are calculated
perturbatively. Since we are interested in the statistical properties of u and b fluctuations, we perform the usual
ensemble average of the system [4]. We assume that u>(kˆ) and b>(kˆ) have gaussian distributions with zero
mean, while u<(kˆ) and b<(kˆ) are unaffected by the averaging process. Hence,〈
u>i (kˆ)
〉
= 0 (2.15)〈
b>i (kˆ)
〉
= 0 (2.16)〈
u<i (kˆ)
〉
= u<i (kˆ) (2.17)〈
b<i (kˆ)
〉
= b<i (kˆ) (2.18)
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and 〈
u>i (pˆ)u
>
j (qˆ)
〉
= Pij(p)C
uu(pˆ)δ(pˆ+ qˆ) (2.19)〈
b>i (pˆ)b
>
j (qˆ)
〉
= Pij(p)C
bb(pˆ)δ(pˆ+ qˆ) (2.20)〈
u>i (pˆ)b
>
j (qˆ)
〉
= Pij(p)C
ub(pˆ)δ(pˆ+ qˆ) (2.21)
The triple order correlations
〈
X>i (kˆ)X
>
j (pˆ)X
>
m(qˆ)
〉
are zero due to Gaussian nature of the fluctuations. Here, X
stands for u or b. In addition, we also neglect the contribution from the triple nonlinearity
〈
X<i (kˆ)X
<
j (pˆ)X
<
m(qˆ)
〉
.
The last assumption is used in many of the turbulence RG calculations [4,5]. Refer to Zhou and Vahala [25] for
a discussion on the importance of the triple nonlinearity.
4. The details of the perturbative calculation is given in Appendix A. To the first order, the second bracketed
terms of Eqs. (2.13, 2.14) vanish, but the nonvanishing third bracketed terms yield corrections to Σs. Eqs. (2.13,
2.14) can now be approximated by
(
−iω +Σuu(0) + δΣuu(0)
)
u<i (kˆ) +
(
Σub(0) + δΣ
ub
(0)
)
b<i (kˆ) = −
i
2
P+ijm(k)
∫
dpˆ[u<j (pˆ)u
<
m(kˆ − pˆ)
−b<j (pˆ)b<m(kˆ − pˆ)] (2.22)(
−iω +Σbb(0) + δΣbb(0)
)
b<i (kˆ) +
(
Σbu(0) + δΣ
bu
(0)
)
u<i (kˆ) = −iP−ijm(k)
∫
dpˆ[u<j (pˆ)b
<
m(kˆ − pˆ)] (2.23)
with
δΣuu(0)(k) =
1
(d− 1)k2
∫ ∆
pˆ+qˆ=kˆ
dpˆ[S(k, p, q)Guu(pˆ)Cuu(qˆ)− S6(k, p, q)Gbb(pˆ)Cbb(qˆ)
+S6(k, p, q)G
ub(pˆ)Cub(qˆ)− S(k, p, q)Gbu(pˆ)Cub(qˆ)] (2.24)
δΣub(0)(k) =
1
(d− 1)k2
∫ ∆
pˆ+qˆ=kˆ
dpˆ[−S(k, p, q)Guu(pˆ)Cub(qˆ) + S5(k, p, q)Gub(pˆ)Cuu(qˆ)
+S(k, p, q)Gbu(pˆ)Cbb(qˆ)− S5(k, p, q)Gbb(pˆ)Cub(qˆ)] (2.25)
δΣbu(0)(k) =
1
(d− 1)k2
∫ ∆
pˆ+qˆ=kˆ
dpˆ[S8(k, p, q)G
uu(pˆ)Cub(qˆ) + S10(k, p, q)G
bb(pˆ)Cub(qˆ)
+S12(k, p, q)G
ub(pˆ)Cbb(qˆ)− S7(k, p, q)Gbu(pˆ)Cuu(qˆ)] (2.26)
δΣbb(0)(k) =
1
(d− 1)k2
∫ ∆
pˆ+qˆ=kˆ
dpˆ[−S8(k, p, q)Guu(pˆ)Cbb(qˆ) + S9(k, p, q)Gbb(pˆ)Cuu(qˆ)
+S11(k, p, q)G
ub(pˆ)Cub(qˆ)− S9(k, p, q)Gbu(pˆ)Cub(qˆ)] (2.27)
The quantities Si(k, p, q) are given in the Appendix B. The integral ∆ is to be done over the first shell.
The full-fledge calculation of Σs is quite involved. Therefore, we take two special cases: (1) Cub = 0 or σc = 0;
and (2) Cub ≈ Cuu ≈ Cub or σc → 1. In this section we will discuss only the case σc = 0. The other case will
be taken up in the next section. A word of caution is in order here. In our calculation the parameters used are
σc(k) = 2C
ub(k)/(Cuu(k) +Cbb(k)) and rA(k) = E
u(k)/Eb(k). These parameters differ from the global σc and
rA, yet we have restricted ourselves to the limiting cases of constant σc(k) and rA(k) because of simplicity.
When σc = 0, an inspection of the self-energy diagrams shows that Σ
ub = Σbu = 0, and Gub = Gbu = 0. Clearly,
the equations become much simpler because of the diagonal nature of matrices G and Σ. The two quantities of
interest δΣuu(0) and δΣ
bb
(0) will be given by
δΣuu(kˆ) =
1
d− 1
∫ ∆
pˆ+qˆ=kˆ
dpˆ
(
S(k, p, q)Guu(p)Cuu(q)− S6(k, p, q)Gbb(p)Cbb(q)
)
(2.28)
δΣbb(kˆ) =
1
d− 1
∫ ∆
pˆ+qˆ=kˆ
dpˆ
(−S8(k, p, q)Guu(p)Cbb(q) + S9(k, p, q)Gbb(p)Cuu(q)) (2.29)
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The expressions for δΣ’s involves correlation functions and Green’s function, which are themselves functions of
Σ’s. In earlier RG calculations (see e.g. [1,4]) the correlation function C(kˆ) is function of forcing noise spectrum.
In our self-consistent scheme we assume that we are in the inertial range, and the energy spectrum is proportional
to Kolmogorov’s 5/3 powerlaw. After that the renormalized Green’s function, or renormalized ν is computed
iteratively.
The frequency dependence of the correlation function are taken as: Cuu(k, ω) = 2Cuu(k)ℜ(Guu(k, ω)) and
Cbb(k, ω) = 2Cbb(k)ℜ(Gbb(k, ω)). In other words, the relaxation time-scale of correlation function is assumed
to be the same as that of corresponding Green’s function. Since we are interested in large time-scale behaviour
of turbulence, we take the limit ω going to zero. Under these assumptions, the above equations become
δν(0)(k) =
1
(d− 1)k2
∫ ∆
p+q=k
dp
(2pi)d
[S(k, p, q)
Cuu(q)
ν(0)(p)p2 + ν(0)(q)q2
−S6(k, p, q) C
bb(q)
η(0)(p)p2 + η(0)(q)q2
] (2.30)
δη(0)(k) =
1
(d− 1)k2
∫ ∆
p+q=k
dp
(2pi)d
[−S9(k, p, q) C
bb(q)
ν(0)(p)p2 + η(0)(q)q2
+S9(k, p, q)
Cuu(q)
η(0)(p)p2 + ν(0)(q)q2
] (2.31)
Note that ν(k) = Σuu(k)/k2 and η(k) = Σbb(k)/k2.
There are some important points to remember in the above step. The frequency integral in the above is done
using contour integral. It can be shown that the integrals are nonzero only when both the components appearing
the denominator are of the same sign. For example, first term of Eq. (2.31) is nonzero only when both ν(0)(p)
and η(0)(q) are of the same sign.
Let us denote ν(1)(k) and η(1)(k) as the renormalized viscosity and resistivity respectively after the first step of
wavenumber elimination. Hence,
ν(1)(k) = ν(0)(k) + δν(0)(k); (2.32)
η(1)(k) = η(0)(k) + δη(0)(k) (2.33)
5. We keep eliminating the shells one after the other by the above procedure. After n+ 1 iterations we obtain
ν(n+1)(k) = ν(n)(k) + δν(n)(k) (2.34)
η(n+1)(k) = η(n)(k) + δη(n)(k) (2.35)
where the equations for δν(n)(k) and δη(n)(k) are the same as the Eqs. (2.30, 2.31) except that ν(0)(k) and
η(0)(k) appearing in the equations are to be replaced by ν(n)(k) and η(n)(k) respectively. Clearly ν(n+1)(k) and
η(n+1)(k) are the renormalized viscosity and resistivity after the elimination of the (n+ 1)th shell.
6. We need to compute δν(n) and δη(n) for various n. These computations, however, require ν(n) and η(n). In our
scheme we solve these equations iteratively. In Eqs. (2.30, 2.31) we substitute C(k) by one dimensional energy
spectrum E(k)
Cuu(k) =
2(2pi)d
Sd(d− 1)k
−(d−1)Eu(k) (2.36)
Cbb(k) =
2(2pi)d
Sd(d− 1)k
−(d−1)Eb(k) (2.37)
where Sd is the surface area of d dimensional spheres. We assume that E
u(k) and Eb(k) follow Eqs. (2.1, 2.2)
respectively. Regarding ν(n) and η(n), we attempt the following form of solution
ν(n)(knk
′) = (Ku)1/2Π1/3k−4/3n ν
∗
(n)(k
′) (2.38)
η(n)(knk
′) = (Ku)1/2Π1/3k−4/3n η
∗
(n)(k
′) (2.39)
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with k = kn+1k
′(k′ < 1). We expect ν∗(n)(k
′) and η∗(n)(k
′) to be universal functions for large n. The substitution
of Cuu(k), Cbb(k), ν(n)(k), and η(n)(k) yields the following equations:
δν∗(n)(k
′) =
1
(d− 1)
∫
p′+q′=k′
dq′
2
(d− 1)Sd
Eu(q′)
q′d−1
×[
S(k′, p′, q′)
1
ν∗(n)(hp
′)p′2 + ν∗(n)(hq
′)q′2
− S6(k′, p′, q′) r
−1
A
η∗(n)(hp
′)p′2 + η∗(n)(hq
′)q′2
]
(2.40)
δη∗(n)(k
′) =
1
(d− 1)
∫
p′+q′=k′
dq′
2
(d− 1)Sd
Eu(q′)
q′d−1
×[
−S8(k′, p′, q′) 1
ν∗(n)(hp
′)p′2 + η∗(n)(hq
′)q′2
+ S9(k
′, p′, q′)
r−1A
η∗(n)(hp
′)p′2 + ν∗(n)(hq
′)q′2
]
(2.41)
ν∗(n+1)(k
′) = h4/3ν∗(n)(hk
′) + h−4/3δν∗(n)(k
′) (2.42)
η∗(n+1)(k
′) = h4/3η∗(n)(hk
′) + h−4/3δη∗(n)(hk
′) (2.43)
where the integrals in the above equations are performed iteratively over a region 1 ≤ p′, q′ ≤ 1/h with the
constraint that p′ + q′ = k′. Fournier and Frisch [3] showed the above volume integral in d dimension to be∫
p′+q′=k′
dq′ = Sd−1
∫
dpdq
(pq
k
)d−2
(sinα)d−3 (2.44)
where α is the angle between vectors p and q.
7. Now we solve the above four equations self consistently for various rAs. We have taken h = 0.7. We start with
constant values of ν∗(0) and η
∗
(0) and compute the integrals using Gauss quadrature technique. Once δν
∗
(0) and
δη∗(0) have been computed, we can calculate ν
∗
(1) and η
∗
(1). We iterate this process till ν
∗
(m+1)(k
′) ≈ ν∗(m)(k′)
and η∗(m+1)(k
′) ≈ η∗(m)(k′), that is, till they converge. We have reported the limiting ν∗ and η∗ whenever the
solution converges. The criterion for convergence is that the error must be less than 1%. This criterion is usually
achieved by n = 10 or so. The result of our RG analysis is given below.
We have carried out the RG analysis for various space dimensions and find that the solution converges for all
d > dc ≈ 2.2. Hence, the RG fixed-point for MHD turbulence is stable for d ≥ dc. For illustration of convergent
solution, see Fig. 1 for the plots of ν∗(n)(k
′) and η∗(n)(k
′) for d = 3, rA = 1. The RG fixed point for d < dc is unstable.
Refer to the plots of Fig. 2 for d = 2, rA = 1 as an example of an unstable solution. From this observation we can
claim that Kolmogorov’s powerlaw is a consistent solution of MHD RG equations at least for d ≥ dc. The values of
asymptotic (k′ → 0 limit) ν∗ and η∗ for various d and rA = 1 are displayed in Table I. Clearly ν∗ and η∗ decreases
with the increase in d for d ≥ 4. The plot of Fig. (3) shows that both ν∗ and η∗ are proportional to d−1/2. In the
same plot we have also displayed ν∗ for pure fluid turbulence; there too ν∗ ∝ d−1/2. This result is consistent with
Fournier et al.’s prediction for fluid turbulence [23].
An important point to note is that the stability of RG fixed point in a given space dimension depends on Alfve´n
ratio and normalized cross helicity. For example, for d = 2.2 the RG fixed point is stable for rA ≥ 1, but unstable for
rA < 1. A detailed study of stability of the RG fixed point is required to ascertain the boundary of stability.
The values of renormalized parameters for d = 3 and various rA are shown in Table II. For large rA (fluid dominated
regime), ν∗ is close to renormalized viscosity of fluid turbulence (rA =∞), but η∗ is also finite. That means there is
a positive magnetic energy flux even when rA →∞. As rA is decreased, η∗ decreases but ν∗ increases, or the Prandtl
number Pr = ν/η increases. This trend is seen till rA ≈ 0.25 where the RG fixed point with nonzero ν∗ and η∗
becomes unstable, and the trivial RG fixed point with ν∗ = η∗ = 0 becomes stable. This result suggests an absence
of turbulence for rA below 0.25 (approximately). Note that in the rA → 0 (fully magnetic) limit, the MHD equations
become linear, hence there is no turbulence. Surprisingly, our RG calculation suggests that turbulence disappear near
rA = 0.25 itself.
The final ν∗(k′) and η∗(k′) are constant for small k′ but shifts towards zero for larger k′ (see Fig. 1). Similar
behaviour has been seen by McComb and coworkers [24] for fluid turbulence; this behaviour is attributed to the neglect
of triple nonlinearity, and the corrective procedure has been prescribed by Zhou and Vahala [25]. For simplicity we
have not included the effects of triple nonlinearity in our calculation.
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Kraichnan’s k−3/2 energy spectrum [see Eq. (1.1)] and σuu = σbb ∝ kB0 do not satisfy the RG equations. This
implies that Kraichnan’s 3/2 powerlaw is not a consistent solution of RG equations.
Pouquet [26] and Ishizawa and Hattori [27] calculated the contributions to the renormalized (eddy) viscosity and
resistivity from each of the four nonlinear terms of MHD equations using EDQNM (Eddy-Damped-Quasi-Normal-
Markovian) approximation. This calculation has been done for d = 2. Let us denote the quantities νuu, νub, ηbu, ηbb
as contributions from the terms u · ∇u, −b · ∇b, −u · ∇b, b · ∇u respectively. Note that various cascade rates of
MHD turbulence [27–29] can be inferred from these parameters. The cascade rate from inside of the X sphere (X <)
to outside of the Y sphere (Y >) is
ΠX<Y > =
∫ kN
0
2νXY (k)k2EX(k)dk (2.45)
where X,Y denote u or b. We have computed νXY for d ≥ dc; their values are listed in Tables I and II. Our results
show that ηbb is positive. Pouquet argues that ηbb is negative, while Ishizawa finds it to be positive. Since our RG
procedure is applicable only for d > dc = 2.2, it is not proper to compare our results with those of Pouquet [26] and
Ishizawa and Hattori [27]. However, we can claim that the magnetic energy cascade rate (Πb<b>) is positive for all
d > dc because η
bb > 0.
The eddy viscosity and resistivity listed in Table I shows that ηbb∗ and νub∗ decrease as d increases. On the contrary,
ηbu∗ and νuu∗ first increases till around d = 5 then decreases as d increases. Since MHD fluxes are proportional to these
parameters, the corresponding fluxes decrease as d is increased beyond 5. Near d = 2, νuu∗ is negative, reminiscent
of inverse cascade energy in two-dimensional fluid turbulence in the 5/3 region. Also, ηbu∗ is negative near d = 2, i.e.,
there is a negative energy cascade from b-sphere to outside u-sphere The above results are consistent with the recent
simulation results of Dar et al. [29] on two-dimensional MHD turbulence.
The variation of νXY ∗ with rA for d = 3 is displayed in Tables II. For large rA, ν
uu∗ is close to the fluid turbulence
ν∗. However, ηbb∗ also finite. Hence there is a significant magnetic energy cascade from b-sphere to outside b-sphere
even in fluid dominated case. As rA is decreased, ν
ub∗ and ηbu∗ increase, hence cascade rates from u-sphere to outside
b-sphere, and b-sphere to outside u-sphere start becoming important. Incidently, both νuu∗ and ηbb∗ decrease as rA
decreases.
In this section we have calculated the renormalized viscosity and resistivity for σc = 0. In the next section we will
calculate these parameters for the σc → 1 limit.
III. RG CALCULATION: σC → 1
The u and b correlation is very high when σc → 1. For this case it is best to work with Elsa¨sser variables z± = u± b.
In terms of Elsa¨sser variables,
〈|z+|2〉 ≫ 〈z−|2〉. These types of fluctuations have been observed in the solar wind
near the Sun. However, by the time the solar wind approaches Earth, the normalized cross helicity is close to zero.
In this section we will briefly discuss the RG treatment for the above case. For the following discussion we will
denote
〈|z−|2〉 / 〈|z+|2〉 = r = (1− σc)/(1 + σc). Clearly r ≪ 1.
MHD equations in terms of Elsa¨sser variables are
(−iω + ν(0)±±k2) z±i (kˆ) + ν(0)±∓k2z∓i (kˆ) = −iMijm(k)
∫
dpˆ[z∓j (pˆ)z
±
m(kˆ − pˆ)] (3.1)
where
Mijm(k) = kjPim(k) (3.2)
Note that the above equations contain four dissipative coefficients ν±± and ν±∓ instead of usual two constants
ν± = (ν ± η)/2. This is because +− symmetry is broken in this case, consequently RG generates the other two
constants. We carry out the same procedure as outlined in the previous section. After n + 1 steps of the RG
calculation, the above equations become[−iω ∓ (ν(n)±±(k) + δν(n)±±(k)) k2] z±<i (kˆ)
+
(
ν(n)±∓(k) + δν(n)±∓(k)
)
k2z∓<i (kˆ) = −iMijm(k)
∫
dpˆz∓<j (pˆ)z
±<
m (kˆ − pˆ) (3.3)
with
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δν(n)++(k) =
1
(d− 1)k2
∫ ∆
pˆ+qˆ=kˆ
dpˆ[S1(k, p, q)G
++
(n) (pˆ)C
−−(qˆ) + S2(k, p, q)G
+−
(n) (pˆ)C
−−(qˆ)
+S3(k, p, q)G
−+
(n) (pˆ)C
+−(qˆ) + S4(k, p, q)G
−−
(n) (pˆ)C
+−(qˆ)] (3.4)
δν(n)+−(k) =
1
(d− 1)k2
∫ ∆
pˆ+qˆ=kˆ
dpˆ[S1(k, p, q)G
+−
(n) (pˆ)C
−+(qˆ) + S2(k, p, q)G
++
(n) (pˆ)C
−+(qˆ)
+S3(k, p, q)G
−−
(n) (pˆ)C
++(qˆ) + S4(k, p, q)G
−+
(n) (pˆ)C
++(qˆ)] (3.5)
where the integral is performed over the (n+1)th shell (kn+1, kn). The equations for the other two δνs can be obtained
by interchanging + and − signs. Now we assume that the Alfve´n ratio is one, i.e., C+− = Eu − Eb = 0. Under this
condition, the above equations reduce to
δν(n)++(k) =
1
(d− 1)k2
∫ ∆
pˆ+qˆ=kˆ
dpˆ[S1(k, p, q)G
++
(n) (pˆ) + S2(k, p, q)G
+−
(n) (pˆ)]C
−−(qˆ) (3.6)
δν(n)+−(k) =
1
(d− 1)k2
∫ ∆
pˆ+qˆ=kˆ
dpˆ[S3(k, p, q)G
−−
(n) (pˆ) + S4(k, p, q)G
−+
(n) (pˆ)]C
++(qˆ) (3.7)
δν(n)−+(k) =
1
(d− 1)k2
∫ ∆
pˆ+qˆ=kˆ
dpˆ[S3(k, p, q)G
++
(n) (pˆ) + S4(k, p, q)G
+−
(n) (pˆ)]C
−−(qˆ) (3.8)
δν(n)−−(k) =
1
(d− 1)k2
∫ ∆
pˆ+qˆ=kˆ
dpˆ[S1(k, p, q)G
−−
(n) (pˆ) + S2(k, p, q)G
−+
(n) (pˆ)]C
++(qˆ) (3.9)
The inspection of Eqs. (3.6–3.9) reveal that ν++ and ν−+ are of the order of r. Hence, we take the νˆ matrix to be of
the form
νˆ(k, ω) =
(
rζ α
rψ β
)
(3.10)
It is convenient to transform the frequency integrals in Eqs. [(3.6-3.9)] into temporal integrals, which leads
δν(n)++(k) =
1
(d− 1)k2
∫ ∆
p+q=k
dp
(2pi)d
∫ t
−∞
dt′[S1(k, p, q)G
++
(n) (p, t− t′) + S2(k, p, q)G+−(n) (p, t− t′)]
C−−(q, t− t′) (3.11)
and similar forms for equations for other νs. Green’s function Gˆ(k, t− t′) = exp−[νˆk2(t− t′)] can be easily evaluated
by diagonalizing the matrix νˆ. The final form of Gˆ(k, t− t′) to leading order in r is
Gˆ(k, t− t′) =
(
1− rαψβ2 (1− e−β(t−t
′)) −
{
α
β +
rα
β
(
ζ
β − 2αψβ2
)}
(1 − e−β(t−t′))
− rψβ (1− e−β(t−t
′)) e−β(t−t
′) + rαψβ2 (1− e−β(t−t
′))
)
(3.12)
The correlation matrix Cˆ(k, t− t′) is given by(
C++(k, t− t′) C+−(k, t− t′)
C−+(k, t− t′) C−−(k, t− t′)
)
= Gˆ(k, t− t′)
(
C++(k) C+−(k)
C−+(k) C−−(k)
)
(3.13)
The substitution of correlation functions and Green’s functions yield the following expressions for the elements of δνˆ
δζ(n)(k) =
1
(d− 1)k2
∫ ∆ dp
(2pi)d
C+(q){S1(k, p, q) 1
β(n)(q)q2
+S2(k, p, q)
α(n)(p)
β(n)(p)
(
1
β(n)(p)p2 + β(n)(q)q2
− 1
β(n)(q)q2
)
−S3(k, p, q)
α(n)(q)
β(n)(q)
(
1
β(n)(p)p2 + β(n)(q)q2
− 1
β(n)(p)p2
)
} (3.14)
δα(n)(k) =
1
(d− 1)k2
∫ ∆ dp
(2pi)d
S3(k, p, q)
C+(q)
β(n)(p)p2
(3.15)
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δψ(n)(k) =
1
(d− 1)k2
∫ ∆ dp
(2pi)d
C+(q){S3(k, p, q) 1
β(n)(q)q2
+S2(k, p, q)
α(n)(q)
β(n)(q)
(
1
β(n)(p)p2 + β(n)(q)q2
− 1
β(n)(p)p2
)
+S4(k, p, q)
α(n)(p)
β(n)(p)
1
β(n)(q)q2
} (3.16)
δβ(n)(k) =
1
(d− 1)k2
∫ ∆ dp
(2pi)d
S1(k, p, q)
C+(q)
β(n)(p)p2
(3.17)
Note that δα, δβ, δζ, δψ, and hence α, β, ζ, ψ, are all independent of r. To solve the above equations we substitute
the following one-dimensional energy spectra in the above equations:
E+(k) = K+
(Π+)
4/3
(Π−)
2/3
k−5/3 (3.18)
E−(k) = rE+(k), (3.19)
For the elements of νˆ we substitute
Z(n)(k) = Z
∗
(n)
√
K+
(Π+)
2/3
(Π−)
1/3
k−4/3 (3.20)
where Z stands for ζ, α, ψ, β. The renormalized Z∗s are calculated using the procedure outlined in the previous
section. For large n their values for d = 3 are
Zˆ∗ =
(
0.86r 0.14
0.16r 0.84
)
, (3.21)
and for d = 2 they are
Zˆ∗ =
(
0.95r 0.54
1.10r 0.54
)
(3.22)
Note that the solution converges for both d = 2 and d = 3.
As discussed in the earlier section, the cascade rates Π± can be calculated from the renormalized parameters
discussed above. Using the energy equations we can easily derive the equations for the cascade rates, which are
Π+ =
∫ kN
0
2rζk2E+(k) +
∫ kN
0
2αk2(Eu(k)− Eb(k)) (3.23)
Π− =
∫ kN
0
2βk2E−(k) +
∫ kN
0
2rψk2(Eu(k)− Eb(k)) (3.24)
Under the assumption that rA = 1, the parts of Π
± proportional to (Eu(k)−Eb(k)) vanish. Hence, the total cascade
rate will be
Π =
1
2
(Π+ +Π−) (3.25)
= r
∫ kN
0
(ζ + β)k2E+(k) (3.26)
Since ζ and β are independent of r, the total cascade rate is proportional to r (for r small). Clearly the cascade rate Π
vanishes when r = 0 or σc = 1. This result is consistent with the fact that the nonlinear interactions are absent when
only pure Alfve´n waves (z+ or z−) are present. The detailed calculation of the cascade rates Π± and the constants
K± is left for future studies (paper II).
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IV. SUMMARY AND CONCLUSIONS
In this paper we have constructed a self-consistent RG scheme for MHD turbulence and computed the renormalized
viscosity and resistivity. These quantities find applications in simulations specially large-eddy-simulations (LES).
In our RG scheme we assume that we are in the fully nonlinear range, and the renormalized energy spectrum is
substituted for the correlation function. After the substitution of the correlation function, the renormalized Greens
function or renormalized viscosity and resistivity are computed iteratively. In our procedure Kolmogorov’s powerlaw
is taken for the energy spectrum, and it is shown to be a self-consistent solution of the RG equation for d ≥ dc ≈ 2.2.
This result is consistent with the recent theoretical [10,21,22], numerical [18–20], and observational studies of solar
wind [16,17] that favor Kolmogorov’s spectrum for MHD turbulence. Note that we do not carry out vertex (the
coefficient of the nonlinear term) renormalization; there is an implicit assumption that the vertex renormalization, if
any, is included when we substitute renormalized energy spectrum (Kolmogorov’s) in the RG equation.
For simplicity of the calculation we have taken two special cases: (1) σc = 0 and full range of rA; (2) σc → 1
and rA = 1. For these two cases, the renormalized viscosity and resistivity have been calculated for various space
dimensions. For σc = 0, there exists a stable RG fixed point for d ≥ dc ≈ 2.2. The RG fixed point is unstable for
d < dc. Our result is consistent with that Liang and Diamond [9] where they conclude that the RG fixed point for
d = 2 is unstable. Note however that the stability depends on the value of rA and σc. An exhaustive study is required
to ascertain the boundary of stability as a function of d, σc, and rA.
Some interesting trends emerge as we vary space dimensionality. For rA = 1, the parameters ν
ub∗ and ηbb∗ decrease
with the increase of d, but νuu∗ and ηbu∗ first increase till d ≈ 5 then decrease.
For d = 3, variation of rA shows some interesting features. For large rA, ν
∗ is close to the ν∗ for pure fluid
turbulence, but η∗ is also finite for this case. As rA is decreased, ν
∗ increases and η∗ decreases, or Pr = ν/η increases.
Another important result of our calculation is absence of turbulence for all rA below 0.25 or so. In the rA → 0
(fully magnetic) limit, the MHD equations become linear, hence there is no turbulence. It is however surprising that
turbulence disappears near rA = 0.25 itself.
Our RG calculation for fluid turbulence (rA = ∞) show several interesting features. The RG fixed point is stable
for d = 2, and the renormalized viscosity is approximately −0.5, a negative number. This is consistent with the inverse
cascade of energy for the 5/3 region. Note however that for d = 3, the renormalized fluid viscosity is positive (0.38),
hence the energy cascade is forward, consistent with Kolmogorov’s hypothesis.
The values of the renormalized viscosity and resistivity calculated by our calculation differs from that of Verma and
Bhattacharjee [30], the later calculation being similar to Kraichnan’s Direct-Interaction-Approximation calculation
for fluid turbulence. Verma and Bhattacharjee [30] assumed ν++ = ν−+ and ν+− = ν−−, which is correct only in a
limited region of parameter space. In addition, they assumed a cutoff for the self-energy calculation to cure infrared
divergence. In the present calculation we have overcome both these defects, and expect that the numbers reported
here will match with the future simulation results. It is unfortunate that the RG scheme fails for d = 2, hence, several
numerical results of 2D-MHD turbulence [18–20,29] could not be compared with the analytic results presented here.
Kraichnan’s 3/2 energy spectrum and Σuu = Σbb ∝ (kB0) do not satisfy renormalization group equations [Eqs. (2.30-
2.33)]. Hence E(k) ∝ k−3/2 is not a consistent solution of RG equations. This result is in agreement with the recent
calculation by Verma [10], where it was shown that B0 = constant does not satisfy RG equations, but the renormalized
mean magnetic field (B0 ∝ k−1/3) and Kolmogorov’s energy spectrum (k−5/3) do satisfy the RG equations. From
these arguments we can claim that Kraichnan’s 3/2 powerlaw is ruled out for strong MHD turbulence. However,
k−3/2 may still be considered in the framework of weak turbulence theory.
In our calculation we take rA(k) = E
u(k)/Eb(k) to be a constant. The global Alfve´n ratio Eu/Eb may differ
significantly from rA(k), still we make the approximation rA(k) = rA to simplify the calculation. Similarly we have
assumed that σc(k) = const = σc. In addition we also assume isotropy which does not hold in the large rA limit.
It is hoped that future calculations will be able to relax these assumptions and attempt solutions for more realistic
situations.
In many of the earlier RG calculations [1,4] it is assumed that the dynamical system under consideration is forced
by random noise at all scales. In those calculations, the noise and the vertex (coefficient of the nonlinear term)
usually get renormalized along with the renormalization of dissipative coefficients. In contrast, in our scheme only
the dissipative constants are renormalized, and the renormalization correction to other parameters (e.g. noise) are
implicitly lumped into the full correlation function by assuming Kolmogorov’s powerlaw. Our procedure is relatively
simple, and one can easily calculate various interesting quantities. We hope that future developments in dynamical
RG will be able to justify some of the assumptions made in our procedure.
To conclude, we have applied RG procedure to MHD turbulence and calculated the renormalized viscosity and
resistivity. These parameters find applications in simulations. We have shown that that Kolmogorov’s spectrum is
a consistent solution of MHD RG equation. The results presented here are in general agreement with the recent
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EDQNM and numerical results. Validation of the results presented here with numerical simulations will give us
important insights into physics of MHD turbulence.
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APPENDIX A: PERTURBATIVE CALCULATION OF MHD EQUATIONS
The MHD equations (2.4, 2.5) can be written as
(
ui(kˆ)
bi(kˆ)
)
=
(
Guu(kˆ) Gub(kˆ)
Gbu(kˆ) Gbb(kˆ)
)( − i2P+ijm(k) ∫ dpˆ[uj(pˆ)um(kˆ − pˆ)− bj(pˆ)bm(kˆ − pˆ)]
−iP−ijm(k)
∫
dpˆ[uj(pˆ)bm(kˆ − pˆ)]
)
(A1)
where the Greens function G can be obtained from G−1(kˆ)
G−1(k, ω) =
( −iω − Σuu Σub
Σbu −iω − Σbb
)
. (A2)
We solve the above equation perturbatively keeping the terms to the first order (nonvanishing). As usual, we
represent the integrals by Feynmann diagrams. To the leading order, the quantities ui and bi are expanded as

ui
=

Guu um
uj −

Guu bm
bj
+

Gub bm
uj
+ . . . (A3)

bi
=

Gbu
uj
um
−

Gub
bj
bm
+

Gbb
uj
bm
+ . . . (A4)
The variables u and b are represented by solid and dashed line respectively. The quantity Guu, Gub, Gbb, Gbu are
represented by thick wiggly (photon), thin wiggly, thick curly (gluon), and thin curly lines respectively. The filled
circle represents (−i/2)P+ijm vertex, while the empty circle represents −iP−ijm vertex.
The substitution of u>i and b
>
i in the second bracketed terms of Eqs. (2.13, 2.14), denoted by I
u
2 and I
b
2 respectively,
will yield
Iu2 =

>
<
2 −

>
<
2 (A5)
Ib2 =

>
<
+

<
>
(A6)
We illustrate the expansion of one of the above diagrams:

>
<
=

<>
>2 +

<>
< +

<<
> +
	
<<
<2 −
11

<>
>2 −

<>
< −

<<
> −

<<
<2 +
Æ
<>
> +

<>
< +

<<
> +

<<
< +

<>
> +

<>
< +

<<
> +

<<
<
+higer oder diagrams (A7)
In the above diagrams solid lines denote Cuu, and the dotted lines denote Cub. The correlation function Cbb is
denoted by dashed line. As mentioned earlier, the wiggly and curly lines denote various Green’s functions. All the
diagrams except 4,8,12, and 16th can be shown to be trivially zero using Eqs. (2.15—2.21). We assume that 4,8,12,
and 16th diagrams are also zero, as usually done in turbulence RG calculations [4,5]. Similarly we can show that all
other diagrams of Iu2 and I
b
2 are zero, hence, I
u
2 = I
b
2 = 0 to first order.
The third bracketed terms of (2.13, 2.14), denoted by Iu3 and I
b
3 respectively, are diagrammatically represented as
Iu3 =

>
>
−

>
>
= −δΣuu(k)

<
− δΣub(k)

<
(A8)
Ib3 =

>
>
= −δΣbu(k)

<
− δΣbb(k)

<
(A9)
where
− (d− 1)δΣuu =

>>
4 −
	
>>
2 +


>>
2 −

>>
4 (A10)
−(d− 1)δΣub = −

>>
4 +

>>
2 +
Æ
>>
4 −

>>
2 (A11)
−(d− 1)δΣbu =
>>
2 +

>>
+
>>
−

>>
2 (A12)
−(d− 1)δΣbb =
>>
2 +

>>
+
>>
−

>>
(A13)
In Eqs. (A10–A13) we have omitted all the vanishing diagrams (similar to those appearing in I2). Looking at
the all the terms, we observe Iu3 contributes to Σ
uu and Σub renormalization, while Ib3 contributes Σ
bb and Σbu
renormalization. The algebraic expressions for the above diagrams are given by Eqs. (2.24—2.27).
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APPENDIX B: VALUES OF SI
Si(k, p, q) are formed by contracting tensors P
+
ijm, P
−
ijm, Pij and Mijm (see Eqs. (2.8,2.10,3.2)). On simplification
Sis become functions of k, p, q and cosines x, y, z defined as
p · q = −pqx; q · k = qky; p · k = pkz. (B1)
The algebraic expressions for various Si(k, p, q) are given below.
S1(k, p, q) =Mbjm(k)Mmab(p)Pja(q)
= kp(d− 2 + z2)(z + xy) (B2)
S2(k, p, q) =Majm(k)Mmab(p)Pjb(q)
= kp(−z + z3 + y2z + xyz2) (B3)
S3(k, p, q) =Mbjm(k)Mjab(p)Pma(q)
= kp(−z + z3 + x2z + xyz2) (B4)
S4(k, p, q) =Majm(k)Mjab(p)Pmb(q)
= kp(−z + z3 + xy + x2z + y2x+ xyz2) (B5)
S(k, p, q) = P+bjm(k)P
+
mab(p)Pja(q)
= kp
(
(d− 3)z + 2z3 + (d− 1)xy) (B6)
S5(k, p, q) = P
+
bjm(k)P
−
mab(p)Pja(q)
= kp
(
(d− 1)z + (d− 3)xy − 2y2z) (B7)
S6(k, p, q) = P
+
ajm(k)P
−
mba(p)Pjb(q)
= −S5(k, p, q) (B8)
S7(k, p, q) = P
−
ijm(k)P
+
mab(p)Pja(q)Pib(k)
= S5(p, k, q) (B9)
S8(k, p, q) = P
−
ijm(k)P
+
jab(p)Pma(q)Pib(k)
= −S5(p, k, q) (B10)
S9(k, p, q) = P
−
ijm(k)P
−
mab(p)Pja(q)Pib(k)
= kp(d− 1)(z + xy) (B11)
S10(k, p, q) = P
−
ijm(k)P
−
mab(p)Pjb(q)Pia(k)
= −S9(k, p, q) (B12)
S11(k, p, q) = P
−
ijm(k)P
−
jab(p)Pma(q)Pib(k)
= −S9(k, p, q) (B13)
S12(k, p, q) = P
−
ijm(k)P
−
jab(p)Pmb(q)Pia(k)
= S9(k, p, q) (B14)
There are many useful relationships between Si(k, p, q)s. Some of them are
S(k, p, q) = S1(k, p, q) + S2(k, p, q) + S3(k, p, q) + S4(k, p, q) (B15)
S5(k, p, q) = S1(k, p, q)− S2(k, p, q) + S3(k, p, q)− S4(k, p, q) (B16)
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Figure Captions
Fig. 1. Plot of ν∗(k′) (solid) and η∗(k′) (dashed) vs. k′ for d = 3 and σc = 0, rA = 1. Values at various iterations
are shown by different curves.
Fig. 2. Plot of ν∗(k′) and η∗(k′) vs. k′ for d = 2 and σc = 0, rA = 1.
Fig. 3. Plot of asymptotic ν∗ (square) and η∗ (diamond) vs. d for σc = 0 and rA = 1. The fluid ν
∗ (triangle) is
also plotted for reference. The solid lines are the d−1/2 curves.
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TABLE I. The values of ν∗, η∗, νuu∗, νub∗, ηbu∗, ηbb∗ for various space dimensions d with rA = 1 and σc = 0.
d ν∗ η∗ Pr νuu∗ νub∗ ηbu∗ ηbb∗
2.1 −− −− −− −− −− −− −−
2.2 1.9 0.32 6.0 -0.041 1.96 -0.44 0.76
2.5 1.2 0.57 2.1 0.089 1.15 -0.15 0.72
3.0 1.00 0.69 1.4 0.20 0.80 0.078 0.61
4.0 0.83 0.70 1.2 0.27 0.56 0.21 0.49
7.0 0.62 0.59 1.1 0.26 0.36 0.25 0.34
10.0 0.51 0.50 1.0 0.23 0.28 0.22 0.28
50.0 0.23 0.23 1.0 0.11 0.12 0.11 0.12
100 0.14 0.14 1.0 0.065 0.069 0.066 0.069
TABLE II. The values of ν∗, η∗, νuu∗, νub∗, ηbu∗, ηbb∗ for various rA when d = 3 and σc = 0.
rA ν
∗ η∗ Pr νuu∗ νub∗ ηbu∗ ηbb∗
∞ 0.38 −− −− 0.38 −− −− −−
5000 0.36 0.85 0.42 0.36 1.4E-4 -0.023 0.87
100 0.36 0.85 0.42 0.36 7.3E-3 -0.022 0.87
5 0.47 0.82 0.57 0.32 0.15 -4.7E-4 0.82
2 0.65 0.78 0.83 0.27 0.38 0.031 0.75
1 1.00 0.69 1.4 0.20 0.80 0.078 0.61
0.5 2.1 0.50 4.2 0.11 2.00 0.15 0.35
0.3 11.0 0.14 78 0.022 11.0 0.082 0.053
0.2 −− −− −− −− −− −−
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FIG. 1. Plot of ν∗(k′) (solid) and η∗(k′) (dashed) vs. k′ for d = 3 and σc = 0, rA = 1. Values at various iterations are shown
by different curves.
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FIG. 2. Plot of ν∗(k′) and η∗(k′) vs. k′ for d = 2 and σc = 0, rA = 1.
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FIG. 3. Plot of asymptotic ν∗ (square) and η∗ (diamond) vs. d for σc = 0 and rA = 1. The fluid ν
∗ (triangle) is also plotted
for reference. The solid lines are the d−1/2 curves .
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