One of the major issues in signed networks is to use network structure to predict the missing sign of an edge. In this paper, we introduce a novel probabilistic approach for the sign prediction problem. The main characteristic of the proposed models is their ability to adapt to the sparsity level of an input network. Building a model that has an ability to adapt to the sparsity of the data has not yet been considered in the previous related works. We suggest that there exists a dilemma between local and global structures and attempt to build sparsity adaptive models by resolving this dilemma. To this end, we propose probabilistic prediction models based on local and global structures and integrate them based on the concept of smoothing. The model relies more on the global structures when the sparsity increases, whereas it gives more weights to the information obtained from local structures for low levels of the sparsity. The proposed model is assessed on three realworld signed networks, and the experiments reveal its consistent superiority over the state of the art methods. As compared to the previous methods, the proposed model not only better handles the sparsity problem, but also has lower computational complexity and can be updated using real-time data streams.
I. INTRODUCTION
Various types of interactions in diverse domains and systems can be modeled by complex networks. The examples of such systems include social networks, biological, transportation and information systems [1] , [2] . Most of the studies about network modeling mainly consider the existence or absence of the connections between the nodes [3] ; i.e., all relations between the nodes have the same concept and meaning. However, in some social networks, the nodes may have multiple types of relationships. A class of such networks can be modeled as networks with positive and negative links where a positive link means friendship (or trust) and negative link corresponds to enmity (or distrust) [4] . We may name Epinions, eBay, Wikipedia and Slashdot as web services from social network domain in which users may have different types of relations (i.e., they are signed networks) [5] . For instance, on eBay, a user can give trust or distrust rates for other active users. On Wikipedia, administrating users give positive or negative votes for the promotion of other users.
As much of the real-world is captured by complex networks with links characterizing the interactions of objects, predicting the labels of links becomes a crucial problem for exploiting networked information [6] . In networks with multi-type of relations, not only the existence of the link between two nodes is of great importance, but also its label is as well. The problem of inferring labels of relations and in particular sign of a relationship has attracted attention in recent years under the topic: "sign prediction or link classification" [7] . Sign prediction has various applications in various domains. For example, recommender systems can benefit from efficient sign prediction algorithms [8] . Such algorithms can also be used to identify malicious users in signed networks [9] .
For sign prediction, we are facing the major challenge of the sparisty of information that plagues any complex realworld network [10] . This is a key issue when deciding what information sources should be exploited for addressing the prediction task. In the sense of granularity, structures within a network can be viewed on two levels; local structures and global structures [11] . Roughly speaking, local structures are often described as structures at the level of the paths surrounding target edges while global structures refer to connectional patterns between communities of nodes.
One the one hand, some existing works solely rely on local information to predict the sign of the edge in question which makes them vulnerable to the sparsity problem. A representative example of such models is a supervised learning-based predictor proposed by Leskovec et al. [5] . The model, first extracts a set of features from the triangles involving the target edge; then, a learning method is employed to build a classifier to solve the sign prediction problem [5] . The proposed features in this work were derived based on two theories in signed networks, known as balance theory and status theory [12] . Both balance and status theories specify the patterns of connection at the level of triangles. However, robustness of the model against sparsity problem is quite limited as many nodes in networks do not share common neighbors [5] . To remedy the problem, Chiang et al. defined a new set of features by generalizing the notion of balance theory to l-cycles where a l-cycle is a path with length l from a node to itself. In fact, by increasing l, the extracted features become less localized [13] . Although the model addresses the problem to some extent, still it is not able to capture global structure at the level of communities; moreover, the feature extraction process is computationally expensive, and the number of features exponentially increases with the length of cycles [11] . Very recently, a new line of research has aimed to solve the problem with the aid of embedding models [14] , [15] . However, these models are not equipped to leverage the valuable information hidden in global structures because their proximity measures are not able to preserve global structures [16] .
On the other hand, other existing works seek to use global structure to approach the problem which brings them robustness toward sparsity. It has been shown that if local structures in a signed network follow balance theory, it leads to a clusterability property of signed network stating that a complete network is weekly balanced if it can be partitioned into K clusters in a way that all the edges between clusters are negative and all the edges within clusters are positive [10] , [17] . With the help of this property, Hsieh et al. showed that signed networks exhibit a low-rank structure and formulated the sign prediction problem as a low-rank matrix completion problem [10] , [6] . Having this formulation, available algorithms for matrix completion can be used for sign prediction. In another work, again based on clusterability property derived from balance theory, a prediction model was developed by finding the similarities of connectional patterns between clusters [17] . Naturally, cluster-based models are more robust against sparsity, and the obtained results from these works confirm that global structures may indeed have substantial merits for prediction purpose [10] , [17] . However, such models are not able to extract information form local structures which can negatively affect their prediction accuracy.
In all, none of the previously introduced models fully leverage the rich information contained in both local and global structures. Besides this major issue, most of them have been designed specifically for signed networks as they have a basis in theories that are applicable only on signed network and extending such models for the general problem of link label prediction is non-trivial [17] , [13] , [5] . The other issue is that they cannot automatically adapt their prediction models to realtime data streams. In other words, to update those models based on the updated structure of input networks, prediction models should be built from scratch. Towards addressing the prediction task effectively as well as solving the sparsity problem, as our key insight, we propose to holistically integrate and exploit both local and global information on a network. We suggest that indeed there exists a dilemma between these two information sources. Intuitively, local information specifically describes what is happening between target nodes, but the information obtained from local structures may end up being unreliable due to data sparseness. One the other hand, global structures tend to provide reliable information; however, naturally, such structures could not capture detailed information about target links. It is challenging how to solve this dilemma between local and global structure optimally, i.e., when to use local structures and when to rely on global structures. A model that can solve this dilemma not only would be able to address the sparsity issue but also can achieve promising results in terms of accuracy.
In this approach, we propose the concept of statistical linklabel model, which can be defined as a probability distribution over the possible labels of the target edge, given the connections pointing out from the initiator node. The key characteristic of this model which enables us to exploit both local and global structures is that it reserves some parameters for the use of sophisticated smoothing techniques. For estimating those parameters, we develop a cluster based smoothing model through which we bridge the gap between local and global structures. This model considers global structure as a background knowledge and uses the background knowledge when sufficient local information is not available. Indeed, adaptivity of the proposed models comes from Dirichlet smoothing which enables us to make the balance between local and global structures. To build up the background knowledge, a novel clustering algorithm is developed.
We show that the proposed model not only leverages both local and global structures but also addresses the aforementioned weaknesses of the counterpart models. We evaluate the models on three benchmark signed network datasets. Our results reveal that the proposed models consistently outperform previous sign prediction algorithms and demonstrate the high tolerance of the model toward the sparsity problem. We conjecture the main reason that accounts for the results is that the proposed link label model provides a principled way of exploring the local-global structures, which also makes the proposed predictors capable of adjusting themselves to the sparsity level of input networks. Moreover, the proposed model have lower computational complexity than the counterpart models. Also, the models can be updated incrementally with linear computational complexity on the total number of edges added to the input network. In addition, the model can be easily extended to perform on networks with more than two types of relations. Lastly, the structure of the proposed models have this advantage over the comparable models that it can easily accommodate contextual information and node attributes to provide more accurate predictions. These characteristics of the model are investigated in the extended version of the paper.
II. PROBLEM FORMULATION
In this section, we provide a formal definition of the signed prediction problem. A signed network is defined as a directed graph G(V, E) with a link type mapping function ϕ : E → A, in which all nodes v ∈ V are of the same type, each link e ∈ E belongs to one particular link type ϕ(e) ∈ A where A = {+, −}. Suppose that over this network labels for some of the edges are missing. The problem is formulated as predicting the missing label for a given edge e(u, v) from u denoted as initiator node to v denoted as receiver node, using the information on the labels from other edges. Note that link label prediction problem is the general case of the sign prediction problem where link labels may have more than two classes.
III. SPARSITY AND DILEMMA BETWEEN LOCAL AND

GLOBAL STRUCTURES
A. Dilemma between local and global structures
Data sparsity is a prominent and critical issue when designing prediction models over networks. The performance of such models relies upon accurate and sufficient information being found in a network. However, it is known that abundantly sufficient data is not always available, in particular, on networks with high levels of sparsity. It has been shown that for a large proportion of nodes in networks it is practically not possible to make reliable and accurate predictions by only relying on local structures. For example, in previously proposed path based models, it has been shown that prediction accuracy is considerably lower for the edges with lower values of embeddedness [5] .
As a typical solution to the sparsity problem, the global structure of the network can be taken into account and patterns of connections between clusters may be utilized to approach the problem. Intuitively, pattern extraction between clusters is less likely to encounter the sparsity problem because there always exist a substantial number of edges among clusters.
However, despite the fact that cluster-based models solve the sparsity problem, but they perform based on patterns that less specifically reflect the individual connections between target nodes. To our knowledge, most of the previously introduced models have chosen either local or global structures to build up their models. Indeed, models based on global structures may lose some rich and valuable local information while the predictors based on local structures might suffer from the sparsity problem.
This weakness of the previous models in fully capturing the local and global structures indicates a dilemma between reliability provided by global structure and specificity delivered by local data. A model that solves this dilemma in an intelligent manner not only would be able to tolerate against sparsity but also might outperform the counterpart models because it attempts to leverage more data.
B. Solving the dilemma
We propose a model that resolves the dilemma between global and local information; a model that can combine the information obtained from local and global structures in a principled way. This model can be viewed as a statistical model that enables us to compute the distribution of possible labels for the target edge given its context where context can be defined as the edges that their labels are somewhat related to that of the target edge. By computing such a distribution, it would be straightforward to infer the label of the edge in question.
The structure of the proposed model reserves some parameters for the use of sophisticated smoothing models which allows us to combine local and global structures in a principled way. By taking advantage of this characteristic, we propose the concept of cluster-based smoothing on networks. The main idea behind this concept is that the patterns extracted from the global structure of a network can be assumed as background knowledge on individual nodes. For estimating the parameters, we can more rely on this background knowledge as less reliable information can be gained from local structures.
IV. LINK LABEL MODELING
The sign prediction problem can be approached by developing a probabilistic model to estimate the probability distribution over each of the classes of the target edge given the input graph. We follow this direction and aim to approach the prediction model by proposing a probabilistic model named as link label model that estimates the probability distribution over possible labels for a link given its context, P (ϕ(e(u i , u j )) = l|context).
If we view a link label model as a probabilistic classifier, the concept of context may be treated as the features that should be extracted from the input graph G(V, E). Now, the question is how to specify the context of the target edge. We suggest that the context of e(u i , u j ) can be defined as the set of the labels of connections initiated by u i .
In the next subsections, a link-label model based on local structures is presented. Then, we discuss how the models can be modified to capture global structures. Finally, we introduce the concept of smoothing which allows us to extend the proposed model so that it can leverage both local and global structures.
A. Link Label Modeling based on Local Structures
We propose two link label models based on local structures. The first model named as local structure based target link generator model (LTLGM) directly estimates the target distribution from the given context. However, the second model called as Local structure based Context Generator Model (LCGM) attempts to solve the reverse problem. That is, we can estimate the probability of generating the context given each possible label for the target edge and then assign a label to the target edge that is more likely to generate the context. In the next subsection, we introduce LTLGM. LCGM is presented in the extended version of the paper.
1) Target link label generator model:
As stated, LTLGM directly estimates the target distribution from the given context. This model can also be viewed as a probabilistic discriminative classifier which models the posterior p(y|x) directly, or learn a direct map from inputs x to class labels y. However, it is not feasible to build a model through enumerating all the possible combinations of link labels generated by a user due to that such a model has a potentially infinite number of parameters. In order to tackle this issue, we suggest that instead of capturing the dependency between the entire context and the target link, we can capture the dependencies between each element of the context and the target link. As such, the target probability can be calculated as follows:
where H ui is the set of users that u i is pointing out to, i.e., the heads of the links initiated by u i , and π x denotes the weight of the model associated with u x . In our experiments, we set π x = 1 |Ei| . Also, P (ϕ(e(u i , u j )) = l|e(u i , u x )))) can be estimated using Maximum Likelihood Estimation (MLE) and based on local structures: P local (ϕ(e(u i , u j )) = l|e(u i , u x ))) = |T uj ,l T ux,ϕ(e(ui,uj )) | |T uj T ux,ϕ(e(ui,uj )) | .
where T ux is the set of nodes that have a connection toward u x , i.e., the tails of the edges pointing to u x , and T ux,ϕ(e(ui,ux)) is a subset of T ux in which the labels of the edges are the same as ϕ(e(u i , u x )).
B. Link-Label Modeling Based on Global Structures
The estimations made in Equation 2 is reliable if the number of available samples is sufficient, otherwise, the unreliability of estimation would lead to inaccurate predictions. However, there is no guarantee for the availableness of such sufficient number of samples. This motivates us to develop link-label models that exploit global structures.
Following this idea, we adapt the proposed models so that they can perform based on global structures. We incorporated the notion of clustering. By leveraging graph clustering algorithms, one can put users/nodes with similar connectional patterns in the same clusters whereas nodes with different patterns of connection are in different clusters. We suggest that the model's parameters can be estimated by analyzing connection at the level of clusters rather than individual nodes. The intuition behind this idea is that in the absence of sufficient data between nodes we can focus on the link between the clusters they belong to because nodes within the same cluster are expected to exhibit similar connectional patterns. Clearly, the way we partition the network into clusters plays a key role in our model. In the extended version of the paper, we present the proposed clustering algorithm which has been specifically designed for this task. Based on the proposed idea, given a set of clusters over the network the parameters of the model specified in Equation 2 can be estimated as follows:
where Ω is a cluster mapping function Ω : V → C in which each node v ∈ V belongs to one particular cluster Ω(v) ∈ C and T Ω(ui) Ω(ux),ϕ(e(ui,ux)) represents nodes belonging to Ω(u i ) that have links toward the nodes within Ω(u x ) with label ϕ(e(u i , u x )).
Note that, in order to estimate the probabilities based on local structures, the entire set of users in the graph are taken into account due to the sparsity problem. However, to estimate the parameters based on clusters we do not face sparsity, and hence the probability may be estimated with respect to the initiator node. As it can be seen in Equations 3, only nodes that belong to the same cluster as the initiator node are considered to estimate the model. In the rest of the paper, we refer to this model as Global structure based Target Link label Generator Model (GTLGM). Note that, using the same strategy, we can build Global structure based Context Generator Model (GCGM) based on LCGM. GCGM is described in the extended version of the paper.
C. Integrating Local and Global Structures
Our main goal in this paper is to propose a model able to solve the dilemma between these two information sources. To achieve this goal, we employ the concept of smoothing on graphs which can effectively solve the problem. The major principle in smoothing methods is that a sparsely estimated conditional model can be smoothed using a more densely estimated but simpler model. We consider the estimators based on local structures as sparsely estimated models, and treat the models based on clusters as simpler models with more reliable estimations. Therefore, estimations based on individual nodes can be smoothed with the estimations from global structures. Various methods have been introduced for smoothing such as Dirichlet and Katz for different purposes over different domains [18] . Here we specifically focus on Dirichlet model and aim to adopt it to our prediction models. The reason for this is that Dirichlet smoothing is capable of regulating the estimation obtained from the estimators according to the reliability provided by the sparsely estimated model. By employing Dirichlete smoothing, the estimator of LTLGM can be smoothed through the one introduced for GTLGM. As such, we define a smoothing based estimator as follows:
where P local and P global are presented in Equations 2 and 3 respectively, and λ is defined as:
where μ is a parameter for Dirichlete smoothing that should be tuned. In fact, λ indicates the reliability of the estimations made based on local structures. We name the model obtained 
V. EXPERIMENTS
A. Test Methodology
We evaluate the performance of the proposed algorithms using 10-fold cross validation as the testing algorithm. Accuracy of classification is a common metrics to evaluate the predictions. However, in our datasets, the number of positive edges is considerably greater than the number of negative edges, and comparing prediction methods based on the accuracy of original test sets could be misleading under some circumstances. Thus, balanced accuracy is used as the evaluation metric. That is, the experiments are performed on the original test and training datasets and mean of the true positive rate of the predictions on two classes is reported.
B. Datasets
In order to assess the performance of proposed methods, we tested them on three signed networks: Slashdot, Epinions, and WikElection which have frequently been used as benchmarks in different works [7] . Epinions is a web service about online product review in which users can give positive or negative votes to other users regarding their reviews on products. Similar to Epinions, Slashdot dataset is obtained from a technology news website in which users can flag each other as friend or foe in order to indicate their approval or disapproval of their comments. WikiElection dataset is the network obtained from users' votes for elections of administrators in Wikipedia where users may give positive or negative votes for the promotion of other users. Table 1 provides some statistics on these datasets. 
C. Reliability of parameter estimation for LTLGM and LCGM
In this experiment, we investigate whether a sufficient number of samples are available for estimating the parameters of LTLGM and LCGM over our benchmark networks. We applied the basic models on the test sets obtained from our datasets and measured the number of available samples for estimating the target parameters. Figure 1 demonstrates the percentage of the parameters estimated with less than K samples over the three datasets as a function of K. As it can be seen, a large proportion of parameters for all three datasets should be estimated based on a few samples. For example, more than 40%, 60% and 80% of the parameters on WikiElection, Epinions and Slashdot datasets for LTLGM should be estimated with less than four samples. 
D. The role of smoothing model on networks with different levels of sparsity
In this experiment, we study the effectiveness of the proposed smoothing model on resolving sparsity problem for networks with different levels of sparsity. To this end, first, we generated networks with various sparsity levels from our original networks by randomly removing edges from them. For example, to obtain a network with 10% density of the original Epinions datasets, 90% of the edges randomly selected and deleted from the network. Note that in this process, nodes were not removed. We applied our prediction models: LTLGM, LCGM, STLGM and SCMG models on the obtained datasets. Figures 2, 3 and 4 represent the balanced accuracy of the models on networks with various sparsity levels generated from Epinions, Slashdot and WikiElection Figure 2 . Accuracy of the proposed models on networks with various sparsity levels obtained from Epinions dataset datasets respectively. As it can be seen, for all three datasets over different sparsity levels, STLGM and SCMG models substantially improve the accuracy of the local structure based models. The other observation is that as the sparsity of the networks increases, the outperformance of the models with smoothing technique over basic models becomes greater. As stated, the prediction models based on local information are strongly vulnerable to sparsity problem while global structure has more tolerance toward sparsity. This is the reason that the idea of smoothing is more effective on sparser networks. [13] , a model based on Matrix Factorization (MF) [11] , a model based on user-based collaborative filtering (CF) [17] and a model based on node embedding (SiNE) [14] . Leskovec et. al. introduced 23 features for sign prediction and used Logistic regression as a classifier. Chiang et. al. extended this work by defining a new set of features extracted from higher order cycles. In our experiments, we extracted the features from cycles of order less than 6, as used in the original work of [13] . The MF-based predictor used in our experiments is the model introduced in [11] . Last, the embedding based predictor, denoted as SiNE, addresses the prediction task by learning vector representations for nodes through a deep learning framework where the objective function of the model is guided by balance theory [14] . Figure 5 represents the balanced accuracy of the methods over our datasets. As it can be seen, the smoothing based models outperform both the models based on local structures as well as those based on global structure. The accuracies of the individual models are even lower than the state of the art models, while integration of the individual models results in substantial improvements. These results shows that how the proposed model can effectively bridge the gap between local and global information sources.
Also, the proposed smoothing based models presented better accuracy than the other sign prediction methods. The superior performance of the model can be linked to the information sources used in our proposed model. 
VI. CONCLUSION
We introduced a novel probabilistic approach for sign prediction named as link label modeling. Link label models allow us to find the distribution of possible labels for a target edge. We proposed two link label models based on local structures: LTLGM and LCGM, and two models based on global structures: GTLGM and GCGM. LTLGM and GTLGM models were combined to build another model named as STLGM using the idea of smoothing. Similarly, LCGM and GCGM were combined to build a model named as SCGM. It was shown that the hybrid models could adaptively combine the individual models which allows them to exploit both local and global structures in an intelligent manner. As the sparsity of the input network increases, they rely more on the models based on global structures while they give more weight to the models based on local structures when the sparsity decreases.
