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An ensemble of systems is an essential concept in quantum mechanical experiments.
A quantum state describes the statistical properties of an identically prepared en-
semble. In a standard experiment, an ensemble is prepared by a projective mea-
surement before an experiment. This selection of the ensemble can be called the
pre-selection. The state of the pre-selected ensemble is represented as a state vector
j ii. We can predict the results of measurements on this ensemble by calculating
the evolution of the state vector.
In 1964, Aharonov, Bergmann, and Lebowitz [1] found that a quantum ensemble
can also be selected after an experiment by measuring the nal state of the system.
The selection of an ensemble after an experiment is called the post-selection. In
their study, they consider the pre- and post- selected ensemble in a time symmetric
manner, and proposed a method to analyze the statistical properties of this ensem-
ble. The state of the pre- and post-selected ensemble is described by two-state [2],
that is, a pair of the pre-selected state j ii and the post-selected state j fi. The
formulation of quantum mechanics based on pre- and post-selected ensembles is now
known as the two-state vector formalism [3].
Weak measurements were introduced by Aharonov, Albert, and Vaidman [4]
to measure the expectation value of an observable for a pre- and post-selected en-
semble. The weak measurement is simply a measurement whose interaction is so
weak that the measured system is hardly disturbed. The word weak measurements,
however, often refers to weak measurements on a pre- and post-selected ensemble.
Although a single weak measurement gives little information about the ensemble,
suciently large number of measurements gives us enough information to determine
the expectation value of an observable. The expectation value obtained via weak
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measurements is called the weak value. The weak value of an observable A^ is dened
by
hA^iw := h f jA^j iih f j ii : (1.1)
The weak value states how a pre- and post-selected ensemble aects the other
systems (or probes) via weak interactions. The form of the weak value is similar to
that of the ordinary expectation value. However, unlike the expectation value for
pre-selected-only ensembles, the weak value can lie outside the range of eigenvalues.
The pre- and post-selected ensemble is known to exhibit various weird phe-
nomena such as Hardy's paradox [5, 6] and quantum N -box problem [7]. Interest-
ingly, weak values often show strange values (outside the range of eigenvalues) in
those paradoxical systems. The weak value thus could capture the quantum nature
emerging in pre- and post-selected ensembles. The weak measurement has played
important role as a experimental method to analyze quantum paradoxes [8, 9, 10].
There are some quantitative studies about the relationship between the strangeness
of weak values and manifestation of the quantum natures such as the violation of
Leggett-Garg inequality [11, 12, 13] and spontaneous pair production [14].
Another interesting property of the weak value is that the weak value can be
unboundedly large for nearly orthogonal pre- and post-selections. This means that
a particular pre- and post-selected ensemble has the potential to aect the other
systems even thorough weak interactions. Hosten and Kwiat regarded the pre-
and post-selection as the amplication technique to measure weak interactions. In
2008, using weak measurements, they measured the spin-Hall eect of light, which
is caused by the weak spin-orbit interaction of light [15].
In their stand point, the pre- and post-selected ensemble is no longer the tar-
get of measurements. What actually measured is the strength of interaction. We
can use the pre- and post-selected ensemble to detect the feeble eects caused by
weak interactions between the \measured" system and the probe system. The am-
plication scheme using pre- and post-selection is now known as the weak-value
amplication.
After the rst observation of spin-Hall eect of light via weak measurements,
the weak-value amplication has been applied to various precision measurements.
For example, beam deection measurements [16, 17, 18], frequency measurements
[19], measurements of the plasmonic spin Hall eect [20], measurements of optical
activities [21, 22], and measurements of temperature [23].
On the fundamental side, there have also been signicant progress toward the
investigation of the properties of pre- and post-selected ensembles. Many relation-
ships between weak values and fundamental concepts in quantum mechanics have
been found. For example, it was shown that the wavefunction of a quantum parti-
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Figure 1.1: Directions of research on weak measurements.
cle can be viewed as one of the weak values [24]. Since weak values can be directly
measured via weak measurements, nding the relationship between weak values and
any other concepts gives the operational meanings of those concepts. Using weak
measurements, the direct observation of the quantum wavefunction [24], observa-
tion of the average trajectories of single photons [25], and the verication of Ozawa's
uncertainty relation [26] have been realized.
1.2 Objective and outline of this thesis
Weak measurements have mainly two directions of research. The overview of the
research directions is shown in Fig. 1.1. Figure 1.1 also shows the relationships
between the research directions and our studies.
The rst direction is toward the investigation the properties of pre- and post-
selected ensemble. Thereby, it is aimed at revealing the foundations of quantum
mechanics. This direction of research is motivated by the seminal work of Aharonov
and co-workers.
The second direction is toward the application of the pre- and post-selection as
an amplication scheme. To use the weak-value amplication, we could improve
the precision of various measurements. This direction is initiated by Hosten and
Kwiat.
The main aim of this thesis is to construct the geometric treatment of pre-
and post-selected ensembles, and thereby to develop the new optical interferometry
using weak measurements.
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In this thesis, we begin with introducing the relationship between the weak mea-
surement and the geometric phase in Chap. 3. On the basis of this relationship,
we construct the geometric picture to treat the properties of pre- and post-selected
ensembles in Chap. 4. Chapter 5 shows how to measure the state of a pre- and
post-selected ensemble completely using a weak spin-exchange interaction. We also
describe geometrically that how the information about a pre and post-selected en-
semble transferred to the probe system via weak measurements. Finally, in Chap. 6,
we demonstrate a new optical interferometry based on weak measurements. By us-
ing this method, we demonstrate that the polarization rotation can be measured
with unpolarized light.
In the following, we briey describe the content of each chapter.
Chapter 2: Fundamentals
We introduce the fundamental formalism and notations of quantum mechanics. The
state description of quantum systems and mathematical foundations of quantum
measurement are presented. After that, we introduce the two-state vector formal-
ism, which is a method to treat the pre- and post-selected ensembles in quantum
mechanics. Weak measurements are introduced to measure the expectation value
of the pre- and post-selected ensemble. We also describe the basics of linear optics
used in later chapters.
Chapter 3: Weak measurements and geometric phases
We consider the interference eect occurred in weak measurements. We introduce
an interferometer for a particle with internal degree of freedom, and investigate
the interference eect caused by post-selection. It is turned out that the geometric
phase plays an important role in weak measurements. We present the relationship
between anomalously large weak values and the singularity of geometric phases.
Chapter 4: Geometry of two-states
The Bloch sphere representation for two-state vector formalism is developed in this
chapter. This representation enable us to visualize the relationship between two-
state operators and weak values. The strange weak values are investigated from
the geometric point of view. We also present how to maximize the weak value of
an observable under the xed success probability of post-selection. This problem is
important for the weak-value amplication.
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Chapter 5: Two-state vector tomography via spin-exchange
interaction
The properties of a pre- and post-selected ensemble are completely described by
two-state vectors. We explain how we can measure the two-state vector using weak
measurements via spin-exchange interaction. This procedure serves as a tomography
of the two-state vector. An optical experiment that demonstrates tomography of
the two-state vector is also proposed.
Chapter 6: Weak measurements with completely mixed probe
states
We consider the advantage of weak measurements as a method for precision measure-
ments. The noise tolerance of weak measurements is revealed based on geometric
consideration. To demonstrate the weak measurements with noisy probe states, we
perform the weak measurements with completely mixed states in an optical system.





This chapter provides the fundamental formalism and notations of quantum me-
chanics. The formalism introduced in this chapter is mainly based on the treatments
used in the eld of quantum information and quantum computation [27]. We also
present the basics of the two-state vector formalism. After that, we describe the
mathematical treatment of weak measurements. Finally, we introduce the basics
of linear optics, which is needed to implement quantum measurements in optical
systems.
2.1 Fundamentals of quantum mechanics
2.1.1 Quantum states and observables
A state of a quantum system is described by a ket vector j i in a complex Hilbert
space H. The dual space of H is denoted by H and its element hj 2 H is called
a bra vector. The dual inner product of a ket j i and a bra hj is denoted by hj i.
Manipulation of quantum states is described by using linear operators acting
on H. A linear operator on H is denoted by a letter with a hat, such as A^. An
operator A^ maps a ket vector j i to another ket vector A^j i. The operator A^ can
also be viewed as an operator acting on a bra vector hj 2 H from the right-hand
side. The operator A^ maps a bra vector to another bra vector hjA^ to satisfy the
following rule:
(hjA^)j i = hj(A^j i): (2.1)
A ket operator j i has a one-to-one corresponding bra vector h j, which is
represented by using the same letter  . The transformation between a ket and the
corresponding bra vector is denoted by a dagger y, i.e., j iy = h j and h jy = j i.
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A mapped ket vector A^j i also has a corresponding bra vector; we denote this bra
vector as h jA^y. The operation maps A^ to A^y is called the Hermitian conjugation.
A state j i can describe only statistical properties of a quantum system. A
physical observable is represented by an Hermitian operator A^ and its expectation
value hA^i can be calculated by the following rule,
hA^i = h jA^j ih j i : (2.2)
A ket vector is often normalized so that h j i = 1. In such a case, Eq. (2.2) is
reduced to
hA^i = h jA^j i: (2.3)
We dene a density operator ^ corresponding to a state j i as
^ = j ih j; (2.4)




A density operator is also often normalized so that tr^ = 1. For a normalized
density operator,
hA^i = tr(^A^): (2.6)
A density operator can also describe the mixture of states. The mixture of states




pkj kih kj; (2.7)
where j ki are assumed to be normalized. In general, a density operator is a positive
operator. A physical state has a one-to-one correspondence to a normalized density
operator.
If a density operator is a rank-1 operator, the state represented by the density
operator is called a pure state; otherwise, the state is called a mixed state.
2.1.2 Time evolution of quantum states
The time evolution of a closed quantum state is described by a unitary operator U^ .
A unitary operator is an operator that satises U^ U^ y = U^ yU^ = I^, where I^ is the
identity operator. A ket vector j i is mapped to U^ j i after the time evolution. A
density operator ^ evolves into U^ ^U^ y.
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Every unitary operator is generated by an Hermitian operator G^ as
U^ = exp( iG^); (2.8)
where  is a real parameter. The operator G^ is called the generator of evolution.
When a unitary operator is parameterized by the time t, the generator is convention-
ally written as H^=~, where H^ is an Hermitian operator and ~ is Planck's constant







The operator H^ is called the Hamiltonian.
2.1.3 Qubits
A quantum system associated with a two-dimensional Hilbert space is called a
qubit in the eld of quantum information. For example, the spin of a spin-1/2
particle or the polarization of a photon is regarded as a qubit. The basis states are
conventionally denoted by j0i and j1i. This is an analogous to a classical bit.
An arbitrary state j i of a qubit can be expressed as a linear combination of j0i
and j1i as
j i = c0j0i+ c1j1i; (2.10)
where c0 and c1 are complex numbers satisfying jc0j2 + jc1j2 = 1.
The set of all Hermitian operators on a qubit forms a real vector space with the
scalar product tr(A^B^). One of the orthogonal basis in this vector space is the set
of the following four operators:
I^ = j0ih0j+ j1ih1j; (2.11)
^x = j0ih1j+ j1ih0j; (2.12)
^y =  ij0ih1j+ ij1ih0j; (2.13)
^z = j0ih0j   j1ih1j: (2.14)
The operator I^ is the identity operator. The operators ^x, ^y, and ^z are called
the Pauli operators. We also use X^, Y^ , and Z^ to represent the Pauli operators
^x, ^y, and ^z, respectively. The vector operator composed of the Pauli operators
is denoted by ^ := (^x; ^y; ^z)
T. There is the useful formula for calculating the
product of the two Pauli operators:
(a  ^)(b  ^) = (a  b)I^ + i(a b)  ^: (2.15)
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Figure 2.1: Bloch sphere representation of a state in a qubit system.




(I^ + r  ^); (2.16)
where r is a real vector in R3. The vector r is called the Bloch vector and is
represented as a point in a unit ball, which is called the Bloch ball. The Bloch
vector corresponding to a pure state is represented on a unit sphere, which is called
the Bloch sphere.
There is a useful parameterization of a pure state as
j i = ei cos(=2)j0i+ ei sin(=2)j1i : (2.17)
In this parameterization,  and  correspond to the polar and azimuthal angles of
the vector r corresponding to ^ = j ih j as shown in Fig. 2.1. The parameter  is
an overall phase factor irrelevant to the Bloch sphere representation.
Every observable of a qubit can be represented as xI^ + y(n  ^), where x and
y are real number, and n is a unit vector. Since the identity operator carries no
information about the state of the qubit, the important part of the observable is
yn  ^. The spectral decomposition of the operator n  ^ takes the following form:
n  ^ = 1
2
(I^ + n  ^)  1
2
(I^   n  ^): (2.18)
Therefore, the state represented by the Bloch vectors n and  n are the two eigen-
states of the operator n  ^ with eigenvalues 1 and  1, respectively. For the observ-
able xI^ + y(n  ^), the eigenstate is also represented by the Bloch vectors n and
 n. The eigenvalues are x+ y and x  y, respectively.
2.1 Fundamentals of quantum mechanics 11
Figure 2.2: Rotation of the Bloch vector.
Finally, we consider the unitary evolution of a qubit. Ignoring an unimportant
overall phase factor, Every unitary operator on a qubit can be generated by the
generator that has a form of n  ^. The unitary operator generated by n  ^ is
written explicitly as




(I^ + n  ^) + ei 1
2
(I^   n  ^)
= cos I^   i sin n  ^: (2.19)
The evolution of the density operator ^ = (I^ + r  ^)=2 is
U^ ^U^ y =
1
2
(I^ + r0  ^); (2.20)
where r0 is given by
r0 = (r  n)n+ cos(2)[r   (r  n)n] + sin(2)(n r): (2.21)
Figure 2.2 shows that the vector r0 can be produced by rotating the vector r about
the axis n by the angle 2. Therefore, every unitary evolution is represented as a
rotation of the Bloch vector.
2.1.4 Composite systems
We consider the composite system whose components are two distinct physical sys-
tems. Suppose these two system have corresponding Hilbert spaces denoted by H
and K, respectively. The state space of the composite physical system is represented
by the tensor product of the spaces H and K, i.e., H
K. If the state of the system
H is j i and the state of the system K is ji, the state of the composite system is
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represented by j i
 ji. We abbreviate this notation to be j iji when there is no
confusion. An operator A^ on the rst system H is replaced by A^
 I^ when treating




A quantum operation or a quantum channel is a process which changes the state
of a quantum system. A quantum operation is represented by a linear map E
on the vector space L(H), which is composed of all linear operations on H. The
transformation of a density operator is written as
^0 = E(^): (2.22)
A linear map E is said to be positive if E(^) is a positive operator for any positive
operator ^. Since the output of a quantum operation must be another density
operator, any quantum operation E must be positive. Furthermore, a linear map E
is said to be completely positive if E 
 I is positive. Here, I is the identity map on
an ancillary system. Since a quantum operation may be applied on only a part of a
composite system, any quantum operation must be completely positive. A quantum
operation must also be trace-preserving, trE(^) = tr^. Owing to Choi's theorem












nE^n = I^, which is called the completeness relation. The right-hand
side of Eq. (2.23) is called the Kraus representation [29].
2.1.6 Quantum measurements
A quantum measurement is described by a set of operators fM^ng, where the sub-
script n denotes the result of the measurement. The probability of obtaining the
result n is
p(n) = tr(^M^ ynM^n); (2.24)
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Measurement operators must satisfy the completeness relation,X
n
M^ ynM^n = I^ : (2.26)
This condition corresponds to the fact that the sum of probabilities of all outcomes
must be 1.
A projection operator P^ is the Hermitian operator satisfying P^ 2 = P^ . When a
measurement is described by a set of projection operators fP^ng, the measurement
is called a projective measurement.
Suppose we are interested only in the measurement results but in the state
after the measurement. In such a case, the positive operators E^n := M^
y
nM^n are
enough to describe the measurement. The set of positive operators fE^ng satises
the completeness relation X
n
E^n = I^ : (2.27)
A set of operators satisfying this completeness relation is called the positive-operator-
valued measure (POVM). Using the POVM, the probability of obtaining result n is
given by
p(n) = tr(^E^n): (2.28)
2.1.7 Indirect measurement model
We show that any measurement can be decomposed into two processes: (i) a cou-
pling with an ancillary system and (ii) a projective measurement on the ancillary
system. We call the ancillary system for an indirect measurement as the probe
system. We can thus perform any measurement indirectly by coupling a probe and
measuring it.






where j0i is an initial state of the probe. The states jni are orthonormal basis states
of the probe. It is known that there exists a unitary operation U^ on the composite
system realizing this map [27],




Subsequently, we measure the probe system with projection operators P^n = jnihnj.
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= tr(M^ yn^M^n): (2.31)
The state after obtaining the result n is




















This result is the same as using the measurement operators fM^ng.
2.1.8 von Neumann measurement
The fundamental model of the indirect measurement is rst proposed by von Neu-
mann in his book focusing on mathematical foundations of quantum mechanics [30].
He considered how the value of an observable A^ can be measured indirectly.
We assume that the measured system is described by a nite-dimensional Hilbert
space and the probe is a particle in one dimension. The position of the particle
corresponds to the meter of a measuring device. We consider the following impulsive
interaction Hamiltonian at time t0:
H^I(t) = x0(t  t0)A^
 p^; (2.33)
where x0 represents a unit of the probe shift and p^ is the momentum operator of




















Note that e i(ax0=~)p^ is the translation operator for a spatial displacement of ax0,
e i(ax0=~)p^jxi = jx+ ax0i; (2.37)
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where jxi is an eigenstate of the position operator x^. Assume that the initial state


















The probe state is shifted in proportion to each eigenvalue of A^. Denote the probe









If the probe wavepacket is enough narrow to resolve the eigenvalues of A^, i.e.,
jhaja0ij  1 for a 6= a0, we obtain the result a with probability j (a)j2 by mea-
suring the position of the probe. This result is equivalent to the measurement of
A^.
2.2 Two-state vector formalism
The two-state vector formalism is a description of quantum mechanics based on pre-
and post-selected ensembles [3, 7]. In standard quantum mechanical experiments,
we perform a projective measurement to choose an initial state of an ensemble. After
that, we observe statistical properties of the ensemble by repeating measurements.
In two-state vector formalism, we also select the nal state of the ensemble. The
initial and nal measurements to select the ensemble are called pre- and post-
selection, respectively. The properties of the ensemble are described by a pair of
pre- and post-selected state vectors.
We dene the two-state operator [2, 31] describing pre- and post-selected en-
semble as
W^ := j iih f j; (2.43)
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where j ii and j fi is pre- and post-selected states, respectively. We also use the
normalized version of the two-state operator dened by
W^ :=
j iih f j
h f j ii ; (2.44)
which is a gauge invariant operator.
2.2.1 Measurements on pre- and post-selected ensembles
We show that the probability of obtaining the result n for the measurement fM^ng
conditioned on initial and nal states is given by the formula [32],




where both of normalized and unnormalized two-state operator W^ are acceptable.
Therefore, the two-state operator W^ completely describe the statistical properties
of a pre- and post-selected ensemble.
The formula (2.45) is derived by using Bayes' theorem and the standard formu-
lation of quantum mechanics. Bayes' theorem yields
p(nj f ;  i) = p( f jn;  i)p(nj i)X
n
p( f jn;  i)p(nj i)
: (2.46)
From Eq. (2.24) and Eq. (2.25), the probability of obtaining the result n is given
by
p(nj i) = h ijM^ ynM^nj ii: (2.47)
and the conditional state when obtaining the result n is
^n =
M^nj iih ijM^ yn
p(nj i) : (2.48)
Hence,
p( f jn;  i) = h f j^nj fi =
h f jM^nj ii2
p(nj i) : (2.49)
Rewriting Eq. (2.49), we obtain
p( f jn;  i)p(nj i) =
h f jM^nj ii2 : (2.50)
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Substituting this in Eq. (2.46), we obtain Eq. (2.45).
When the measurement is a projective measurement, i.e, M^n = P^n, Eq. (2.45)
is reduced to
p(nj f ;  i) =
h f jP^nj ii2X
n
h f jP^nj ii2 : (2.51)
Equation (2.51) was rst derived by Aharonov, Bergmann and Lebowitz (ABL) and
is known as the ABL formula.
2.2.2 Incomplete pre- and post-selections
We consider the case when the pre- and post-selections are incomplete. In such a
case pre- and post-selected states are denoted by density operators ^i and ^f . The
procedure of the pre-selection in the state ^i seems to be no ambiguity; however,
that of the post-selection in the state ^f is somewhat ambiguous. We explain this
procedure in detail.
The incomplete measurement is described by a POVM fE^mg. We assume that
the POVM fE^mg includes the operator ^f . For simplicity, we set E^1 = ^f .1 The
post-selection in the state ^f is achieved by performing the measurement fE^mg and
choosing the ensemble corresponding to the result m = 1.
Next, we derive the formula corresponding to Eq. (2.45) for incomplete pre- and
post-selections. When we prepare the state ^i, The probability obtaining the result
n for measurement fM^ng is given by
p(nji) = tr(^iM^ ynM^n); (2.52)






From Eq. (2.28), the success probability of post-selection for given ^i and n is




Finally, Bayes' theorem (2.46) gives








1Assuming E^1 = C^f for a positive constant number C gives the same result in the following
discussion.
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Note that the pair of pre- and post-selected states is no longer described by a single
operator W^ when pre- and post-selection are incomplete.
2.3 Weak measurements
In this section, we rst introduce the direct measurement model for weak measure-
ments. Thereby, we explain how the results of weak measurements can be described
by using the two-state operator.
After that, we describe indirect measurement models of weak measurements.
Weak measurements were rst proposed by Aharonov, Albert and Vaidman (AAV)
as an indirect measurement model for pre- and post-selected ensembles [4]. By using
the AAV model, the weak value of an observable is introduced as the counterpart
of the ordinary expectation value of an observable.
We also describe weak measurements with a qubit probe. Considering the qubit
probe, we can visualize the evolution of the probe in weak measurements on the
Bloch sphere.
Finally, we describe how the signal-to-noise ratio of measurements is improved
by using pre- and post-selected ensembles. This is the underlying principle of the
weak-value amplication.
2.3.1 Direct measurement model
In Sec. 2.2, we have observed that complete pre- and post-selected ensembles can
be described by the single operator W^ , while incomplete pre- and post-selected
ensembles cannot be described by the single operator. We show that, however, the





even if pre- and post-selections are incomplete. The denition (2.56) is equivalent
to Eq. (2.44) when pre- and post-selections are complete.
We rst describe the denition of weak measurements. Weak measurements are
the measurements that hardly disturb the measured system, instead they give little
information on the system. The measurement operator of a weak measurement is











where wn are real numbers and jjN^njj  1 for all n. The parameter  represents
the strength of the measurement. From the completeness relation (2.26), wn and
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N^n must satisfy the following relations:X
n




n) = O(): (2.59)
We next show that the results of weak measurements can be described by the
single operator W^ given in Eq. (2.56). It will be shown by calculating Eq. (2.55)
















= wntr(^f ^i)[1 + Re tr(W^ N^n)] +O(
2): (2.60)
Substituting this to Eq. (2.55) gives
p(njf ; i) = wn
(










This shows that we can calculate the probability distribution of weak measurements
by using the single operator W^ given in Eq. (2.56).
If N^n are Hermitian operators,
P







= tr(^f ^i) +O(
2): (2.62)
This means that the success probability of post-selection is disturbed only the second
order to the measurement strength . In this case, p(njf ; i) takes a simple form as
p(njf ; i) = wn[1 + Re tr(W^ N^n)] +O(2): (2.63)
2.3.2 AAV weak measurement
We describe one of the indirect measurement models of weak measurements, which
was introduced by Aharonov, Albert, and Vaidman (AAV) [4]. This model can be
used to measure the ordinary expectation value of an observable for a pre-selected-
only ensemble. By applying the same measurement to pre- and post-selected en-
semble, we obtain the counterpart of expectation value of an observable for pre- and
post-selected ensemble, which is called the weak value of the observable.
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strong weak
Figure 2.3: Comparison between strong and weak measurements. The wavepacket
of the probe state for strong measurements is suciently sharp to distinguish each
eigenvalue of an observable. That for weak measurements is too broad to distinguish
each eigenvalue; however, we can extract the expectation value of the observable by
repeating measurements.
Pre-selected-only ensembles
We reconsider the indirect measurement model described in Sec. 2.1.8. The only
dierence is that the interaction is assumed to be too weak to distinguish each
eigenvalue of a measured observable A^. In other words, the probe wavepacket is
enough wider than the displacement induced by the measurement interaction, as
shown in Fig. 2.3. In this case, we cannot obtain the probability distribution of
eigenvalues of A^. However, we can extract the expectation value hA^i from the
average displacement of the probe wavepacket by repeating measurements. In the
following, we show this fact.






where p(a) := j (a)j2. We denote the initial position of the probe as hx^ii := hjx^ji.
The subscript i represents that the average is taken for the initial probe state. We
also use the subscript f to represent the average for the nal probe state. We
introduce the operator measuring the displacement of the probe from the initial










Therefore, we can extract the expectation value of the observable A^ from the average
displacement.
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Pre- and post-selected ensembles
We consider the case when the indirect measurements are performed on a pre- and
post-selected ensemble. The following calculation is based on Jozsa's paper [33].
Recalling that measurement interaction is given by Eq. (2.34), the unnormalized
probe state after the post-selection is
jfi = h f jU^ j iiji















where we dene the weak value of the observable A^ as
hA^iw := h f jA^j iih f j ii : (2.67)
In the third line of Eq. (2.66), we neglected the higher order term in x0 since we
assumed that the interaction is suciently weak. However, the condition to justify
the approximation is somewhat complicated, because the momentum operator p^ is
not bounded. Thus the condition must depend on the initial state of the probe.




where p is the standard deviation of the momentum operator for the initial probe
state. For more sophisticated analyses, see Ref. [34] and [35].
We denote the expectation value of an observable M^ for the initial and nal
probe state as
hM^ii :=hjM^ jihji ; (2.69)
hM^if :=hf jM^ jfihf jfi : (2.70)
The unnormalized readout for the measurement of M^ is
hf jM^ jfi ' P(fji)








where [A^; B^] := A^B^   B^A^ and fA^; B^g := A^B^ + B^A^ for observables A^ and B^. We
also dened P(fji) := jh f j iij2, which is the success probability of post-selection
22 Chapter 2 Fundamentals
without measurement disturbance. Setting M^ = I^ in Eq. (2.71) gives the success
probability of the post-selection as








Dene the shift operator for an observable M^ as iM^ := M^   hM^ii. Then the
average shift of the observable M^ is




Suppose we take the observable M^ = x^ in the same way as weak measurements
for pre-selected-only ensembles. The average shift of the position is
hix^if = x0RehA^iw + x0 ImhA^iw hfix^; ip^gii~ : (2.74)
Note that the term hfix^; ip^gii represents the correlation between the position and
momentum. Choosing the initial probe state such that the position and momentum
have no correlation, we obtain the real part of the weak value
hix^if = x0RehA^iw: (2.75)
Note that the sucient condition for no correlation between the position and mo-
mentum is that the initial probe wavefunction is real, as shown in Appendix A.1.
The real part of the weak value works as the expectation value for a pre- and post-
selected ensemble.
In the case of pre- and post-selected ensembles, the momentum p^ of the probe
is also shifted by the weak interaction. The average shift of the momentum is
hip^if = 2x0~ h(ip^)
2ii ImhA^iw: (2.76)
Thus the imaginary part of the weak value contribute to the momentum shift of the
probe. In contrast to the position shift, the momentum shift depends on the state
of the probe.
2.3.3 Weak measurements with a qubit probe
We describe the weak measurements with a qubit probe. Considering the qubit
probe, we can illustrate the evolution of the probe intuitively on the Bloch sphere.







where A^ is a measured observable and Z^ is the Pauli Z operator; the  represents
the strength of measurements.
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Figure 2.4: Evolution of the qubit probe for a pre-selected-only ensemble.
Pre-selected-only ensembles
Denote the initial state of the measured system as j ii. Let ^i be the initial state
of the probe. The probe state ^f after the unitary evolution is given by
^f() = trS[U^()(j iih ij 
 ^i)U^()y]; (2.78)
where trS is the partial trace over the measured system. Assuming that the inter-
action is weak, i.e., jjA^jj  1, we obtain
^f = ^i   ihA^i[Z^; ^i] +O(2) (2.79)
= e ihA^iZ^ieihA^iZ^ +O(2): (2.80)
This indicates that the probe state is rotated about the Z axis by the angle 2hA^i,
as shown in Fig. 2.4
To extract the expectation value of A^, we prepare the initial state in (j0i +
j1i)=p2, which is the +1 eigenstate of the Pauli X operator. We then measure the
Pauli Y operator.
tr(^f Y^ ) = tr(^iY^ )  ihA^itr(^i[Y^ ; Z^]) +O(2)
= 2hA^i+O(2): (2.81)
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Pre- and post-selected ensembles
When the system state is pre- and post-selected, the unnormalized evolution oper-
ator V^ () is given by
V^ () = h f jU^()j ii
= h f j ii(I^   ihA^iwZ^) +O(2)
= h f j ii exp( ihA^iwZ^) +O(2): (2.82)
Note that the operator exp( ihA^iwZ^) is not a unitary operator since the weak
value hA^iw is generally a complex number. The operator exp( ihA^iwZ^) can be
decomposed into the unitary and non-unitary parts as
exp( ihA^iwZ^) = exp( iRehA^iwZ^) exp( ImhA^iwZ^): (2.83)
The real and imaginary parts of the weak value induce the unitary and non-unitary
evolution, respectively.
The unitary part exp( iRehA^iwZ^) rotates the state about the Z axis by the
angle 2hA^iw.
We consider the evolution induced by the non-unitary part exp( ImhA^iwZ^). For
simplicity, we assume that  ImhA^iw > 0. The non-unitary operator exp( ImhA^iwZ^)
amplies the amplitude of the state j0i relative to the state j1i:
exp( ImhA^iwZ^)j0i = e ImhA^iw j0i; (2.84)
exp( ImhA^iwZ^)j1i = e  ImhA^iw j1i: (2.85)
Therefore, all probe states are shifted toward the north pole on the Bloch sphere.
The evolution of the qubit probe is summarized in Fig 2.5.
Next, we calculate the average shift of the probe. The unnormalized nal state
of the probe is given by




^i   iRehA^iw[Z^; ^i] +  ImhA^iwfZ^; ^ig
i
+O(2): (2.86)
where P(fji) := jh f j iij2. We denote the expectation value of a probe observable
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Figure 2.5: Evolution of the qubit probe for a pre- and post-selected ensemble. Left
and right gures represent the evolution induced by the real and imaginary parts
of the weak value, respectively. The unitary part of the evolution rotates the state
about the Z axis. The non-unitary part shifts the state toward the north pole.
We also introduce the operator iM^ := M^   hM^ii, which represents the shift of the
observable from the initial value. The expectation value of iM^ is calculated as
hiM^if = RehA^iwh i[M^; Z^]ii +  ImhA^iwhfiM^; iZ^gii +O(2): (2.88)
Suppose the initial probe state to be j ii = (j0i+ j1i)=
p
2; this state is toward
the X direction. Figure 2.5 shows that if we measure the Pauli Y operator we
can obtain the real part of the weak value. On the other hand, if we measure the
Pauli Z operator we can obtain the imaginary part of the weak value. In fact, for
M^ = Y^ ; Z^, Eq. (2.88) reduces to
hiY^ if = hY^ if = 2RehA^iw +O(2); (2.89)
hiZ^if = hZ^if = 2 ImhA^iw +O(2): (2.90)
2.3.4 Weak-value amplication
As shown in Sec. 2.3.2 and 2.3.3, the average shift of the probe is proportional to
the interaction strength and the weak value. If the interaction strength is known,
we can extract the weak value of an observable. Conversely, if the weak value is
known, we can estimate the interaction strength by performing weak measurements.
This point of view leads to high precision measurement using pre- and post-selected
ensembles.
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Since the weak value can be unboundedly large, the average shift of the probe
can be amplied by using the post-selection. This amplication technique is known
as the weak-value amplication.
Although the post-selection causes the large shift of the probe, it also reduces
the number of success measurements. As a results, the precision of the measurement
is almost the same as the case of no post-selection when there is no noise.
However, the post-selection is known to improve the signal-to-noise ratio (SNR)
against some kinds of noises such as systematic noise [36] and correlated noise [37].
Roughly speaking, the post-selection concentrates the signal of the measurement in
a few trials; this concentration of the signal enables us to defeat some kinds of noise.
In the following, we describe which type of noise can be defeated by using post-
selection.
In the case of no post-selection, the probe shift is proportional to the expectation
value of a measured observable A^. To maximize the probe shift, the initial state
of the measured system should be the eigenstate with respect to the largest abso-
lute value of the eigenvalues. Let amax and amin be the maximum and minimum
eigenvalues of A^, respectively. The maximum probe shift is represented as aM,
where aM := maxfjamaxj ; jaminjg and  is the interaction strength to be measured.
Repeating the measurement N times, the measured signal Si is given by
Si = NaM: (2.91)
With pots-selection, on the other hand, the probe shift is proportional to the
weak value of an observable A^. As shown in Appendix. A.2, when we x the success







where a := amax   amin. When we perform the measurement N times, the post-
selection succeeds NP(fji) times on average. Therefore, the measured signal Sf;i for
N trials satises
Sf;i  NP(fji)   a
2
pP(fji) = NpP(fji) a2 : (2.93)
To evaluate the SNR of the measurements, we assume that the dominant noise is
proportional N, where N is the number of success trials. The parameter  depends
on the kind of noise. For example, the systematic noise corresponds to  = 1, and
the shot noise corresponds to  = 1=2. We introduce the proportional constant k,
then noise is represented as kN.
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Without post-selection With post-selection
Signal N
pP(fji)N
Noise N [P(fji)N ]
SNR N1  P(fji)1=2 N1 
Table 2.1: S/N comparison between standard measurements and weak measure-
ments. Unimportant constant factors are omitted.
We denote the SNRs of the weak measurements with and without post-selection
as SNRf;i and SNRi, respectively.





With post-selection, the number of success trials reduces to P(fji)N . Thus the








Note that a=2 and aM have the same order of magnitude, unless A^ is almost equal
to a constant times the identity operator.
The comparison between weak measurements with and without post-selection
is shown in Table. 2.1. In Table. 2.1, we omit the unimportant constant factors.
If dominant noise corresponds to  > 1=2, weak measurements with post-selection
have a net gain of SNR by the factor P(fji)1=2 . Thus, for example, systematic
noise ( = 1) can be reduced by using pot-selection. However, since the shot noise
corresponds to  = 1=2, there is no improvement of an ultimate limit of SNR.
2.4 Photonic qubits and linear optics
To implement weak measurements in optical systems, we use the two degree of
freedom of a photon, its path and polarization. In this section, we describe the way
to represent a qubit by using the path or polarization of a photon. We also present
the quantum mechanical treatments of linear optical elements.
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BS
(a) (b)
Figure 2.6: Optical elements: (a) Phase shifter; (b) Beam splitter. A red arrow
represents each optical mode.
2.4.1 Path qubits
We describe the way to represent a qubit by using two spatial modes, or two paths.
The state of two spatial modes can be represented by using the bracket notation
like
jm;ni: (2.96)
In this notation, the rst number m represents the number of photons in the rst
mode and the second number n represents the number of photons in the second
mode. Now, we assume that there is only one photon in those two modes. The
photon must exist in either the rst mode or in the second modes. Thus, there are
two possible states j1; 0i or j0; 1i. We assign the states j0i and j1i of a qubit to
these two states:
j0i := j1; 0i; (2.97)
j1i := j0; 1i: (2.98)
This representation of a qubit by the two possible paths of a photon is known as
the dual-rail representation [38]. We call the qubit represented by the two paths of
photon as a path qubit.
We consider how the optical elements act on the state of a path qubit. We
describe the actions of two optical elements: a phase shifter and a beam splitter.
Figure 2.6 (a) represents a phase shifter with a retardation angle . The phase
shifter causes the phase delay of an angle  for one of the two paths. The unitary










The phase shifter can be implemented by varying the optical path length.
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Figure 2.7: States of a polarization qubit on the Bloch sphere.
The second fundamental element is a beam splitter as shown in Fig. 2.6 (b).











The photon incident from one of the two paths is transformed to an equally weighted
superposition state of two paths.
The path state can be measured by setting a photo detector on each path.
2.4.2 Polarization qubits
The second representation of a qubit by a photon uses its polarization degree of
freedom. We call this type of qubit as a polarization qubit. We denote the horizontal
and vertical polarization as jHi and jVi. Using jHi and jVi, the diagonal and anti-






(jHi   jVi): (2.102)






(jHi   ijVi): (2.104)
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We identify jRi and jLi of polarization with j0i and j1i of a qubit:
j0i := jRi; (2.105)
j1i := jLi: (2.106)
The each state of polarization is depicted on the Bloch sphere as shown in Fig. 2.7.
The Bloch sphere for the polarization qubit is also called as the Poincare sphere.
A wave plate is one of the basic optical elements acting on the polarization
qubit. A wave plate is made of birefringent crystal such as quartz crystal. As
shown in Fig. 2.8 (a), a wave plate has two axes called the fast and slow axes; these
axes correspond to two eigen axes of the birefringent crystal. The fast axis has a
smaller refractive index than the slow axis. The polarization along the fast axis
feels the retardation of phase by an angle  relative to the polarization along the
slow axis. We consider the action of the wave plate whose fast axis rotated by an
angle  from the horizontal axis as shown in Fig. 2.8 (a). The action of the wave
plate is represented as a rotation on the Bloch sphere as shown in Fig. 2.8 (b).
The rotation axis is written by the vector n() := cos(2)ex + sin(2)ey, where ex
and ey represent the unit vectors along x and y directions. The unitary operator
representing the action of the wave plate is written as
U^WP(; ) = e
i=21
2
(I^ + n()  ^) + e i=21
2
(I^   n()  ^)
= cos(=2) I^ + i sin(=2)(cos(2) ^x + sin(2) ^y): (2.107)
The wave plates having retardation angles  and =2 are especially called a half-
wave plate (HWP) and a quarter-wave plate (QWP), respectively. We denote the
unitary operation of a HWP and a QWP as U^HWP() := U^WP(; ) and U^QWP() :=
U^WP(; =2), respectively.
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Figure 2.8: (a) Wave plate. The angle of the fast axis from the horizontal axis is
represented by . (b) Action of the wave plate on the Bloch sphere. A quantum
state j i is rotated by the retardation angle . The rotation axis is tilted by the






In this chapter, we further investigate the AAV model of weak measurements in-
troduced in Sec. 2.3.2. The aim of this chapter is to clarify the interference eect
occurred in weak measurements for pre- and post-selected ensembles. In weak mea-
surements, the measurement interaction is assumed to be weak, and the wavepackets
of the probe remain overlapped. Therefore, the anomalously large shift in propor-
tion to the weak value must be understood as a consequence of the interference
induced by the post-selection.
To investigate the interference eect, we consider an interferometer for a particle
with an internal degree of freedom. It serves as a framework common to the weak
measurement and the quantum eraser [39].
In Sec. 3.2, we show an analogy between the weak measurement and the quantum
eraser. In Sec. 3.3, we rst investigate the change of interference in a quantum eraser.
We demonstrate that the geometric phase [40], particularly the Pancharatnam phase
[41], appears as a result of post-selection in the quantum eraser. In Sec. 3.3, we
examine the role of the post-selection in weak measurements. We show that the
extraordinary displacement of the probe wavepacket in weak measurements is the
result of a geometric property of the Pancharatnam phase, which is induced by the
post-selection. The weak value can be geometrically understood in terms of the
behavior of geodesic arcs on the Bloch sphere.
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3.2 Analogy between quantum erasers and weak
measurements
Both setups for a quantum eraser and the AAV weak measurements can be regarded
as an interferometer for a particle with an internal degree of freedom. Figure 3.1
shows the setups for a quantum eraser and the AAV weak measurements. In the
quantum eraser, we consider the double-slit interferometer which has two possible
paths. In the AAV weak measurement, on the other hand, a particle takes multiple
paths labelled with a continuous variable p, which corresponds to the transverse
momentum of the particle. This is only dierence between the two setups.
3.3 Pancharatnam phase in quantum erasers
We rst consider the eect of post-selection in a quantum eraser as shown in
Fig. 3.1 (a).
In a quantum system, there exists a complementary relation between which-path
information and visibility of interference [42]. When we can extract the which-path
information from the internal state of a particle, the visibility of interference is
decreased. The idea of quantum eraser is that one can erase the which-path infor-
mation by post-selecting the internal state, and then the visibility of interference is
recovered.
In this section, we show that the post-selection of the internal state not only
results in the recovery of visibility, but also changes the phase of the interference.
We focus on the phase shift in the quantum eraser and demonstrate that the phase
shift induced by post-selection can be expressed in terms of the Pancharatnam
phase.
Assume that the initial state of the path is
jii = c1jp1i+ c2jp2i; (c1; c2 2 C; jc1j2 + jc2j2 = 1) (3.1)
where jp1i and jp2i correspond to the states of the upper and lower paths, as shown
in Fig. 3.1 (a). We introduce the projection operator P^ () for determining the
relative phase of the paths as
P^ () = j()ih()j; j()i = 1p
2
(jp1i+ eijp2i): (3.2)
We can measure the interference pattern by sweeping the parameter .
In order to calibrate the interferometer, we rst examine the initial interference
pattern and determine the phase i that maximizes the detection probability. The
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Figure 3.1: (a) Setup for a quantum eraser. We label the paths by utilizing the
particle's internal degree of freedom and erase the which-path information by post-
selecting the internal state. (b) Setup for weak measurements. We label the mo-
mentum eigenstates by the Hamiltonian H^I = gA^ 
 p^ and post-select the internal
state.
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detection probability is given by
tr(jiihijP^ ()) = 1
2
[1 + 2 jc1c2j cos(  + arg(c1c2))] : (3.3)




which provides the origin of the phase, and the choice of the origin depends on our
calibration of the interferometer.
Secondly, we consider the internal degree of freedom and assume that its initial
state is j ii. The initial state of the composite system can be expressed as
j	ii = j ii 
 (c1jp1i+ c2jp2i): (3.5)
In order to label the particle according to the paths, we let the initial state j ii
evolve into the states j m1i and j m2i corresponding to the paths jp1i and jp2i,
respectively. We assume that h m1j m2i 6= 0. This condition means that we cannot
completely distinguish the paths. Then the state of the composite system can be
expressed as the non-maximally entangled state,
j	mi = c1j m1ijp1i+ c2j m2ijp2i: (3.6)
The interference pattern is found to be
tr(j	mih	mjP^ ()) = 1
2
[1 + 2 jc1c2j jh m1j m2ij cos(  + i + argh m1j m2i)] : (3.7)
The phase m that gives the maximum detection probability is
m = i + argh m1j m2i: (3.8)
Thus the phase shift (1) due to the labeling is
(1) = m   i = argh m1j m2i: (3.9)
This implies that we can measure the intrinsic phase dierence between the internal
states j m1i and j m2i as the phase shift (1). The denition of the relative phase
between two dierent states as argh m1j m2i was proposed by Pancharatnam [41].
When argh m1j m2i = 0 is satised, j m1i and j m2i are known to be `in phase.'
Next, we examine the phase shift that is induced by post-selection in the quan-
tum eraser. After the post-selection of the internal state in j fi, the state of the
composite system is given by
j	fi = j fih f jj	mi
= j fi 
 (c1h f j m1ijp1i+ c2h f j m2ijp2i): (3.10)
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The detection probability is
tr(j	fih	f jP^ ()) = jc1j2 jh f j m1ij2 + jc2j2 jh f j m2ij2
+ 2 jc1c2j jh m1j fih f j m2ij cos(  + i + argh m1j fih f j m2i):
(3.11)
Then constructive interference occurs at
f = i + argh m1j fih f j m2i: (3.12)
The phase shift (2) that is induced by the post-selection is calculated as
(2) = f   m = argh m1j fih f j m2ih m2j m1i: (3.13)
This phase shift is gauge invariant; that is, it is independent of the phase factor of
each state. In fact, the right hand side of Eq. (3.13) represents the geometric phase,
particularly the so-called Pancharatnam phase for the three states j m1i, j m2i and
j fi [43, 44].
Assuming that the particle has two internal states such as for polarization or
spin 1=2, the Pancharatnam phase is known to be related to the solid angle 
 (see
Fig. 3.2) of the geodesic triangle on the Bloch sphere by the following relation:




Figure 3.2 shows the relation between Eqs. (3.8) and (3.12), each of which cor-
responds to interferometry without and with post-selection, respectively. In both
procedures, the initial state j ii evolves into j m1i and j m2i according to the cor-
responding paths, and the phase dierence between the two states is obtained by
measuring the interference pattern. Without post-selection, we directly compare
the phases between the two states j m1i and j m2i. However, with post-selection,
we compare the phases indirectly via the post-selected state j fi. The dierence
between m and f is attributed to the Pancharatnam phase (3.14) and it can be
obtained as the phase shift (2) = f  m. The Pancharatnam phase for three states
has been experimentally measured using setups similar to that shown in Fig. 3.1 (a)
[45, 46].
It should be noted that the phases i, m and f by themselves depend on our
calibration of the interferometer. On the contrast, the phase shifts (1) = m   i
and (2) = f   m are independent of the initial path state, and provide the phase
information about the internal states. The phase shift (1) represents the intrinsic
phase dierence between the two intermediate states j m1i and j m2i. The phase
shift (2) represents the Pancharatnam phase among the three states j m1i, j m2i
and j fi, and critically depends on the choice of the post-selected state j fi.
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Figure 3.2: Pancharatnam phase on the Bloch sphere. The initial state j ii evolves
into j m1i and j m2i. We compare the phases between them with or without post-
selection in j fi. The geodesic triangle formed by j m1i, j m2i, and j fi (shaded
area) represents the Pancharatnam phase that results from the post-selection.
3.4 Reinterpretation of weak measurements
3.4.1 The Pancharatnam-phase-induced displacement
In this section, we describe how the Pancharatnam phase contributes to the dis-
placement of probe wavepackets in weak measurements by applying the analogy
introduced in Sec. 3.2.
Figure 3.1 (b) shows the setup for the weak measurement. The interferometer
has multiple paths labeled with a continuous variable p, which is the transverse
momentum of the particle. In the context of the weak measurement, the internal
state of the particle corresponds to the measured system state, and the transverse
(the x-direction) wavepacket corresponds to the probe state. We assume the initial
probe state to be a real-valued function centered at p = 0 in the transverse momen-
tum space. Since we measure the position of the particle in weak measurements,
the detection operator P^ (x) is given by





where jxi is the transverse position eigenstate and jpi is the transverse momentum
eigenstate. The transverse position x in Eq. (3.15) determines the phase gradient in
the transverse momentum space and plays the same role as the phase dierence  in
Eq. (3.2). While we obtain the phase dierence between the two paths by measuring
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the constructive interference points in the quantum eraser, we obtain the phase
gradient in the momentum space by measuring the center of the wavepacket in weak
measurements. In the quantum eraser, the initial calibration of the interferometer
is required. Similarly, the prior determination of the center of the wavepacket is
required in weak measurements.
In an analogous way to the quantum eraser, we analyze the phase change in
the weak measurement. The interaction between the measured and probe system
can be regarded as a labeling process. We label each momentum eigenstate under
the interaction Hamiltonian H^I = gA^ 
 p^, where g is the coupling constant, A^
is a measured observable, and p^ is the transverse momentum operator. After the
interaction for a time period  , j ii evolves into j m(p)i = e iGpA^=~j ii according
to the path jpi, where G = g . This process leads to the phase dierence (1)(p)
between the momentum eigenstates jp = 0i and jpi:
(1)(p) = argh m(0)j m(p)i




We retained only the rst order term in p. The phase change (1)(p) can be regarded
as the dynamical phase [40], which is proportional to the energy of the particle. In
fact, (1) is expressed as





The p-dependent phase shift changes the constructive interference point and is mea-
sured as the displacement of the wavepacket. The displacement x(1) due to the
labeling is given by






Thus, we can obtain the expectation value of the observable A^.
We next consider the eect of the post-selection. As shown in Eq. (3.13), when
we post-select the internal state in j fi, the Pancharatnam phase (2)(p) appears
as an additional phase shift:
(2)(p) = argh m(0)j fih f j m(p)ih m(p)j m(0)i
= arg
h
h ij fih f je iGpA^=~j iih ijeiGpA^=~j ii
i
  G(RehA^iw   hA^i)
~
p: (3.19)
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Hence, the displacement x(2) caused by the post-selection is





= G(RehA^iw   hA^i): (3.20)
After all, the displacement x for the whole process of the weak measurement
is the sum of x(1) and x(2):
x = x(1) +x(2) = GRehA^iw: (3.21)
Consequently, the displacement x is obtained as the real part of the weak value
hA^iw. The counterintuitive eects in weak measurements such as the unbounded
weak value can be attributed to the Pancharatnam-phase-induced displacement
x(2), as will be shown in Sec. 3.4.2.
3.4.2 Phase jump in the Pancharatnam phase
In weak measurements, the smaller the inner product of j ii and j fi, the larger
is the displacement x. This eect is closely related to the phase jump in the
Pancharatnam phase that is caused by the geometrical singularity of geodesics on
the Bloch sphere [45, 46, 47].
As an example, we consider a two-state system as a measured system. The
initial state j ii, the post-selected state j fi, and the observable A^ are assumed as
follows:
j ii = j0i; (3.22)
j fi = sin j0i+ cos j1i; (3.23)
A^ = X^; (3.24)
where j0i and j1i are basis states of the measured system, and X^ is the Pauli X
operator. The expectation value and the weak value of A^ are
hA^i = h ijA^j ii = 0; (3.25)




The system state j m(p)i that is evolved corresponding to the probe state jpi is
given by
j m(p)i = e iGpA^=~j ii
= cos'j0i   i sin'j1i; (3.27)
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Figure 3.3: Variation of Pancharatnam phase (2) for several . The gradient of the
Pancharatnam phase becomes steeper with decreasing . Since the Pancharatnam
phase obtained around p = 0 is limited to , the region in which the Pancharatnam
phase changes linearly becomes smaller for the smaller .
where '(p) := Gp=~. The additional phase shift induced between the momentum
eigenstates jp = 0i and jpi by post-selection is derived as







We show the variation in (2) for several post-selected states in Fig. 3.3. The
trend in the phase change can be well understood by considering the geometrical
meaning of the Pancharatnam phase. Figure 3.4 shows the variation of the geodesic
triangle on the Bloch sphere. The initial state j ii corresponds to the north pole
j0i and the post-selected state j fi occurs near the south pole j1i. The solid angle

(p) of the geodesic triangle connecting j ii, j m(p)i, and j fi is related to the
Pancharatnam phase by the relation (2)(p) =  
(p)=2 as shown in Eq. (3.14).
For simplicity, we assume 0 <   =4 and set j ?i i = j1i. We sweep ' for a
xed value of . For ' > , the distance between j m(p)i and j ii becomes large as
compared to that between j fi and j ?i i. Therefore, the path of the geodesic arc
connecting j m(p)i and j fi passes close to the path connecting j m(p)i and j ?i i.
Since, in this example, the geodesic arc connecting j m(p)i and j ?i i is always on
the same great circle, the geodesic arc connecting j m(p)i and j fi remains almost
constant. As a result, the variation in the Pancharatnam phase in the range ' > 
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Figure 3.4: Variation of geodesic triangle on the Bloch sphere. The initial internal
state j ii corresponds to the north pole j0i, and the post-selected state j fi occurs
near the south pole j1i. After the interaction, the internal state is rotated clock-
wise or anti-clockwise into j m(p)i according to p < 0 or p > 0. By the post-
selection, the transverse momentum eigenstate jpi acquires the Pancharatnam phase
(2)(p) =  
(p)=2. When j m(p)i traverses the north pole j0i, the geodesic arc
connecting j m(p)i and j fi rapidly sweeps across the surface of the Bloch sphere,
and therefore the Pancharatnam phase also changes rapidly around p = 0.
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is quite small. This is also true in the range ' <  . For ' < 0, however, the
geodesic arc connecting j m(p)i and j ?i i goes in the opposite direction around the
Bloch sphere, as compared to that in the case of ' > 0. Thus, the geodesic arc
connecting j m(p)i and j fi must change rapidly in the range   < ' < . This is
why the Pancharatnam phase jumps by  around p = 0. As shown in Fig. 3.3, the
smaller the value of , the steeper is the gradient of (2)(p).
Weak measurements utilize the large gradient of the Pancharatnam phase around
p = 0. Since hA^i = 0 in this example, the real part of the weak value is proportional
to the gradient of the Pancharatnam phase:






Therefore, when h f j ii   is small, we can obtain the large displacement.
The Pancharatnam phase varies nonlinearly with p; therefore, in order to main-
tain the shape of the wavepacket, the momentum distribution of the wavepacket
must be contained in the range in which the Pancharatnam phase changes linearly
[48]. Let p be the standard deviation of the momentum, then the condition under












This condition can be related to the weakness condition mentioned in [35] and
[49]. The requirement of the weakness condition comes from the fact that the
Pancharatnam phase that is obtained by the phase jump is limited to , i.e. a
quarter of the solid angle of the Bloch sphere. Since the weak value is determined
from the gradient of the Pancharatnam phase, in order to obtain a large weak value,
we must prepare a probe wavepacket having a small momentum variance so that it
can be conned within the linear region.
3.5 Summary
In this chapter, we introduced the interferometer for a particle having an internal
degrees of freedom, which is a framework common to the weak measurement and
the quantum eraser. We rst examined the phase change in the quantum eraser. It
turned out that the post-selection in quantum eraser plays a role to change the way
of the phase comparison between internal states. As a result, when we post-select
the internal state, the Pancharatnam phase appears as an additional phase shift of
interference pattern.
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Subsequently, we considered the weak measurement in the interferometric frame-
work with relating it to the quantum eraser. We also focused on the phase change
in the weak measurement, and demonstrated that the extraordinary displacement
in weak measurement is caused by the Pancharatnam phase that is obtained by
post-selection. The unbounded weak value is achieved by utilizing the phase jump
in the Pancharatnam phase. The weakness condition can be also derived from the




In Sec. 2.2, we described that the state of the pre- and post-selected ensemble can
be expressed by the two-state operator. In this chapter, we present a geometric
representation of the two-state operator. We explain how the two-state operator
can be depicted on the Bloch sphere.
By using the Bloch sphere representation, we tackle two problems. The rst
problem is how the negative weak value of the projection operator can be understood
geometrically. The second problem is how we can maximize the weak value for
xed success probability. The maximization of the weak value is important when
we design the setup for the weak-value amplication.
4.2 Geometry of two-state operators
The two-state operator W^ is dened by
W^ =
j iih f j
h f j ii ; (4.1)
where j ii and j fi are pre- and post-selected states, respectively. The two-state
operator W^ has similar properties to those of the density operator. The trace of
the product of the two-state operator W^ and an observable A^ gives the weak value
of A^:
hA^iw = tr(W^ A^): (4.2)
To construct a geometric representation, we rst decompose the two-state oper-
ator, and then we describe the geometric interpretation of each component.
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The two-state operator W^ can be decomposed into Hermitian and anti-Hermitian
parts as follows:








(W^   W^ y); (4.5)
where the operators W^R and W^ I are both Hermitian operators. W^R and W^ I are
related to the real and imaginary parts of weak value, respectively:
RehA^iw = tr(W^RA^); (4.6)
ImhA^iw = tr(W^ IA^): (4.7)
We also dene the following Hermitian operators related to W^R as
W^Ri := W^
R   ^i; (4.8)
W^Rf := W^
R   ^f ; (4.9)
where ^i = j iih ij and ^f = j fih f j. Then the two-state operator W^ is decomposed
into three parts as








Next we consider the geometric meaning of each components. We denote the
state space composed of all pure state operators as R. For a two-state system, R
is equivalent to the Bloch sphere. The tangent space of R at ^ is denoted as TR^.
As shown in Appendix B.1, the tangent space TR^ is expressed as
TR^ = fB^ j B^y = B^; trB^ = 0; fB^; ^g = B^g: (4.12)
It can be conrmed that
W^Ri ; W^
I 2 TR^i ; (4.13)
W^Rf ; W^
I 2 TR^f : (4.14)
There are also the conjugate relations
W^Ri = i[^i; W^
I]; (4.15)
W^ I =  i[^i; W^Ri ]; (4.16)
W^Rf =  i[^f ; W^ I]; (4.17)
W^ I = i[^f ; W^
R
f ]: (4.18)
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Therefore, W^Ri and W^
I are orthogonal to each other under the trace inner product:
tr(W^Ri W^
I) = 0: (4.19)
Furthermore, W^Ri and W^
I have the same length,
tr[(W^Ri )





= tr[(W^ I)2]: (4.20)
Similarly,
tr(W^Rf W^
I) = 0; (4.21)
tr[(W^Rf )
2] = tr[(W^ I)2]: (4.22)
We further show that W^Ri is one of the tangent vectors along the geodesic curve




h (t)j (t)i ; (4.23)
j (t)i = cos tj ii+ ei argh f j ii sin tj fi: (4.24)





^(t) = 2 jh f j iij W^Ri : (4.25)
Therefore, W^Ri is one of the tangent vectors along the geodesic curve from ^i to ^f .





^(t) =  2 jh f j iij W^Rf : (4.26)
Summarizing the above results, we can illustrate the operators appeared in this
section as Fig. 4.1. It means that the two-state operator include the information
about the initial and nal state as well as the tangent vector from ^i to ^f .
4.3 Physical interpretation of two-state operators
In this section, we consider the physical meanings of the operators W^Ri and W^
I
introduced in Sec. 4.2.
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Figure 4.1: Geometry of the two-state operator. The operators W^Ri and W^
I are




are orthogonal tangent vectors with the same length at ^f . The tangent vectors W^
R
i
and W^Rf are oppositely directed along the geodesic curve from ^i to ^f .
4.3.1 Real parts
In Sec. 3.4.1, we showed that the real part of the weak value is decomposed into two
parts: the expectation value for the initial state and the gradient of the geometric
phase. In a similar manner, we can show the relationship between the operator W^Ri
and the geometric phase.
We assume that the state in the system is evolved according to the generator A^,
U^() = exp( iA^): (4.27)
Let j m()i := U^()j ii, and then consider the geometric phase () formed by the
three states j ii, j m()i, and j fi:
() = argh ij fih f j m()ih m()j ii: (4.28)
Then, we obtain the relation






Therefore, W^Ri can extract the geometric phase generated by the operator A^.
4.3.2 Imaginary parts
The imaginary part of the weak value is related to the information obtained from
the result of post-selection [50, 51].
We consider the evolution generated by A^ as Eq. (4.27). The success probability
of post-selection is given by
p() = jh f j m()ij2 : (4.30)
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The imaginary part of the weak value is proportional to the logarithmic derivative







The logarithmic derivative is related to the Fisher information about the parameter
 [52]. Thus, the imaginary part of the weak value is related to the information
obtained from the result of post-selection.
4.4 Bloch sphere representation of two-state op-
erators
In this section, we describe a geometrical way to represent the two-state vector
operator by using the Bloch sphere.
Assume that pre- and post-selected states are in an N -dimensional Hilbert space.
We denote the two-dimensional subspace spanned by j ii and j fi as H2 and the
projector onto H2 as P^2. We can dene the Pauli operators ^ on H2 by taking an
appropriate basis of H2. By denition, the two-state operator
W^ =
j iih f j
h f j ii (4.32)





(P^2 +w  ^); (4.33)
where w is a complex vector in C3. Let ri and rf represent the Bloch vector








(P^2 + rf  ^): (4.35)





Substituting Eqs. (4.34) and (4.35) to this equation, we obtain [53]
w =
(ri + rf) + i(ri  rf)
1 + ri  rf : (4.37)
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We dene the real and imaginary parts of w as wR and wI so that
w = wR + iwI: (4.38)
Then wR and wI can be represented as
wR =
ri + rf
1 + ri  rf ; (4.39)
wI =
ri  rf
1 + ri  rf : (4.40)
Dene two unit vectors r := (ri + rf)= jri + rf j and q := (ri  rf)= jri  rf j, and





wI = tan  q: (4.42)
Dene the vectors wRi and w
R






R   ri; (4.43)
wRf := w
R   rf : (4.44)
Then the following relation can be derived in accordance with the results shown in
Sec. 4.2.
ri ? wRi ; ri ? wI; (4.45)
rf ? wRf ; rf ? wI; (4.46)
wRi ? wI;wRf ? wI; (4.47)
jwRi j = jwRf j = jwIj: (4.48)
Summarizing the above results, the vectors wR and wI can be represented on
the Bloch sphere as shown in Fig. 4.2.
4.5 Geometrical representation of weak values
In this section, we describe how weak values are derived from the Bloch sphere
representation of the two-state operator.
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Figure 4.2: The Bloch sphere representation of the two-state operator.
4.5.1 Decomposition of weak values










We can regard hjnihnjiw as a complex probability distribution. In fact, the weak
values hjnihnjiw satisfy the sum rule:
NX
n=1
hjnihnjiw = 1; (4.51)
which is the result of the completeness relation
PN
n=1 jnihnj = I^. Thus the weak
value of A^ is the weighted sum of its eigenvalues an with respect to the complex
probability distribution hjnihnjiw. Figure 4.3 illustrates this fact. The decomposi-
tion of the weak value suggests that the strangeness of the weak values attributes
to that of the complex probability distribution [54].
Note that the real parts of the weak values also satisfy the sum rule:
NX
n=1
Rehjnihnjiw = 1: (4.52)
Thus we can regard Rehjnihnjiw as a quasiprobability distribution.
52 Chapter 4 Geometry of two-states
Figure 4.3: Decomposition of the weak value. The weak values of projection oper-
ators can be regarded as a complex probability distribution. The weak value A^ of
is the weighted sum of its eigenvalues an with respect to the complex probability
distribution hjnihnjiw.
4.5.2 Geometric representation of path operators
In an N -dimensional system, we have N orthonormal basis vectors fjnig. To treat
these vectors in the Bloch ball, we project these vectors onto the Hilbert space H2
and dene the projected vectors as fjsnig, i.e.,
jsni := P^2jni: (4.53)
We call jsnihsnj a path operator. From the completeness of the original basis vectors
jni, the path operators satisfy the following relation:
NX
n=1
jsnihsnj = P^2: (4.54)
The set of path operators is the same as a rank-1 POVM on H2. The path operators
can also be decomposed by using the projection operator P^2 and the Pauli operators
on H2 as
jsnihsnj = jsnj P^2 + sn  ^: (4.55)
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We call sn a path vector. The condition (4.54) is equivalent to the following two
condition on the path vectors sn:
NX
n=1
jsnj = 1; (4.56)
NX
n=1
sn = 0: (4.57)
The weak values of the projection operators jnihnj are represented by using the
path vectors as
hjnihnjiw = hjsnihsnjiw
= jsnj+ sn w: (4.58)
Thus the path vectors completely characterize the complex probability distribution
dened by the weak values of the projection operators jnihnj.
Conversely, if N path vectors satisfying the relations (4.56) and (4.57) are given,
we can choose an orthonormal basis fjnig of an N -dimensional Hilbert space to
satisfy the relation (4.58). In fact, the path vectors sn satisfying the relations (4.56)
and (4.57) have one-to-one correspondence with the path operators jsnihsnj as shown
in Eq. (4.55). Owing to Naimark's diliation theorem (see Appendix B.2), we can
construct orthonormal basis vectors jni which are projected onto jsni by P^2.
4.6 Negative weak values
The complex probability distribution dened by the weak values of projection op-
erators is used to understand quantum paradoxes relevant to pre- and post-selected
ensembles. The examples of such quantum paradoxes are Hardy's paradox [5, 6]
and the quantum N -box problem [7]. In such paradoxical systems, negative weak
values often appear. In this section, we describe how the negative weak values are
represented on the Bloch sphere.
4.6.1 The region of negative weak values
We consider the condition when the real part of the weak value of a projection
operator becomes negative. From Eq. (4.58),
Rehjnihnjiw = jsnj+ sn wR; (4.59)
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Figure 4.4: The region of negative weak values. The vectors opposite to the initial
and nal states,  ri and  rf , are on the boundary of the negative-weak-value cone.
and the condition of the negative weak value is given by
jsnj+ sn wR < 0: (4.60)
Using Eq. (4.41), this condition reduces to
sn
jsnj  ( r) > cos : (4.61)
Let 0     denote the angle between  r and sn, the above condition is equiva-
lent to
0   < : (4.62)
When sn is in the circular cone with the axis  r and the aperture 2, the weak
value hjnihnjiw becomes negative. The region of the negative weak value is shown
in Fig. 4.4. The vectors  ri and  rf correspond to the opposite generatrixes of the
negative-weak-value cone.
4.6.2 Three-box problem
We consider, as an example, the so-called the three-box problem [7, 8]. Assume that
we have three boxes and there is one particle in any one of these boxes. The particle
is assumed to be a quantum particle and the states j1i, j2i and j3i correspond to
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the case when the particle exists in the number 1, 2, and 3 box, respectively. One
can pack the particle in a superposition state. The three box problem assumes that
the particle was packed in an initial state j ii and was found to be in a nal state
j fi. The initial and the nal states are given by
j ii = j1i+ j2i+ j3ip
3
; (4.63)
j fi = j1i+ j2i   j3ip
3
: (4.64)
Then, we consider the problem to guess the probability of nding the particle in
one of these boxes. The quasiprobability distribution based on the weak values is
given by
Rehj1ih1jiw = 1; (4.65)
Rehj2ih2jiw = 1; (4.66)
Rehj3ih3jiw =  1: (4.67)
This means that the case of nding the particle in box 3 is more unlikely than the
case with \probability"1 0. As a results, if we weakly measure the value of the
projection operator j3ih3j, the meter of measuring device moves opposite to the
ordinary direction.








js3i = j3i: (4.70)
Fig. 4.5 shows the conguration of the path vectors. The path vectors s1, s2, and
s3 satisfy the relation:




Note that the vector s3 is directed opposite to the geodesic curve connecting the
initial state ri and the nal state rf . This means that the s3 is on a roundabout
way. Thus the path s3 does not seem to be traced by the particle. This fact makes
the weak value of the box j3i be negative. Since the weak value is determined based
1We used the word \probability" since the quasiprobability distribution is not a standard
probability distribution.
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Figure 4.5: The Bloch sphere representation of three-box problem. This gure is
the top view of the Bloch ball.
not only on the pre-selected state but also on the post-selected state, we have more
information to guess the path traced by a particle than ordinary situations. As a
results, a weak value sometimes becomes negative to show the \probability" of a
rare event.
4.7 Maximizing weak value
Finally, we consider the problem to maximize the real or imaginary part of the weak
value for a xed success probability of post-selection. This problem is important to
maximize the sensitivity of the weak-value amplication.
Using the spectral decomposition given in Eq. (4.50), the weak value of an




an(jsnj+ sn w): (4.72)
Let the maximum and minimum eigenvalues of A^ be amax and amin, respectively.
For simplicity, we assume that jamaxj > jaminj. We denote the path vectors corre-
sponding to amax and amin as smax and smin, respectively.
For a xed success probability of post-selection, the lengths of wR and wI are
also xed. The problem is thus reduced to maximize the real or imaginary part
of the right-hand side of Eq. (4.72) for given wR and wI by varying sn under the
constraints given by Eq. (4.56) and Eq. (4.57). Since hA^iw is a weighted sum of
the value jsnj+ sn w, we can maximize RehA^iw by choosing smax to be the vector
with length 1=2 along the direction of wR and smin to be the vector with length 1=2
4.8 Summary 57
Figure 4.6: Congurations of the path vectors that maximize (a) the real part and
(b) imaginary part of the weak value.
along the opposite direction of wR. The maximization of the imaginary part can
also achieved by choosing smax to be the vector with length 1=2 along the direction
of wI and smin to be the vector with length 1=2 along the opposite direction of w
I
The congurations of the path vectors that maximize the real and imaginary
parts of the weak value are shown in Fig 4.6. In these cases, the maximum values
are calculated by Eq. (4.72) as
max
P(fji):const:








ImhA^iw = amax   amin
2
wI : (4.74)
When we set the success probability as P(fji) = cos2 , the lengths of the real and
imaginary parts of the vector w become wR = 1= cos  and wI = tan . Therefore,
Eq. (4.73) and Eq. (4.74) are consistent with the results given in Appendix A.2.
4.8 Summary
In this section, we have revealed the geometric properties of the two-state operators.
We have also constructed the Bloch sphere representation of the two-state operators.
By using the Bloch sphere representation, we have shown the region corresponding
to negative \probabilities" explicitly . We found that the negative \probability"
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appears when a quantum state traces the path that are opposite to the geodesic (or
the shortest) path from the initial state to the nal state. Finally, we showed that
the strategy of maximizing the weak value can be easily understood in terms of the
conguration of the path vectors.
Chapter 5
Two-state vector tomography via
spin-exchange interaction
5.1 Introduction
In this chapter, we consider the weak measurements in qubit systems [55, 53, 56] and
propose a method to measure the weak value of a spin component along an arbitrary
direction using a single interaction. We initially use spin-exchange interaction for
this purpose, but subsequently, demonstrate that a large class of interactions can
be used in the same manner. The measurement of an arbitrary spin weak value
enables spin-state tomography. The aim of this chapter is to establish a method
of performing state tomography of pre- and post-selected ensembles by a single
interaction.
5.2 Weak values in qubit systems
The state of the pre- and post-selected ensemble is fully described by the two-state
operator
W^ =
j iih f j
h f j ii : (5.1)
The weak value of an observable A^ can be calculated by using W^ as
hA^iw = tr(W^ A^): (5.2)





(I^ +w  ^); (5.3)
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where I^ is the identity operator and w is a complex vector in C3. The vector w
is known as the weak vector [57, 7]. Its components are weak values for the Pauli
operators,
w = h^iw: (5.4)
We dene the real and imaginary parts of weak vectorw aswR andwI, respectively,
so that w = wR + iwI. A spin component along a unit vector n = (nx; ny; nz)
T is
dened as ^n := n  ^. The weak value for the spin component ^n is obtained by
projecting the weak vector onto n:
h^niw = w  n: (5.5)
5.3 Two-state vector tomography
We present a method to perform tomography of the weak vector w by using spin-
exchange interaction. This interaction generates the partial swap between two
qubits. For the case of a pre-selected only ensemble, it is understood that all
information about the initial state is transferred to the probe state by the spin-
exchange interaction. The spin-state tomography using spin-exchange interaction
has been demonstrated experimentally [58]. We will show that the spin-exchange in-
teraction transfers information not only about the pre-selected state but also about
the post-selected state. Therefore, one can perform tomography of the two-state
operator.
Assume that both of measured and probe systems are qubit systems that can
be coupled with each other via the spin-exchange interaction. The Hamiltonian of
the interaction is proportional to the operator
G^ = ^x 
 ^x + ^y 
 ^y + ^z 
 ^z: (5.6)
The ensemble is measured between pre- and post-selection. The unitary evolution
caused by this interaction is expressed as U() = exp( iG^), where  characterizes
the strength of the measurements. The conditional evolution of the probe for a
given pre- and post-selected ensemble is described by the operator
V^ () = h f jU^()j ii
= h f j ii(I^   iG^w) +O(2); (5.7)
where
G^w := trS(W^ G^) = w  ^ = ^w (5.8)
acts on the probe system. Here trS is the partial trace over the measured system.
The operator G^w generates the evolution of the probe states. All information about
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w is stored in G^w. Denote the initial probe state as ^i and the unnormalized nal
probe state as ^f = V^ ()^iV^ ()
y. Expanding ^f to rst order in , we obtain
^f = jh f j iij2 [^i   i(G^w^i   ^iG^yw)]: (5.9)
Hereafter, only terms through rst order are retained. Dene the expectation value
of a probe observable M^ with respect to the initial and nal states as hM^ii :=
tr(^iM^)=tr^i and hM^if := tr(^fM^)=tr^f , respectively. The unnormalized expecta-
tion value of the probe observable M^ for the nal state is
tr(^fM^) = jh f j iij2

hM^ii + 2 ImhM^G^wii

: (5.10)
Dene the shift operator for M^ as iM^ := M^   hM^ii. The normalized readout is
given by
hiM^if = 2 ImhiM^G^wii
= 
h
h i[M^; ^wR ]ii + hfiM^; ^wIgii
i
: (5.11)
The initial probe state is represented as ^i = (1=2)(I^+r^) using the Bloch vector r.
Recalling the commutation and anticommutation relations: [^a; ^b] = 2i(a b)  ^
and f^a; ^bg = 2(a  b)I^, the average shift of probe observable M^ = ^n is
hi^nif = 2

wR  (r  n) +wI  (n  (n  r)r) : (5.12)
Let w = (wx; wy; wz)
T. To measure wy and wz, we use two initial probe states
jx+i and jx i corresponding to +1 and  1 eigenstates of operator ^x, respectively.
In these cases, the average readouts for measurements of ^y and ^z are
h^yix+f = 2(wRz + wIy); (5.13)
h^yix f = 2( wRz + wIy); (5.14)
h^zix+f = 2( wRy + wIz); (5.15)
h^zix f = 2(wRy + wIz); (5.16)
where the superscripts x+ and x  represent the states jx+i and jx i, respectively.
The evolution of the probe states generated by the real and imaginary parts of the
weak values is sketched in Fig. 5.1. Adding and subtracting Eqs. (5.13){(5.16), the
y and z components of weak vector can be obtained as
h^yix+f   h^yix f = 4wRz ; (5.17)
h^yix+f + h^yix f = 4wIy; (5.18)
h^zix+f   h^zix f =  4wRy ; (5.19)
h^zix+f + h^zix f = 4wIz: (5.20)
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Figure 5.1: The evolution of the probe states induced by the weak values wy = h^yiw
and wz = h^ziw. The real part of the weak values shift the two initial states jx+i
and jx i in opposite directions. In contrast, the imaginary parts of the weak values
shift those state in same direction. Thus we can decompose the contribution from
the real and imaginary parts of the weak values by using two orthogonal states as
initial probes.
The procedure used to decompose the real and imaginary parts of weak values is
the same as that used to decompose the eects of optical Kerr rotation and circular
dichroism in spin-state tomography [59]. The weak value of a spin component along
an arbitrary direction can be extracted by using appropriate setups for the probe.
For example, the value of wx can be found by using jy+i and jy i as initial probe
states and measuring the observables ^z and ^x.
Note that the measurement of the imaginary parts is simplied by using a com-
pletely mixed probe state. For such a state, or for r = 0, Eq. (5.12) gives
h^nif = 2wI  n: (5.21)
Thus, we can obtain the imaginary part of a weak value, Imhniw = wI  n, in a
single experimental setup.
5.4 Optical implementation
Next we propose a simple optical setup that demonstrates the two-state vector
tomography. The path and polarization of a photon serve as the measured and
probe systems, respectively. The eigenstates of the generator G^ of the exchange
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Figure 5.2: Experimental setup for two-state vector tomography. Two beam split-
ters (BS1 and BS2) are used for pre- and post-selection of the path. The interferom-
eter (shaded region) composed of two polarizing beam splitters (PBSs) and phase
plate realizes the exchange interaction. The two-state vector of photon path is es-
timated by polarization measurements. The rst pair of a half-wave plate (HWP)
and a quarter-wave plate (QWP) is used to prepare the initial probe state. The
second pair of a HWP and a QWP is used to change the measurement basis.
interaction are the four Bell states,
jabi := j0; bi+ ( 1)
aj1;bip
2
(a; b = 0; 1); (5.22)
where b is the negation of b and ja; bi are the computational basis states. The state
j11i = (j0; 1i   j1; 0i)=
p
2 belongs to eigenvalue  3 and the other three states
belong to eigenvalue 1. Therefore, the exchange interaction can be implemented by
shifting the phase of j11i . Let B^ denote the unitary operator generating the Bell
states from the computational basis states, i.e., jxyi = B^jx; yi. Dene the phase
shift operator as
O^ := j0ih0j 
 I^ + j1ih1j 
 eij1ih1j; (5.23)
such that the exchange interaction is realized up to an overall phase factor by
U^() = B^O^4B^
y = ei exp( iG^): (5.24)
Let C^ represent a controlled-NOT gate whose target qubit is measured qubit and
let H^ represent an Hadamard gate. Then B^ can be expressed as B^ = C^(I^ 
 H^).
Therefore, we have
U^() = C^(I^ 
 H^)O^4(I^ 
 H^)C^ = C^D^4C^; (5.25)
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with D^4 := (I^ 
 H^)O^4(I^ 
 H^). The operator D^4 is explicitly
D^4 = j0ih0j 
 I^ + j1ih1j 
 e4ij ih j: (5.26)
where j i = (j0i   j1i)=p2. In an optical setup, C^ can be implemented by a
polarizing beam splitter (PBS) and D^4 can be implemented by inserting a phase
plate with optical axis at 45 into one of the paths. Figure 5.2 shows the setup
for two-state vector tomography with respect to photon path states. The rst and
second beam splitters (BS1 and BS2) pre-select and post-select the path states, re-
spectively. The interferometer, composed of two PBSs and a phase plate, functions
as the spin-exchange interaction. A half-wave plate (HWP) and a quarter-wave
plate (QWP) before BS1 prepare the initial probe states, whereas those after BS2
change the measurement basis. To perform two-state vector tomography, we rst
prepare horizontally and vertically polarized photons and measure the polarization
of the output photons in the diagonal/anti-diagonal polarization basis and in the
left/right circular polarization basis. Adding and subtracting the results of these
measurements as shown in Eqs. (5.17){(5.20), we obtain the values of wy and wz.
Similarly, preparing diagonally and anti-diagonally polarized photons and measur-
ing the output polarization in the left/right circular polarization basis and the
horizontal/vertical polarization basis, we can extract the value of wx.
5.5 Generalization
We show that the form of the interaction (5.6) used in our method can be general-






where gkl are complex numbers. We denote a matrix representing the coupling
coecients as G := [gkl]. For the general form of G^, the generator of the evolution





Tw)  ^ = ^GTw: (5.28)
Hence, we can extract vector GTw in the same manner as the spin-exchange inter-
action. We thereby obtain w as long as GT is invertible.
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5.6 Summary
We have developed a method to measure an arbitrary spin weak value by a spin-
exchange interaction, enabling two-state vector tomography. The method can be
generalized to various types of interaction. We have also proposed an optical setup
to demonstrate two-state vector tomography of photon path states. Since the spin
exchange interaction between particles has been demonstrated in quantum systems
in two{polarization qubits [60] and spin-polarization qubits [58], our methods can






The precision measurement is one of the primary applications of weak measure-
ments. It is known that the weak value of an observable can be very large when the
pre- and post-selected states are nearly orthogonal. Potentially large weak values
hold out the possibility of \amplifying" the eect of weak interactions by appropri-
ately designing the pre- and post-selected ensemble. The \amplication" scheme
using pre- and post-selection is known as the weak-value amplication. In 2008,
Hosten and Kwiat demonstrated the usefulness of the weak-value amplication by
observing the spin Hall eect of light via weak measurements [15]. Inspired by
this experiment, the weak-value amplication has been applied to various preci-
sion measurements including beam deection measurements [16, 17, 18], frequency
measurements [19], and measurements of the plasmonic spin Hall eect [20].
Measuring the eects of feeble interactions requires performing many runs of
an experiment. The post-selection in the weak-value amplication is designed to
extract only the subensemble that has a high contribution to the signal; the rest
of the pre-selected ensemble is discarded. The signal of weak measurements is en-
hanced when post-selection succeeds, but the success probability decreases for larger
enhancement factors. Consequently, weak measurements are ultimately limited by
the standard quantum limit. Nevertheless, weak measurements are known to im-
prove the signal-to-noise ratio (SNR) of the experiments that are subject to noise,
as shown in Sec. 2.3.4. Whether the SNR can be improved depends on the noise
characteristics. We assume that the dominant noise is proportional to N, where
N denotes the total number of experimental runs and  is determined by factors
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such as the noise statistics and the measurement method. For  > 1=2, weak mea-
surements produce a net gain in the SNR by a factor of P(fji)1=2 , where P(fji) is
the success probability of the post-selection [17]. More detailed analyses have been
given for specic noise such as noise in optical experiments [36, 61] and correlated
noise [37], both of which correspond to the case  = 1. Since practical experiments
can have multiple noise sources that have dierent values of , weak values should
be designed to suit the individual experiments [17].
The weak value is generally a complex number. Its real and imaginary parts can
be measured using the respective settings of the probe system. There are thus two
possibilities when designing a weak-value experiment. Our interest is whether there
are any practical dierence between these two schemes when applying weak mea-
surements to precision measurements. We show that the weak-value amplication
using the imaginary parts of weak values are advantageous when the probe state
for weak measurements becomes mixed.
There are some studies investigating the weak measurements with mixed probe
states. Johansen [62] studied weak measurements of the real part of the weak value
with mixed probe states. He theoretically showed that weak measurements with
many mixed states provide the same amplication eects as pure states. Although
Johansen's results are valid under rst order calculation, Cho et al. [63] showed
both theoretically and experimentally that substantial decoherence degrades the
amplication eect.
In contrast to the real part of the weak value, Kedem showed that weak mea-
surements of the imaginary part of the weak value are robust to some kinds of noise
in the initial probe states [64]. This implies that a mixed, or noisy, probe state can
be used for weak-value amplication. As such an experiment, interferometric phase
estimation via weak measurements with white light has been proposed [65].
The rst aim of this chapter is to provide a unied view of weak measurements
with mixed probe states, and hence clarify the kinds of noise weak measurements
can tolerate. We demonstrate the possibility of weak measurements with completely
mixed probe states. It turns out that the completely mixed probe state has several
advantageous properties for precision measurements. The second aim of this chapter
is to experimentally demonstrate weak measurements with completely mixed probe
states.
The rest of the chapter is organized as follows. In Sec. 6.2, we describe weak
measurements with mixed probe states by focusing mainly on weak measurements
of the imaginary pars of weak values. We also consider the robustness of the weak
measurements to noise in the probe system. In Sec. 6.3, we demonstrate measure-
ment of polarization rotation via unpolarized light, which corresponds to a weak
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measurement with a completely mixed probe state. Section 6.4 summarizes the
ndings of the study.
6.2 Weak measurements with mixed probe states
6.2.1 Fundamentals
Weak measurements involve two quantum systems: the measured and probe sys-
tems. The measured system state is pre-selected in an initial state j ii and post-
selected in a nal state j fi. The ensemble is measured between pre- and post-
selections via the following unitary evolution:
U^() = exp( iA^
 K^); (6.1)
where A^ and K^ are respectively observables of the measured and probe systems
and  represents the strength of measurements. The eective evolution of the probe
system for the given pre- and post-selected ensemble is described by
V^e() = exp( ihA^iwK^) +O(2); (6.2)
which is derived from U^() as
h f jU^()j ii = ei argh f j ii
p
P(fji)V^e(); (6.3)
where P(fji) := jh f j iij2 represents the success probability of post-selection. Fig-
ure 6.1 shows the eective evolution of a qubit probe with K^ = Z^, where is the
Pauli Z operator. The imaginary part of the weak value hA^iw contributes to the
non-unitary evolution and directly changes the probability distribution of K^, while
the real part contributes to the relative phase change of the probe states.
We prepare the probe state in a mixed state ^i. The nal state of the probe
is given by ^f() = P(fji)V^e()^iV^e()y. We denote the initial and nal expec-
tation values of a probe observable M^ by hM^ii := tr(^iM^)=tr^i and hM^if :=
tr[^f()M^ ]=tr^f(), respectively. We also dene the shift operators for M^ as iM^ :=
M^   hM^ii and fM^ := M^   hM^if . The shift of the probe observable M^ can be
derived as
hiM^if = RehA^iwh i[M^; K^]ii +  ImhA^iwhfiM^; iK^gii +O(2): (6.4)
The factor hfiM^; iK^gii represents the correlation between K^ and M^ for the initial
probe state. The imaginary part of the weak value aects the probe observable
correlated with K^. Especially for M^ = K^,
hiK^if = 2 ImhA^iwh(iK^)2ii +O(2): (6.5)
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ImRe
Figure 6.1: Flows of probe states induced by the real and imaginary parts of a
weak value, for K^ = Z^ and the initial probe states with hZ^i = 0 (on the equatorial
plane of the Bloch ball). The lengths of the arrows are proportional to the real
and imaginary parts of the weak value. The real and imaginary parts of the weak
value respectively contribute to unitary and non-unitary evolutions of the probe
states. The unitary ow becomes smaller as the probe state becomes more mixed.
In contrast, the non-unitary ow is uniform in the equatorial plane.
We can extract the contribution of only the imaginary part of the weak value by
measuring K^. Hereafter, we treat weak measurements with M^ = K^.
We consider the SNR of the measurement. The nal variance of K^ is given
by h(fK^)2if = h(iK^)2ii + O() (for details, see Appendix C.1) and the success
probability of post-selection is tr^f() = P(fji)+O(). Repeating the measurement
N times, the post-selection succeeds Ntrf() times on average. Hence, the SNR of







The SNR is proportional to the standard deviation
q
h(iK^)2ii of the initial probe
state; which is independent of the coherence between eigenstates jki of K^. There-
fore, the decoherence of the initial probe state does not hinder the measurement
provided the standard deviation is retained. The completely mixed state can also
be used as an initial probe state. Especially for a qubit probe, the completely mixed
state always achieves the maximum SNR since it has the maximum standard devia-
tion for any K^. This is in contrast to the real part of the weak value, which cannot
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Figure 6.2: Setup for weak measurements with mixed probe states. The probe sys-
tem is exposed to the noises Ei and Ef before and after the measurement interaction.
be measured by using the completely mixed state since  i[M^; K^] in Eq. (6.4) is a
traceless operator.
6.2.2 Noise tolerance
We describe the noise tolerance of the weak measurements in detail. Figure 6.2
shows a schematic diagram of our setup. Assume that the probe system is exposed
to the noises before and after the interaction, which are expressed by the quantum
channels Ei and Ef , respectively.
For convenience, we refer to quantum channels E that satisfy the following con-
dition as phase noise: for an arbitrary eigenstate jki of K^,
E(jkihkj) = jkihkj: (6.7)
This condition is satised if and only if the quantum channel has the Kraus repre-





where cn(k) are complex numbers satisfying
P
n jcn(k)j2 = 1. When the probe
system is a two-state system and K^ = Z^, it can be easily veried that the phase
noise is simply the composition of phase-ip noise and a unitary rotation about the
Z axis.
We show that if Ei and Ef are phase noises the results of weak measurements is
unaected by these noises. We dene a map representing the measurement inter-
action as U(^) := U^()^U^()y, where ^ is a state of the whole system. Assuming
that E is phase noise, Eq. (6.8) indicates that E has the following two properties:
(I 
 E)  U = U  (I 
 E); (6.9)
hkjE(^)jki = hkj^jki; (6.10)
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where I is the identity channel for the measured system and ^ is an arbitrary probe
state. It directly follows from Eq. (6.7) that the composition of phase noises is
also a phase noise. Let p0f(k) and pf(k) respectively denote the nal probability
distributions of the weak measurement with and without noise. Then
p0f(k) = h f jhkj(I 
 Ef)  U  (I 
 Ei)(j iih ij 
 ^i)j fijki
= h f jhkj(I 
 Ef  Ei)  U(j iih ij 
 ^i)j fijki
= h f jhkjU(j iih ij 
 ^i)j fijki = pf(k): (6.11)
Hence, the results of weak measurements are unaected by the phase noises Ei and
Ef .
In addition, using the completely mixed probe state has a further advantage in
terms of noise tolerance. In fact, any noise described by a unital channel, which
maps the identity operator I^ to itself (i.e. Ei(I^) = I^) cannot aect the completely
mixed state. Therefore, the results of weak measurements will be insensitive to a
wider class of noise before the measurement interaction.
The weak measurement of the imaginary part of the weak value seems to be
more classical than that of the real part because the probe observable K^ commutes
with the measurement interaction. Interestingly, this classicality contributes to
robustness against probe noise.
6.3 Experiments
In this section, we experimentally demonstrate weak measurements with completely
mixed probe states. Figure 6.3 shows the setup used for our experiments. The
measured and probe systems correspond to the path and polarization of a photon,
respectively. We used the unpolarized light as a completely mixed probe state, and
thereby measured the path-dependent polarization rotation via weak measurements.
6.3.1 Overview
In this section, we describe the overview of the experimental setup shown in Fig 6.3.
To generate the unpolarized light, we used a superluminescent diode (SLD), a Glan
laser polarizer (GL), and a quartz plate. The SLD output has a suciently short
coherence time to be depolarized by dierential group delay in the quartz plate.
The rst beam splitter (BS1) pre-selects the path state as




Figure 6.3: Experimental setup for weak measurements of polarization rotation with
unpolarized light. The unpolarized light is produced by using a superluminescent
diode (SLD), a Glan laser polarizer (GL), and a 5-mm-wide quartz plate. The SLD
(QSDM-780-9, Qphotonics) has a center wavelength of 795 nm and a spectral width
of 17:3 nm. The spatial mode of the SLD is ltered by a single-mode ber. The
polarization of the output light is projected onto the vertically polarized state by
the GL, and then depolarized by the quartz plate. Since the dierential group delay
in the quartz plate is larger than the coherence time of the light, unpolarized light
can be obtained by aligning the optical axis of the quartz plate at 45. The optical
power of the unpolarized light is about 1mW. The pellicle beam splitter is inserted
in between the GL and the quartz plate to monitor the optical power. The measured
optical power is used to normalize the experimental results. The unpolarized light
is introduced to a Mach{Zehnder interferometer. The prism in the lower path is
mounted on a piezo stage. Each arm of the interferometer has a half-wave plate
(HWP). The interaction strength between the path and the polarization can be
varied by rotating the optical axis  of the HWP1 in the upper path. The power and
polarization of the light are measured at one of the output ports. The quarter-wave
plate (QWP) and HWP are adjusted to measure the circularly polarized components
of the light.
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where j0i and j1i respectively represent the upper and lower path states of the
Mach{Zehnder interferometer. Post-selection of the path was realized by observing
one of the output ports of BS2. We can change the relative phase  of the post-
selected state j fi by translating the piezo stage in the lower path:
j fi = 1p
2
(j0i+ eij1i): (6.13)
The interaction between the measured and probe systems was implemented by in-
serting a half-wave plate (HWP) in each arm. The optical axis of the upper HWP
was rotated by an angle . In practical applications,  corresponds to an unknown
physical parameter to be estimated. Let U^HWP() denote the unitary operation
caused by the HWP at angle . The unitary evolution of the whole system is then
given by
U^() = j0ih0j 









where Z^ is an observable distinguishing right- and left-handed circular polarization.
We can eliminate the overall polarization rotation U^HWP(0) by adjusting the mea-








where we denote the projector onto the upper path state as P^0 := j0ih0j. The weak









which diverges at  = . Figure 6.4 shows the imaginary part of the weak vector
w and the path vector s0 corresponding to the path operator P^0. The pre- and
post-selected states are chosen to maximize the imaginary part of the weak value
as shown in Sec. 4.7.
At the output of the interferometer, we measured the success probability of the
post-selection and the circular components of the polarization. Recalling that the




(1 + cos  cos(2)); (6.17)
tr[^f()Z^] =  1
2
sin  sin(2): (6.18)
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Figure 6.4: The conguration of the weak vector and the path vector.
Thus we can estimate the value of  from the result of polarization measurements.
The details of the derivation of Eqs. (6.17) and (6.18) are shown in Appendix C.3.
The imaginary part of the weak value can be extracted from Eqs. (6.17) and










6.3.2 Mixed state preparation
We describe the method to prepare the unpolarized light in details. To produce
the unpolarized light, we use the superluminescent diode (SLD) as a photon source.
This is because the SLD has a wide spectral width, and can be easily depolarized
by a dierential group delay. We conrmed theoretically and experimentally that
the 5-mm-width quartz plate has a sucient dierential group delay to depolarize
the light from the SLD.
The SLD (QSDM-780-9, Qphotonics) has a center wavelength of 795 nm and a
spectral width of 17:3 nm. The spread of the frequency spectrum is calculated from




= 8:21 1012Hz: (6.20)
Thus The coherence time of SLD is approximately c ' 1=f = 122 fs.
We next calculate the dierential group delay induced by the quartz plate. The
group velocity vg in a medium can be calculated by using the wavelength dependence
of the refractive index as
vg =
c
n  (@n=@) : (6.21)
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Figure 6.5: Experimental setup for polarization state tomography. The output of
the SLD is projected onto the vertical polarization by Glan laser polarizer. The
polarization is rotated by the HWP at an angle +90. The output polarization is
supposed to be linear polarization at the angle
The wavelength dependence of the refractive index is given by the Sellmeier equation
[66]. By using this, the dierential group delay induced by 5-mm-width quartz
plate can be calculated as 158 fs. Since the group delay of 158 fs is longer than the
coherence time of 122 fs, the two eigen polarization is separated temporally. This
temporal separation leads to depolarization.
We also conrmed experimentally that the completely mixed state was prepared.
To this purpose, we performed polarization state tomography. The experimental
setup is shown in Fig. 6.5. The light is rst prepared in the vertical polarization
by the GL. The subsequent HWP rotates the polarization by the angle 2 from the
vertical direction. The state of polarization after the HWP is written as
j i =   sin(2)jHi+ cos(2)jVi: (6.22)
Finally, the quartz plate destroys the coherence between jHi and jVi. The nal
state is expressed by the density operator,
^ = sin2(2)jHihHj+ cos2(2)jVihVj: (6.23)
The expected results for polarization measurements are thus
hX^i =   cos(4); (6.24)
hY^ i = hZ^i = 0: (6.25)
We can measure the Pauli operators X^, Y^ , and Z^ by setting the angles of
HWP and QWP according to Table 6.1. The results of measurements are shown
in Fig. 6.6. The experimental results agree well with the theoretical curves. The
completely mixed state was obtained at  = 22:5. At  = 22:5, the incident
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Table 6.1: The angles of HWP and QWP to measure the Pauli operators.




Figure 6.6: Results of the polarization measurements.
light to the quartz plate is linearly polarized at 45. In Fig. 6.3, the quartz plate
is rotated by 45 to obtain the unpolarized light, instead of preparing the linearly
polarized light at 45.
In our experiments, we used the group delay dierence in a quartz plate to
depolarize light. We may use a polarization maintaining ber (PMF) for the same
purpose since it also has a group delay dierence. The reason why we use a quartz
plate is that the pellicle beam splitter in Fig. 6.3 has dierent transitivity for the
horizontal and vertical polarization. When we use a PMF as a depolarizer, we must
insert the pellicle beam splitter before the ber. Since the coupling eciency of a
PMF may uctuate in time, we could not measure the optical power precisely.
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Figure 6.7: The interference in Mach{Zehnder interferometer. The vertical axis is
normalized by the total optical power monitored before the interferometer. The
experimental data is tted with a sinusoidal function. Since the displacement by
the piezo stage is slightly nonlinear to the applied voltage, we take into account the
second order term to t the data.
6.3.3 Measurement of the path interference
Before the main experiments, we measured interference fringes to evaluate the visi-
bility of interference. The visibility of the interference is related to the completeness
of post-selection.
When we measured interference fringes, the angle of HWP1 in Fig. 6.3 was set
to  = 0. Setting the angle of HWP1 to  = 0 turns o the interaction between the
path and polarization. We measured the optical power by the photodiode at the
output of the interferometer as changing the voltage applied to the piezo stage.
The measured interference is shown in Fig 6.7. Fitting the results with a sinu-
soidal function, the visibility of the interference was found to be V = 0:989 0:001.
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6.3.4 Measurement of polarization rotation
In this section, we describe the measurements of polarization rotation with unpo-
larized light.
Measurement system and measurement method
We used the experimental setup as shown in Fig. 6.3. We also show the details of
our control system in Fig. 6.8. The measurement procedure is as follows.
Step1. Increment the displacement of the piezo stage and x the displacement. This
procedure xes the phase  of the interferometer.
Step2. Rotate the HWP1. The optical power and circular components of polariza-
tion are measured via the photodiodes and the balanced photoreceiver. The
angle  is varied with 0:1 steps.
Step3. Repeat steps 1 and 2 until acquiring the data in the range 0    2.
Through these experiments, the displacement of the piezo stage was monitored by
a strain gauge and feedback-controlled.
Measurement results
Since the phase  of interferometer could not directly measured, we rst estimated
the value of  in each measurement. Combining the output power at  = 0 for
dierent positions of the piezo stage, we obtained interference fringes as shown
in Fig. 6.9. The value of  in each measurement was estimated by tting these
interference fringes.
The measurement results are shown in Fig. 6.10 and Fig. 6.11. We show three
data with dierent values of . The theoretical curves given by Eq. (6.17) and
Eq. (6.18) are depicted as solid lines in Fig. 6.10 and Fig. 6.11. The vertical error
bars reect the deviation of  caused by the estimation error and the instability of
the interferometer. The experimental results are good accordance with theoretical
predictions. Figure 6.11 shows that we can estimate the angle  of HWP1 by
measuring the polarization.
6.3.5 Weak values
We can calculate the imaginary part of the weak value from the results of polariza-
tion measurements. In fact, the weak value corresponds to the normalized sensitivity














Figure 6.8: Control system. The whole devices are controlled by the personal
computer (PC). The experimental date are also acquired by the same PC. The solid
blue arrows represent the control signals. The dashed green arrows represent the
acquired data. The phase  of interferometer is determined by the position of the
piezo stage, which is controlled via the piezo controller. The HWP1 is mounted on
a rotation stage and its angle  is controlled via the stage controller. The stage
controller generates the timing signal synchronized with the rotation of the stage.
This signal is sent to the data acquisition system (DAQ). The output of the two
photodiodes and the balanced photoreceiver are sampled in synchronization with
the timing signal.
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Figure 6.9: Interference fringes measured during the polarization measurements.
The horizontal axis represents the indexes of data. Each index corresponds to the
dierent displacement. By tting the data, we estimated the values of .
Figure 6.10: Variation of success probability as a function of the HWP angle . The
solid lines correspond to the theoretical curves given by Eq. (6.17). The vertical
error bars reect the deviation of .
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Figure 6.11: Variation of success probability as a function of the HWP angle . The
solid lines correspond to the theoretical curves given by Eq. (6.18). The vertical
error bars reect the deviation of .
Figure 6.12: Normalized results for polarization measurements as a function of .
The results of polarization measurements are normalized by the success probability.
The solid lines correspond to the theoretical curves. The vertical error bars reect
the deviation of .
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Figure 6.13: Weak values for various post-selected states. The circles represent the
experimental data. The dashed blue curve and the solid red curve represent the
theoretical curves for V = 1 and V = 0:989, respectively. The vertical error bars
represent the standard deviation of the linear regression. The horizontal error bars
reect the deviation of .
to the parameter  as shown in Eq. (6.19). Figure 6.12 shows the normalized re-
sults of polarization measurements. The theoretical curves take into account the
incompleteness of post-selection. The theoretical curves in Fig. 6.12 are given by
Eq.(C.25) of Appendix C.3.
We obtained the gradient at  = 0 by linearly tting this normalized results of
the polarization measurements in the range  2    2. Note that the data were
acquired at intervals of 0:1 for , while the data in Fig. 6.12 are plotted at intervals
of 3. We derived the weak value from the gradient at  = 0 by using Eq. (6.19).
The obtained weak values are shown in Fig. 6.13.
The maximum weak value was ImhP^0iw = 3:08  0:07. This is not very large
because post-selection of the path state was incomplete. The actual post-selected
state ^f is expressed in terms of the visibility V for the case when there is no
interaction ( = 0):
^f = Vj fih f j+ (1  V) I^
2
: (6.26)
The experimentally measured visibility was V = 0:989 0:001. The weak value for
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where ^i and ^f denote the pre- and post-selected states, respectively. From Eq. (6.27),
we can calculate the weak value for incomplete post-selection as
ImhP^0iw = V sin 
2(1 + V cos ) : (6.28)
When V = 1, this equation is equivalent to Eq. (6.16). The theoretical curve for
the measured visibility V = 0:989 agrees well with the experimental data, as shown
in Fig. 6.13.
6.4 Summary
We have analyzed weak measurements with mixed probe states and demonstrated
the advantages of weak measurements with imaginary weak values, which tolerate
phase noise in the probe system. The completely mixed state was found to have
some advantageous properties for precision measurements. We also experimentally
demonstrated weak measurements with completely mixed probe states by measur-
ing the polarization rotation with unpolarized light. The unpolarized light itself
is insensitive to polarization rotation; however, by attaching the path degree of
freedom and using a weak measurement, unpolarized light can be used to measure
polarization rotation.
Weak measurements with imaginary weak values are useful for designing highly
sensitive measurements with poor probe states. Weak measurements have the po-
tential to open up new doors for measurements in practical noisy systems.
6.5 Discussion
Our results show that the completely mixes state can be used to measure the in-
teraction strength via weak measurements of the imaginary part of the weak value.
While we use a qubit system as a probe in our experiments, there are some studies
about weak measurements with mixed probe states for the case where the probe is
a continuous-variable system. Since the treatment of the continuous-variable probe
is a little more complicated than the nite-dimensional case, we review the relevant
works briey, and then describe the relation between our studies and these works.
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Johansen [62] rst treated weak measurements with mixed probe states. He
considered weak measurements of the real part of the weak value and showed that
the wide variety of mixed probe states can be used for weak measurements. In
fact, Eq. (2.74) of Chap. 2 can also be applied for mixed probe states. Rewriting
Eq. (2.74),
hix^if ' x0RehA^iw + x0 ImhA^iw hfix^; ip^gii~ : (6.29)
Interestingly, the position shift due to the real part of the weak value in Eq. (6.29)
is independent of the initial state of the probe. This fact results from the canonical
commutation relation i[x^; p^] = ~ and is particular to the continuous-variable probe.
In contrast, for the case of nite-dimensional probes, the operator  i[M^; K^] is
always traceless, and the decoherence in the probe decreases the shift due to the
real part of the weak value. Equation (6.29) indicates that as long as there are no
correlation between the position and the momentum, i.e., hfix^; ip^gii = 0, the shift
of the probe is always x0RehA^iw. In this sense, Johansen stated that almost an
arbitrary probe state can be used for weak measurements.
Equation (6.29) apparently indicates that decoherence of the probe has no obsta-
cle to weak measurements of the real part of weak value. Cho et al. [63], however,
demonstrated both theoretically and experimentally that the position shift is re-
duced when the probe is subjected to decoherence in position. Decoherence in
position disturbs the momentum of the probe. As a result, the weak-interaction
condition jjA^jjx0p=~  1 is violated. Thus we can no longer use Eq. (6.29) for
highly mixed states. This is the reason why decoherence in position leads to the
decrease of the position shift.
Decoherence in momentum was considered by Kedem [64]. It was showed that
decoherence in momentum degrades the SNR for the case of weak measurements of
the real part of weak value. Therefore, we cannot use highly mixed probe states for
weak measurements of the real part of the weak value.
On the contrast, Kedem [64] also showed that the weak measurements of the
imaginary part of the weak values can tolerate for decoherence in momentum. Our
result in Sec. 6.2.2 is a generalization of Kedem's result. Our result can also be
applied to the continuous-variable probe. Note that our analysis in Sec. 6.2.2 uses
no approximation. Thus the weak-interaction condition is never violated under
phase noise as long as initial probe state satises the weak-interaction condition.
Therefore, we can use highly mixed probe state for weak measurements of the
imaginary part of weak values.
Finally, it should be noted that there is a similar experiment to ours in the
context of quantum computation. The experiment [67] demonstrated deterministic
quantum computation with one clean qubit (DQC1) [68]. Since completely mixed
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states are insensitive to any unitary evolution, completely mixed states themselves
have no computational power. However, additional use of one pure qubit enable us
to compute the trace of a unitary operator. DQC1 is known to outperform classical
computation.
Similarly, in our setup, unpolarized light itself has no power to detect the po-
larization rotation. However, attaching the path degree of freedom as a virtually
measured system, we can measure the polarization rotation by unpolarized light.
Chapter 7
Conclusion
In this thesis, we have approached the weak measurement by investigating the geo-
metric structures related to pre- and post-selected ensembles. We also analyze the
evolution of the probe state geometrically. The geometry enable us to understand
how to design the pre- and post-selected ensemble in accordance with purposes.
We also performed weak measurements in an optical system, to demonstrate the
usefulness of weak measurements in a noisy system. In the following, we summarize
the ndings of each studies.
In Chapter 3, we investigate the interference eect caused by post-selection in
weak measurements. We rst presented an analogy between the weak measurement
and the quantum eraser. Then we showed that post-selection in both experiments
causes the Pancharatnam phase shift in interference patterns. We showed that the
Pancharatnam phase induced by the post-selection is the origin of the anomalously
large shift in weak measurements.
In Chapter 4, we investigated a geometrical representation of the two-state op-
erator, which characterizes the state of a pre- and post-selected ensemble. We also
presented the Bloch sphere representation of the two-state operator. Using this
representation, we have studied the properties of the complex probability distribu-
tions dened by the weak values of projection operators. The condition for negative
weak value was presented by means of geometrical description. We also presented
the method to maximize the weak value in terms of the Bloch sphere representation.
In Chapter 5, we proposed a method to perform the tomography of two-state
operators. We showed that we can completely determine the two-state operator by
using spin-exchange interaction as a measurement interaction. The explicit proce-
dure for reconstructing the two-state operator from the results of weak measure-
ments was presented. We also showed that large class of interactions can be used
to perform two-state vector tomography. The optical implementation of two-state
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vector tomography was also proposed.
In Chapter 6, we considered weak measurements with noisy probe states. We
showed that weak measurements with imaginary weak values can be performed by
using completely mixed probe state. We also evaluated the eect of noise on probe
system and identify which type of noise weak measurements can tolerate. We next
implemented the weak measurements with completely mixed probe states in a op-
tical system. We experimentally demonstrated that the polarization rotation by an
optical element can be measured via unpolarized light using the weak measurement
scheme.
Appendix A
Appendix for Chapter 2
A.1 A sucient condition for no correlation be-
tween position and momentum
We consider when the position and momentum of a state have no correlation. The
condition is given by
hfx^; p^gi = 0; (A.1)
where x^ := x^ hxi and p^ := p^ hpi. We assume that hx^ihp^i = 0. Then, Eq. (A.1)
turns out to be
hfx^; p^gi = 0: (A.2)
Let (x) and (p) be the wavefunctions in the position and momentum representa-
tions. We have







If (x) or (p) is a real-valued function, there is no correlation between the position
and momentum.
A.2 Maximizing weak value
We consider the problem to maximize the real and imaginary parts of the weak
value. We rst derive the state that maximize the modulus of the weak value in
Sec. A.2.1. It turns out that when the modulus of the weak value is maximized, the
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absolute value of the real part of the weak value is also maximized. In Sec. A.2.2,
we derive the state that maximize the imaginary part of the weak value.
In Chap. 4.7, we also present a more intuitive way to maximize the real and
imaginary parts of the weak value for a xed success probability.
A.2.1 Maximizing the modulus of weak value
We consider the problem to maximize the modulus of the weak value for a xed
success probability. This problem has been considered in Ref. [54] for the case when
A^ is a rank-1 projector. In this section, we derive the maximum weak value for a
general observable A^.
The problem is to maximize
jhA^iwj2 = jh f jA^j iij
2
jh f j iij2 (A.5)
under a xed success probability. Since the weak value is gauge-invariant, we
may assume that h f j ii is a positive real number without loss of generality. As-
sume h f j ii = cos , where 0    =2. The problem is reduced to maximize
jh f jA^j iij2 under the constraints h ij ii = 1, h f j fi = 1, and h f j ii = cos . This
problem can be solved by the Lagrange multiplier method. Introduce the Lagrange
multipliers 1, 2, , and , then dene the Lagrange function by
F (j ii; j fi; h ij; h f j; 1; 2; ; )
= jh f jA^j iij2   21[Reh f j ii   cos ]  22 Imh f j ii
  [h ij ii   1]  [h f j fi   1]: (A.6)
Dierentiating it by h f j and h ij, we obtain
@F
@h f j = h ijA^j fiA^j ii   
j ii   j fi = 0; (A.7)
@F
@h ij = h f jA^j iiA^j fi   j fi   j ii = 0; (A.8)
where  := 1 + i2. Multiplying h f j to Eq. (A.7) and h ij to Eq. (A.8), we have
 +  cos  = +  cos  = jh f jA^j iij2: (A.9)
Equation (A.9) yields that  2 R and  = . Multiplying h f j to Eq. (A.8), h f jA^j ii
is found to be a real number. Thus h ijA^j fi = h f jA^j ii. Equations (A.7) and
(A.8) reduce to
h f jA^j iiA^j ii = j ii+ j fi; (A.10)
h f jA^j iiA^j fi = j ii+ j fi: (A.11)
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Note that H2 := span(j ii; j fi) is an invariant subspace of A^. Adding and sub-
tracting Eqs. (A.10) and (A.11), we obtain
h f jA^j iiA^(j ii+ j fi) = (+ )(j ii+ j fi); (A.12)
h f jA^j iiA^(j ii   j fi) = (  )(j ii   j fi): (A.13)
Thus j ii + j fi and j ii   j fi are two eigenvectors of A^. Let a1 and a2 be corre-
sponding two eigenvalues of A^, we have
h f jA^j iia1 = + ; (A.14)









(a1   a2)h f jA^j ii: (A.17)
Combining these equations with Eq. (A.9), we obtain
h f jA^j ii = a1 cos2 
2
  a2 sin2 
2
: (A.18)
Note that cos2(=2) is larger than sin2(=2) since 0  =2  =4. Let amax be the
maximum eigenvalue of A^ and amin be the minimum eigenvalue of A^; the maximum
weak value is
max
h ij fi=cos ;
















Rewriting Eq. (A.19), we have
max
h ij fi=cos ;
h ij ii=h f j fi=1
jhA^iwj = 1
2
jamax + aminj+ amax   amin
2 cos 
: (A.20)
Note that the weak value becomes a real number when its modulus is maximized.
Equation (A.20) gives an inequality
max
h ij fi=cos ;
h ij ii=h f j fi=1
jhA^iwj  amax   amin
2 cos 
: (A.21)
92 Chapter A Appendix for Chapter 2
Therefore, the maximum weak value scales proportional to P(fji) 1=2, where P(fji) :=
jh f j iij2 = cos2  is the success probability of post-selection. For the case of
amax =  amin (which is the case, for example, when A^ is the Pauli operator),
the maximum weak value takes a simple form as
max
h ij fi=cos ;







Next, we derive the pre- and post-selected states which maximize the modulus
of the weak value. For simplicity, we assume that jamaxj  jaminj. Denote the two
eigenvectors of A^ corresponding to eigenvalues amax and amin as jamaxi and jamini,
respectively. The pre- and post-selected states achieving the maximum weak value
satisfy the following two equations:
1
2 cos(=2)
(j ii+ j fi) = ei1jamaxi; (A.23)
1
2 sin(=2)
(j ii   j fi) = ei2 jamini; (A.24)
for 1; 2 2 R. Thus,
j ii = ei1 cos 
2
jamaxi+ ei2 sin 
2
jamini; (A.25)
j fi = ei1 cos 
2
jamaxi   ei2 sin 
2
jamini: (A.26)
Setting  := 2   1 and discarding overall phase factors, we obtain
j ii = cos 
2
jamaxi+ ei sin 
2
jamini; (A.27)
j fi = cos 
2
jamaxi   ei sin 
2
jamini: (A.28)
A.2.2 Maximizing the imaginary part of weak value
We consider the problem to maximize the imaginary part of the weak value. The
problem is reduced to maximize Imh f jA^j ii under the constraints h ij ii = 1,
h f j fi = 1, and h f j ii = cos . The Lagrange multiplier method gives the follow-
ing two equations,
 iA^j ii   j ii   j fi = 0; (A.29)
iA^j fi   j fi   j ii = 0: (A.30)
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where  2 C and ;  2 R are the Lagrange multipliers. Multiplying h f j to
Eq. (A.29) and h ij to Eq. (A.30), we obtain
 =  =   cos    ih f jA^j ii: (A.31)




(Imh f jA^j ii   ); (A.32)
Im =
Reh f jA^j ii
cos 
: (A.33)
On the other hand, by multiplying h f j to Eq. (A.30) and taking the real part of
the equation, we have
Re =   cos : (A.34)
From Eqs. (A.32) and (A.34), we have
 =
Imh f jA^j ii
sin2 
; (A.35)
Re =   cos 
sin2 
Imh f jA^j ii: (A.36)
Rewriting Eqs. (A.29) and (A.30),
A^j ii = ij ii+ ij fi; (A.37)
A^j fi =  ij ii   ij fi: (A.38)
H2 := span(j ii; j fi) is found to be an invariant subspace of A^. Let a1 and a2 be




2   (Re)2; (A.39)
a2 = Im 
p
2   (Re)2: (A.40)
where we assume that a1  a2. Substituting Eqs. (A.33), (A.35), and (A.36) into
these equations,
a1 =
Reh f jA^j ii
cos 
+




Reh f jA^j ii
cos 
  j Imh f jA^j iij
sin 
: (A.42)
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Thus,
Reh f jA^j ii = a1 + a2
2
cos : (A.43)
j Imh f jA^j iij = a1   a2
2
sin ; (A.44)
The imaginary part change its sign by replacing the initial and nal states to each
other. We may assume Imh f jA^j ii  0. Then the weak value is
RehA^iw = a1 + a2
2
; (A.45)
ImhA^iw = a1   a2
2
tan : (A.46)
The imaginary part of weak value is maximized when a1 = amax and a2 = amin,
max
h ij fi=cos ;
h ij ii=h f j fi=1
ImhA^iw = amax   amin
2
tan : (A.47)
Next, we derive the pre- and post-selected states that maximize the imaginary




(j ii   e ij fi) = ei1 jamaxi; (A.48)
1p
2 sin 
(e ij ii   j fi) = ei2 jamini: (A.49)
where 1; 2 2 R. Therefore,
j ii =   ip
2
(ei(1+)jamaxi   ei2 jamini); (A.50)
j fi =   ip
2
(ei1 jamaxi   ei(2+)jamini): (A.51)
Setting  := 2   1 +  and ignoring over all phase factor, we obtain
j ii = 1p
2
(eijamaxi+ eijamini); (A.52)




Appendix for Chapter 4
B.1 Tangent space for pure state space
This section is based on the paper of Mukunda and Simon [44].
Denote a Hilbert space as H, and the set of all normalized states in H as N0.
Let R be the set of all pure density operators, then
R = f^ = j ih j  j i 2 N0g: (B.1)
The set R can also be written as
R = f^ 2 L(H) j ^y = ^; ^2 = ^; tr^ = 1g; (B.2)
where L(H) is the set of all linear operators on H.
Denote the tangent space of R at ^ as TR^. We show that
TR^ = fX^ 2 L(H) j X^y = X^; trX^ = 0; fX^; ^g = X^g: (B.3)
Consider a curve ^(t) in R, which satises ^(0) = ^. Any tangent vector is







satises three condition in Eq. (B.3).
To show the converse, we rst show that the right-hand side of Eq. (B.3) is
equivalent to the set
fX^ = j ihj+ jih j  h ji = 0; ji 2 Hg: (B.5)
where j i is a xed vector satisfying ^ = j ih j.
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Assume X^ satises the conditions in the right-hand side of Eq. (B.3). Setting
ji = X^j i,
h ji = h jX^j i
= h jfX^; ^gj i
= 2h jX^j i
= 2h ji; (B.6)
and thus h ji = 0. Rewriting X^ as
X^ = jih j+ j ihj+ C^; (B.7)
the operator C^ satises
C^y = C^; fC^; ^g = C^; C^j i = 0: (B.8)
From these equations,
C^ = fC^; ^g = C^j ih j+ j ih jC^ = 0 (B.9)
Finally, we obtain
X^ = jih j+ j ihj: (B.10)
It can be easily checked that X^ satisfying the conditions in Eq.(B.5) also satises
the conditions in the right-hand side of Eq.(B.3)
Finally, we show that any operator X^ satisfying the conditions in Eq.(B.5) is an
element of TR^. For given X^ = j ihj+ jih j, dene a curve
^(t) = j (t)ih (t)j; (B.11)






^(t) = jih j+ j ihj = X^: (B.13)
Thus X^ 2 TR^.
B.2 Naimark's dilation theorem
In this section, we describe the nite-dimensional version of Naimark's dilation
theorem [69].
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Theorem B.2.1. (Naimark's dilation theorem) Let H be an M-dimensional
Hilbert space, and positive operators fE^ngNn=1 satisfy
NX
n=1
E^n = I^M ; (B.14)
where 1^M is the identity operator on H. Then there exists an N 0-dimensional ex-
tended Hilbert space ~H and orthogonal projection operators fF^ngNn=1 such that
E^n = P^ F^nP^ ; (B.15)
where P^ is projector from ~H onto H. Let rn be the ranks of the operators E^n. We





If all the operators E^n are of rank-1, the dimension N
0 of the extended Hilbert
space coincides with the number of operators N .
The following proof is based on the proof given by Peres [70, 71]. There are
similar proofs given by Preskill [72] and Chen [73].





where jsn;i are orthogonal to each other, but not necessarily normalized. Therefore,
without loss of generality we may assume that all E^n are of rank 1, that is
E^n = jsnihsnj: (B.18)
Then, the number of the positive operators E^n becomes N
0. The completeness
relation is written as
N 0X
n=1
jsnihsnj = I^M : (B.19)
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We can extend the Hilbert space H to ~H by adding the N 0 M -dimensional Hilbert
spaceH? so that ~H = HH?. The problem is reduced to nd the vectors jtni 2 H?
such that the vectors
juni := jsni+ jtni (B.21)
form an orthonormal basis of ~H, i.e.,
humjuni = mn: (B.22)






What to prove is that we can choose ftm;ng such that
U^ :=
js1i    jsN 0i




s1;1    s1;N 0
...
...
sM;1    sM;N 0
tM+1;1    tM+1;N 0
...
...
tN 0;1    tN 0;N 0
1CCCCCCCCA
(B.24)





l;n = kl (B.25)
This means that the upperM row vectors in Eq. (B.24) are orthogonal to each other.
We can thus choose ftmng such that U^ becomes unitary by the Gram-Schumidt
orthonormalization.
The above construction has a freedom of the choice of jtni. This freedom is
represented by a unitary operation V^? on H?. The operation 1^M  V^? on fjunig
leads another orthonormalization of fjsnig.
Appendix C
Appendix for Chapter 6
C.1 General formula for the cumulant
We describe a general formula for calculating the shift of the cumulant of K^ in weak
measurements. We introduce the cumulant generating function











A straightforward calculation gives the relationship between the cumulant generat-
ing functions i(s) and f(s) for the initial state ^i and the nal state ^f :
f(s) = i(s+ 2 ImhA^iw)  2 ImhA^iwhK^ii +O(2): (C.3)
























= hK^nici + 2 ImhA^iwhK^n+1ici +O(2): (C.4)
The case of n = 1 corresponds to Eq. (6.5), and the case of n = 2 gives the change
in variance:
hfK^2if = hiK^2ii + 2 ImhA^iwhK^3ici +O(2): (C.5)
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C.2 Phase noises
Assume quantum channels satisfy the condition E(jkihkj) = jkihkj for all k. We
referred to this type of quantum channels as phase noise. In this section, We derive
the condition imposed on the Kraus representation of phase noise.
Denote the Kraus representation of phase noise E as fE^ng. The condition of
being phase noise is rewritten asX
n
E^njkihkjE^yn = jkihkj: (C.6)
Multipling hk0j and jk0i from left and right, we haveX
n
hk0jE^njki2 = kk0 : (C.7)
For k 6= k0 and all n,
hk0jE^njki = 0: (C.8)





Setting k0 = k in Eq. (C.7) gives X
n
jcn(k)j2 = 1: (C.10)
Conversely, if the quantum channel E has the Kraus representation fE^ng satisfying
Eq. (C.9) and (C.10), then Eq. (C.6) is satised.
We nally show that when the system is a two-state system and K^ = Z^, the
phase noises is simply the composition of a phase-ip noise and a unitary rotation





















Dene p and  such that (1  2p)ei =Pn cn(0)cn(1). Then E is expressed as the
composition of the phase-ip channel with rate p and the unitary operation eiZ^=2
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C.3 Calculation of the measurement results
We rst derive Eqs. (6.17) and (6.18). Then we also present the results taking into
account the incompleteness of post-selection.
We dene an unnormalized eective evolution operator V^ (; ) as
V^ (; ) = h f()jU^()j ii; (C.13)
where
j ii = 1p
2
(j0i+ j1i); (C.14)
j f()i = 1p
2
(j0i+ eij1i); (C.15)
U^() = exp(2P^0 
 Z^): (C.16)
Note that the relative phase  of two paths is explicitly represented as a parameter
in Eq. (C.13).
The operator V^ (; ) is explicitly




(e i + cos(2))I^ + i sin(2)Z^
i
: (C.17)
Since the initial state is ^i = I^=2, the nal state of the probe is

















(1 + cos  cos(2)); (C.19)
tr[^f(; )Z^] =  1
2
sin  cos(2): (C.20)
These equations are the same as Eqs. (6.17) and (6.18).
Next, we consider the case of incomplete post-selection. The post-selected state
can be expressed by using the visibility V of interference as





j f()ih f()j+ 1  V
2
j f( + )ih f( + )j: (C.21)
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The post-selected state is thus the mixture of j f()i and j f(+)i with probability



















(1 + V cos  cos(2)); (C.23)
tr[^0f(; )Z^] =  
1
2
V sin  sin(2): (C.24)
The normalized readout of circular components is
tr[^0f(; )Z^]
tr^0f(; )
=   V sin  sin(2)
1 + V cos  cos(2) : (C.25)












2(1 + V cos ) ; (C.26)
which coincides with Eq. (6.28).
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