3 demonstrated that under a critical perspective large-scale potentially biased datasets can be 42 used to estimate variations in species abundance. The abundance predictions are in keeping 43 with recent independent estimations of the badger population, and will be a valuable index of 44 species abundance for epidemiology (e.g. risk mapping), species management (e.g. informing 45
vaccine strategies) and conservation planning (e.g. assessing population viability). 46
Introduction 47
Species distribution modelling (SDM) is a rapidly expanding area of research and is quickly 48 becoming an essential tool for studying species distribution ranges and abundances for 49 conservation and wildlife managers (Elith and Leathwick, 2009; Peterson et al., 2011) . For 50 instance, SDM is a useful approach to obtain large-scale information of wildlife species that 51 harbour zoonotic infections, which is highly demanded for spatial epidemiology and disease 52 control (e.g. Acevedo et al., 2014a; Ward et al., 2009; White et al., 2008) . The advent of 53 widely available large-scale digital datasets (e.g. land-cover, digital elevation models, etc.) as 54 well as the development of robust computational and statistical software to model large 55 datasets are contributing factors to this recent surge in interest and development (McDonald 56 et al., 2013) . Datasets on species occurrences are also becoming more accessible and 57 available to researchers through the collection and dissemination of datasets in national or 58 international clearing houses (e.g. Global Biodiversity Information Facility -GBIF), and 59 through the digitisation of museum collections (Peterson et al., 2011) . Many of these datasets 60 are collections of -potentially spatially biased -presence points; locations where a species is 61 known to occur at the time of survey. Often however, absence locations are unknown or are 62 poorly estimated (due to the possibility of false negative errors). This has resulted in the 63 development of alternative procedures for modelling species distribution without precise 64 8 landscape are undertaken; this includes the use of detailed maps and orthophotography to 134 locate and survey areas with greater likelihood of badger sett presence. Local farmer and 135 huntsman knowledge supplement the surveying effort. Because of this approach, we are 136 certain of the location of setts, but we are uncertain as to the true extent of the survey and 137 where true absences can be located. As the surveying of badgers was directed towards areas 138 with herd bTB breakdowns, we were aware that there is a possible sampling bias within the 139 dataset. We implemented a geographic constraint by choosing pseudo-absences from areas 140 with the same underlying biased sampling distribution as the presences, in order to address 141 potential sampling bias (Phillips et al., 2009) . Fortunately, we know that the maximum 142 distance away from a herd breakdown that was surveyed was 2km, therefore we could use 143 this rule to construct a potential maximum extent surface (PMES) from which environmental 144 availability could be assessed (Figure 1 ). Constraining the pseudo-absences samples from this 145 distribution allows for improved modelling performance while increasing the likelihood of 146 the pseudo-absences representing true-absences (Phillips et al., 2009; Zaniewski et al., 2002) . 147
As most of our surveying took place at mid to low latitudes, we also constrained our PMES to 148 areas below 300m ASL (i.e. higher altitudes were undersampled) in order to avoid the 149 inclusion of pseudo-absences beyond the environmental domain represented in the survey. 150
We used 10,000 pseudo-absences to assess available environmental conditions in the 151 sampling area (see Baret-Massin et al., 2012; Phillips and Dudik, 2008; Wisz and Guisan, 152 2009 ). Pseudo-absence points were restricted from raster cells containing any presences 153 (main and non-main setts; total known setts: 30,610) and a minimum distance between 154 pseudo-absences was imposed (500m coinciding with typical Irish main sett spacing; Byrne 155 et al., 2013b) . The spatial scale of the raster dataset was 1ha (our spatial unit for modelling), 156 as most national-scale environmental layers could be scaled to this size and this size was used 157 in a recent badger study for England and Wales (Etherington et al., 2009).9 To evaluate the PMES constrained approach, we also constructed models for comparison 159 using pseudo-absence locations (10,000) drawn randomly from the entire country (ROI), with 160 the exclusion of the 'local-scale dataset'. 161
Local-scale dataset 162
Extensive surveys, by trained experienced field staff, were undertaken in a 755km 2 area in 163 north-west Co. Kilkenny as part of a bTB vaccination trial for badgers (see Byrne et al., 164 2012b; Figure 1 ). Due to the intensive nature of the surveys and the defined boundary 165 delineating the survey extent, these data could be considered a presence-absence dataset 166 (though there may be a low probability that some main setts were undetected or misclassified 167 as non-main setts). 168
Modelling approach 169
We modelled probability of occurrence (see Acevedo and Real, 2012) for badger main sett 170 construction using a binary logistic regression. Logistic models were built by first assessing 171 the relationships between outcome and independent variables using univariate models. All 172 independent variables with significant associations with the outcome variable at α=0.1 were 173 further investigated within a multivarible logistic regression. The predictors used, and their 174 sources, are listed in Table 1 . Layers were converted to a raster grid and resampled to a 1ha 175 scale. Coarse grained datasets (e.g. CORINE) formed an index by enumerating the number of 176 25m grids (0.0625ha) of the habitat type within 300m of the 1ha grid square (following Reid 177 et al., 2012) . Finer resolution datasets applied the same index, but restricted the search 178 window to 100m (i.e. forest cover). Hedgerow density was measured as an index based on a 179 national map of all hedgerows (vegetated field boundaries) ≥2m in width based upon 180 automated image processing of orthophotography (S. Green, Teagasc).10 outcome variable was retained (Newton-Cross et al., 2007) . Screening for linearity was 183 assessed visually using LOWESS smoothed curves. Where non-linear relationships were 184 found dependent variables were suitably transformed (e.g. by the inclusion of quadratic 185 terms; Dohoo et al., 2009; Chapter 15, p365-380) . If additional variables (e.g. quadratic term) 186 were significant, they were retained in the model (Dohoo et al., 2009; Chapter 15, p365-380) . 187
These quadratic term variables were also centred to decrease the Variance Inflation Factor 188 (VIF) within the model (Dohoo et al., 2009; Chapter 14, p. 338-340) . The VIF cut point was 189 ≤10 before variable was centred. We assessed the robustness of our final models using 190 bootstrap analysis (using the SWBOOT function in Stata 10) with 100 bootstrapped repeats 191 of backward stepwise logistic regression on candidate variables (Austin and Tu, 2004). 192 Variables that were significant in >70% of bootstrap samples were included in the final model 193 (Austin and Tu, 2004) , with the exception of the geographical coordinates (x and y) which 194 were retained in all candidate models. extremely limited, therefore we implemented both internal (splitting the national dataset) and 197 external validation (independent local dataset). National-scale sett data was split into training 198 (70%) and validation (30%) datasets in order to perform an internal cross-validation process. 199 Models were built from the training dataset and then predictions were made on the validation 200 data to assess predictive performance (Fielding and Bell, 1997) . As this process is affected by 201 the subsample taken for the training and testing datasets, we repeated the process 10 times 202 (Etherington et al., 2009 ) and report the mean values of the statistical parameters describing 203 model predictive performance. In addition, an external validation was carried out on the 204 local-scale dataset. We followed Steyerberg et al. (2010) by assessing the predictions of the 205 overall final national models ("development models" based on 7,724 sett locations) on the 206 independent local-scale dataset. For both internal and external validation we evaluated the11 discriminatory performance of the models using the area under the ROC curve (AUC; see 208 Lobo et al., 2008) . We also estimated Cohen's Kappa, sensitivity (SE), specificity (SP) and observed probabilities using decile bins (a Hosmer-Lemeshow plot) and then using a 223 LOWESS smoothing algorithm (bandwidth: 0.2) against predicted probabilities (Steyerberg 224 et al., 2010) ; E avg and E max were calculated using the predicted values from the LOWESS 225 smoothing algorithm. 226 2.5 Assessing the relationship between probability of sett occurrence and social 227 group abundance 228
We evaluated ability of the national models (constrained and non-constrained) to predict main 229 sett densities by regressing the observed (main sett) density by the predicted probability 230 (Boyce et al., 2002) . We classified probability values using 10 quantiles (deciles), and12 accordingly calculated the area adjusted density for each class within the Kilkenny area. We 232 fitted simple linear regression models, and investigated 2 nd and 3 rd order polynomials 233 transformations of the independent variable (i.e. linear, quadratic and cubic transformations) 234 using R 2 as the assessment of model fit (Etherington et al., 2009) . We used the best fitting 235 regression model to predict the number of main setts within the Kilkenny area, and compared 236 the result with the observed number of main setts. We used the relationship between 237 probability quantiles and density to map the predicted densities across ROI. 238
All data manipulation and modelling was performed in Stata 11 (Stata Corp.), and GIS 239 operations were performed in ArcGIS (ESRI). 240 13
Results 241

Factors affecting badger sett occurrence 242
A number of factors were found associated with badger sett presence across the two 243 modelling approaches, constrained and non-constrained models (see Table S1 and S2 in 244 the Supplementary Material, respectively). Across the two models, setts were most 245 strongly positively affected by local hedgerow density. The relationship between slope, 246 and elevation, and the probability of sett presence was quadratic in nature. This indicates 247 greater likelihood of setts occurring on gentle slopes (<15º) and in moderate altitudes 248 (30m-170m; Figure S1 ). The constrained model also suggested that there was a 249 significant negative relationship between the sine (eastness) of the aspect of the slope and 250 the probability of sett presence. Badger setts tended to be significantly positively 251 associated with greater forest cover and pasture habitats within close proximity (300m of 252 sett grid square). Setts were negatively associated with blanket bog, water edge and 253 altered man-made surfaces (e.g. open mines and landfills). Badger setts were negatively 254 associated with shallow, poorly drained soil types (constrained model) and positively 255 associated with deep, well-drained soil types (non-constrained model). 256 14 range: 0.160 -0.645; Table S3 ). 264
Non-constrained model 265
The final non-constrained model performed better in comparison with the constrained 266 model in terms of overall discriminatory power, with a mean testing AUC = 0.77 (range: 267 0.75-0.78), see also Table S4 . The model performed poorly in terms of calibration, with a 268
Hosmer-Lemeshow test mean P= 0.042 (range: P<0.001-0.200) (see Table S4 ). 269
Observing the calibration slope, suggested that the model poorly predicted the 270
proportions of presences at high predicted values (i.e. the final decile). 271
External validation -local-scale dataset 272
Constrained model 273
The final constrained model performed well when tested on the local-scale dataset. There 274 was no drop in AUC between the final constrained model and local-scale dataset, in fact 275 the model performed marginally better at local-scales (internal validation AUC: 0.71 vs. 276 external validation AUC: 0.72; Table 2 ). When the final model was used to predict to the 277 local-scale dataset, there was some evidence that calibration fit had (non-significantly) 278 declined (Homser-Lemeshow test: P= 0.087). The mean difference between observed 279 frequencies and predicted probabilities, E avg , for the final constrained model was -0.0008, 280
whereas it was -0.04 when predicting to the local-scale dataset. However, the β value 281 from the calibration slope for both the final constrained model and the local-scale data 282 were close to 1 (1.001, 1.009 respectively; R 2 =0.97; Table 2 ), indicating that the model 283 did not overfit the data. The α regression values (both models: -0.05) however, suggested 284 that there may have been some minor systematic negative bias in the model predictions.
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The final non-constrained model exhibited a decline in discriminatory power when 287 predicted to the independent dataset (internal validation AUC= 0.77 vs. external 288 validation AUC=0.73; Table 2 ). Despite the final non-constrained model exhibiting 289 problems with regards calibration in the internal validation, there was no significant lack-290 of-fit when predicted to the local-scale dataset (P=0.574). The calibration slope was <1, 291
indicating that there may have been some minor overfitting; α values were <0, indicating 292 some minor systematic negative bias (Table 2) . 293
Relationship between probability of sett occurrence and sett density 294
The final constrained model predictions (probability classes) were best associated with 295 sett density with a cubic regression (R 2 = 0.96; Figure 2b ). The model performed very 296 well when predicting main sett numbers, with the mean predicted number of setts (278 297 main setts; 95% CI: 199 -363) being the same as observed number of setts within the 298 area (278 main setts). The model predicted 19,159 main setts (95% CI: 12,221-27,898; 299 Table 4 ; Figure 3 ), and therefore social groups, at national scale. 300
The non-constrained model could predict main sett density within the Kilkenny test area 301 well, with the simplest linear regression model that best fitted the data being a cubic 302 regression without a linear trend (R 2 = 0.85; Figure 2a) . The model predicted the number 303 of main setts within the Kilkenny test area accurately (278 main setts; 95% . 304
This non-constrained national model predicted a total number of social groups for all 305 16 4. Discussion 308
Factors affecting sett distribution 309
Different factors affected badger sett presence depending on the dataset used to construct 310 the models. However, there was a general trend for badger setts in both models to occur 311 in moderately steep areas, at relatively low elevations, in deep, well-drained soils types in 312 areas that had sources of cover (hedgerows and/or forests) and forage (e.g. pasture). 313
These findings concur generally with previous badger-habitat models, generated with 314 data from various scales in Ireland, Britain and in other areas of Western Europe (e.g. 315 Etherington et al., 2009; Hammond et al., 2001; Newton-Cross et al., 2007; Reid et al., 316 2012; Schley et al., 2004) . 317
Model performance and general evaluation 318
Models that attempt to encapsulate the species-habitat relationship of common, widely-319 distributed, generalist species will generally have poor discriminatory power in 320 where pseudo-absence points could be located (Philips et al., 2009; Zaniewski et al., 327 2002) . This was demonstrated by our non-constrained model having greater AUC (0.77) 328
than the geographically constrained model (AUC= 0.71). In terms of presence/pseudo-329 absence modelling, it is well recognized that an upper AUC limit <1 can only be17 reaching an AUC of 0.83 (Jiménez-Valverde et al., 2013) . In other fields, it is well 332 recognised that both measures of discrimination and calibration needs to be assessed and 333
reported (e.g. epidemiology, Steyerberg et al., 2010) , with calibration being of particular 334 importance for predictive models (see also Jiménez-Valverde et al., 2013) . In this 335 context, our models performed well in calibration (during internal and external validation 336 procedures), and is therefore a useful framework to base density estimates. Our use of a 337 number of calibration assessments (e.g. calibration slope (β), error around the slope 338 (E avg ), and the calibration intercept (α)) should be considered for future biogeographical 339 studies, especially for generalist species where calibration is important. 340
Others have reported that data quality is probably the most important factor influencing 341 general model performance, an aspect to which much more effort and resources should 342 be devoted (Feeley and Silman, 2011) . Indeed, our models can only be as good as the 343 national-scale independent predictors on which we can base our inferences. While the 344 datasets used in the present study are the best available, greater development and ground-345 truthing of these layers will undoubtedly improve model performance in the future. 346 suggesting the model could underestimate the greatest probability categories. This 365 calibration issue is likely due to the underlying sampling bias introduced during the data 366 collection. However, the non-constrained model performed well at the local-scale, 367
indicating that the sampling bias is likely spatially structured with stronger effects 368 expected in some areas, but not in the local-scale area. 369
The last national badger population suggested that there were approximately 84,000 370 (95% CI 72,000 -95,000) badgers present in Ireland (Sleeman et al., 2009) . Using the 371 crude measure of mean group size (4.1) reported by Byrne et al. (2012b) , this population 372 estimate would suggest that the population was composed of 20,500 (95% CI 17,600
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Our density estimates for each probability class were remarkably similar to previous 376 work done in Northern Ireland, England and Wales (Etherington et al., 2009; Feore, 377 1994; Reid et al., 2012 ). Both Feore (1994 and Reid et al. (2012) found that social group 378 density in Northern Ireland varied significantly amongst landscape classes with poor 379 habitats (e.g. mountains) having a mean density of 0.08-0.33km -2 , while optimum 380 habitats (e.g. drumlin farmland) having a mean density of 0.81-0.85km -2
. Overall, the 381 present study suggests that mean group density in the ROI is substantially lower than in 382
Northern Ireland (Figure 4a ). This is mainly due to the fact that a large area of the ROI is 383 of poor favourability for badgers (Figure 4b 
Conclusion 415
We have shown that large-scale opportunistic datasets with reliable presence data can be 416 used to capture the underlining structure of the species-environment relationship from 417 spatially explicit models. The models, though based on data collected for other purposes, 418 performed well as a tool to estimate probability of sett occurrence and abundance. 419
Internal and external validations suggested that the models were well calibrated and had 420 the ability to predict on independent datasets without large drops in performance. 421
Predictions of sett density based on these models were in-line with previous work 422 suggesting the results are plausible. As badgers are of particular interest due to their role 423 in the epidemiology of M. bovis, the causative agent of bTB, the distribution and density21 estimates from these models will be of particular utility for future epidemiologic 425 research, and will form the basis of wildlife disease reservoir 'risk-mapping'. 426
Furthermore, as badger populations are currently under a culling management regime in 427 part of the badger distribution in ROI, these estimates will be a cornerstone for future 428 conservation assessments investigating the impact of culling on the national badger 429
population. 430
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Republic of Ireland. These predictors were chosen as they were found to be significantly 577 associated with badger distribution in previous studies (see text) . 578
Independent variables Description Derived
Aspect ( Table S3 : Internal validation of the constrained national model. Models were trained using 70% of the dataset and then predicted to a 30% 9 independent sample. The internal validation procedure was repeated ten times (set 1-10). 10 
