Abstract. We study the singularity of the order parameter at the transition between a critical phase and an ordered phase of bond percolation on pointed hierarchical graphs (PHG). In PHGs with shortcuts, the renormalization group (RG) equation explicitly depends on the bare parameter, which causes the phase transition that corresponds to the bifurcation of the RG fixed point. We derive the general relation between the type of this bifurcation and the type of the singularity of the order parameter. In the case of a saddle node bifurcation, the singularity is power-law or essential type depending on the fundamental local structure of the graph. In the case of pitchfork and transcritical bifurcations, the singularity is essential and power-law types, respectively. These are replaced by power-law and discontinuous types, respectively, in the absence of the firstorder perturbation to the largest eigenvalue of the combining matrix, which gives the growth rate of the cluster size. We also show that the first-order perturbation vanishes if the backbone of the PHG is simply connected via nesting subunits and all the roots of the PHG are almost surely connected in the ordered phase.
Introduction
Recently, cooperative phenomena on non-Euclidean graphs have been extensively studied in the context of complex networks [1] . Such systems sometimes show behaviors quite different from those of the Euclidean systems due to small-worldness, i.e., infinite dimensionality, and hierarchical structures coming from the growth mechanism [2] . One of the interesting topics on such systems is persistent criticality, i.e., the systems show the power-law properties, that are observed at the critical point of the second-order transitions, in a finite-volume region of the parameter space. We call such a region a critical phase [3] . This phase is similar to the so-called Berezinskii-Kosterlitz-Thouless (BKT) phase [4] [5] [6] , which is observed in the system at the lower critical dimension where the long-range coherence of continuous order parameter is marginally unstable. But the studies on hierarchical small-world networks (HSWNs) has been revealed that the origin of persistent criticality is quite different between the two in the renormalization group (RG) aspect. In the RG theory, the model parameter (vector in general) assigned on the edges or vertices, such as the open-bond probability of percolation, are transformed through coarse-graining. By repeating the transformation, the parameter converges to one of the fixed points (FPs) depending on the initial condition, i.e., the bare parameter. The set of the bare parameters that converge to the same stable FP form a phase, and the parameters at a phase boundary converge to a saddle point. The BKT phase is represented by the fixed line, i.e., the array of FPs. While the parameter is renormalized homogeneously in space in the ordinary RG theory, it is renormalized inhomogeneously in HSWNs; the parameters on the backbone edges are transformed but those on the shortcut edges are not [7] . In the former case, the RG equation itself does not depend on the bare parameters, which only play the role of the initial condition. In the latter case, the RG equation explicitly depends on the bare parameter. The critical phase of HSWNs is represented by a single FP which moves as the bare parameter changes. Furthermore, such a FP possibly undergoes a bifurcation by changing the bare parameter, which interlocks a phase transition.
The singularity of the order parameter at critical-order transition is also an interesting issue. Several abnormal singularities are observed. (In the case of percolation problem, an ordered phase corresponds to a percolating phase where an extensively large cluster exists. ) First type is the essential singularity. This is observed in the so-called inverted BKT transition [8] , which is similar to the dual version of the BKT transition in the solid-on-solid model [9] and the p-state clock model with p ≥ 5 [10] . This type has been reported in relatively many systems: percolation [11] [12] [13] [14] [15] [16] [17] and spin systems [8, [18] [19] [20] [21] . Second type is the power-law singularity that is governed not by a saddle FP but by a stable FP unlike the ordinary second-order transitions [21] . Third type is an abrupt singularity, where the order parameter changes discontinuously [22] . Similar discontinuous transition is observed in the numerical simulation of the hyperbolic lattice [23] , which has a dual relation to the so-called infinite-order transition known in the Cayley trees [24] [25] [26] [27] . All of these types of singularity are observed in the single system, where the two types of the graph-growth rules are randomly mixed, by tuning the mixing ratio [28] . Previous studies also imply that the type of the singularity of the order parameter corresponds to the type of the bifurcation of the RG FP; essential, powerlaw and abrupt singularities are related to the saddle-node, pitchfork and transcritical bifurcations, respectively. The reason for this, however, has not been revealed yet. In this paper, we provide a general scheme to determine the singularity of the order parameter for a given RG equation.
This paper is organized as follows. In the next section, we introduce the mathematical settings for the analysis. In Sec.3, we argue the general relation between the RG behavior and the order parameter. In Sec.4, we derive the singularities of the order parameter for the individual types of the RG equation. Finally, the results are summarized. 
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(1) n 's. In the case of (b), we show G 3 together for the case that G 0 is connected two vertices. The closed curves denote G (·) n 's and the small circles inside them denote R (·) n 's, some of which are shared by two copies due to identification. Particularly, the filled circles denote R n+1 . The numbers with round brackets are the indices of G 
Preliminaries

pointed hierarchical graph (PHG)
Let us define a PHG ‡ , which is an increasing sequence of graphs as where V n and E n are the sets of vertices and edges, respectively. The pointed members of V n with serial numbers
are called the roots of G n . A PHG is recursively constructed; G n+1 is made from G n as follows.
(ii) Perform a finite number of graph-operations on the roots of the copies, R
, such as identifying two vertices and adding vertices or edges.
(iii) Choose N rt vertices to be R n+1 from R (·) n 's and the added vertices.
Note that a PHG is constructed deterministically and its local structure depends on the initial graph G 0 . Some examples of the PHG are shown in figure 1. Let us call the edges originally included in G 0 backbone edges and call the other edges added in the graph-operations shortcut edges.
Next, we define some properties of PHGs with N rt ≥ 2. Each G n (accurately G n \R n ) plays a role of a hyperedge in G n+1 .
• We say that a PHG G n is open when there exists at least one path via e ∈ E n between all the pairs of the roots in R n . We say that a PHG G n is closed when there exists no path between any pairs of the roots in R n . Note that 'closed' and 'not open' are not equivalent unless N rt = 2.
• We say that a PHG G n is backbone-connected when it satisfies the following. If all copies G n 's are connected not by identification but by adding an edge. The PHG (d) and (e) are not SBC because they have a dangling dead-end and a redundant path, respectively. For N rt = 2, the backbone structure of a SBC PHG is unique, that is, a one-dimensional chain whose two end points are the new roots.
bond percolation on PHG
Let us consider bond percolation on PHGs; each edge is open or closed probabilistically and independently. In this paper, we suppose that all shortcut and backbone edges are open with a unique probability p and closed with the probability p := 1 − p. Although most of the quantities appearing hereafter are the functions of p, we do not denote it explicitly.
Let C nv ⊆ V n be the connected component of the open edges for a given open-edge realization that includes v ∈ V n . Then we define the order parameter m and the fractal name Table 1 . Properties of PHGs in figure 1 and bond percolation on them. The columns 'BC' and 'SBC' denotes whether it is true(T) or false(F) that each PHG is backboneconnected and simply-backbone-connected, respectively. The column 'TRC' denotes whether the PHG has a tight-root-connection or not. The column 'BF' denotes the type of the bifurcation of the RG fixed point at p = p c2 ; TC, SN and '-' denote transcritical, saddle-node and no bifurcation (p c2 = 1), respectively. exponent ψ as
where E(· · · ) denotes the expectation value and | · · · | denotes the number of the members of a set. Then, |C nv | means the size of a cluster. The number of the vertices increases as |V n | ∝ N cp n for n → ∞. We call o the origin of G n and suppose that o = r n1
for n 1. By using these quantities, two critical probabilities are defined as
These coincide in percolation on Euclidean lattices, but they often do not in percolation on hierarchical small-world graphs. We call the regions [0, p c1 ), (p c2 , 1] and (p c1 , p c2 ) a disordered phase, an ordered phase and a critical phase, respectively.
generating functions
Let Ω Nrt = {ω 1 , · · · , ω Ncnc } be the set of the possible connectivities among the N rt roots and denote "R n ∼ ω" when the connectivity of R n is given by ω. For example, we express "R n ∼ [1, 2, 1]" when r n1 and r n3 are in the same cluster (1) and r n2 is in another cluster (2). We have
]}, and so on. Here N cnc is expressed by the Stirling numbers of the second kind S(k, j) as
Let a ω be the number of the distinct clusters that include a root in ω ∈ Ω Nrt , and we define A Nrt = {a ω 1 , · · · , a ω Ncnc }, e.g., A 2 = {1, 2} and A 3 = {1, 2, 2, 2, 3}. The generating function corresponding to R n ∼ ω is defined as
Hereafter P (A) denotes the probability of a proposition A is true and '∧' denotes logical conjunction. Each argument x a is respectively related to the cluster that includes at least one root. By using the derivatives of these generating functions, we have
Each generating function yields 2 aω − 1 univariable functions by substituting either x or 1 into each variable, e.g., x, 1) and G(1, 1, x). Let us define the vector whose components are given by the all possible univariable functions as
where t on the left shoulder denotes transposition of a vector. We set the first component of H n (x) to correspond to the open G n , namely, H n1 (x) = G nω 1 (x). (This is the unique generating function that is originally univariable.) Note that H n (x) does not include the constants such as G (1, 1, 1) . Instead, they form another vector:
Note that g ni = P (R n ∼ ω i ) and then
combining matrix
For general PHGs, we can express {G n+1,ω (·)} by {G nω (·)} owing to that the connectivities inside the individual copies are independent. Furthermore, we can derive the recursion equations for g n and H n as §
The former equation is closed in { g n }. We call it a RG equation. Note that R(·) and F (·, ·) explicitly depend on p if shortcut edges exist. § Rigorously, F (·, ·) would explicitly depend on x not only via H n (x). For example, addition of a vertex yields a factor x. We omit such a factor because it only adds an constant vector to the r.h.s. of equation (11) and does not change the combining matrix M n .
The derivative of H n (x), which enables us to evaluate σ n , obeys to a linear recursion equation:
We call M n a combining matrix, which is generally asymmetric. The kth largest eigenvalue of M n is denoted by λ (k)
n , respectively. The largest eigenvalue yields the fractal exponent as
example: Farey graph
Here we actually calculate the quantities defined above in the case of the Farey graph, the PHG (b) in figure 1 , where N cp = 2, N rt = 2, N cnc = 2 and N uni = 4. This calculation is essentially same with the results in Ref. [22] . The recursion equations for the generating functions
are given by
Here, G n1 (·) and G n2 (·, ·) in equation (14) represent an open and closed hyperedge, respectively. Each term corresponds to one realization of the hyperedges and the shortcut edges, and every realization appears only once. The unity in the argument is related to an old root that is not connected to any new roots. From equation (14), we obtain the recursion equations for
and
as
Here, we omit the arguments "(x)" for all components of H n . Note that equation (17) is obtained by substituting x = 1 into equation (18) . Equation (18) leads to
Again, we omit the argument "(1)". By solving R( g n ) = g n , the RG FPs are obtained as
A transcritical bifurcation occurs at p = 1/2. For the initial condition: g 01 ∈ (0, 1), g ∞1 equals p/p for p < p c2 and 1 for p ≥ p c2 . By substituting this and
into equation (19) , the eigenvalues of M ∞ are obtained as
Here 2p for p ≥ 1/2 is triply degenerated. Because λ
we have p c1 = 0 and p c2 = 1/2 for this PHG. For p < p c2 , ψ is expanded by p c2 − p as
3. Relation between the RG parameter and the fractal exponent
local fractal exponent
By using the combining matrix, σ n := E(|C no |) is given by
Here c is a certain constant row vector. Then, we have
Here we inserted an identity matrix
n . From the fact that D n becomes parallel to v (1) n for n → ∞ and u
Consequently, the order parameter is expressed as
We call ψ n a local fractal exponent, which satisfies lim n→∞ ψ n = ψ. Particularly, lim n→∞ 1 − ψ n = 0 for p > p c2 . Equation (27) gives the relation between ψ n and m. Thus, if we know the relation between ψ n and the RG solution g n , we can understand the relation between the RG behavior and the singularity of the order parameter.
perturbation near the continuous bifurcation point
In the following, we assume that all the roots of the PHG is almost surely open for n → ∞ and p > p c2 ;
When this holds, we say that the PHG has a tight-root-connection (TRC). For a backbone-connected PHGs,
n 's in it are open. Thus the FP g ∞i = δ i1 exists for any p although it may not be stable. The SBC PHG with N rt = 2 always has a TRC.
In the case that g n1 undergoes a continuous bifurcation at p = p c2 , 1 − ψ n is expanded by 1 − g n1 , and the leading term is expressed as
where c µ is a constant. By taking the limit of n → ∞ for p < p c2 , we have
Although µ is naturally equal to 1 in general, µ often equals 2 like Equation (23) in the previously known systems as shown in table 1. We find the following
• If a PHG is SBC and has a TRC, µ > 1.
We derive this in Appendix A because it is a little long.
(p sn ,g sn ) Figure 2 . The fixed-points of equation (31) 
Singularity of the order parameter
Let us consider the RG equation for ε := p − p c2 1. When | g n+1 − g n | 1, the RG equation is given by d g/dn = R( g) − g. Hereafter, we consider the analytic continuation of g n1 to a real-variable function g(n). The basic types of bifurcation are covered by the differential equation
which yields the FPs
Here, g + and g − vanish for p > p sn . As shown in figure 2, the FP exhibits (i) a saddlenode bifurcation for g sn ∈ (0, 1), (ii) a pitchfork bifurcation for g sn = 1 and (iii) a transcritical bifurcation for g sn > 1. By using the solution of equation (31), we evaluate the order parameter as
4.1. saddle-node bifurcation: g sn ∈ (0, 1)
First, we consider the case that the saddle-node bifurcation point (SNBP): (p sn , g sn ) exists in the physical region. The transition point of g(∞) depends on the initial condition g(0), which is a monotonically increasing function of p. If g(0) > g sn at p = p sn , g(0) and the unstable FP g + have a crossing point at p < p sn . This is the transition point, below which g(∞) = g − and above which g(∞) = 1. If g(0) ≤ g sn at p = p sn , on the other hand, the transition point is always p = p sn , below which g(∞) = g − and above which g(∞) = 1. In both cases, ψ exhibits discontinuous change as well as g(∞).
4.1.1.
[the case of g(0) > g sn at p = p sn ] First, we consider the case that the transition corresponds to the unstable FP. The transition point p c2 is given by solving g + = g(0) with respect to p. Let g c be the value of g + at p = p c2 . For 0 < ε 1, g(n) moves from the point slightly above the unstable FP: g c to the stable FP: 1. The RG equation (31) is rewritten as
where z(n) := g(n) − g c , a := 2A(1 − g c )(g c − g sn ) and b := B/2(g c − g sn ). By integrating this, we have
Here we introduce z * and n * such that 0 < z * 1 and z(n * ) = z * . By substituting n = 0 into this, we have
for z(0) < 0. [n * = π/2aζ for z(0) = 0. ] Similarly to the argument for g(0) > g sn , ψ(n * n ) converges to the step function jumping from ψ sn to 1 atn = 1. Thus, we have
where ψ sn is the fractal exponent at the SNBP. (Here the contribution from the region where z < −z * is negligible.) Finally, we obtain an essential singularity as
4.2. pitchfork bifurcation: g sn = 1
For g sn = 1, p c2 equals p sn as far as g(0) ∈ (0, 1). The RG equation (31) is rewritten as
where x := 1 − g and ζ 2 := Bε. This is integrated as
Here we assume that ζ x(0).
[the case of µ = 1] By using
we have an essential singularity as
4.2.2.
[the case of µ = 2] By using
we have a power-law singularity as
Note that this singularity is governed by a stable FP and its origin is essentially different from the power-law singularity in the conventional second-order transition.
transcritical bifurcation: g sn > 1
For g sn > 1, the transition point is given by p c2 = p sn −(g sn −1) 2 /B as far as g(0) ∈ (0, 1). In the vicinity of this point, the RG equation is expressed as
where x(n) := 1 − g(n), a := 2A(g sn − 1) > 0 and b := AB/a. This is integrated as
4.3.1.
[the case of µ = 1] By using equation (49), we have a power-law singularity as
[the case of µ = 2] By using
we have
Consequently, we obtain an abrupt singularity as
where ε 0 := x(0)/b. (This is a decreasing function for ε > ε 0 /e, which is actually an off-critical region.) In the limit of ε 0, m converges to a positive constant. But this is not like the ordinary first-order transition; dm/dp weakly diverges being proportional to ln(ε 0 /ε).
Summary and discussion
In this paper, we provided the generic theory of the bond percolation transition on PHGs to show the relation between the type of the singularity of the order parameter and the type of the bifurcation of the RG FP. The results are summarized in the table 2. In the case that the RG FP exhibits a saddle-node bifurcation, the singularity depends on the initial condition, which is given by the local connectivity in the minimum unit bifurcation condition singularity exponent saddle-node g(0) > g sn power-law ε βsn Table 2 . The correspondence between the type of the bifurcation of the RG FP and the singularity of the order parameter and critical exponents.
G 0 . In the case of the continuous bifurcations of the FP, the singularity depends on µ: the order of the leading correction to the fractal exponent at the bifurcation point. All of the present results are checked to be correct for all PHGs in figure 1 by numerical calculation of equation (24) (not shown here).
We also showed that the sufficient condition for µ > 1 is that a PHG is SBC and has a TRC. The necessary condition is an open problem. As far as the PHGs in figure 1, µ = 2 leads to SBC. Then, SBC may be also the necessary condition. On the other hand, TRC is not the necessary condition because the PHG (h) doesn't have a TRC, where both P (R n ∼ [111]) and P (R n ∼ [112]) are positive for p > p c2 . In this case, however, no graph-operation is done on r n3 . Therefore, it can be eliminated from R n , which yields the PHG (b). We don't know whether a nontrivial counter-example exists or not. Here we show that if a PHG is SBC and has a TRC, the first-order perturbation of the eigenvalue of the combining matrix at the FP equals zero at p = p c2 as δλ (1) n := u
Hereafter, we omit the argument "(1)" of H n , and we regard H n (1) and g n in M n are independent variables although each component of the former equals one of the component of the latter. As observed in Sec. 2.5, G n+1,ω (x) is generally given by the summation of the terms that respectively represent the open-closed realizations of the hyperedges G Figure A1 . Examples of the inner structure of (i) a perimeter and (ii) an insider. The characters: I, O and P denote insider, outsider and perimeter, respectively. The shaded parts denote the components that are disconnected to C x .
and the lastly added shortcuts. Each H ni and g ni that appear in H n+1,j = F j g n , H n also correspond to one of these hyperedges. These hyperedges in H n+1,j are classified into the following three categories in the relation with C x ⊂ V n+1 : the cluster that corresponds to the argument of H n+1 (x).
Here no p-dependent prefactor exists because all open-closed realizations of the shortcuts contribute to it. In a similar argument, we obtain lim n→∞ ∂M n,i1 ∂g nl = 0 for l ∈ {1, · · · , N cnc }.
(A.4)
Let us divide the components of H n into two blocks: the insiders (I) and the perimeters (P ). The dimensions are N cnc and N uni − N cnc , respectively. We can express the quantities defined in Sec. 2.3 and 2.4 as
H nI H nP , M n = M n,II M n,IP M n,P I M n,P P , u Here we used U ∞P = 0. Small deviation from the FP at p = p c2 : δ g n := g n − g ∞ and δ H n := H n − H ∞ obey to the recursion equation: The second term equals zero because U ∞P = 0 and, therefore, u Otherwise, |δ H n | would not converge to zero for n → ∞ but diverge as N cp n .
By using the results above, we obtain λ δ H n (1) = t (g n1 − 1, g n2 , g n2 , g n2 ) = g n2 × t (−1, 1, 1, 1) . (A.13)
We can confirm that equations (A.3), (A.6) and (A.9) hold.
