In recent years there have been many deep learning approaches towards the multi-speaker source separation problem. Most use Long Short-Term Memory -Recurrent Neural Networks (LSTM-RNN) or Convolutional Neural Networks (CNN) to model the sequential behavior of speech. In this paper we propose a novel network for source separation using an encoderdecoder CNN and LSTM in parallel. Hyper parameters have to be chosen for both parts of the network and they are potentially mutually dependent. Since hyper parameter grid search has a high computational burden, random search is often preferred. However, when sampling a new point in the hyper parameter space, it can potentially be very close to a previously evaluated point and thus give little additional information. Furthermore, random sampling is as likely to sample in a promising area as in an hyper space area dominated with poor performing models. Therefore, we use a Bayesian hyper parameter optimization technique and find that the parallel CNN-LSTM outperforms the LSTM-only and CNN-only model.
Introduction
Separating one speaker from another is a widely known speech processing problem, generally referred to as the cocktail party problem [1] . Multi-speaker source separation (MSSS) attempts to separate the signals of speakers when they speak simultaneously. In recent years, many Deep Learning (DL) solutions have been proposed for the MSSS problem. Due to the sequential nature of speech, most approaches use (LSTM-)RNNs [2, 3, 4, 5, 6] . However, there have also been solutions using CNNs [5, 7, 8] .
Most approaches use the Short Time Fourier Transform (STFT) as input to the network (although time-domain approaches also exist [9] ), where the goal is to assign each timefrequency bin to a speaker (when making the sparsity assumption that in each bin, one speaker is dominant). The task can be related to the image segmentation problem where each pixel in the image has to be classified. The encoder-decoder CNN or SegNet can be used for this task [10] , which starts from high resolution low-level features, encoding them into low resolution high-level features in several steps. The task of the decoder is to bring the high-level information back to high resolution.
If SegNet is used for the MSSS task, it might be difficult for the network to extract the long term dependencies related to speaker identity that are important for the task [11] . These long term effects span hundreds of time frames which would lead to either very wide convolutional kernels or extreme max-pooling. Therefore we add a LSTM network in parallel to the SegNet, to model the sequential behavior better. To our knowledge CNN and LSTM have not been combined in parallel for the MSSS task before. Dilated convolutions are an alternative to deal with the long term dependencies [8] .
A parallel CNN-LSTM has been proposed before for acoustic scene classification [12] . For that task the complete segment is labeled whereas for MSSS every time-frequency bin is labeled. This causes our network to be different from theirs: the CNN in [12] can be seen as the encoder part of SegNet, while our proposed network uses the encoder and the decoder part. Furthermore, the outputs of the LSTM and the CNN are combined in a different way in our proposal. Alternatively, the CNN and LSTM can be used in sequential order [13, 14, 15, 16, 17] .
The CNN and the LSTM-RNN, as well as subsequent fully connected layers, have hyper parameters that have to be chosen. This can be an exhausting task since the hyper parameters are mutually dependent and evaluation of a hyper parameter set is expensive (and noisy). Hyper parameter grid search is computationally expensive and it has been shown that random search can achieve the same accuracy with less evaluations [18] . However, random search does not estimate a distribution over the hyper parameter space. When a new hyper parameter set is chosen for evaluation, it is as likely to sample a point in a promising region of the hyper parameter space, as it is to sample in a region dominated by poor performing models. Furthermore, we would like to avoid a sample that is very close to a previously evaluated sample as it would provide little additional information. To model the distribution of the validation loss over the hyperspace we use Gaussian Processes (GP) [19] . When sampling, an acquisition function (e.g. probability of improvement) is used [20, 21] .
The remainder of this paper is organized as follows. In section 2 the MSSS task will be explained and in section 3 the parallel CNN-LSTM model will be discussed. Experiments will be shown in section 4 and a conclusion will be given in section 5.
Multi Speaker Source Separation
For the task of MSSS, signalsxs[n] have to be estimated from a mixture y[n] = S s=1 xs[n] of S speakers, where xs[n] is the source signal for the s th speaker as recorded by the microphone. In the time-frequency domain, the same task can be expressed using the Short Time Fourier Transform (STFT) of the signals: Given a mixture Y(t, f ) = S s=1 Xs(t, f ), estimateXs(t, f ). Usually, a maskMs(t, f ) is estimated for the s th speaker such thatX
for every time frame t = 1, . . . , T and every frequency f = 1, . . . , F and with • the Hadamard product [22] . The masks are constrained byMs(t, f ) ≥ 0 and S s=1M s(t, f ) = 1 for every time-frequency bin (t, f ).
Deep Clustering (DC) is an often used method for MSSS Figure 1 : Parallel Convolutional Encoder-Decoder and Bidirectional LSTM-RNN using broadcast concatenation (based on [10] ).
. f θ is based on a deep neural network and is chosen such that v tf is normalized to unit length. The embedding vectors for every bin are stored as rows in a
target speaker s has the most energy in the mixture for (t, f ) and u tf,s = 0 otherwise. A permutation independent loss function is then stated as
where . 2 F is the squared Frobenius norm. During inference, all embedding vectors are clustered into S clusters c using Kmeans. The masks are then constructed as followŝ
Equation 1 can then be used to estimate the original source signals via the inverse STFT and overlap-add [23] .
CNN-LSTM Model

Encoder-Decoder CNN
The encoder-decoder CNN or SegNet [10] is often used in image segmentation, where each pixel has to be labeled. The input has high resolution, low-level features and the encoder extracts high-level features, but in low resolution since maxpooling operations are used. The task of the decoder is to bring the high-level information to high resolution. However, it is difficult to convert a low resolution image to a high resolution image. Therefore resolution information from intermediate encoder layers is transferred over with the bypass mechanism or the unpooling operation (see figure 1 ). The bypass mechanism uses skip-connections from an encoding layer to the corresponding decoder layer. The unpooling operation uses the positional information of the corresponding pooling operation in the encoder to reverses the pooling [10] .
Bi-directional LSTM-RNN
To cover long-term information, the length of the convolution kernel along the time dimension should be large or there should be many-max pooling operations. The former is unwanted due to the increase in trainable parameters and the latter decreases the time resolution of the encoded information. Therefore an LSTM-RNN is included, which is better suited to cope with long-term information. The LSTM can be uni-directional or bidirectional.
Parallel CNN-LSTM
A LSTM-RNN is added in parallel to the SegNet, meaning that it operates on the same input as the CNN and outputs of the LSTM and CNN are concatenated. The CNN output is denoted as a T × F × C tensor VCNN , with C the number of channels in the last decoder layer, while the LSTM output VLST M has shape T × N , with N the number of cells in the last LSTM layer. Two options to concatenate VCNN and VLST M into a tensor VCNN LST M are considered. VLST M can be broadcast to the frequency dimension of VCNN such that VCNN LST M has shape T ×F ×(C +N ). This is called the broadcast option for further reference. Alternatively, the last two dimensions of VCNN can be flattened so that VCNN LST M has shape T × (F C + N ). This will be referred to as the flattening option. A Fully Connected (FC) network and an output layer are used to transform VCNN LST M into V with shape T × F × D, as requested by the Deep Clustering. If the broadcast option is used, weight are shared over the time and frequency dimension and every (C + N )-dimensional vector is transformed to a D-dimensional embedding and no further reshaping is needed. If the flattening option is chosen, weights are shared over the time dimension only and every (F C + N )-dimensional vector is transformed to a F D-dimensional vector and then reshaped to a F × D matrix.
Hyper parameter optimization
To allow for diverse architectures, many hyper parameters were chosen with a broad range of values. In table 1 an overview of all hyper parameters, as well as their range, is given.
To find the optimal set of hyper parameters, we use Gaus- [19] . When looking for a new sample to evaluate, we would like to maximize the probability that the new sample will improve over the best validation loss so far. Acquisition functions make a trade-off when choosing where to sample. A region where few samples have yet been evaluated (high variance by the GP) is preferred as well as a region dominated by well performing samples (low predicted validation loss by the GP). More information on differences between acquisition functions can be found in [21] . To find the maximum of the acquisition function, we used the L-BFGS algorithm [24] .
Experiments
Experimental setup
Experiments were done on two speaker mixtures, artificially created by single speaker utterances from the Wall Street Journal 0 (WSJ0) corpus, sampled at 8kHz [2] . The training and validation sets contained 20,000 and 5,000 mixtures, respectively and were taken from the si tr s set of WSJ0. The test set contained 3,000 mixtures using 16 held-out speakers of the si dt 05 and si et 05 set. The decimal log-magnitude of the STFT with a 32 ms window length and a hop size of 8 ms were used as features and were normalized with mean and variance, calculated over the whole training set. All models have between 14.4 million and 15.2 million trainable parameters to make a fair comparison. The network parameters were trained with the Adam learning algorithm [25] and early stopping on the validation set was used. Curriculum learning was used [26] , i.e. the network was presented an easier task before tackling the main task. Here, the network was first trained on segments of 100 frames. Then 500-frame segments were used and finally the complete mixtures. Zero mean Gaussian noise with standard deviation 0.2 was applied to the training features to avoid local optima. For DC the embedding dimension was chosen at D = 20. Performance for MSSS was measured on the average signal-to-distortion ratio (SDR) improvements on the test set, using the bss eval toolbox [27] . All networks were trained using TensorFlow [28] and hyper parameter optimization was done with the Scikit Optimize Python library [29] . The code for all the experiments can be found here: https://github.com/JeroenZegers/Nabu-MSSS.
Results
The optimally found hyper parameters for the CNN-LSTM, LSTM and CNN are shown in table 1. Their validation loss and SDR score are shown in table 2. The CNN-LSTM outperforms both the LSTM and CNN in terms of SDR improvement. An additional LSTM was trained, called LSTM-der, which was derived from the best performing CNN-LSTM model, but with the CNN part removed. The number of units in the LSTM model was increased to counter the reduction in trainable parameters. The CNN-LSTM also outperforms this model.
In the top part of figure 2 all experiments are ordered by their validation loss, clipped at 0.17. This was done such that a model could be stopped early, with the purpose of saving computation time, when its validation loss was converging to a value significantly higher than 0.17. Consequently, all experiments It can be seen that the overall trend is that more trainable parameters in the LSTM part of the network is beneficial, but the best performing models use the CNN and LSTM in parallel. We do notice that generally the LSTM-only models outperform the CNN-only models.
In table 3 we give a closer analysis for some categorical hyper parameters. For each category the five best performing models were selected and the scores were averaged. For the upsampling and concatenate hyper parameters, only models where at least 20% of the trainable parameters were part of the CNN were considered. For LSTM direction, only models where at least 20% of the trainable parameters were part of the LSTM were considered. We notice that bypass is the preferred upsampling strategy over unpooling or using no upsampling. The broadcast concatenate strategy is preferred of the flattening strategy. Finally, we see that bi-directional LSTMs are preferred. 
Conclusions
By using Bayesian hyper parameter optimization, we found that parallel CNN-LSTM models outperform LSTMs and CNNs. In general, models with more trainable parameters in the LSTM part of the model are preferred. In further work, the hyper parameter optimization technique can be extended to different architectures like sequential CNN-LSTM or parallel CNN-LSTM with intermediate connections.
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