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Abstract
We use the penalty function method to study duality in generalized convex (invex) programming. In particular, we will obtain a
new derivation under which the generalized convex (invex) programs do not have duality gaps.
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1. Introduction
One way to solve the following constrained optimization problem [6]
(P) : min f (x)
subject to
gi (x) ≤ 0, i = 1, 2, . . . , m, x ∈ Rn
is to approximate this problem with an unconstrained minimization problem
(P ′) minx∈Rn F(x),
where the objective function F(x) for the unconstrained problem is constructed from the objective function f (x)
and constraints for the given constrained problem in such a way that:
1. F(x) includes a “penalty” term which increases the values of F(x) whenever a constraint gi (x) ≤ 0 is violated
with larger violations resulting in larger increases.
2. The unconstrained minimizer xF∗ of F(x) is near the feasibility region and xF∗ is near a constrained minimizer
for the given constrained problem.
For a given constraint g(x) ≤ 0, the function g+(x) defined by
g+(x) =
{
0 : g(x) ≤ 0
g(x) : g(x) > 0
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is zero for all x that satisfy the constraint and that it has a positive value whenever this constraint is violated. Thus,
g+(x) has the penalty features we want relative to the single constraint g(x) ≤ 0.
Let us define the objective function for an approximating unconstrained program (P ′) for (P) as
Fk(x) = f (x) + k
m∑
i=1
gi+(x) (1)
where k is a positive integer. The penalty term
∑m
i=1 gi+(x) is often called the absolute value penalty function because
it is equal to
∑ |gi(x)| where the summation extends over all constraints violated at x . We call k the penalty parameter.
The function g+(x) does not in general inherit differentiability properties from g(x). Thus, even if the objective
function f (x) and the constraint functions gi (x) in the problem (P) have continuous first partial derivatives on Rn ,
the same may not be true of
Fk(x) = f (x) + k
m∑
i=1
gi+(x).
Thus, to locate the minimizer xk∗ of Fk(x), we would be limited to methods that do not require the objective function
to be smooth. In fact, this penalty function can be quite useful in spite of this disadvantage. If the objective function
f (x) and the constraint functions g1(x), . . . , gm(x) in (P) have continuous first partial derivatives, then the same is
true of
Pk(x) = f (x) + k
m∑
i=1
[gi+(x)]2 (2)
and Pk(x) serves as a suitable objective function for the penalty approach to the solution of (P).
2. Nonconvexity and invexity
A differentiable function g : Rn → R is said to be invex [1,2] if there exists a vector-valued function
η : Rn × Rn → Rn such that
g(x) − g(y) ≥ η(x, y)T ∇g(y) for all x, y ∈ Rn . (3)
One motivation for studying invex functions is to investigate certain classes of functions for which the
Karush–Kuhn–Tucker conditions are sufficient for a global solution of a constrained minimization problem with
the objective function and the constraints in those function classes. For example, Karush–Kuhn–Tucker conditions
are sufficient for a global solution if the objective function and the constraint functions are convex. In 1965,
Mangasarian [4] proved that if the objective function is pseudo-convex and the constraint functions are quasi-
convex, then Karush–Kuhn–Tucker conditions are sufficient for a global solution. Sixteen years later, Hanson [3]
introduced the invex functions and showed that Karush–Kuhn–Tucker conditions are sufficient for a global solution if
the objective function and the constraint functions are invex with respect to the same η function.
Obviously, a differentiable convex function g(x) is invex since (3) holds with η(x, y) = x − y. The following
characterization for an invex function was given by Ben-Israel and Mond [1], and by Martin [5], independently.
Lemma 1. A differentiable function g(x) is invex on Rn if and only if every stationary point of g(x) is a global
minimizer of g(x) on Rn.
3. The penalty function method
Theorem 2 ([7, (6.2.3) Theorem]). Suppose that f (x), g1(x), . . . , gm(x) are continuous on Rn and that f (x) is
bounded from below in Rn (that is, there is a constant c such that c ≤ f (x) for all x ∈ Rn). If x∗ is a solution of the
program (P) and if, for each positive integer k, there is an xk ∈ Rn such that
Pk(xk) = min
x∈Rn
Pk(x),
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then:
Pk(xk) ≤ Pk+1(xk+1) ≤ f (x∗) = M P( Minimal value of (P)) (4)
for each positive integer k, and
lim
k→∞
m∑
i=1
[gi+(xk)]2 = 0. (5)
Consequently, if {xkp } is any convergent subsequence of {xk} and if
lim
p
xkp = x∗∗,
then x∗∗ is a solution of (P).
Corollary 3 ([7, (6.2.4) Corollary]). Suppose that f (x), g1(x), . . . , gm(x) are continuous on Rn and suppose that
(P) has a solution x∗. If f (x) is coercive (a continuous function f (x) that is defined on all of Rn is called coercive
if lim‖x‖→∞ f (x) = +∞), and if
Pk(x) = f (x) + k
m∑
i=1
[gi+(x)]2,
then:
1. For each k, there is a point xk ∈ Rn such that
Pk(xk) = min
x∈Rn
Pk(x).
2. The sequence {xk} is bounded and has convergent subsequences, all of which converge to solutions of (P).
We will now use the penalty function method to study duality in (P), when f (x) and gi(x), i = 1, 2, . . . , m, are
invex functions with respect to same η. It is noted that any nonnegative combination of f (x), gi (x), i = 1, 2, . . . , m,
is also invex with respect to same η.
We define the Lagrangian L(x, λ) for (P)
L(x, λ) = f (x) +
m∑
i=1
λi gi(x), (6)
where x ∈ Rn and λ ≥ 0 in Rm and the dual program
(DP) : max h(λ) = inf{L(x, λ) : x ∈ Rn}
subject to λ ≥ 0.
It is well known that (see for example [7]) the quantities
M P = inf{ f (x) : gi (x) ≤ 0, i = 1, 2, . . . , m, x ∈ Rn}
and
M D = sup{h(λ) : λ ≥ 0; λ ∈ Rm}
are related by the primal–dual inequality
M P ≥ M D
whenever both (P) and (DP) are consistent (that is the feasibility regions for (P) and (DP) are nonempty).
The next theorem uses the penalty function method to identify a class of generalized convex (invex) programs with
this desirable feature.
Theorem 4. Suppose that f (x), g1(x), g2(x), . . . , gm(x) are invex functions with respect to the same η, and with
continuous first partial derivatives on Rn, and suppose that f (x) is coercive. If the program (P) is consistent, then
the dual program (DP) is consistent and M P = M D.
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Proof. Use the objective function
Pk(x) = f (x) + k
m∑
i=1
[gi+(x)]2. (7)
According to Corollary 3, there is a vector xk such that
Pk(xk) = min{Pk(x) : x ∈ Rn},
for each positive integer k; moreover {xk} is a bounded sequence and all of its convergent subsequences have limits
that are solutions of (P).
Suppose that {xk j } is convergent subsequence of {xk}. It follows that
∇ Pk(x) = ∇ f (x) + k
m∑
i=1
2gi+(x)∇gi(x).
Since xk j is a minimizer for Pk j (x), it follows that
0 = ∇ Pk j (xk j ) = ∇ f (xk j ) +
m∑
i=1
2k j gi+(xk j )∇gi(xk j ). (8)
Let λi ( j ) = 2k j gi+(xk j ) for i = 1, . . . , m and all j , and let
λ( j ) = (λ1( j ), λ2( j ), . . . , λm ( j ))
for all j . Then λ( j ) ≥ 0 and (8) shows that
∇L(xk j , λ( j )) = 0
for each positive integer j . But for each j , L(x, λ( j )) is invex with respect to the same η on Rn for λ( j ) ≥ 0. Hence
xk j is an unconstrained global minimizer of L(x, λ( j )) on Rn by Lemma 1. Thus
L(xk j , λ
( j )) = min{L(x, λ( j )) : x ∈ Rn} > −∞.
This shows that the vector λ( j ) is feasible for the dual problem (DP).
Since (P) is consistent and f (x) is coercive, it follows that (P) has solutions and that M P > −∞. Theorem 2
shows that the limit x∗∗ of the convergent subsequence {xk j } is a solution of (P).
Note that for each j ,
f (xk j ) ≤ Pk j (xk j ) = f (xk j ) +
m∑
i=1
k j [gi+(xk j )]2
≤ f (xk j ) +
m∑
i=1
2k j [gi+(xk j )]2
= f (xk j ) +
m∑
i=1
2k j gi+(xk j )gi (xk j )
= f (xk j ) +
m∑
i=1
λi
( j )gi (xk j )
= L(xk j , λ( j )) = min{L(x, λ( j )) : x ∈ Rn} ≤ M D.
Hence, f (xk j ) ≤ M D for all j .
Since f (x) is a continuous function on Rn and {xk j } converges to x∗∗, it follows that
M P = f (x∗∗) = lim
j
f (xk j ) ≤ M D.
Since M P ≥ M D by the primal–dual Inequality, it follows that M P = M D, which completes the proof. 
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