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Abstract—An autonomous indoor aerial vehicle requires reliable simul- 
taneous localization and mapping (SLAM), accurate flight control, and 
robust path planning for navigation. This paper presents a system level 
combination of these existing technologies for 2D navigation. An 
Unmanned aerial vehicle (UAV) called URSA (Unmanned Recon and 
Safety Aircraft) that can autonomously flight and mapping indoors 
environments with an accuracy of 2 cm was developed. Performance in 
indoor environments was assessed in terms of mapping and navigation 
precision. 
Index Terms—Unmanned aerial vehicles (UAVs), Autonomous obstacle 
avoidance, Indoor mapping. 
 
 
I. INTRODUCTION 
Autonomous indoor mapping using mobile robots or any 
mobile device is a necessary tool where human access to 
different places can be limited due to space constraints or 
security reasons [1]. For emergency crew,  it is a necessary 
tool for planning the best and more secure mode to operate 
at dangerous sites [2, 3]. This, by reducing the incidence of 
personnel exposed to hazardous or tedious conditions [4]. 
Also, in places where the space or GPS information is 
reduced, autonomous navigation is a powerful tool where 
mapping can give information about the surrounding area. 
Autonomous mapping mechanisms have been implemented 
in different fields such as architecture  and building managing 
[2], for unknown building interiors mapping [5] and for 
abandoned mines mapping [6]. Based on their low cost, high 
spatial resolution and versatility [7], the interest of using 
Unmanned aerial vehicles (UAVs) have recently increased 
among several industries and investigation fields, such as 
traffic monitoring [8], urban planning [9], civil security 
applications [10, 11], forestry and agriculture  [12, 13]. 
Conventional UAVs flown at high altitudes, regulate their 
position by continuously monitoring and merging data from 
an inertial measurement unit (IMU) and a global positioning 
system (GPS). Nevertheless, in confined areas such as cities, 
forest and buildings it is not possible to regulate UAV altitude 
and position because the GPS information is weak or not 
reliable. In addition, to achieve a complete autonomous 
flight-controlled system it is necessary to map the UAV’s 
surrounding with high precision and accuracy in order to 
identify obstacle-free trajectories [14].  
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In regard, the components for an autonomous controlled UAV, 
consist in a combination of localization and mapping (SLAM), 
sensor fusion and navigation algorithms. This paper presents 
the implementation and evaluation of an Unmanned Recon and 
Safety Aircraft (U.R.S.A.). This prototype can enter to an 
indoor environment, navigate autonomously, and generate a 
map of the area and live video feed by using a 2D laser scan 
data for navigation. Results are presented in terms of both 
qualitative assessments of navigation performance in different 
environments, as well as a quantitative comparison of floor map 
measurements against ground truth data. The paper is organized 
as follows: Section II, presents a review of the existing 
technologies. In section III and IV, the design of the URSA 
prototype and its navigation systems derived from the previous 
section, are described. The experiments carried out and the 
results obtained are reported in section V. Finally, the main 
conclusions and future related works are mentioned in section 
VI. 
 
II. EXISTING TECHNOLOGIES 
 
 In this section, a literature review about the existing autonomous 
UAV Systems, SLAM algorithms, flight controlling and 
navigation is discussed.  This section is followed by presenting 
the architecture of the UAV with implemented methodologies in 
sections III and IV. 
 
A. Autonomous UAV systems  
 
A pivotal systems-level contribution towards a complete 
indoor autonomous UAV was reported by Fei, et al. [15]. The 
demonstrated UAV combined two-stage approach where the 
UAV explored its environment using a laser scanner to avoid 
obstacles and then an optical flow for basic position 
estimation. The collected laser scan data obtained during the 
first stage was converted into a map offline using the 
FastSLAM algorithm. Then, the built map was used as a guide 
for future flights. In addition, Zeng, et al. [16] showed to 
localize and map by replacing a laser scanner with a laser 
source which is detected by a monocular camera. The 
proposed methodology was based on tracking points of 
interest overtime, by matching scans at a significantly faster 
rate than the FastSLAM algorithm with an odometer accuracy 
of 2% after correction. Nevertheless, as the methodology 
identifies points of interest only, its utility in constructing a full 
map is limited.  Kumar, et al. [17] demonstrated two 
orthogonal laser scanners and simple point-to-point scan 
matching method for navigation and created a fast and 
efficient indoor mapping and localization solution with 
translation of around 3 cm. This methodology allowed 
computation over embedded computers, removing the need 
for a base station.  
 
B. Simultaneous localization and mapping (SLAM)  
 
SLAM is the process applied in robotics for building and 
updating maps and position of an unknown environment [18, 
19]. There are different SLAM algorithms which rely in the 
probabilistic calculation for robot mapping  and positioning 
[19]. The first approach is the utilization of Kalman and 
extended Kalman Filters [20], which recursively update the 
previous position estimations, based on a posterior sensor-
based measurements. Another approach is graph-based SLAM 
algorithms which solves some weakness presented by filter-
based SLAM. This, by using nodes which represent robot poses 
and its connection to other nodes (measured by sensors). An 
edge between two poses represent a spatial constrain 
between two connected poses. Based on the constructed 
graph, it is necessary to find the node configuration that is 
more consistent with the sensor measurements, and that best 
satisfies the constrains [21]. Most of the 2D SLAM systems 
found in the literature, use laser scanners as sensors [22]. One 
of the most widely known 2D SLAM implementations is 
Google’s Cartographer, which details about  the local/global 
approach can be found in [23]. In addition, Kohlbrecher, et al. 
[24]  proposed extremely accurate and reliable 2D SLAM 
algorithms. Nevertheless, the main drawback of these systems 
is high amounts of memory usage, which can make them 
impractical for deployment on lightweight UAVs using cheap 
onboard computing.  
 
C. Flight controller and tuning 
 
UAVs systems have both remote controlled and autopilot 
flight controlling modes. Nevertheless, in the majority of cases 
UAV systems are flown without assistance of human operators 
[25]. The most sparse open source options for flight controllers 
are ArduPilot and PX4 [26]. Despite autopilot utilization, 
several authors conduct extensive tuning or system 
identification in order to improve the performance of 
commercial or open-source controllers. In regard, Saengphet, 
et al. [27] proposed a detailed procedure to tune the PID 
parameters in the PX4 controller. The procedure consists of 
collecting data via piloted test flights and tuning the PID 
values. The authors claim some improvement in robustness 
over heuristic methods such as Ziegler- Nichols. 
 
D. Navigation 
Autonomous navigation of mobile robots restricted to 2D 
planes is a well-researched area due to its extensive 
applications in ground based robots [28]. On the other hand, 
less work has been done in relation to UAVs operating at a 
fixed height. The best navigation results have been obtained 
by combining global approaches (which do not consider local 
movement restrictions of the robot) with local approaches 
(which directly simulate the robot’s motion in the immediate   
future) [28]. Common assumptions in global navigation 
impose a static environment, and a circular robot footprint to 
improve computational efficiency [29].  Related with this, 
several algorithms have been proposed to achieve this task 
such as the simple implementation of Dijkstra algorithm and 
A* [30, 31] to more complex genetic algorithms and neural 
networks [32]. 
 
III. SYSTEM DESIGN 
In this study, fixed base-station approach to autonomous flight 
was implemented. The UAV system was assembled including 
the components detailed in section II. The selected UAV 
platform was the Erle Copter from Erle Robotics Company 
considering as major criteria the combination between system 
cost, API access, payload limitations and ROS integration. UAV 
collected data about its surroundings through a planar LiDAR 
scanner and an ultrasonic sensor for measuring height above 
the floor (Figure 1). This data was sent to a fixed base station, 
which performs SLAM and navigation tasks. 
 
 
 
 
 
 
 
 
 
Fig. : Assembled UAV and implemented components.  
        (1) LiDAR scanner (2) Utrasonic sensor (3) Erle copter UAV   
 
 The output of this was an estimate of the UAV’s current 
position and attitude, as well as a target set-point for the UAV 
to fly towards. This data was transmitted to the UAV, where a 
modified PX4 flight controller fuses the offboard estimate with 
onboard inertial sensors operating at faster rates, and issues 
commands to the actuators to move towards the setpoint. This 
design is shown graphically in Figure  2. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2: Diagram of the data transmission protocol 
implemented in UAV system 
 
To integrate the technologies and algorithms, the Robot 
Operating System (Kinetic version) was used. The UAV 
controller was implemented on a Raspberry Pi running the 
Raspbian operating system using the PREEMPT_RT patch3. 
Specifications of the software and hardware used are shown 
in Figure 3. A summary of the ‘off- the-shelf’ software and 
hardware used is provided as follows: 
 
A. Hardware 
• Hokuyo URG-04LX-UG01 laser scanner (5.6 m 
max range, 240◦  FOV) 
• Raspberry Pi 3B for flight control and onboard 
computing 
• Erle-copter kit for UAV frame/rotors and 
additional sensors 4 
• SR-04 Ultrasonic sensor for height 
measurements 
• 3D printed mounts for additional 
sensors 
• 650 W, 12 V power supply for 
tethered flight. 
 
B. Software 
• Cartographer SLAM algorithm 
• PX4 flight controller in standard X configuration 
• ROS computing platform 
• MAVLink/MAVROS 
• Application specific software (drivers, navigation, and 
signal transforms for integration) 
 
The aim was to combine and evaluate existing technologies 
which can achieve autonomous indoor flight along with 
accurately mapping dimensions of different objects in an 
indoor environment in a 2D plan. The primary contribution 
was in overall system design and integration. Also, drivers for 
PX4 to interface with sensors/PWM outputs specific the 
system configuration were developed. Finally, a customized 
navigation algorithm was also implemented, in particular by 
replacing the local planner in the default ROS navigation stack 
with a class more suitable to control of a UAV by issuing set-
points over a wireless link.  
 
IV. NAVIGATION SYSTEM 
Local navigation aims to solve the problem of how to best 
advance a robot along a given ‘global’ trajectory, given 
obstacles in the immediate vicinity, physical limitations and 
current inertial state of the robot. 
 
A. ROS implementation 
While the ROS platform has an implementation of local 
navigation for holonomic ground based robots, it is not 
appropriate for UAVs since the control spaces do not 
correspond.  Nevertheless, the approach taken by the ROS 
local planner is instructive. This implementation samples all 
possible directives which can be given to the robot (its 
control space) and simulates the trajectories which this 
would result in.  
The trajectories are then allocated costs (denoted as J), with 
the lowest cost trajectory being accepted. It is immediately 
clear why this simulation approach gives rise to the division 
between ‘local’ and ‘global’ navigation it would not be feasible 
to simulate all possible trajectories on a global scale, so a less 
demanding search strategy is used for long-term  planning. 
The cost is a sum of functions which are formulated to bring 
about desired behavior such that J = J1 + J2 + ... + Jn. For example, 
J1 may represent a desire to avoid obstacles, J2 may represent a 
desire to progress the robot along the global plan, and J3 may 
represent a desire for the robot to be facing forward as it 
traverses the global plan. In the ROS implementation, costs are 
generally represented by decaying exponentials of the form 
Jn(x) = Ae
−bx.    This convention was followed, as it generally 
provided expected behavior in the face of competing priorities. 
 
B. Adaptation for URSA 
The formulation of the navigation problem outlined above 
can be adapted to UAVs   (or any robot) by undertaking two 
steps: 
1) Appropriately sampling the control space of the UAV and 
simulation of trajectories 
2) Selecting Jn to provide the desired behaviour 
A positional set point for the control space was adopted since it 
is likely to be robust to latency between the navigation/SLAM 
algorithms and the PX4. A simplified trajectory simulation 
approach was adopted, which did not model the existing inertia 
of the UAV. This was justified due to the low velocities at which 
the UAV was tested. 
Sampling the control space was achieved by the following 
procedure: 
1) All points on the global plan within 3 m of URSA were 
added to the sample set. 
2) For each point in (1), two points were chosen at random 
distances to the left and right. These points were also 
added to the sample set 
The result of this sampling strategy was a ‘corridor’ of around 
100 samples around the global plan. The goal of additional 
random sampling was to avoid dynamic obstacles, and also 
allow discovery of better trajectories which provided a greater 
clearance to existing obstacles. 
 
In relation to Jn, following desired behaviors were identified: 
1) Turning to face the destination prior to moving. 
2) Progressing along the global plan (J1). 
3) Maximizing obstacle clearance (J2). 
4) Thresholding the setpoint, so it would only change to 
achieve significant improvements in the above goals (J3) 
 
 
 
3https://rt.wiki.kernel.org/index.php/Main Page 
4http://www.erlerobotics.com 
  
 
 
 
 
Fig. 3: Software and Hardware architecture implemented in the UAV system 
 
   
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
  
 
  
 
 
  
 
 
  
 
 
   
 
 
 
  
 
 
 
 
 
 
 
 
 
 
   
  
 
     
     
 
    
 
     
 
     
    
 
  
 The first of these was achieved by heuristics in the 
navigation algorithm, and therefore does not have an 
associated cost   function. 
 
C. Progression/obstacle margin tradeoff 
The tradeoff between path progression (J2) and obstacle 
avoidance (J1) can be demonstrated using a simplified 
example as follows: 
                                       J = J1  +  J2 
        J1 = Ae
−cγ 
        J2  = Be
−dλ
 
Where A, B, γ and λ represent free parameters, c is the 
shortest distance between a trajectory and an obstacle, 
and d is the distance along the global plan. Intuitively, J 
favours large c and d. However, in many cases, large c 
implies small d and vice-versa. It then becomes a case of 
tuning the free parameters to create desired  behavior. 
Assuming that a global path which is a fixed radius around 
an obstacle was given to the UAV, a ‘full circle’ global plan 
is unlikely to occur in practice; however quarter and semi-
circle global plans are regularly observed and represent 
navigating around a corner. This is shown at Figure 4. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4: Model of progression/obstacle margin  tradeoff 
 
As can be seen in Figure 4, increasing d implies a 
monotonic decrease in c. The tuning of parameters can 
therefore be simplified to a question of the desired value 
of c in this simplified model, where c represents how close 
the UAV will pass to the obstacle. A=252 was chosen for 
compatibility with ROS costmaps, and γ = 2.5 so that J1 
decays to an insignificant value after around 2 m. This lead 
to 2 free parameters, which are B and λ. Figure 5, shows 
J=  Ae
−cγ
  + Be
dλ
  as a function of λ and c for different 
values of  B. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5: J as a function of λ and c for different values of B (Red line 
indicates lowest cost c for a given λ) 
 
On Figure 5, the c results in the lowest cost J for a given λ 
is indicated by the red contour. For very small λ, the impact 
of the goal cost function is small as this function decays subtly 
and almost all goals are penalized equally by J2. Therefore the 
minima is dictated mostly by J1 and the solution occurs at 
relatively higher c. Conversely, at very high λ, the goal cost 
function decays rapidly to zero, making almost no difference to 
the overall minima, which is again dominated by the obstacle 
cost. It is only at intermediate values of λ that this function 
appears not to have any effect at all on the minima of the cost 
function, and solutions which ‘cut corners’ and reduce c start 
to be preferred. This indicates that the navigation is more 
sensitive to global plan progression. 
There are two reasons why it is desirable for navigation to be 
highly sensitive to global plan progression. The first is clear from  
this model - longer d will result in faster navigation to the 
global goal and fewer set points along the way. However, the 
second reason is arguably more important and is not obvious 
from this simple model. In real examples, URSA is required to 
approach obstacles in order to progress along the global path 
(for example, when passing between a doorways). If J is 
dominated by the obstacle cost, URSA will never select a 
trajectory that approaches those obstacles. As can be seen 
from Figure 7, there is a fairly narrow range of λ which 
achieves this (0.1 < λ < 1). Based on this analysis, λ = 0.4 and 
B = 100, were chosen which provided 1 m of clearance in the 
simple case, and high sensitivity to goal progression. 
 
D. Dynamic obstacle avoidance 
In order to measure c in the above examples, a mechanism is 
required to find the shortest distance between an obstacle and 
a trajectory. To this end, the ROS costmap classes was adopted, 
which allow populating a 2D map with obstacle and propogating 
cell costs based on distances. To populate the local planner cost 
map with data was chosen from both Cartographer SLAM, and 
direct laser scanner data. This means that the local planner will 
successfully avoid obstacles which are transient and therefore 
are not mapped by Cartographer. 
For the global planner, only Cartographer data was used. This, 
was combined with regularly updating the global plan at 1 Hz. 
The result showed that the global plan would reflect the 
permanent ‘structure’ of the environment, while the local 
plan would also reflect transient obstacles. Dynamic obstacles 
on the global plan could therefore be avoided by the local 
planner preferring points sampled randomly to the left and 
right of these  obstacles. 
  
V. EXPERIMENTS 
A number of real-life flight experiments were undertaken in a 
laboratory environment. These experiments fall into two 
categories: mapping experiments and navigation experiments. 
For mapping experiments, the goal was to verify that the map 
generated by a planar laser scanner on a UAV in a crowded 
indoor environment were reasonably accurate. For navigation 
experiments, the goal was to test a number of flight patterns 
and verify that obstacles were correctly avoided. 
 
A. Mapping 
URSA was deployed in a  small  room  which  had  previously 
been measured by  a  tape  measure.  The  test  was  
undertaken  in the same room at two different heights: 40 cm 
and 80 cm. The room was intentionally configured to have 
certain measurable obstacles (objects). Figure 6, shows 
photographs of the test environment at 40 cm and 80 cm, 
respectively. In each case, URSA was instructed to rotate and 
move around the room until a measurable map was 
generated. URSA was then instructed to land and the map 
generated by URSA was compared to the previous tape 
measurements collected. 
 
 
 
 
(a) 40cm (b) 80cm 
Fig. 6:  Experimental environment setup for different URSA 
flight altitudes. 
 
Figure 7, shows the 2D map output constructed from 
sequential laser scans at 40 cm and 80 cm. Table I, 
summarizes the measurements obtained, showing that there 
is around a ±2 cm discrepancy between those measurements 
obtained by hand and those by laser. 
 
 
 
(a) 40cm (b) 80cm 
Fig. 7: Constructed 2D map using SLAM algorithm obtained at 
different laser scan altitudes.    
 
 
 
 
TABLE I: Comparison between measurements obtained by 
tape measure and UAV-based measurements. 
 
B. Navigation 
Tests were undertaken to show that URSA was capable of 
the following fundamental navigation behaviors: 
• Avoiding dynamic obstacles 
• Turning corners 
• Entering a room through a narrow doorway 
A video showing each of the experiments conducted is 
provided with this paper. 
 
1) Avoiding Dynamic Obstacles: To test URSA’s capability  
to avoid moving obstacles the following experiment 
was conducted: 
 
 The UAV was sent to a goal setpoint from its 
current position. 
 The path from the current UAV position to the 
goal setpoint was unobstructed. 
 The path from the current UAV position to the 
goal setpoint was obstructed by an obstacle 
(human) while the UAV was navigating. 
 
Success was measured if the UAV was able to generate a 
trajectory around the obstacle, avoid a collision and reach 
the original goal setpoint. The location of the dynamic 
obstacle was chosen such that a path still existed between 
the UAV and the goal within reasonable margins of 
obstacles. Figure 8, shows the real-time output to RVIZ when 
the experiment was conducted. 
 
 
 
 
 
 
 
 
 
(a)  Generated trajectory to goal         (b)   Re-generated trajectory                               
                                                                         around obstacle 
 
Fig.  8: UAV trajectories calculated before and after dynamic obstacles 
avoiding.  (1) UAV location (2) Local trajectory goal (3) Global goal   
(4) Dynamic obstacle 
 
  
Figure 8a, shows the first stage of the experiment, where the 
UAV was asked to generate a trajectory from it’s current 
position to the global goal. During it’s progression along the 
trajectory an obstacle obstructed its path. Figure 8b, shows 
that  a  new  local trajectory goal was able to be generated to 
give suitable clearance from the obstacle. The UAV was able 
to reach the original goal setpoint. 
This results shows that the UAV was able to avoid dynamic 
obstacles in a laboratory setting. A large gap between the UAV 
and obstacle (1 meter) gave time for the UAV to respond. In 
subsequent tests this gap should be reduced to find the 
limitations of the dynamic obstacle avoidance capability. 
2) Turning Corners: Demonstrating the ability to turn 
corners illustrates URSA’s capability to navigate into 
previously unseen environments and avoid static obstacles. To 
evaluate the ability of the UAV to turn corners the following 
experiment was   conducted: 
 
 Place goal setpoint at an unseen location 
around a corner 
 Record any collisions 
 
 
 
 
Success was considered as the ability of  the URSA to navigate 
to the goal setpoint without any collisions. 
 
 
 
 
 
 
 
 
 
 
(a) Setpoint placed around corner             (b) UAV reached global point 
 
Fig. 9: Fly trajectory of autonomous UAV avoiding unseen 
obstacles in turning corners (1) Global setpoint 
 
Figure 9a shows a global goal being placed for the URSA in an 
unseen area around the corner. While the map had not yet 
been generated, a goal was able to be placed, indicating an 
instruction to navigate to an unknown area. In figure 9 the UAV 
can be seen to have reached the setpoint. 
 
C. Entering a Room 
 
A final experiment was conducted to test URSA’s ability to fly 
through narrow passages is shown in Figure 10. The format 
followed the same structure as described in the previous tests.  
A global goal was placed inside of a room and URSA success 
was considered as the ability to reach that global  goal without 
collisions. 
 
 
 
 
 
 
 
 
 
(a) Global setpoint placed                   (b) UAV reached global point inside              
the room 
Fig. 10: Flight trajectory of autonomous UAV entering in a 
room (1) UAV position (2) Global setpoint 
 
Initially, a typical doorway width (0.8m) was used. However, 
this doorway appeared to be too narrow for the UAV to pass 
through without any collisions. The gap was then increased 
until the UAV was able to pass through safely. A gap of 1 m 
was found to be sufficiently large for the UAV to pass through 
without   collisions. 
 
VI. CONCLUSION 
 
This study showed the overall design of a prototype system for 
indoor UAV autonomous flight and navigation with the ability 
to map an indoor surroundings in real time with an accuracy 
of 2 cm. The capabilities for a number of mapping and 
navigation tasks were evaluated. Performance was found to 
be adequate at low speeds, however there were a number of 
issues identified at higher speeds. In particular, URSA would 
often overshoot set points during navigation, leading to 
unstable behaviour or collisions. A number of conclusions 
were drawn based on the results obtained for further 
improvements to reduce or eliminate the above  issues: 
 Proper simulation of trajectories accounting for 
inertial effects. 
 Tighter integration of the controller, navigation and 
SLAM algorithms onboard the UAV. 
 
It is also clear that, while the 2D mapping paradigm generally 
performs quite well for well-structured environments, this 
approach will not be adequate for more complex or 
challenging environments. Future solutions are advised to 
investigate 3D SLAM and navigation approaches. 
 
REFERENCES 
. 
 
[1] D. Gonzalez-Arjona, A. Sanchez, F. López-Colino, A. de 
Castro, and J. Garrido, "Simplified occupancy grid indoor 
mapping optimized for low-cost robots," ISPRS International 
Journal of Geo-Information, vol. 2, pp. 959-977, 2013. 
[2] D. Hähnel, W. Burgard, and S. Thrun, "Learning compact 3D 
models of indoor and outdoor environments with a mobile 
robot," Robotics and Autonomous Systems, vol. 44, pp. 15-27, 
2003. 
[3] X. Kuai, K. Yang, S. Fu, R. Zheng, and G. Yang, "Simultaneous 
localization and mapping (SLAM) for indoor autonomous 
mobile robot navigation in wireless sensor networks," in 
Networking, Sensing and Control (ICNSC), 2010 International 
Conference on, 2010, pp. 128-132. 
[4] W. Dubel, H. Gongora, K. Bechtold, and D. Diaz, "An 
autonomous firefighting robot," Department of Electrical and 
 Computer Engineering, Florida International University, 
Miami, FL, USA, 2003. 
[5] A. Warszawski, Y. Rosenfeld, and I. Shohet, "Autonomous 
mapping system for an interior finishing robot," Journal of 
computing in civil engineering, vol. 10, pp. 67-77, 1996. 
[6] S. Thrun, S. Thayer, W. Whittaker, C. Baker, W. Burgard, D. 
Ferguson, et al., "Autonomous exploration and mapping of 
abandoned mines," IEEE Robotics & Automation Magazine, 
vol. 11, pp. 79-91, 2004. 
[7] I. Colomina and P. Molina, "Unmanned aerial systems for 
photogrammetry and remote sensing: A review," ISPRS 
Journal of Photogrammetry and Remote Sensing, vol. 92, pp. 
79-97, 2014. 
[8] R. Reshma, T. Ramesh, and P. Sathishkumar, "Security 
situational aware intelligent road traffic monitoring using 
UAVs," in VLSI Systems, Architectures, Technology and 
Applications (VLSI-SATA), 2016 International Conference 
on, 2016, pp. 1-6. 
[9] N. M. Noor, I. Z. Mastor, and A. Abdullah, "UAV/Drone 
Zoning in Urban Planning: Review on Legals and Privacy," in 
Proceedings of the Second International Conference on the 
Future of ASEAN (ICoFA) 2017–Volume 2, 2018, pp. 855-
862. 
[10] I. Maza, F. Caballero, J. Capitán, J. R. Martínez-de-Dios, and 
A. Ollero, "Experimental results in multi-UAV coordination 
for disaster management and civil security applications," 
Journal of intelligent & robotic systems, vol. 61, pp. 563-585, 
2011. 
[11] K. Daniel and C. Wietfeld, "Using public network 
infrastructures for UAV remote sensing in civilian security 
operations," DORTMUND UNIV (GERMANY FR)2011. 
[12] J. A. Berni, P. J. Zarco-Tejada, L. Suárez, and E. Fereres, 
"Thermal and narrowband multispectral remote sensing for 
vegetation monitoring from an unmanned aerial vehicle," 
IEEE Transactions on Geoscience and Remote Sensing, vol. 
47, pp. 722-738, 2009. 
[13] T. Poblete, S. Ortega-Farías, M. A. Moreno, and M. Bardeen, 
"Artificial Neural Network to Predict Vine Water Status 
Spatial Variability Using Multispectral Information Obtained 
from an Unmanned Aerial Vehicle (UAV)," Sensors, vol. 17, 
p. 2488, 2017. 
[14] D. Floreano and R. J. Wood, "Science, technology and the 
future of small autonomous drones," Nature, vol. 521, p. 460, 
2015. 
[15] W. Fei, C. Jin-Qiang, C. Ben-Mei, and H. L. Tong, "A 
comprehensive UAV indoor navigation system based on 
vision optical flow and laser FastSLAM," Acta Automatica 
Sinica, vol. 39, pp. 1889-1899, 2013. 
[16] Q. Zeng, Y. Wang, J. Liu, R. Chen, and X. Deng, "Integrating 
monocular vision and laser point for indoor UAV SLAM," in 
Ubiquitous Positioning Indoor Navigation and Location 
Based Service (UPINLBS), 2014, 2014, pp. 170-179. 
[17] G. A. Kumar, A. K. Patil, R. Patil, S. S. Park, and Y. H. Chai, 
"A LiDAR and IMU integrated indoor navigation system for 
UAVs and its application in real-time pipeline classification," 
Sensors, vol. 17, p. 1268, 2017. 
[18] G. Tuna, K. Gulez, V. C. Gungor, and T. V. Mumcu, 
"Evaluations of different simultaneous localization and 
mapping (SLAM) algorithms," in IECON 2012-38th Annual 
Conference on IEEE Industrial Electronics Society, 2012, pp. 
2693-2698. 
[19] J. M. Santos, D. Portugal, and R. P. Rocha, "An evaluation of 
2D SLAM techniques available in robot operating system," in 
Safety, Security, and Rescue Robotics (SSRR), 2013 IEEE 
International Symposium on, 2013, pp. 1-6. 
[20] S. Huang and G. Dissanayake, "Convergence and consistency 
analysis for extended Kalman filter based SLAM," IEEE 
Transactions on robotics, vol. 23, pp. 1036-1049, 2007. 
[21] G. Grisetti, R. Kummerle, C. Stachniss, and W. Burgard, "A 
tutorial on graph-based SLAM," IEEE Intelligent 
Transportation Systems Magazine, vol. 2, pp. 31-43, 2010. 
[22] Z. Lu, Z. Hu, and K. Uchimura, "SLAM estimation in dynamic 
outdoor environments: A review," in International Conference 
on Intelligent Robotics and Applications, 2009, pp. 255-267. 
[23] W. Hess, D. Kohler, H. Rapp, and D. Andor, "Real-time loop 
closure in 2D LIDAR SLAM," in Robotics and Automation 
(ICRA), 2016 IEEE International Conference on, 2016, pp. 
1271-1278. 
[24] S. Kohlbrecher, O. Von Stryk, J. Meyer, and U. Klingauf, "A 
flexible and scalable slam system with full 3d motion 
estimation," in Safety, Security, and Rescue Robotics (SSRR), 
2011 IEEE International Symposium on, 2011, pp. 155-160. 
[25] H. Chao, Y. Cao, and Y. Chen, "Autopilots for small unmanned 
aerial vehicles: a survey," International Journal of Control, 
Automation and Systems, vol. 8, pp. 36-44, 2010. 
[26] L. Y. Sørensen, L. T. Jacobsen, and J. P. Hansen, "Low cost and 
flexible UAV deployment of sensors," Sensors, vol. 17, p. 154, 
2017. 
[27] W. Saengphet, S. Tantrairatn, C. Thumtae, and J. Srisertpol, 
"Implementation of system identification and flight control 
system for UAV," in Control, Automation and Robotics 
(ICCAR), 2017 3rd International Conference on, 2017, pp. 678-
683. 
[28] T. T. Mac, C. Copot, D. T. Tran, and R. De Keyser, "Heuristic 
approaches in robot path planning: A survey," Robotics and 
Autonomous Systems, vol. 86, pp. 13-28, 2016. 
[29] P. Raja and S. Pugazhenthi, "Path planning for a mobile robot 
in dynamic environments," International Journal of Physical 
Sciences, vol. 6, pp. 4721-4731, 2011. 
[30] N.-Y. Chen, J. Shaw, and H.-I. Lin, "EXPLORATION 
METHOD IMPROVEMENTS OF AUTONOMOUS ROBOT 
FOR A 2-D ENVIRONMENT NAVIGATION," Journal of 
Marine Science and Technology, vol. 25, pp. 34-42, 2017. 
[31] E. Marder-Eppstein, E. Berger, T. Foote, B. Gerkey, and K. 
Konolige, "The office marathon: Robust navigation in an indoor 
office environment," in Robotics and Automation (ICRA), 2010 
IEEE International Conference on, 2010, pp. 300-307. 
[32] Z. Shiller, "Online suboptimal obstacle avoidance," The 
International Journal of Robotics Research, vol. 19, pp. 480-
497, 2000. 
 
 
  
 
 
 
 
