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Abstract
In this paper, we consider the semilinear heat equations under Dirichlet
boundary condition

ut (x, t) = ∆u (x, t) + f(u(x, t)), (x, t) ∈ Ω× (0,+∞) ,
u (x, t) = 0, (x, t) ∈ ∂Ω× [0,+∞) ,
u (x, 0) = u0 ≥ 0, x ∈ Ω,
where Ω is a bounded domain of RN (N ≥ 1) with smooth boundary ∂Ω. The
main contribution of our work is to introduce a new condition
(C) α
∫ u
0
f(s)ds ≤ uf(u) + βu2 + γ, u > 0
for some α, β, γ > 0 with 0 < β ≤ (α−2)λ02 , where λ0 is the first eigenvalue of
Laplacian ∆, and we use the concavity method to obtain the blow-up solutions
to the semilinear heat equations. In fact, it will be seen that the condition (C)
improves the conditions known so far.
Keywords: Semilinear Heat Equations, Concavity method, Blow-up.
2010 MSC: 39A14, 35K57
0. Introduction
In this paper, we discuss the blow-up solutions for the following semilinear
heat equations

ut (x, t) = ∆u (x, t) + f (u (x, t)) , (x, t) ∈ Ω× (0,+∞) ,
u (x, t) = 0, (x, t) ∈ ∂Ω× [0,+∞) ,
u (x, 0) = u0 (x) ≥ 0, x ∈ Ω,
(1)
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where Ω is a bounded doamin in RN (N ≥ 1) with smooth boundary ∂Ω and f
is locally Lipschitz continuous on R, f(0) = 0 and f(u) > 0 for u > 0. Moreover,
the initial data u0 is a non-negative function in C
1(Ω) satisfying that u0(x) = 0
on ∂Ω.
The blow-up solutions to (1) have been studied by many authors. To de-
termine of sufficient conditions for the blow-up of solutions to (1), they as-
sumed some conditions on the nonhomogeneous term f , the C1 condition in [5],∫∞
a
ds
f(s) < ∞ in [3, 6], some homogeneity in [7], the nonnegativity of f
′ with
convexity in [11], respectively. Commonly, they used a differential inequality
technique and a comparison principle to obtain blow-up solutions. On the other
hand, Levine and Payne [8, 9, 10] introduced a new and elegant tool for deriving
estimates and giving criteria for blow-up, which called concavity method. After-
words, using concavity method, many authors derived blow-up solution to (1)
and whenever they did so, they introduced some conditions for f . For example,
in [12], the authors gave the condition for f as follows: for some ǫ > 0,
(2 + ǫ)
∫ u
0
f(s)ds ≤ uf(u), u > 0. (2)
In [2], the condition (2) was relaxed to
(2 + ǫ)
∫ u
0
f(s)ds ≤ uf(u) + c2, u > 0. (3)
Looking into the above conditions (2) and (3) more closely, we can see that
there are independent of the eigenvalue which depends on the domain Ω. How-
ever, our main proof consists of a series of inequalities and the Poincare in-
equality including the eigenvalue. From this fact, we can expect to develop an
improved condition which refines (2) or (3), and depends on the domain Ω. Be-
ing motivated by this point of view, we develop a new condition as follows: for
some α, β, γ > 0,
(C) α
∫ u
0
f (s) ds ≤ uf(u) + βu2 + γ, u > 0,
where 0 < β ≤ (α−2)λ02 and λ0 is the first eigenvalue of the Laplacian ∆.
The main theorem of this paper is as follows:
Theorem. Let the function f satisfy the condition (C). If the initial data u0
satisfies
−
1
2
∫
Ω
|∇u0 (x)|
2
dx+
∫
Ω
[∫ u0(x)
0
f(s)ds− γ
]
dx > 0, (4)
then the nonnegative classical solution u to the equation (1) blows up at finite
time T ∗ in the sense of
lim
t→T∗
∫ t
0
∑
x∈S
u2 (x, s) ds = +∞,
where γ is the constant in the condition (C).
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Next, in Section 1, we discuss the blow-up solutions using concavity method
with the condition (C).
1. Blow-Up: Concavity Method
In this section, we discuss the blow-up phenomena of the solution to (1) by
using concavity method, which is the main part of this paper. In fact, it is well
known that the equation (1) has a classcal solution. (See [1] for more details).
The following lemma is used to prove the main thoerem.
Lemma 1.1 (See [4]). There exist λ0 > 0 and φ0(x) ∈ C
2(Ω) such that{
−∆φ0 (x) = λ0φ0 (x) , x ∈ Ω,
φ0 (x) = 0, x ∈ ∂Ω,
Moreover, λ0 is given by
λ0 = min
u∈A,u6≡0
∫
Ω |∇u (x)|
2
dx∫
Ω |u (x)|
2
dx
where A :=
{
u : u ∈ C2(Ω), u 6≡ 0, u = 0 for x ∈ ∂Ω
}
.
In the above, the number λ0 is the first eigenvalue of ∆ and φ0 is a corre-
sponding eigenfunction.
Now, we state and prove our main result.
Theorem. Let the function f satisfy the condition (C). If the initial data u0
satisfies
−
1
2
∫
Ω
|∇u0 (x)|
2
dx+
∫
Ω
[∫ u0(x)
0
f(s)ds− γ
]
dx > 0, (5)
then the nonnegative classical solution u to the equation (1) blows up at finite
time T ∗ in the sense of
lim
t→T∗
∫ t
0
∑
x∈S
u2 (x, s) ds = +∞,
where γ is the constant in the condition (C).
Proof. Now, we define a functional J by
J (t) := −
1
2
∫
Ω
|∇u (x, t)|
2
dx+
∫
Ω
[F (u (x, t))− γ] dx, t ≥ 0,
where F (u) :=
∫ u
0
f(s)ds.
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Then by (5),
J (0) = −
1
2
∫
Ω
|∇u0 (x)|
2
dx+
∫
Ω
[F (u0 (x))− γ] dx > 0.
and we can see that
J(t) = J(0) +
∫ t
0
d
dt
J(s)ds = J(0) +
∫ t
0
∫
Ω
u2t (x, s)dxds. (6)
Now, we introduce a new function
I (t) =
∫ t
0
∫
Ω
u2 (x, s) dxds+M, t ≥ 0, (7)
where M > 0 is a constant to be determined later. Then it is easy to see that
I ′ (t) =
∫
Ω
u2 (x, t) dx
=
∫
Ω
∫ t
0
2u (x, s)ut (x, s) dsdx+
∫
Ω
u20 (x) dx.
(8)
Then we use integration by parts, the condition (C), Lemma 1.1, and (6) in
turn to obtain
I ′′ (t) =
d
dt
∫
Ω
u2 (x, t) dx
=
∫
Ω
2u (x, t) ut (x, t) dx
=
∫
Ω
2u (x, t) [∆u (x, t) + f (u(x, t))] dx
= −2
∫
Ω
|∇u (x, t)|2 dx+
∫
Ω
2u(x, t)f (u(x, t)) dx
≥ −2
∫
Ω
|∇u (x, t)|
2
dx+
∫
Ω
2
[
αF (u(x, t)) − βu2(x, t)− αγ
]
dx
= 2α
[
−
1
2
∫
Ω
|∇u(x, t)|2 dx+
∫
Ω
[F (u(x, t))− γ]dx
]
+ (α− 2)
∫
Ω
|∇u (x, t)|
2
dx− 2β
∫
Ω
u2(x, t)dx
≥ 2αJ(t) + [(α− 2)λ0 − 2β]
∫
Ω
u2(x, t)dx
≥ 2α
[
J(0) +
∫ t
0
∫
Ω
u2t (x, s)dxds
]
.
(9)
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Using the Schwarz inequality, we obtain
I ′ (t)
2
≤ 4 (1 + δ)
[∫
Ω
∫ t
0
u (x, s)ut (x, s) dsdx
]2
+
(
1 +
1
δ
)[∫
Ω
u20 (x) dx
]2
≤ 4 (1 + δ)
[∫
Ω
(∫ t
0
u2 (x, s) ds
) 1
2
(∫ t
0
u2t (x, s) ds
) 1
2
dx
]2
+
(
1 +
1
δ
)[∫
Ω
u20 (x) dx
]2
≤ 4 (1 + δ)
(∫
Ω
∫ t
0
u2 (x, s) dsdx
)(∫
Ω
∫ t
0
u2t (x, s) dsdx
)
+
(
1 +
1
δ
)[∫
Ω
u20 (x) dx
]2
,
(10)
where δ > 0 is arbitrary. Combining the above estimates (7), (9), and (10), we
obtain that for ξ = δ =
√
α
2 − 1 > 0,
I ′′ (t) I (t)− (1 + ξ) I ′ (t)
2
≥ 2α
[
J (0) +
∫ t
0
∫
Ω
u2t (x, s) dxds
] [∫ t
0
∫
Ω
u2 (x, s) dxds +M
]
− 4 (1 + ξ) (1 + δ)
[∫
Ω
∫ t
0
u2 (x, s) dsdx
] [∫
Ω
∫ t
0
u2t (x, s) dsdx
]
− (1 + ξ)
(
1 +
1
δ
)[∫
Ω
u20 (x) dx
]2
≥ 2αM · J (0)− (1 + ξ)
(
1 +
1
δ
)[∫
Ω
u20 (x) dx
]2
.
Since J (0) > 0 by assumption, we can choose M > 0 to be large enough so
that
I ′′(t)I (t)− (1 + ξ) I ′ (t)
2
> 0. (11)
This inequality (11) implies that for t ≥ 0,
d
dt
[
I ′ (t)
Iξ+1 (t)
]
> 0 i.e. I ′ (t) ≥
[
I ′ (0)
Iξ+1 (0)
]
Iξ+1 (t) .
Therefore, it follows that I (t) cannot remain finite for all t > 0. In other
words, the solutions u (x, t) blow up in finite time T ∗.
Remark 1.2. The above blow-up time can be estimated roughly. Taking
M :=
α
α−2
(
1 +
√
α
2
) [∫
Ω u
2
0 (x) dx
]2
2α
[
− 12
∫
Ω |∇u0 (x)|
2
dx+
∫
Ω [F (u0 (x))− γ] dx
] ,
5
we see that {
I ′ (t) ≥
[ ∫
Ω
u20(x)dx
Mξ+1
]
Iξ+1 (t) , t > 0,
I (0) =M,
which implies
I (t) ≥
[
1
M ξ
−
ξ
∫
Ω u
2
0 (x) dx
M ξ+1
t
]− 1
ξ
where ξ =
√
α
2 − 1 > 0. Then the blow-up time T
∗ satisfies
0 < T ∗ ≤
M
ξ
∫
Ω
u20 (x) dx
.
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