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Abstract
We study operators T from C1(Rn,Rn) to C(Rn,L(Rn,Rn)) satisfying the “chain rule”
T (f ◦ g)(x) = ((Tf ) ◦ g)(x)(T g)(x); f,g ∈ C1(Rn,Rn), x ∈Rn.
Assuming a local surjectivity and non-degeneracy condition, we show that for n  2 the operator T is of
the form
(Tf )(x) = ∣∣detf ′(x)∣∣pH (f (x))f ′(x)H(x)−1
for a suitable p  0 and H ∈ C(Rn,GL(n)). For even n there might be an additional factor sgn(detf ′(x)).
This is the multidimensional extension of our results (Artstein-Avidan et al., 2010 [3]) for n = 1. In this set-
ting the non-commutativity of the linear operators L(Rn,Rn) from Rn to Rn creates additional difficulties
but also clarifies and enriches the understanding of the problem.
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The derivative D : C1(Rn,Rn) → C(Rn,L(Rn,Rn)) satisfies the chain rule
D(f ◦ g)(x) = ((Df ) ◦ g)(x)(Dg)(x); f,g ∈ C1(Rn,Rn), x ∈Rn.
We consider in this paper the functional equation
T (f ◦ g)(x) = ((Tf ) ◦ g)(x)(T g)(x); f,g ∈ C1(Rn,Rn), x ∈Rn (1)
for maps T : C1(Rn,Rn) → C(Rn,L(Rn,Rn)) and show that, under a natural non-degeneracy
and local surjectivity condition, this chain rule essentially characterizes the derivative, up to inner
automorphisms and characters on GL(n), provided that n 2. If in addition to (1), T (2 Id) = 2 Id
(constant function 2 Id), we show that Tf = ±f ′. In this sense, the chain rule for T together with
an “initial condition” like T (2 Id) = 2 Id characterizes the derivative T = ±D. We do not write
the composition signs ◦ for the composition of linear maps on Rn and reserve it for the (here)
essential non-linear composition as in T (f ◦ g). Thus we write ((Tf ) ◦ g)(x)(T g)(x) as in (1).
No continuity or linearity assumptions will be made on T ; they are a consequence of the
results. This is similar to the 1-dimensional case which was considered in [3].
To formulate our main result, we introduce the following notions. Let C1b(Rn,Rn) := {f ∈
C1(Rn,Rn) | Im(f ) ⊂ J for some open half-space J in Rn}. We call T : C1(Rn,Rn) →
C(Rn,L(Rn,Rn)) non-degenerate provided that
∃x1 ∈Rn, f1 ∈ C1b
(
Rn,Rn
)
, det(Tf1)(x1) 	= 0.
The same map T will be called locally surjective if
∃x2 ∈Rn,
{
(Tf )(x2)
∣∣ f ∈ C1(Rn,Rn), f (x2) = x2, detf ′(x2) 	= 0}⊇ GL(n).
Here GL(n) := GL(n,R). Our main result then states
Theorem 1. Let n 2 and assume that T : C1(Rn,Rn) → C(Rn,L(Rn,Rn)) satisfies the chain
rule
T (f ◦ g)(x) = ((Tf ) ◦ g)(x)(T g)(x); f,g ∈ C1(Rn,Rn), x ∈Rn. (1)
Assume also that T is non-degenerate and locally surjective. Then there is p  0 and H ∈
C(Rn,GL(n)) such that for all f ∈ C1(Rn,Rn)
(Tf )(x) = ∣∣detf ′(x)∣∣p(H ◦ f )(x)f ′(x)H(x)−1
or also, in the case that n ∈N is even, with p > 0
(Tf )(x) = sgn(detf ′(x))∣∣detf ′(x)∣∣p(H ◦ f )(x)f ′(x)H(x)−1.
Conversely, any such operator satisfies the chain rule. If additionally T (2 Id) = 2 Id is the con-
stant function, then H = Id and Tf = f ′ or, if n is even, possibly Tf = sgn(detf ′)f ′.
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(a) In fact, H is determined completely by the function T (2 Id). The inner automorphism defined
by H with additional composition by f , applied to the derivative f ′, essentially gives T up
to a character in terms of det(f ′).
(b) The case n = 1 was solved in [3]. The localization step for n 2 is similar, but the analysis
of the local function representing T is different, due to the non-commutativity of GL(n).
Different arguments are also needed to prove the continuity of H .
(c) If T is not assumed to be locally surjective, there are various other solutions of (1): Take any
continuous multiplicative homomorphism Φ : R → L(Rn,Rn) with Φ(0) = 0 and Φ(1) =
Id and any continuous function H :Rn → L(Rn,Rn) and define
(Tf )(x) = H (f (x))Φ(detf ′(x)) H(x); f ∈ C1(Rn,Rn), x ∈Rn.
Then T satisfies the chain rule equation (1). As specific examples, one might take H(x) = Id
and Φ a one parameter (semi-) group like Φ(t) = exp(ln |t |A) = |t |A for some fixed matrix
A ∈ L(Rn,Rn) and t ∈ R. Here ln |t | might be replaced also by (sgn t) · ln(|t |). Another
choice would be Φ(t) = Id and H arbitrary, yielding two different specific types of maps
which are not locally surjective.
(d) For odd integers n ∈N, p > 0 and any continuous function H :Rn → L(Rn,Rn),
(Tf )(x) = sgn(detf ′(x))∣∣detf ′(x)∣∣pH (f (x))f ′(x)H(x)−1
also solves the chain rule functional equation (1) but is not locally surjective, since in this
case det(Tf (x)) 0 holds for f ∈ C1(Rn,Rn) with f (x) = x.
(e) The domain of T in Theorem 1 is C1(Rn,Rn). This is the natural domain for operators
T satisfying Eq (1). The chain rule functional equation (1) formally makes sense also for
operators T defined on all continuous functions C(Rn,Rn). However, there is no non-trivial
solution in this case as we show:
Proposition 2. Assume T : C(Rn,Rn) → C(Rn,L(Rn,Rn)) satisfies
T (f ◦ g)(x) = ((Tf ) ◦ g)(x)(T g)(x); f,g ∈ C(Rn,Rn), x ∈Rn.
Assume that there is x0 ∈Rn and g0 ∈ C(Rn,Rn) such that (T g0)(x0) = 0. Then T is zero on
the space Cb(Rn,Rn) of continuous half-bounded functions, i.e. those with image in a half-space.
We would like to thank J. Bernstein and R. Farnsteiner for remarks and discussions on the
homomorphisms of GL(n) and SL(n).
2. Localization
We show in this section that any operator T : C1 → C satisfying the chain rule (1) is a local
operator, i.e. that (Tf )(x) only depends on x,f (x) and f ′(x). By open half-space we mean any
set J ,
J = {x ∈Rn ∣∣ 〈x, a〉 < b}; a ∈Rn, b ∈R fixed.
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is non-degenerate. Let J ⊂ Rn be an open half-space and f1, f2 ∈ C1(Rn,Rn) be such that
f1|J = f2|J . Then (Tf1)|J¯ = (Tf2)|J¯ .
Proof. The proof is similar to the one for n = 1 in [3]:
(a) By the non-degeneracy of T , (Tf1)(x1) is invertible for suitable x1 ∈ Rn and f1 ∈
C1b(R
n,Rn). From f1 = f1 ◦ Id and (Tf1)(x1) = (Tf1)(x1)◦T (Id)(x1) we conclude T (Id)(x1) =
Id. Let f ∈ C1(Rn,Rn) be invertible. Then
Id = T (Id)(x1) =
(
Tf−1
)(
f (x1)
)
(Tf )(x1).
Hence (Tf )(x1)−1 = (Tf −1)(f (x1)) is invertible. This applies in particular to shifts f (x) =
x + y1 − x1, f (x1) = y1 ∈Rn. Now f = Id◦f yields
Tf (x1) = T (Id)(y1)Tf (x1).
Hence T (Id)(y1) = Id for any y1 ∈ Rn. Also, for any y1 ∈ Rn there is g1 ∈ C1b(Rn,Rn) such
that (T g1)(y1) is invertible (from f1 by shift).
(b) Let J be an open half-space and f1, f2 ∈ C1(Rn,Rn) be such that f1|J = f2|J . Take any
x ∈ J . We have to prove that (Tf1)(x) = (Tf2)(x). Choose a smaller open half-space J1 ⊂ J
with x ∈ J1 and a function h ∈ C1b(Rn,Rn) such that h|J1 = Id and Im(h) ⊂ J . Then f1 ◦ h =
f2 ◦h. We claim that there is g ∈ C1b(Rn,Rn) with g(x) = x, Im(g) ⊂ J1 and (T g)(x) invertible:
By the non-degeneracy of T , there is ϕ ∈ C1b(Rn,Rn) with (T ϕ)(x) invertible. Let I ⊇ Im(ϕ) be
an open half-space. Choose any bijective map ψ : J1 → I with ψ(x) = ϕ(x) ∈ I admitting a C1-
extension ψ˜ : Rn → Rn, ψ˜ |J1 = ψ . Let g := ψ−1 ◦ ϕ. Then g ∈ C1, g(x) = x and Im(g) ⊂ J1.
Further ϕ = ψ˜ ◦ g yields (T ϕ)(x) = (T ψ˜)(x)(T g)(x). Since the left side is invertible, so is
(T g)(x).
Now h ◦ g = g implies
(T g)(x) = (T h)(g(x))(T g)(x) = (T h)(x)(T g)(x),
i.e. (T h)(x) = Id in view of the invertibility of (T g)(x). Since h(x) = x,f1 ◦ h = f2 ◦ h yields
(Tf1)(x) = (Tf1)
(
h(x)
)
(T h)(x) = T (f1 ◦ h)(x) = T (f2 ◦ h)(x) = (Tf2)(x).
This yields Tf1|J = Tf2|J and, by continuity of Tf1, Tf2, Tf1|J¯ = Tf2|J¯ . 
Proposition 4. Assume T satisfies (1) and is non-degenerate. Then there is a function F : Rn ×
Rn × L(Rn,Rn) → L(Rn,Rn) such that for any x ∈Rn and any f ∈ C1(Rn,Rn) we have
(Tf )(x) = F (x,f (x), f ′(x)). (2)
Proof. Take a fixed point x0 = (x0j )nj=1 ∈Rn and let x = (xj )nj=1 ∈Rn.
Let f ∈ C1(Rn,Rn) and define for k ∈ {0, . . . , n}
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k∑
j=1
(xj − x0j ) ∂f
∂xj
(x01, . . . , x0k, xk+1, . . . , xn)
with f = h0 and h(x) = hn(x) = f (x0)+Df (x0)(x − x0), i.e. h is the tangential plane approx-
imation to f . Let
gk(x) :=
{
hk−1(x), xk < x0k
hk(x), xk  x0k
}
for k ∈ {1, . . . , n}. Then gk ∈ C1(Rn,Rn) since f ∈ C1(Rn,Rn). On the half-spaces J−k = {x ∈
Rn | xk < x0k}, J+k = {x ∈ Rn | xk > x0k} we have hk−1|J−k = gk|J−k , gk|J+k = hk|J+k . Therefore
Proposition 3 yields
T hk−1|J−k = T gk|J−k , T gk|J+k = T hk|J+k .
Since x0 ∈ J−k ∩ J+k , (T hk−1)(x0) = (T gk)(x0) = (T hk)(x0) and
(Tf )(x0) = (T h1)(x0) = · · · = (T hn)(x0) = (T h)(x0).
However, h only depends on x0, f (x0) and f ′(x0), i.e. there is a function F of these parameters
such that
(Tf )(x0) = F
(
x0, f (x0), f
′(x0)
)
. 
3. General form of the chain rule solutions
We need some algebraic facts about the group GL(n) = GL(n,R). Denote its center by Z,
Z =R∗ Id. We first show:
Proposition 5. Let K : GL(n) → GL(n) be a surjective group homomorphism such that the
restriction of K to the subgroup Z is continuous. Then K is an automorphism of GL(n), mapping
Z bijectively onto Z.
Proof. We thank J. Bernstein for the proof of this proposition simplifying our arguments.
(a) We have K(Z) ⊂ Z, since for any g ∈ Z, h ∈ GL(n) there is u ∈ GL(n) with K(u) = h
and hence K(g)h = K(gu) = K(ug) = hK(g), K(g) ∈ Z.
(b) Let N := Ker(K) denote the kernel of K . The normal subgroup N of GL(n) either contains
SL(n) or is contained in the center Z of GL(n), cf. Artin [2], Chap. IV, Theorem 4.9. A related fact
is that PSL(n) = SL(n)/Z(SL(n)) is simple, cf. [2], Chap. IV, Theorem 4.10. In our case, N ⊃
SL(n) is impossible since then GL(n)/N would be commutative and K would not be surjective
as assumed. Hence N ⊂ Z.
(c) We claim that K−1(Z) ⊂ Z. Take u ∈ K−1(Z). We want to show that u ∈ Z. For any
g ∈ GL(n), we have gug−1u−1 ∈ N since K(u) ∈ Z, and therefore gug−1 ∈ Nu ⊂ Zu, us-
ing (b). This means that the image of u ∈ GL(n) in the quotient group P := GL(n)/Z under the
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K−1(Z) ⊂ Z.
(d) The restriction K : Z → Z is surjective since K : GL(n) → GL(n) is surjective and
K−1(Z) ⊂ Z by (c). To prove the injectivity of K : Z → Z, we have to use the continuity
assumption. Let K(2 Id) =: μ Id. Since K(2 Id) = K(√2 Id)2, μ > 0. Homomorphic iteration
gives K(2r Id) = μr Id for any rational number r ∈ Q and hence for all λ in the dense subset
{2r | r ∈ Q} of R>0, K(λ Id) = λq Id with q := ln(μ)/ ln(2). The continuity of K on Z yields
that this holds for any real number λ ∈R. Since K(−1)2 = K(1) = Id, K(−1) ∈ {Id,−Id}. This
implies that K(λ Id) = |λ|q Id or K(λ Id) = |λ|q sgn(λ) Id, λ ∈ R. Only the second expression
yields a surjective map K : Z → Z. Therefore K(λ Id) = |λ|q sgn(λ) Id, which is injective on Z.
Since by (b), Ker(K) ⊂ Z, K is injective on GL(n), i.e. an automorphism. 
We now investigate the structure of the representing function F of T in (2) of Proposition 4.
Proposition 6. Assume T : C1(Rn,Rn) → C(Rn,L(Rn,Rn)) satisfies the chain rule (1) and is
non-degenerate and locally surjective. Then there is p  0,H : Rn → GL(n) such that for all
x, y ∈Rn and v ∈ GL(n)
F (x, y, v) = |detv|pH(y)vH(x)−1,
or also, in the case that n ∈N is even,
F(x, y, v) = sgn(detv)|detv|pH(y)vH(x)−1.
Proof. (a) We first consider implications of the chain rule (1) for the function F representing T .
Take x0, y0, z0 ∈ Rn and f,g ∈ C1(Rn,Rn) with y0 = g(x0), z0 = f (y0). Then T (f ◦ g)(x0) =
(Tf )(y0)(T g)(x0) means in terms of F with (2)
F
(
x0, z0, f
′(y0)g′(x0)
)= F (y0, z0, f ′(y0))F (x0, y0, g′(x0)).
For given u,v ∈ L(Rn,Rn), let
g(x) = v(x) + y0 − v(x0), f (y) = u(y) + z0 − u(y0).
Then, as required, g(x0) = y0, f (y0) = z0 and g′(x0) = v,f ′(y0) = u. Hence for all u,v ∈
L(Rn,Rn)
F (x0, z0, uv) = F(y0, z0, u)F (x0, y0, v). (3)
Since Id = T (Id)(x0) = F(x0, x0, Id), we find – with z0 = x0 – for v ∈ GL(n)
F (x0, y0, v) = F
(
y0, x0, v
−1)−1. (4)
Also by (3) and (4)
F(x0, y0, v) = F(y0, z0, u)−1F(x0, z0, uv)
= F (z , y ,u−1)F(x , z ,uv)0 0 0 0
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F(x0, y0, v) = F(x0, y0, Id)F (x0, x0, v)
= F(0, y0, Id)F (x0,0, Id)F (x0, x0, v)
= F(0, y0, Id)F (0, x0, Id)−1F(x0, x0, v) (5)
using again (3) and (4), with z0 (y0) being replaced by y0 (0). Let Kx0(v) := F(x0, x0, v). By
(3), for x0 = y0 = z0, Kx0(uv) = Kx0(u)Kx0(v), Kx0(Id) = Id, and for u ∈ GL(n),Kx0(u)−1 =
Kx0(u
−1). Hence Kx0 is a homomorphism of GL(n).
Let G(x0) := F(0, x0, Id) = T (Id+x0)(0) which is in GL(n). By (5)
F(x0, y0, v) = G(y0)G(x0)−1Kx0(v),
(Tf )(x0) = (G ◦ f )(x0)G(x0)−1Kx0
(
f ′(x0)
)
. (6)
(b) We now study the maps Kx0(λ Id). By local surjectivity, there is x0 ∈Rn such that
Im
(
Kx0 : GL(n) → L
(
Rn,Rn
))= {F(x0, x0, v) ∣∣ v ∈ GL(n)}
= {(Tf )(x0) ∣∣ f ∈ C1(Rn,Rn), f (x0) = x0, f ′(x0) ∈ GL(n)}= GL(n).
Hence Kx0 : GL(n) → GL(n) is a surjective group homomorphism, and this fact is independent
of x0: For any other y0 ∈Rn, by (3) and (4)
F(x0, x0, v)F (y0, x0, Id) = F(y0, x0, v) = F(y0, x0, Id)F (y0, y0, v)
which means that Kx0(v) = AKy0(v)A−1 where A := F(y0, x0, Id).
Since Kx0(λ Id) commutes with any Kx0(v), v ∈ GL(n), and since Kx0 is surjective, Kx0(λ Id)
is in the center of this group, i.e. of the form μ Id. This implies that for any x0 ∈ Rn there is a
suitable multiplicative function ψx0 :R→R with Kx0(λ Id) = ψx0(λ) Id. Since
ψx0(λ) Id = Kx0(λ Id) = AKy0(λ Id)A−1 = Aψy0(λ) IdA−1 = ψy0(λ) Id,
ψ(λ) := ψx0(λ) is independent of x0 ∈Rn. We write K(λ Id) := ψ(λ) Id.
(c) We claim that ψ is a measurable function of λ. Take f with f (x) = 2x in (6). Since
Tf ∈ C(Rn,Rn), f ′(x) = 2 Id with K(2 Id) = ψ(2) Id invertible,
ϕ(x) := G(2x)G(x)−1 = (Tf )(x)K(2 Id)−1
is continuous in x ∈ Rn, with ϕ(0) = Id. Further, ϕ(x)−1 = G(x)G(2x)−1 is continuous in x.
Similarly, for b ∈R 	=0, g := b Id, with (T g)(0) = K(b Id),
lim
x→0G(bx)G(x)
−1 = lim
x→0(T g)(x)K(b Id)
−1
= (T g)(0)K(b Id)−1 = Id.
In particular, writing α1= (α, . . . , α) ∈Rn with α ∈R, we know that for α = b/2k
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k→∞G
(
b
2k
1
)
G
(
1
2k
1
)−1
= Id.
Note that by cancellation of terms
ϕ
(
b
2
1
)
· · ·ϕ
(
b
2k
1
)
ϕ
(
1
2k
1
)−1
· · ·ϕ
(
1
2
1
)−1
= G(b1)G
(
b
2k
1
)
G
(
1
2k
1
)−1
G(1)−1
which tends to G(b1)G(1)−1 for k → ∞. Thus G(b1)G(1)−1 is a pointwise limit of continuous
functions (products of ϕ’s), and hence a measurable function of b :b ∈ R 	=0 → G(b1) ∈ GL(n)
is measurable. Now apply (6) to h(x) := (x12/2, . . . , xn2/2) where x = (x1, . . . , xn) ∈Rn to get
(T h)(x) = G(x12/2, . . . , xn2/2)G(x)−1K
⎛
⎜⎝
x1 0
. . .
0 xn
⎞
⎟⎠ .
For constant xi = λ
K(λ Id) = G(λ1)G(λ2/21)−1(T h)(λ1),
and this is also measurable in λ since T h is continuous. Recall that K(λ Id) = ψ(λ) Id. Hence ψ
is measurable and multiplicative on R. By a result of Sierpinski [7] and Banach [4] (cf. also [3]),
ψ(λ) = |λ|q or ψ(λ) = |λ|q sgn(λ) for a suitable q  0. (7)
Therefore K : Z → Z is continuous on the center Z of GL(n). By Proposition 5, ψ : R∗ → R∗
is bijective, and therefore
ψ(λ) = |λ|q sgn(λ) for some q  0. (8)
(d) We next investigate the form of Kx0(v) for maps v ∈ L(Rn,Rn) not homothetic to the
identity, for any x0 ∈ Rn. By Proposition 5, with the continuity of Kx0 : Z → Z guaranteed
by (8), Kx0 : GL(n) → GL(n) is an automorphism for any x0 ∈ Rn. Any automorphism Φ of
GL(n) is an inner automorphism of GL(n), possibly preceded by the automorphism u → (ut )−1
of GL(n), times a character, cf. Theorem 1 of Dieudonné [5] for n  3 and Theorem 1 of Hua
[6] for n = 2. The results there are shown for GL(n,K) for general skew fields K , not only for
K =R as we need it.
Hence for any x0 ∈Rn, there is an operator L(x0) ∈ GL(n) and a character Xx0 : GL(n) →R
such that
Kx0(v) =Xx0(v)L(x0)−1vL(x0) or
Kx0(v) =Xx0(v)L(x0)−1
(
vt
)−1
L(x0)
}
, v ∈ GL(n). (9)
The second possibility is excluded in our case since for all f ∈ C1(Rn,Rn) with f (x0) = x0
we have
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(
f ′(x0)
)
,
and since (Tf ) is continuous and therefore locally bounded also near points x0 where v = f ′(x0)
is not invertible. We use here that L depends continuously on x near x0 as will be shown in
Proposition 7 below by independent arguments; L(x) and the H(x) for which the continuity is
shown in Proposition 7 are inverses of one-another in GL(n). Formula (9) is used in the proof
of Proposition 7 only for invertible maps v, namely shifts and small perturbations of the identity
map, and this also works in the second case.
The normal subgroup Ker(Xx0) of GL(n) contains SL(n) and hence Xx0 |SL(n) = 1. Let
GL(n)+ =
{
GL(n), n odd
{v ∈ GL(n) | detv > 0}, n even
}
.
For v ∈ GL(n)+ we may write v = λu,λ := sgn(detv)|detv|1/n, with u ∈ SL(n). (For n even
and v ∈ GL(n), possibly detu = −1, the reason of introducing GL(n)+ here.) Since Xx0(u) = 1,
Xx0(v) =Xx0(λu) =Xx0(λ Id)Xx0(u) =Xx0(λ Id),
and by definition of ψ , (8) and (9),
|λ|q sgn(λ) Id = ψ(λ) Id = Kx0(λ Id) =Xx0(λ Id)λ Id = λXx0(v) Id .
Therefore Xx0 is independent of x0 ∈Rn, and X :=Xx0 is given by
X (v) = ψ(λ) = |λ|q−1 = |detv|p, v ∈ GL(n)+ (10)
with p = (q − 1)/n. Since Tf needs to be locally bounded also near points where det(f ′(x0)) =
0, we need p  0, i.e. q  1.
Consider now the case n ∈ N even. Denote by X0 the character for x0 = 0 and let P =⎛
⎝−1 1 0. . .
0 1
⎞
⎠
. Clearly X0(P )2 = X0(P 2) = 1, X0(P ) ∈ {+1,−1}. For any v ∈ GL(n) with
detv < 0, u := Pv ∈ GL(n)+ (i.e. detu > 0). Hence by (10), we have that X (u) = X0(u) =
|det(u)|p = |det(v)|p . Thus also
X0(v) =X0(Pu) =X0(P )X0(u) =X0(P )
∣∣det(v)∣∣p.
If X0(P ) = −1, X0(P ) = sgn(det(P )) = sgn(det(v)) and hence
X0(v) = sgn
(
det(v)
)∣∣det(v)∣∣p, v /∈ GL(n)+.
If X0(P ) = 1, X0(v) = |det(v)|p , v /∈ GL(n)+. If n ∈ N is even, both possibilities may occur,
yielding locally surjective solution operators T .
(e) We can now determine the structure of F . Using (3), we find that
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Kx0(v) = G(x0)K0(v)G(x0)−1. (11)
Using this, (6) and (9) yield
F(x0, y0, v) = G(y0)G(x0)−1Kx0(v)
= G(y0)K0(v)G(x0)−1
=X0(v)G(y0)L(0)−1vL(0)G(x0)−1.
Put H(x) := G(x)L(0)−1 ∈ GL(n). Then, also using (10),
F(x0, y0, v) =X0(v)H(y0)vH(x0)−1
= |detv|qH(y0)vH(x0)−1.
In the case of even n ∈ N, as seen at the end of part (d), there may be an additional factor of
sgn(det(v)). Therefore
(Tf )(x) = F (x,f (x), f ′(x))= {sgn(detf ′(x))}∣∣detf ′(x)∣∣qH (f (x))f ′(x)H(x)−1
where the term {sgn(detf ′(x))} may be present only if n ∈N is even. In the latter case, p > 0 is
required to avoid discontinuities of Tf . This ends the proof of Proposition 6. 
4. Continuity of H
To continue the proof of Theorem 1, we have to show that the function H : Rn → GL(n) in
Proposition 6 is continuous. Applying the result to f = 2 Id, we get from Proposition 6, with
suitable q  0
(Tf )(x) = F(x,2x,2 Id) = H(2x)H(x)−12q .
Hence ϕ : Rn → L(Rn,Rn), ϕ(x) := H(2x)H(x)−1 is continuous as a function of x. We
know already that H(x) = limk→∞ ϕ(x2 ) · · ·ϕ( x2k ) is a pointwise limit of continuous functions(since G(x) was such and H(x) = G(x)T for some constant matrix T ).
Proposition 7. The function H :Rn → L(Rn,Rn) in Proposition 6 is continuous.
Proof. (a) We know that T (f ) is continuous for any f ∈ C1(Rn,Rn) which implies by the
localization Proposition 4 and the function representation in Proposition 6 that for any f with
f ′(x) ∈ GL(n)+
x ∈Rn → H (f (x)) · f ′(x) · H(x)−1 ∈ L(Rn,Rn) (12)
is continuous. Assume that there is x0 ∈ Rn where H is not continuous. Since A ∈ GL(n) →
A−1 ∈ GL(n) is continuous, also H(·)−1 has to be discontinuous at x0. Therefore there are
α(x0), β(x0) > 0 (possibly infinity) with
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xk→x0
∥∥H(x0)−1H(xk) − Id∥∥
and
β(x0) = lim
x′k→x0
∥∥H(x′k)−1H(x0) − Id∥∥.
We claim that in this case H(·) and H(·)−1 are discontinuous at any other point y0 ∈ Rn, too,
with the same “modulus of discontinuity”, i.e. with α(y0) = α(x0), β(y0) = β(x0). (If one or
both are infinite for x0, the same is true for y0.)
Suppose this were false e.g. for α. Exchanging if necessary x0 and y0, we may assume
that α(y0) < α(x0). (Here α(x0) could be infinite and α(y0) finite.) Choose ε > 0 such that
(1 + ε)(α(y0)+ ε) < α(x0). Let f (x) = x + y0 − x0. Then by (12), with f ′(x) = Id, for x → x0
H(x + y0 − x0)H(x)−1 → H(y0)H(x0)−1
and hence
A(x) := H(y0)−1H(x + y0 − x0)H(x)−1H(x0) → Id
which by continuity of the inverse in GL(n) also yields A(x)−1 → Id.
Choose a sequence xn → x0 attaining α(x0). Let yk := xk + y0 − x0 → y0 and Ak := A(xk).
Let k0 ∈N be such that for any k  k0, ‖Ak − Id‖ < ε and ‖A−1k − Id‖ < ε. Then for k  k0
α(x0) = lim
k→∞
∥∥H(x0)−1H(xk) − Id∥∥= lim
k→∞
∥∥A−1k Ak(H(x0)−1H(xk) − Id)∥∥
 lim
k→∞
∥∥A−1k ∥∥ · lim
k→∞
∥∥H(y0)−1H(yk) − Ak∥∥
 (1 + ε)
(
lim
k→∞
∥∥H(y0)−1H(yk) − Id∥∥+ lim
k→∞ ‖ Id−Ak‖
)
 (1 + ε)(α(y0) + ε)< α(x0)
which is a contradiction proving that α(y0) = α(x0) =: α is constant on Rn, possibly infinity.
The argument for β is analogous, using
H(xk)
−1H(x0) − Id =
(
H(xk)
−1H(x0) − Id
)
A−1k Ak
= (H(yk)−1H(y0) − A−1k )Ak.
The assumption that H is discontinuous at some point x0 ∈ Rn hence implies that H and H−1
are discontinuous everywhere.
(b) Take xk → 0 in Rn to be pairwise disjoint. Let ψ be the cut-off function
ψ(x) :=
{
exp(1 − 11−‖x‖22 ), ‖x‖2 < 1
0, ‖x‖  1
}
.2
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∑
k∈N εk/δk < ∞.
By definition of α = α(xk) and β = β(xk) we may find yk ∈Rn with ‖xk − yk‖2 < εk and⎧⎪⎪⎨
⎪⎪⎩
α
2

∥∥H(xk)−1H(yk) − Id∥∥ if α < ∞ and β < ∞∥∥H(xk)−1∥∥∥∥H(xk)∥∥ ∥∥H(xk)−1H(yk) − Id∥∥ if α = ∞ and β < ∞∥∥H(xk)−1∥∥∥∥H(xk)∥∥ ∥∥H(yk)−1H(xk) − Id∥∥ if β = ∞
⎫⎪⎪⎬
⎪⎪⎭ . (13)
Define gk : Rn → Rn by gk(x) := (yk − xk)ψ(x−xkδk ), cf. [1]. The gk are disjointly supported
since for k 	=  we have ‖xk − x‖ 2δk . Hence gk(x) = (yk − xk)δk. Moreover,
∑
k∈N
‖Dgk‖∞ =
∑
k∈N
max
1in
∥∥∥∥∂gk∂xi
∥∥∥∥∞ 
∑
k∈N
‖yk − xk‖2/δk · ‖Dψ‖∞

(∑
k∈N
εk/δk
)
‖Dψ‖∞ < ∞.
Hence f :Rn →Rn, f (x) := x +∑k∈N gk(x) is in C1(Rn,Rn), with f (x) = y, f (0) = 0 and
f ′(x) = f ′(0) = Id for all  ∈N. Note here that g′k(x) = 0 for all k,  ∈N. Hence by (12) with
yk → 0
H(yk)H(xk)
−1 → H(0)H(0)−1 = Id.
This also yields convergence of the inverses H(xk)H(yk)−1 → Id. However,
∥∥H(xk)−1H(yk) − Id∥∥ ∥∥H(xk)−1∥∥∥∥H(yk) − H(xk)∥∥

∥∥H(xk)−1∥∥∥∥H(xk)∥∥∥∥H(yk)H(xk)−1 − Id∥∥ (14)
where ‖H(yk)H(xk)−1 − Id‖ → 0. Similarly
∥∥H(yk)−1H(xk) − Id∥∥ ∥∥H(xk)∥∥∥∥H(xk)−1∥∥∥∥H(xk)H(yk)−1 − Id∥∥. (15)
If α is finite, limk→∞‖H(0)−1H(xk) − Id‖ α(0) = α < ∞ and hence supk ‖H(xk)‖ < ∞. If
β is finite, similarly supk ‖H(xk)−1‖ < ∞.
Therefore, if α < ∞ and β < ∞, or if α = ∞ and β < ∞, (13) and (14) yield a contradiction
to ‖H(yk)H(xk)−1 − Id‖ → 0. If β = ∞, a similar contradiction follows from (13) and (15)
together with ‖H(xk)H(yk)−1 − Id‖ → 0. This proves the continuity of H . 
Proof of Theorem 1. (a) Theorem 1 for functions f ∈ C1(Rn,Rn) and points x ∈ Rn with
detf ′(x) 	= 0 is a consequence of Propositions 4, 6 and 7. They determine the form of T . An ap-
plication of T to f = 2 Id shows directly that ϕ(x) = H(2x)H(x)−1 is continuous (and H itself
is continuous by Proposition 7). An iteration argument as in part (c) of the proof of Proposition 5
gives that, with H(0) = Id,
H(x) = lim
(
ϕ
(
x
)
. . . ϕ
(
x
k
))
k→∞ 2 2
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mines H . If T (2 Id) = 2 Id is the constant function, H is also a constant function, H = Id. The
formula for T gives
T (2 Id) = 2pn2Id.
Therefore p = 0 and Tf = ±f ′ where ± is 1 if n is odd and 1 or sgn(detf ′) if n is even.
(b) We now prove that the form of (Tf )(x0) is the same also in the case that detf ′(x0) = 0,
which for p > 0 means that (Tf )(x0) = 0 and for p = 0 that Tf (x0) = H(f (x0))f ′(x0)×
H(x0)−1.
By (6) and (11), equalities which do not depend on the value of detf ′(x0),
(Tf )(x0) = F
(
x0, f (x0), f
′(x0)
)
= G(f (x0))K0(f ′(x0))G(x0)−1. (16)
Thus it suffices to show that also for singular u ∈ L(Rn,Rn), detu = 0, we have as in (9) that
K0(u) =X (u)L(0)−1uL(0). (17)
Applying (16) and (17) then to a singular u = f ′(x0) with H(x0) = G(x0)L(0)−1 (as before)
yields
(Tf )(x0) =X
(
f ′(x0)
)
H
(
f (x0)
)
f ′(x0)H(x0)−1
with X (f ′(x0)) = 0 if p > 0 and X (f ′(x0)) = 1 if p = 0.
(c) Consider a singular map u ∈ L(Rn,Rn) having rank (u) = k ∈ {1, . . . , n − 1}. We first
show that it suffices to prove (17) for the orthogonal projection onto the first k coordinates,
Pk =∑kj=1〈·, ej 〉ej instead of a general u. Here ej denote the standard unit vectors in Rn. The
map u of rank k can be written as u =∑kj=1〈·, yj 〉zj where (yj )kj=1 and (zj )kj=1 are linearly
independent, respectively. Extend these to bases (yj )nj=1 and (zj )
n
j=1 of Rn and define
v :=
n∑
j=1
〈·, yj 〉ej and w :=
n∑
j=1
〈·, ej 〉zj .
Then v and w are in GL(n) and u = wPkv. Assuming (17) is known for Pk and using that it is
already known for v,w ∈ GL(n), we get
K0(u) = K0(wPkv) = K0(w)K0(Pk)K0(v)
=X (w)(L(0)−1wL(0))X (Pk)(L(0)−1PkL(0))X (v)(L(0)−1vL(0))
=X (wPkv)L(0)−1wPkvL(0) =X (u)L(0)−1uL(0).
(d) So we have to prove (17) for u = Pk for any k ∈ {1, . . . , n − 1}. Consider the map f ∈
C1(Rn,Rn) given by
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n∑
j=k+1
〈x, ei〉2ei .
For m ∈N, consider the sequence x(m) := 1
m
(1, . . . ,1)T ∈Rn with y(m) = f (x(m)) = ( 1
m
, . . . , 1
m
,
1
2m2 , . . . ,
1
2m2 ). Clearly limm→∞ x
(m) = limm→∞ y(m) = 0, f ′(x(m)) = Pk + 1m(Idn −Pk) → Pk
as m → ∞, with detf ′(x(m)) = m−(n−k) =: dm 	= 0.
Since (Tf ) is a continuous function,
K0(Pk) = F(0,0,Pk) = (Tf )(0)
= lim
m→∞(Tf )
(
x(m)
)= lim
m→∞F
(
x(m), y(m), f ′
(
x(m)
))
.
Since f ′(x(m)) is non-singular, we find using (11) (with q replaced by p)
K0(Pk) = lim
m→∞d
p
mH
(
y(m)
)
f ′
(
x(m)
)
H
(
x(m)
)−1
=X (Pk)H(0)PkH(0)−1
where we used that H is continuous, f ′(x(m)) → Pk and that limm→∞ dpm = 0 = (detPk)p =
X (Pk) for p > 0 and limm→∞ dpm = 1 = X (Pk) for p = 0. Since H(0) = G(0)L(0)−1 =
L(0)−1, this is (17) for u = Pk as claimed. 
Proof of Proposition 2. Assume that T is not zero on Cb(Rn,Rn). Then there is f1 ∈
Cb(R
n,Rn) and y1 ∈Rn such that (Tf1)(y1) 	= 0. Starting with this “non-degeneracy condition”,
a similar proof as in Section 2 yields that for open half-spaces J and functions g,h ∈ C(Rn,Rn)
g|J = h|J ⇒ (T g)|J¯ = (T h)|J¯
and that T (Id)(x) = Id for any x ∈ Rn. This implies that there is a function F : Rn ×Rn → Rn
such that
(Tf )(x) = F (x,f (x)).
For x0 := (x0j )nj=1, x = (xj )nj=1 ∈Rn, f ∈ C(Rn,Rn) and k ∈ {0, . . . , n} let
hk(x) := f (x01, . . . , x0k, xk+1, . . . , xn)
with f = h0 and hn(x) := f (x0) being the constant function. Defining
gk(x) =
{
hk−1(x), xk < x0k
hk(x), xk  x0k
}
for k ∈ {1, . . . , n}, we have gk ∈ C(Rn,Rn) since f ∈ C(Rn,Rn). Similarly as in the proof of
Proposition 4, this yields that
(Tf )(x0) = (T h1)(x0) = · · · = (T hn)(x0) = T
(
f (x0)
)
(x0).
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is g1 ∈ C(Rn,Rn) and x1 ∈ Rn with (T g1)(x1) = 0. By shift, for any x0 ∈ Rn there is g0 ∈
C(Rn,Rn) with (T g0)(x0) = 0. Then for any f ∈ C(Rn,Rn)
T (f ◦ g0)(x0) = (Tf )
(
g0(x)
) ◦ (T g0)(x0) = 0.
Therefore F(x0, f (g(x0))) = 0 for any f ∈ C(Rn,Rn). Since arbitrary values might be at-
tained for f , this means that F and hence T is identically zero, contrary to the assumption
T |Cb(Rn,Rn) 	= 0. 
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