Abstract-Sentiment analysis seeks to characterize opinionated or evaluative aspects of natural language text thus helping people to discover valuable information from large amounts of unstructured data 111. In this paper we explore a new methodology for sentiment analysis called proximity-based sentiment analysis. We take a different approach, by considering a new set of features based on word proximities in a written text.
INTRODUCTION
The amount of textual data accumulated each day by various businesses, scientific, and governmental organizations around the world is daunting. Success in the development of statistical natural language processing (NLP) has led to improvements in fundamental text analysis such as part-of speech (POS) tagging, phrase chunking, dependency analysis and parsing. Using these components as fundamental building blocks, many NLP researchers have become interested in analyzing text "semantically" or "contextually". For example, named entity tagging, semantic role tagging and discourse parsing are being investigated in the NLP fields. This move towards taking contextual or semantic information into account has occurred in application areas of NLP such as text classification, text summarization, information retrieval and question answering. Even with text classification tasks, one of the traditional NLP tasks, the target classes have recently been diversified from topics such as 'sports' and 'economics' to the contents of texts such as 'polarity' or 'subjectivity'. This thus calls for methods for sentiment classification or sentiment analysis [2] . Sentiment analysis is an emerging field, concerned with the detection of human emotions from textual data. Sentiment analysis can be used for grouping search engine results, analyzing news content, reviews for books, movies, sports, etc and different types of blogs, social networks and web forums. It is really hard for the computer to pull out the tone and meaning of a document automatically because people express things in many different ways. In this paper, we propose a novel approach to sentiment analysis. We call it proximity based sentiment analysis. We applied our proximity-based sentiment analysis technique to the problem of analysis of movie reviews. Accurate automatic prediction of how much an audience is going to enjoy a movie is still a challenging research question. In this paper, we systematically study the accuracy of different classifiers in the movie review domain, where the input to the classifiers are proximity based features.
The paper is organized as follows: In section II we present a background to the problem we address. Section III presents our methodology. Section IV presents our results and discussion. The paper is concluded in Section V.
II.

BACKGROUND
Early research on sentiment analysis [3, 4] used models inspired by cognitive linguistics or manual or semi-manual construction of discriminant-word lexicons [5] . In [6] text classification was performed based on the sentiments or geme. As discussed in [7] , researchers doing sentiment analysis seem to focus on specific tasks, such as finding the sentiments of words [8] , subjective expressions [9] , subjective sentences [10] and topics [11] , or extracting the sources of opinions [12] . Pang and Lee [10] proposed a machine-learning method to improve the effectiveness of sentiment classification algorithms. DasGupta and Ng [13] proposed a text clustering algorithm based on the author's mood.
A number of researchers investigated hate groups using sentiment analysis techniques. For instance, hate crime on the internet was studied in [14] ; the use of the Internet by terrorists, extremists and activists was investigated in [15, 16] . A study on US hate group web sites can be found in [17, 18] . In [19] , Burris et al discussed the importance of analyzing web forums and chat-room content and they use social network analysis to examine the inter-organizational structure of white supremacist movements. In [20] , customer feedback was used to assign sentiments to documents using a 4-point scale. Similar work was proposed in [21] for movie review analysis. Earlier, Pang, Lee, Vaithyanathan [22] performed sentiment analysis on movie review data. While Dave, Lawrence, Pennock [23] used a number of machine learning techniques to analyze product review data.
Various approaches have been proposed for automatic sentiment analysis. Examples include Natural Language Processing (NLP) and pattern-based methods [11] , machine learning algorithms, such as NaIve Bayes (NB), Maximum Entropy (ME), Support Vector Machine (SVM) [24] , and unsupervised learning [25] . More recently, Prabowo and Thelwal [26] discussed a combined approach (rule-based classification, supervised learning and machine learning) for sentiment analysis.
III. METHODOLOGY
A. Basic Formulation
In this paper, our contribution is proximity-based sentiment analysis. The basic idea is as follows. Imagine what happens when people write. When a person starts writing positively about a topic or subject they continue with this positive trend for a period of time. Later he/she will use inflexion words like "however" and then start writing negatively about the topic. In a paragraph people don't repeatedly write one positive and one negative word together. Typically segments of a written text (e.g. paragraphs or sentences) capture a concept or trend of thought over a short period of time. Such trends could fluctuate as we move along the written document. The average distance between positive-oriented (negative-oriented) words is expected to be small for segments bearing positive (negative) sentiments. Consequently, we expect that the average distance between positive-oriented (negative-oriented) words is expected to be relatively large for segments bearing negative (positive) sentiments.
First, we clean our dataset [27] which contained 1400 movie reviews (700 positive and 700 negative) and for each review separated all the unique words. We divide each review text into a number of segments or windows, each segment contains 100 words. Figure 1 is Now we are interested in computing the distances between word pairs. We used the Stone Dictionary [28] to identify the polarity of the words. For polarity we only consider two classes positive and negative. From the unique word list we select a pair of words. Then we measure the different distances between the pair of words and count the number of occurrences of that pair for each particular distance in a segment of a given text. Our distance range is 1-100 since we used different segments of 100 words each. We repeated the above procedure in each segment for all possible combination of words available in the unique word list. Consider the following example text segment.
Example: the funniest horror movie ever made and while coyote evil dead dawn is the result of an unstable fusion.
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The word "funniest" is a positive word and "horror" is a negative word. There is no word between funniest and horror so we consider it as positive-negative distance measurement and in this case we consider the distance as 1. In a similar manner, the distance between the negative-negative words "horror" and "dead" is 7, while that between "dead" and "unstable" is 3 (ignoring words, such as "of', "and", "the", etc.). We measure the distances for the following types of pairs.
• POSITIVE-POSITIVE (++) words.
• NEGATIVE-NEGATIVE (--) words.
•
POSITIVE-NEGATIVE words (+-) / NEGATIVE-POSITIVE words (-+).
For proximity based analysis we consider the all-against-all model. That is, we consider the proximity information between the pairs formed by a combination of positive and/or negative words. The model is shown in Figure 2 . Thus, for a given document, we can compute the proximity types, and their distances, based on the proximity model. Using the proximity model, we determine the word proximities for given pairs of words in the text being analyzed. The question then becomes how we can extract features from the pair-wise distances for the required problem of sentiment analysis. We consider three proximity-based features below.
I.
Proximity Distributions
Distribution of pair-wise distances as returned by the proximity models, for distances from 1 to 100. We considered different number of bins, from 1 bin (cumulative distance over all the bins), to 10 bins (eqi-spaced), 9 bins (non-uniform spacing, with equi-probability bins), and 100 bins (one distanceibin).
Mutual Information between Proximity Types
Given the three proximity types (++, --, +-/-+), we expect that, for a given document, we could use the relationship between the types to have some idea on the document polarity. For example, for a document with positive review, we expect that the sequence of proximity values of type ++ will contain more information about the +-proximity type, when compared with the sequence with the --proximity type. Thus, for such positive documents, we should expect the mutual information between the ++ and +-sequences to be larger than those between theand +-sequences. To capture this intuition, we use information theoretic quantities of entropy for each sequence, and mutual
information between pairs of proximity types. The entropy of a sequence S is defined as:
where p(sJ is the probability of the i-th symbol in the alphabet, I. Let P;;(k) be the joint probability of finding symbols i and j separated (in that order) by k positions in the sequence. Let p;
and Pi be the respective probability of symbol i and j in the sequence. For a given distance between words, say k, the mutual information is defined as follows [29] :
Weiss & Herzel [30] approximated the mutual information as :
Based on this, they defined correlation functions C-b -( k) as a linear combination of the distances above:
The weights a; and bj are binary digits (0 or 1). When
given separation parameter, k we computed the mutual information for all proximity values from i, 2, ... , k.
Proximity Patterns
In some sense, the above features considered summary or global information about the word proximities in a given document. They did not pay much attention on the context of these pair-wise proximities, and hence may not be able to capture some local variability in the sentiments being expressed by an author. Yet, the sentiment of the overall document could depend critically on how the word polarities are changing within a small segment of the text, for example, the concluding part. To capture this observation, we defme proximity patterns, which are essentially a binary sequence describing the polarity of the words used in the document. We then consider N-Iength blocks of this proximity patterns, and use these for classification. In this work, we considered N=2, 3, and 5. The number of patterns obtained follows a power of 2.
For example, with N=2, we have 4 patterns (++, +-, -+, --), and with N=3, we have 8 patterns (+++, ++-, +-+, +--, -++, -+-, --+ , ---) .
C. Sentiment Classification Techniques
We applied three sentiment classification techniques on the extracted proximity features. We describe the classification methods briefly below.
1. Unsupervised Approach
For the unsupervised approach we sum all the occurrence of Positive-Positive, Negative-Negative and Positive-Negative word pairs. As we mentioned earlier our distance range is I-100. So, after that we automatically calculated the cumulative probability from range 1-100 for all three pairs (Positive Positive, Negative-Negative and Positive-Negative) that we considered, we then perform classification. We have three classes: Positive, Negative or Undefined. We calculated the difference of cumulative probability between Positive-Positive and Negative-Negative pairs and based on the result we performed classification. We have used three classification thresholds 0, 0.025, 0.05. The classification scheme is described as follows:
Cumulative Probability=CP
Classification threshold '"[=0, 0.025, 0.05
This is a supervised approach, with training and testing phases. Our corpus contains 1400 movie reviews taken from [27] . For this approach from the 1400 (700 positive and 700 negative) movie reviews we randomly selected 1000 reviews (500 positive and 500 negative) for system training and 400 reviews (200 positive and 200 negative) for system testing. As described earlier, using the Stone Dictionary we calculated polarity of both testing and training reviews. Using the training set, we compute the mean and median position in the feature space. We compute these separately for the positive and negative reviews. Let the mean (or median) feature vectors for the training set be: P++, P+-, P--for the positive reviews in the training set. Similarly, let N++, N+-, N--be corresponding feature vectors for the negative reviews in the training set. For a given test review, we let T ++, T +-, and T --be the corresponding feature vectors. Here ++, +-and --denote (positive-positive), (positive-negative) and (negative-negative) word-pairs respectively. To perform classification, we then compute the distance between the test vectors and the respective negative and positive mean (or median) vectors. Suppose A is a test vector and B is a mean (or median) vector.
Let 0 (A, 8) be a distance measure between A and 8 (we have used the Euclidian distance). We then perform classification as follows:
d+ = a.D(T++,P++) +p.D(T--,P--)+y. D(T+-,P+-) d-= a.D(T++,N++) +p.D(T--,N--)+y. D(T+-,N+-)
Classify as Positive if d+:::: d-
Classify as Negative if d+ > d-
Result of this scheme is available in section IV.B. Here, a, p, y are three different weights with a+p+y=l. We tested between the ranges of 0 to 1 within an interval of 0.02. By using different values for a, p, y, we can place emphasis on certain word proximity types in the overall classification. Example, using y =0 will mean that we wish to ignore the impact of the positive-negative (and negative-positive) word pairs. For y =0 we obtain results as presented in section IV.B point 2. For u=O, �=O we obtain results shown in Table II & III (1 a) . For �=O, y =0 we obtain result presented in Table II & III (lb). For u=O, y =0 we obtain results presented in Table II & III (Ic).
Machine Learning Approach
We also tested with six machine learning algorithms, namely NaIve Bayes (NB), Support Vector Machines (SVM), k Nearest Neighbor (KNN), J-48, multilayer perceptron, and logistic regression. Basically, we extract the proximity patterns from the text, and pass them to the given machine learning algorithm. We used machine learning methods as implemented in WEKA-Waikato Environment for Knowledge Analysis [34] .
IV. RESULTS AND DISCUSSION
To measure the performance of the proposed method, we used the movie review polarity dataset vl.O [27]. Our programs are written in C, Python & MA TLAB programming environment. For the machine learning algorithms we used the tool WEKA. Given the limited space, we report results for only the unsupervised and machine learning approaches.
A. Unsupervised Approach
For the unsupervised approach, we use some calculations on the features of polarity words and make decisions on the overall polarity of the document, without initial training. For this approach we used 100 positive reviews and 100 negative reviews from our movie review corpus. Reviews are randomly selected. The results of our experiment are presented in Table 1 . From the table, we can see that the highest precision is 69% at 1=0.05 and recall is 67% at 1=0. 2. For this scheme we found that overall accuracy by considering mean is 63.66% and overall accuracy by considering median is 66%.
C. Machine Learning Approach
The followings are the results of machine learning approach using the three proposed proximity-based features.
Proximity Distributions: Here we have considered different bins and after that we pass the proximity distributions to WEKA for machine learning classification. Table IV shows the best performance for different machine learning algorithms, using proximity distribution with 1 bin, 9 bins, 10 bins and 100 bins. The table shows that here the highest accuracy rate is 69.5% produced using KNN algorithm for 10 bins. 
63.75% (NB)
Mutual Information. Figure 3 shows the result of using the mutual information between proximity types for different values of B (the number of bins) from 2 to 100. Best accuracy rate was 68.25% obtained at B=75. Table V shows the accuracy rate obtained using proximity patterns, for different values of N (the pattern length). Our observation from the movie reviews is that, using say proximity patterns with polarity, the predominantly positive patterns (example, +++++, ++++-, etc,) tended to dominate, even for documents with overall negative sentiment. What this means is that, even when people have negative opinion about a subject, they still use a lot of words with positive polarity in expressing themselves. But a human reading the text will still be able to pickup the overall sentiment, in spite of the use of words with positive polarity. This observation also implies that we may need to assign appropriate weights to the polarity patterns, before using them in decision making. Figure 4 shows the impact of feature weighting on the performance of proximity patterns, using N=5. From the 32 original patterns, we selected 12 patterns, as follows:
Predominantly Positive:
Predominantly Negative:
Weights were then applied only to the predominantly positive patterns. The variation of the performance as a function of the applied weights is shown in Figure 4 . Clearly, the weights have a significant impact on the overall performance.
! 56 This final result with proximity features can be compared with those from current state-of-the-art algorithms on the same or similar movie review data set. This is shown in Table VIII . From the table, it is clear that sentiment classification of movie reviews is still a challenging problem. In [32] accuracy rate is 81 % because they used cross-domain models with lexicons that are similar to the target domain's lexicon. They build their model using lexicon similarity. In [33] the authors used polarity shifting technique. They train their system with word-wise and sentence-wise learning, they used hybrid model, and also experimented with a number of features like baseline, bag-of-words, simple voting, negative voting, hybrid bag-of-words etc. The above mentioned papers used a number of features for their experiments. However, with only the proximity-based feature we achieved 72.5% accuracy rate. Combining this new feature for sentiment analysis with other standard approaches, such as part-of-speech (PaS) tagging, bag-of-words (BOW)s, phrases or higher-order n-grams will no doubt lead to further improvements.
TAB LE VIII.
COMPARISON WITH STATE-OF -THE-ART ALGORITHMS
Different Methods
Accuracy (%)
Corpus-based classifier with a lexicon-based system trained 68.5% on WordNet [31] 
72.5%
Last numbers m bracket mdlcate year published.
V.
CONCLUSION ANO FUTURE WORK
The goal of this work was to study a new methodology for sentiment analysis, and to evaluate its specific performance on real-world data sets. To achieve this goal, we proposed three different proximity-based features, namely, proximity distributions, mutual information between proximity types, and proximity patterns. We then performed sentiment classification using only the proximity based features. We showed our experimental results on the three features with different classification techniques. The empirical results show that proximity-based sentiment analysis is able to extract sentiments from a specific domain, with performance comparable to the state-of-the-art. We specifically wanted to understand the performance of this approach, independent of other features that have been proposed for sentiment analysis. At 72.5% classification rate using just the proposed proximity features, the results are very encouraging. Equally important is the fact that the proximity features are quite different from other proposed features for sentiment analysis. Thus, given that the proximity features share little with the popular features used by other methods, such as bag of words, and n-grams, it means that combining the proximity features with these other features will likely lead to more improvement in performance.
Our methodology is affected by the polarity dictionary that we used. If the dictionary is not correct enough, or not large enough, the result could be significantly impacted. Thus, for future work we suggest to generate a dictionary from the corpus. The results could be further improved if instead of only words we consider phrase polarity and phrase proximity. It will be interesting to study the impact of text segmentation on the results, with both overlapping and non-overlapping blocks. As another interesting future work, one can observe the sequential nature of proximity patterns, implying that other well-known pattern analysis methods (such as Hidden Markov Models (HMM) or pattern matching automaton) can be applied for learning the sentiments based on the proximity patterns.
