Abstract Machine-learning algorithms are applied to explore the relation between significant flares and their associated CMEs. The NGDC flares catalogue and the SOHO/LASCO CME catalogue are processed to associate X and M-class flares with CMEs based on timing information. Automated systems are created to process and associate years of flare and CME data, which are later arranged in numerical-training vectors and fed to machine-learning algorithms to extract the embedded knowledge and provide learning rules that can be used for the automated prediction of CMEs. Properties representing the intensity, flare duration, and duration of decline and duration of growth are extracted from all the associated (A) and not-associated (NA) flares and converted to a numerical format that is suitable for machine-learning use. The machine-learning algorithms Cascade Correlation Neural Networks (CCNN) and Support Vector Machines (SVM) are used and compared in our work. The machine-learning systems predict, from the input of a flare's properties, if the flare is likely to initiate a CME. Intensive experiments using Jack-knife techniques are carried out and the relationships between flare properties and CMEs are investigated using the results. The predictive performance of SVM and CCNN is analysed and recommendations for enhancing the performance are provided.
2001). The importance of space weather is increasing as more human activities take place in space, and as more reliance is placed on communications and power systems.
The most dramatic solar events affecting the terrestrial environment are solar flares and Coronal Mass Ejections (CMEs) (Koskinen et al., 2001) . These are two types of solar eruptions that spew vast quantities of radiation and charged particles into space (Lenz, 2004) . Earth environment and geomagnetic activity are affected by the solar wind. The interplanetary magnetic field (IMF) creates storms by injecting plasma into the Earth's magnetosphere. Geomagnetic storms are correlated with CMEs (Wilson and Hildner, 1984) and predicting CMEs can be useful in forecasting space weather (Webb, 2000) . Major solar flares can also seriously disrupt the ionosphere and in order to guarantee that humans can work safely and effectively in the space, the forecast of strong solar flares is also important (Kurokawa, 2002) .
There is a lack of clear definitions for solar features, which increases the difficulty of designing automated detection and processing systems. Data volumes will soon increase 1000 to 10 000 times because of recent space mission launches (Hinode and STEREO). Extracting useful knowledge from this vast amount of data and trying to establish useful connections between data relating to different time periods is very challenging. In addition, large-scale and automated data mining and processing techniques that integrate advanced image processing and machine-learning techniques have not been fully exploited to look for accurate correlations between the occurrences of solar activities (e.g. flares and CMEs) and solar features observed in various wavelengths.
Despite recent advances in solar imaging, machine-learning and data mining have not been widely applied to solar data. However, very recently, several learning algorithms (i.e. neural networks (NNs), support vector machines (SVMs), and radial basis functions (RBFs)) were optimised for the automated short-term prediction of solar flares and the results compared . These machine-learning-based systems accept two sets of inputs: The McIntosh classification of sunspot groups and real-time simulation of the solar cycle. Fourteen years of data from the sunspot and flare catalogues of the National Geophysical Data Center (NGDC) were explored to associate sunspots with their corresponding flares based on timing information and NOAA numbers. Borda et al. (2002) described a method for the automatic detection of solar flares using the multi-layer perceptron (MLP) with back-propagation training rule, where a supervised learning technique that required a large number of iterations was used. The classification performance for features extracted from solar flares was compared by Qu et al. (2003) using RBF, SVM, and MLPF methods. Each flare is represented using nine features. However, these features provide no information about the position, size and verification of solar flares. Qahwaji and Colak (2006) used NNs after image segmentation to verify the regions of interest as solar filaments.
The aim of this paper is to provide a platform for large-scale analysis, association, and knowledge extraction for CME and flare catalogues data. Data from the publicly available solar flare catalogue, which are provided by the NGDC, 1 are used in this study. NGDC keeps records of data from several observatories around the world and holds one of the most comprehensive publicly available databases for solar features and activities. The CME data are obtained from the SOHO/LASCO CME catalogue. This paper is organised as follows: Section 2 explores the associations between CMEs and other solar activities or features. Section 3 describes the design of the Computer Platform for CME Prediction. The practical implementation and evaluation of the system using machine-learning algorithms is discussed in Section 4. Concluding remarks and recommendations for future work are presented in Section 5.
CMEs and their Associations with Solar Activities and Features
CMEs are bursts of plasma ejected from the Sun. For years, solar flares were thought to be responsible for major interplanetary (IP) particle events and geomagnetic storms. However, space-based coronagraphs revealed the existence of CMEs (Tousey, 1973) . Since then there have been many studies to investigate how CMEs are initiated and triggered. A pioneering and controversial work by Gosling (1995) , argues that CMEs, not flares, were the critical element for large geomagnetic storms, interplanetary shocks, and major solar-energetic-particle events. This contradicts the findings of Lin and Hudson (1976) where the particles accelerated in big flares are thought to provide the energy for all of the later activities (i.e., CMEs and large energetic particles events). It is not clear whether there is a cause and effect relation between flares and CMEs and this uncertainty has driven most of the "solar flare myth" controversy (Cliver and Hudson, 2002) . We have conducted an extensive survey of CME associations with other solar features and have concluded that there have been limited studies containing large-scale processing and analysis of years of solar data to explore the associations between CMEs and other solar activities and/or features. From previous research it can also be shown that there is a degree of association between CMEs on the one hand and flares and erupting filaments/prominences on the other. The exact degree of association is not clear though because most of the available studies were carried out on a few years of data or on limited cases and using physics-based modelling. In some cases, contradicting findings are reported. Also data mining and machine learning have not been implemented before to verify this association and to represent it using computer-based learning rules that can be used to extract knowledge and provide predictions by analysing recent data in realtime. In this work the aim is to provide, for the first time, a machine-learning-based study to provide a new perspective on this long-standing problem in solar physics.
The Computer Platform Design for CME Predictions
We present a computer platform that analyses all of the available data from flare and CME catalogues to extract learning rules and then provide automated predictions for CMEs. Several different stages are involved in this work, as shown in Figure 1 and explained in the following sections. • If a CME is not recorded "α" minutes before or after the time a flare reaches its peak, then this flare is marked as not-associated (NA), otherwise it is marked as possibly-associated (PA).
• If a CME is recorded "β" minutes after the time a PA flare reaches its peak, then this flare is marked as an associated (A) flare.
After finding all of the associations, a numerical dataset was created for the machinelearning algorithms using associated and not-associated flares.
Creating the Associated Numerical Data Set
All of the CME and flare data for the period from January 1996 through December 2004 were processed, analysing data relating to 9297 CMEs and 19 164 flares. To determine the NA flares, the value of α was made equal to 150 minutes in all of the experiments. It is easier to determine if a CME is not associated with any flares rather than determine the level of association between every CME with flares based on timing information. To explore the different levels of associations, the association algorithm was applied with different values of β, as shown in Table 1 .
We associate CMEs with significant flares (i.e. X-and M-class flares) only. In previous work , an automated machine-learning system that provides short-term predictions for the occurrences of these significant flares was introduced. Our long-term goal is to determine the level of associations between CMEs and flares using machine-learning so that a hybrid system that integrates both systems can be designed. Associating CMEs with significant flares seems to be supported by the findings of Yashiro et al. (2005) , that all CMEs associated with X-class flares are detected by LASCO, while almost half the CMEs associated with C flares are invisible. They also concluded that the CME association rate increases with the increase of the X-ray brightness for flares starting from 20% for C-class flares (between C3 and C9 levels) and reaching 100% for huge flares (above X3 level). In addition, they found that faster (median 1556 km s −1 ) and wider (median 244°) CMEs are associated with X-class flares while slower (432 km s −1 ) and narrower (68°) CMEs are associated with disk C-class flares. Table 2 Description of each property that is used as an input node in the machine-learning algorithms.
Name Description

A
Intensity
The normalised numerical value of intensity of the flare (Intensity ×1000)
B
Flare duration
The normalised numerical value of the time difference in minutes between the ending and the starting times of the flare (Difference/120)
C
Decline duration
The normalised numerical value of the time difference in minutes between the ending and the peak times of the flare (Difference/120)
D
Incline duration
The normalised numerical value of the time difference in minutes between the peak and the starting times of the flare (Difference/120)
As shown in Table 1 , more CMEs are associated with flares as the value of β increases. The rate of increase in the number of associations is higher when β increases from 30 minutes to 60 minutes. The rates of increase are equal to 85%, 33%, and 23% when β increases from 30 to 60, from 60 to 90, and from 90 to 120, respectively. Since the increase in the association rate drops from 85% to 33% over a 60-minute difference, the value β = 60 was found to be most suitable for the experiments. By applying the association algorithm, with α = 150 minutes and β = 60 minutes, an associated data set consisting of 985 flares with 581 A flares and 404 NA flares was created. Possibly associated flares were not included in any of the data sets. As shown in Table 1 , 71 X-class flares and 510 Mclass flares were associated with CMEs, while 15 X-class flares and 389 M-class flares were not associated. Because machine-learning algorithms deal mainly with numbers, it was essential that appropriate numerical representations for A and NA flares were proposed and implemented. Properties such as intensity, starting time, peak and ending times of the flares can be extracted from the NGDC flares catalogue. However, it was hoped to include additional properties such as flare locations. Unfortunately a large number of the associated flares do not have locations included in the NGDC catalogues. Hence, it was decided to use the properties shown in Table 2 . Numerical representations of these properties are used later to construct input parameters for the training and testing stages of the machine-learning system. As it was not clear which properties are more important for machine-learning and for the prediction of CMEs, it was decided to carry out extensive experiments in order to determine the significance of each property for this application.
Practical Implementation and Results
After creating the associated data set, the training and testing experiments for the machinelearning algorithms were started. These experiments and the evaluation of prediction performance are explained below.
The Learning Algorithms and Techniques
The present study has compared the performances of Cascade Correlation Neural Networks (CCNNs) and Support Vector Machines (SVMs) which have both proven to be very effective learning algorithms for similar applications; see , where more information on the theory and implementation of these learning algorithms is given. All of the machine-learning/training and testing experiments were carried out with the aid of the Jack-knife technique (Fukunaga, 1990 ). This technique is usually implemented in order to provide a correct statistical evaluation of the performance of the classifier when implemented on a limited number of samples. The technique divides the total number of samples into two sets: a training set and a testing set. In practice, a random number generator is used to decide which samples are used for training the classifier and which are used for testing it. The classification error depends mainly on the training and testing samples used. For a finite number of samples, an error-counting procedure can be used to estimate the performance of the learning algorithms (Fukunaga, 1990) . In this work, all of the experiments were carried out using 80% randomly selected samples for training and the remaining 20% for testing. The CME-prediction performance is evaluated using ROC curves, as explained in Fawcett (2006) . Two performance indicators are used: the True Positive (TP) rate and the False Positive (FP) rate, calculated from Equations (1) and (2) 
FP rate = incorrect negative predictions total negatives .
In these equations: "correct positive predictions" is the total number of cases for which the system correctly predicts that a flare produces a CME; "incorrect negative predictions" is the total number of cases for which the system incorrectly predicted that a flare does not produce a CME; "total positives" is the sum of cases for which a flare produces a CME (number of associated cases used in testing); "total negatives" is the sum of cases for which a flare did not produce a CME (number of un-associated cases used in testing).
Optimising the Learning Algorithms
The prediction performances of CCNN and SVM are compared in order to determine which of these machine-learning algorithms is more suitable for this application. The learning algorithms were both optimised to ensure that their best performances were achieved. In order to find the best parameters and/or topologies for the learning algorithms, initial training and testing experiments were applied using the Jack-knife technique as explained previously. A total of 788 associated and not-associated flares were used for training. This constituted 80% of the total number of associated cases available. The remaining 197 associated and not-associated flares were used for testing. The results obtained are evaluated using the ROC analysis technique. It is also worth mentioning that all the reported TP and FP rates were obtained by averaging the rates from five Jack-knife experiments.
Optimising the CCNN
Colak and Qahwaji (2007) showed that CCNNs provided the optimum neural-network performance for processing solar data in catalogues. However, a CCNN should be optimised for the current application before it is used. The CCNNs used here consist of input, hidden, and output layers. The output layer consists of one output node which has a numerical value of 0.9 if a CME is predicted to occur and 0.1 if not. The number of input parameters/nodes and the number of hidden nodes in each experiment were changed to find the best inputs and their related topologies. The number of input parameters/nodes was varied from one to three and the number of hidden nodes was varied from one to twenty. The test results were recorded to provide an indication of the prediction rates for CMEs. The MATLAB neural network toolkit was used for these experiments. The optimisation experiments proceeded as follows: • The number of input features was varied from one to three.
• For each input feature the CCNN topology was varied by changing the number of hidden nodes from 1 to 20 and arranging the training and testing data based on the Jack-knife technique.
• For every topology, five experiments were carried out based on the Jack-knife technique and the average TP and FP values found.
• At the end of these experiments, 60 CCNN topologies resulting in 60 average TP and 60
average FP values were compared. The relations between the calculated values of TPs and FPs for different topologies are shown in Figure 2 . The optimum topology for each input feature was then determined from this graph by determining the point with the maximum perpendicular distance from the diagonal line in the northwest direction (Fawcett, 2006 ).
• In order to find the optimum classification threshold values that provided the best predictions, the threshold values were changed from 0 to 1 in steps of 0.01 for each input and their associated optimum topologies.
• For each threshold value, five experiments were carried out using the Jack-knife technique and average TP and FP values obtained.
• At the end of these experiments, a ROC curve was drawn and the optimum threshold values were found, as shown in Figure 3 .
The three best topologies are shown in Figure 2 and have three input nodes with three hidden nodes, two input nodes with 19 hidden nodes and one input node with two hidden nodes. The classification thresholds were found for these three topologies to draw their ROC curves, which are shown in Figure 3 . As shown in this figure, a CCNN with three input nodes and three hidden nodes with a classification threshold of 0.56 gives the best results for CME prediction as it provides 0.63 TP rate and 0.43 FP rate.
Optimising the SVM
Again, the SVM classifier should be optimised before comparing its performance to that of the CCNN. For the reasons mentioned in , it was decided to use the ANOVA kernel. This requires optimising the values of Gamma and Degree and the classification threshold afterwards. The "MySVM" 2 software was used for the experiments. The optimisation experiments were started by arranging the learning data into one, two, and three inputs. The optimisation process for SVM proceeded as follows:
• The number of input features was varied from one to three.
• For each new input, the degree value was varied from one to ten in steps of one and for each degree value the gamma value was varied from ten to 100 in steps of ten. • For each of these 100 iterations, five experiments were carried out using the Jack-knife technique and the average TP and FP values recorded.
• At the end of these experiments, the average TP and FP values obtained for 300 SVM configurations were compared. These values were plotted to find the optimum degree and gamma values to use with the ANOVA kernel. The relation between TPs and FPs for different inputs and different topologies are shown in Figure 4 and were used to determine the optimum SVM configuration.
• In order to find the optimum classification thresholds that provide the best prediction for the optimum SVM topologies, the threshold values were changed from 0 to 1 in steps of 0.01 for every input and their selected optimum topologies.
• For each threshold value, five experiments were carried out using the Jack-knife technique and the average TP and FP values calculated.
• At the end of these experiments the ROC curve was drawn and the optimum threshold values found as shown in Figure 5 .
As can be seen by inspection of Figures 4 and 5 , an SVM classifier that accepts three inputs with Degree and Gamma values of 8 and 90 respectively and a classification threshold value of 0.83 provides the best prediction performance. This SVM configuration provides TP and FP rates of 0.73 and 0.53 respectively.
Comparing the Prediction Performances
The results show that both classifiers perform better when three inputs are used. In general, there has been an increase in the prediction rate with the addition of more discriminative input features. However, the initial experiments indicate that adding the incline duration of flare (property D in Table 2 ) does not improve the prediction performance. It should also be noted that property D can be calculated by subtracting the decline duration from the total Table 2 ). From the perspective of machine-learning, this could be the reason behind its insignificance. It can be also said that the time needed for a flare to reach its peak intensity is not very important in terms of CME predictions using machinelearning. The experiments also indicate that the decline duration for the flare (property C) is more important for CME prediction than the total flare duration (property B). This means that decline duration of the flare is very important for determining the probability of CME occurrence and this coincides with the findings of Yashiro et al. (2006) . As shown in Figure 3 , a CCNN with three input nodes and three hidden nodes with a classification threshold of 0.56 gives the best results for CME predictions as it provides 0.63 TP rate and 0.43 FP rate.
As can be seen from Figures 4 and 5, a SVM classifier that accepts three inputs with Degree and Gamma values of 8 and 90 respectively and a classification threshold value of 0.83 provides the best prediction performance. This SVM configuration provides TP and FP rates of 0.73 and 0.53 respectively.
It has been concluded that the optimum SVM classifier provides TP and FP rates of 0.73 and 0.53 respectively. This is a more liberal performance (Fawcett, 2006) compared to the optimum CCNN. On the other hand, a more conservative performance is provided by the optimum CCNN with TP and FP rates of 0.63 and 0.43 respectively. SVM classifier generates higher positive predictions compared to CCNN, but it also produces higher rates of false alarm predictions. If a real-time system is to be designed, then choosing the right classifier will depend mainly on the objectives and domain of application for this system. This is something that we intend to investigate further in the near future.
Further Investigation of Catalogue Data
It was decided to conduct further learning experiments with the classifiers to improve the prediction performance. Due to limitations of the data available in the flare catalogues, it is not practical to input more flare properties to the SVM and hence to modify the learning data. Because the current work deals only with catalogued data, the obvious remaining option is to modify the association rules to reduce the number of falsely associated CMEs by exploring other features provided in the CME catalogue. The Measurement Position Angle (MPA) in the CME catalogue was used in further experiments to provide indications of the locations of associated flares. The rules of association, which are explained in Section 3, have been modified to include MPA as a second criterion of comparison besides timing. Applying this extra feature has reduced the number of associated flares. The new set, obtained using parameter values α = 150 minutes and β = 60 minutes, consists of 405 A flares and 404 NA flares. The number of NA flares did not change because the previously associated flares were treated, just based on timing, as possibly associated. The optimisation and learning experiments were carried out as explained in Section 4. At the end of these experiments the optimum configuration obtained for a three input SVM was 8, 90, and 0.72 for Degree, Gamma, and Classification Threshold, respectively. This configuration provides TP and FP rates of 0.74 and 0.59 respectively. On the other hand the optimum topology for a CCNN is three input nodes, with three hidden nodes and a classification threshold of 0.47. This topology generates TP and FP rates of 0.71 and 0.46 respectively.
Its obvious from these results that the prediction performance for both classifiers have been improved and the FP rate has been reduced despite the fact that MPA provides a very limited indication of the location of the associated flare and is a very coarse measure to use. Using this feature enabled the association sets to be refined and hence eliminate some of the false associations, which produced some improvement in the prediction performance.
Conclusions and Future Research
In this paper, a machine-learning-based system that analyses flare and CME data is introduced. This system analyses all data records in the NGDC flare catalogues and the SOHO/LASCO CME catalogue and applies an association algorithm to associate flares with their corresponding CMEs based on timing information. In this work, the CCNN has been used because of its efficient knowledge extraction and generalisation performance for the processing of solar data . The SVM was also used because of its outstanding classification performance, which has been reported in Acir and Guzelis (2004) , Pal and Mather (2004) , Huang et al. (2004) , and Distante, Ancona, and Siciliano (2003) to outperform neural networks.
To determine the optimum configurations for the CCNN and SVM classification systems that were used in this work, many experiments were carried out changing the numbers of input nodes and hidden nodes for the CCNN and the values of Gamma and Degree for the SVM. Different classification thresholds were tested for both classifiers to determine the optimum configurations based on ROC curves. The Jack-knife technique was used in all these experiments as described in Section 4.1.
All the reported flares and CMEs between 01 January 1992 and 31 December 2004 have been investigated. The association software has associated 581 M and X soft X-ray flares with corresponding CME groups and highlighted another 404 significant flares as not associated with any CMEs. These associations are for parameter values α = 150 minutes and β = 60 minutes. After finding the optimum configurations for SVM and CCNN, it was found that SVM provides a more liberal performance as it provides a better CME prediction performance with a higher number of false alarms.
It is believed that this work is the first to introduce a fully automated computer platform that can verify the associations between significant flares and CMEs using machine-learning. This work enables the representation of this association using computerised learning rules and is a first step towards constructing a fully automated computer platform that would provide short-term prediction for the possible eruptions of CMEs. These learning rules are a computerised representation of the experts' knowledge that is embedded in the CME and flare catalogues. Nevertheless, two promising areas for future work are suggested for the following reasons.
1. The current work has associated only a small percentage of CMEs with significant flares (M and X-class flares). However, the largest association rate is for CMEs and C-class flares, as shown in Table 1 . In future work the associations for B and C-class flares will be investigated as well. 2. The predictive performance is not as high as we think it could be because:
(a) From Section 2, it is clear that CMEs can be associated with either flares or erupting filaments/prominences. However, in this study, CMEs were associated only with flares, and erupting filaments/prominence are not considered. To enhance the prediction accuracy, the CMEs that are associated with eruptive filaments have to be considered as well. For example, on 21 March 1999 a filament erupted from the southern boundary of NOAA AR 8494. This filament erupted between 12:35 and 14:30 UT. Its associated CME first appeared in the field of view of LASCO C2 at 15:54 UT, and later in LASCO C3 at 17:42 UT. This CME was not associated with any significant X-ray flare or Hα flare, according to the study by Yun-Chun, Le-Ping, and Li-Heng (2006) . This confirms the result provided by the association algorithm presented here, which identifies this case as a not associated CME. (b) The initial association between flares and CMEs in the present work depends mainly on temporal analysis. As explained in Yashiro et al. (2006) this may lead to false associations. Adding the MPA to refine the associations has improved the CME prediction rates. This suggests that more discriminating features are required to improve the performance further and to enhance the accuracy of the learning data. Most of the data provided by the flare and CME catalogues have been considered in the present study but other sources of data such as images, especially lower corona images obtained by EIT and SXT, should be investigated as well. There is only a small difference in the visibility of frontside and backside CMEs, which makes it very hard to distinguish between them using only coronagraph observations (Yashiro et al., 2006) . To overcome this difficulty it would be necessary to confirm that a CME originates from the frontside by checking the lower corona images obtained by EIT and SXT. This will be investigated in future work. GOES X-ray images will be investigated as well.
