Abstract. A simple digraph describes the off-diagonal zero-nonzero pattern of a family of (not 1 necessarily symmetric) matrices. Minimum rank of a simple digraph is the minimum rank of this 2 family of matrices; maximum nullity is defined analogously. The simple digraph zero forcing number 3 is an upper bound for maximum nullity. We establish cut-vertex reduction formulas for minimum 4 rank and zero forcing number for simple digraphs. We analyze the effect of deletion of a vertex on 5 minimum rank or zero forcing number, and characterize simple digraphs whose zero forcing number 6 is very low or very high. Keywords. zero forcing number, maximum nullity, minimum rank, simple directed 8 graph, simple digraph 9
can be performed, so Z(Γ) ≥ 2. Since {1, 2} is a zero forcing set, Z(Γ) = 2. In fact,
112
{1, 2} is the unique minimum zero forcing set, because neither {1, 3} nor {1, 4} is a 113 zero forcing set. Observe that deg − (2) = 1, but vertex 2 is in the unique minimum 114 zero forcing set.
115
In Sections 2 and 3 we analyze the effect that deletion of a vertex or an arc has 116 on the minimum rank and the zero forcing number, respectively. In those sections
117
we also establish cut-vertex reduction formulas for minimum rank and zero forcing 118 number. In Section 4, we characterize simple digraphs whose zero forcing number is very low or very high, and relate this to extreme values for minimum rank and 120 maximum nullity.
121
2. Vertex spread and cut-vertex reduction for minimum rank. The ter-122 minology for spreads in the literature is that 'rank spread' means the spread of mini-123 mum rank when deleting a vertex, whereas the spread of minimum rank when deleting 124 an edge is called 'rank edge spread,' and we follow this convention. 
131
We will often partition an n × n matrix A into a 2 × 2 block matrix as (respectively, (v, v j ) ∈ E) for all j = 1, . . . , n − 1. 
146
The spread type of Γ at vertex v, denoted by type v (Γ), is the subset of {C, R} such 147 that C ∈ type v (Γ) if and only if Γ satisfies condition (C), and similarly for (R). 
157
In this case, type v (Γ) = {C, R}.
158
(2) r v (Γ) = 1 if and only if one of the following is true. 
161
(ii) type v (Γ) = {R}. In this case, there exists A ∈ M(Γ) of the form 
176
Proof.
177
(1) Since z ∈ range A if and only if there exists x such that z = A x, conditions (1) and (2),
198
and the equivalent characterization is clear.
199
The following three examples show all four possibilities for type v (Γ) may occur 
224
By considering the last two columns, we see that rows one and two are linearly 225 independent since a, c = 0. We assume that rank A = 2 to derive a contradiction. In 226 this case, row three must be a linear combination of rows one and two. Therefore,
227
since d, e = 0, we must have x, y = 0. Since row four must also be a linear combination 228 of rows one and two, we must have g = w = 0, which contradicts the fact that g = 0.
229
This contradiction proves rank A ≥ 3 and thus completes the argument. 
for some k = .
250
Proof. By ordering the vertices so that v is the first vertex, the vertices of W 1 are 251 next, then the vertices of W 2 , etc., a matrix A ∈ M(Γ) can be written in the form
where
. . , h. It suffices to prove Cases (1) and (2).
254
Case 1: Suppose r v (Γ j ) = 0 for all j = 1, . . . , h. By Theorem 2.4, we can find
We can then construct a matrix as in (2.2) with a = h j=1 a j . Thus, z ∈ range A , w ∈ range A T , and
By Theorem 2.4, there exists a matrix A of the form (2.2) such that rank A = 261 mr(Γ − v), z ∈ range A , and w ∈ range A T . Therefore, for each j, z j ∈ range A j , 
and z j ∈ range A j . Then we can construct a matrix of the form (2.2), where
. . , h we can find matrices
and rank A k = mr(Γ k ) = mr(Γ k − v) + 1. Again we can construct a matrix of the
T , and
Conversely, suppose r v (Γ) = 1. First we show that for all j, r v (Γ j ) ≤ 1. So 280 suppose there exists a subgraph Γ k such that r v (Γ k ) = 2. Let A be of the form
285
In case (I), 
295
Partition A as in (2.2). Since
for all j, which implies that
299
(ii) type v (Γ) = {R}, follows similarly to (i). 
342
The case r v2 (Γ 2 ) = 2 or r v2 (Γ 2 ) = 1 and R ∈ type v2 (Γ 2 ) is similar.
343
Now suppose r v2 (Γ 2 ) = 0, and r v1 (Γ 1 ) = 0 or r v1 (Γ 1 ) = 1 with C ∈ type v1 (Γ 1 ).
344
Then mr(Γ 1 ) = mr(Γ 1 ) + 1 by Lemma 2.10, so r v2 (Γ 1 ) = mr(Γ 1 ) − mr(Γ 1 ) = 1. 3. Vertex spread, cut-vertex reduction, and arc spread for zero forcing.
357
In this section we examine the effect of deleting a vertex or an arc on zero forcing 358 number, and obtain a cut-vertex reduction formula for Z(Γ). rected graph G has on zero forcing number is studied in [6] , where the zero spread of
. Similarly, we define the zero spread 
398
Lemma 3.6. Let Γ be a simple digraph with a cut-vertex v.
400
Lemma 3.7. Let Γ be a simple digraph with a cut-vertex v.
402
Although there are similarities between the proofs of the simple digraph cut-vertex 
If for all j ≥ 2, v does not force any vertex of Γ j , then B j is a zero forcing set for
Without loss of generality we may assume v forces w for some w ∈ V (Γ 2 ).
426
Furthermore B 2 := B 2 ∪ {v} is a zero forcing set for Γ 2 . Since v can perform at most 427 one force, B j is a zero forcing set for Γ j − v for j = 3, . . . , h. Thus
We must have equality throughout, implying forcing set for Γ 2 . For j = 3, . . . , h, choose minimum zero forcing sets B j for Γ j − v.
438
Then B = B 1 ∪ (B 2 \ {v}) ∪ B 3 ∪ · · · ∪ B h is a zero forcing set for Γ and since Since (u k , v j ), (u k , u k+1 ), (v i , u ), (v i , v i+1 ) ∈ E(Γ) and v j , u k+1 , u , v i+1 are currently 515 white, neither u k → u k+1 nor v i → v i+1 can occur, contradicting the fact that B is a 516 zero forcing set.
517
Now suppose Γ is a digraph of two parallel Hessenberg paths, where the two paths 518 are (u 1 , . . . , u r ) and (v 1 , . . . , v s ). We claim that {u 1 , v 1 } is a zero forcing set for Γ,
519
and thus Z(Γ) ≤ 2. We color u 1 and v 1 blue. Starting with k = 1, perform the forces 520 u k → u k+1 until we reach a value k for which we cannot perform the force u k → u k+1
521
(or until all of the vertices u 1 , . . . , u r are blue). Unless all the vertices u 1 , . . . , u r are 522 blue, there is an index j > 1 such that (u k , v j ) ∈ E(Γ). Next, we perform the forces 523 v i → v i+1 until we reach a value of i for which we cannot perform the force u i → u i+1 
533
(1) mr(Γ) = 1 (or equivalently M(Γ) = n − 1).
534
(2) Z(Γ) = n − 1. 
