Features play an important role in most prediction tasks of ecommerce recommendations. To guarantee the consistence of offline training and on-line serving, we usually utilize the same features that are both available. However, the consistence in turn neglects some discriminative features. For example, when estimating the conversion rate (CVR), i.e., the probability that a user would purchase the item after she has clicked it, features like dwell time on the item detailed page can be very informative. However, CVR prediction should be conducted for on-line ranking before the click happens. Thus we cannot get such post-event features during serving, although they can be recorded for off-line training.
INTRODUCTION
In recent years, deep neural networks (DNNs) [3, 4, 9, 19, 25, 37] have achieved very promising results in the prediction tasks of recommendations. However, most of these works focus on the model aspect. While there are limited works except [3, 4] paid attention to the feature aspect in input, which essentially determine the upper-bound of the model performance. In this work, we also focus on the feature aspect, especially the features in e-commerce recommendations.
To ensure the consistence of off-line training and on-line serving, we usually use the same features that are both available in the two environments in real applications. However, a bunch of discriminative features, which are only available at training time, are thus abandoned. Taking conversation rate (CVR) estimation in e-commerce recommendations as an example. Here we aim to estimate the probability that the user would purchase the item if she clicked it. Features describing user behaviors in the clicked detail page, e.g., the dwell time on the whole page, whether viewing the comments or not, whether communicating with the seller of not, etc., could be very helpful in CVR estimation. However, these features cannot be utilized for on-line CVR prediction in recommendation, because it has to be done before any click happens. Although such post-event features can indeed be recorded for off-line training. In consistent with the learning using privileged information [30, 31] , here we define the features that are discriminative for prediction tasks but only available at training time, as the privileged features.
A straightforward way to utilize the privileged features is multitask learning, i.e., by predicting each feature with an additional task. However, in the multi-task learning, each task does not necessarily satisfy a no-harm guarantee (i.e. privileged features can harm the learning of the original model). More importantly, the no-harm guarantee will very likely be violated since estimating the privileged features might be even more challenging than the original problem [18] . From the practical point of view, when using dozens of privileged features at once, it would be very challenge to tune all of the tasks.
Inspired by the privileged information distillation technique [22] , here we propose privileged features distillation (PFD) to take advantage of such features. We train two models, i.e., a student and a teacher model. The student model is the same as the original one, which processes the only features that are both available for off-line training and on-line inference. The teacher model processes all of the features, which include the privileged ones. Knowledge distilled from the teacher, i.e., the soft labels in this work, is then used to supervise the training of the student in addition to the original hard labels, i.e., {0, 1}, which additionally improves its performance. During on-line serving, only the student part is extracted, which relies on no privileged features as the input and guarantees the consistence with training. In PFD, the privileged features are combined in a more appropriate way for the prediction task. Generally, adding more privileged features will lead to more accurate prediction. Besides, PFD only introduces one extra distillation loss no matter what the number of privileged features is, which is much easier to balance.
PFD is different from the commonly used model distillation (MD) [2, 11] . In MD, both the teacher and the student are processing the same inputs. And the teacher uses models with more capacity than the student. For example, the teachers can use deeper networks to instruct the shallower students [17, 36] . Whereas in PFD, the teacher and the student are using the same models but differ in the inputs. We give an illustration on the difference in Figure 1 . In this work, we are to apply PFD in Taobao recommendations. We conduct experiments on two fundamental prediction tasks by utilizing the corresponding privileged features. The contributions of this work are summarized as follows:
• We identify the privileged features existing in e-commerce recommendations. And we propose PFD to utilize them. As far as we know, this is the first work of fully exploiting the potential of such features, which are usually neglected in current recommendation systems.
• By applying PFD, we improve the performance of the original model, i.e., the student in the distillation framework, while not disturbing its inference during serving. Different from the widely used MD by distilling knowledge from more complex models, we are utilizing the much less explored privileged information distillation [22] , e.g., by distilling from the privileged features described above. We find that the two distillation techniques are complementary, and could be combined to acheive further improvements.
• Under the huge-scale industry data, it could take very long time for the cumbersome DNN model to converge. Thus it is impractical to adopt distillation technique until the teacher has converged as traditionally does. Here we instead train the teacher and the student synchronously [1, 35, 36] . To stablize the training, we propose an adaptive update scheme, see, i.e., Algorithm 1. Besides, we share the embeddings for regular features that are both processed by the teacher and the student. After these modifications, PFD can reach comparable training speed as the original one without any distillation techniques, meanwhile giving much better results.
• We conduct experiments on two fundamental prediction tasks at Taobao recommendations, i.e., CTR prediction at [11] and privileged features distillation (PFD) proposed in this work. In MD, the knowledge is distilled from the more complex model. While in PFD, we are distilling the knowledge from the privileged features.
coarse-grained ranking and CVR prediction at fine-grained ranking. By distilling the interacted features that are prohibited due to efficiency requirement for CTR at coarse-grained ranking and the post-event features for CVR as introduced above, we are able to make significant improvements over the strong baselines used currenty in Taobao.
RELATED DISTILLATION TECHNIQUES
Before giving detailed description of our PFD, we will firstly introduce the distillation techniques [2, 11] . Overall, the techniques are to help the non-convex student models to train better. For model distillation, we can typically write the objective function as follows:
where f t and f s are the teacher model and the student model, respectively. L s denotes the student pure loss with the known hard labels y and L d denotes its loss with the soft labels produced by the teacher. λ ∈ R + is the hyper-parameter to balance the two losses. [28] . By adding the distillation loss, f s will also approximate the soft prediction from f t . By softening the outputs, f s is more likely to achieve better generalization performance. Typically, the teacher model is more powerful than the student model. Teachers can be the emsembles of several models [2, 11, 35] , or DNNs with more neurons [29] , more layers [17, 36] , or even broader numerical precisions [24] than students. There are also some exceptions, e.g., in the work of [1] , both of the two models are using the same structure and learned from each other, with difference only in the initialization and the orders to process the training data.
As indicated in Eq.(1), the parameter W t of the teacher is fixed across the minimization. We can generally divide the distillation technique into two steps: firstly train the teacher with the known labels y, then train the student by minimizing Eq.(1). In some applications, the models could take rather long time to converge, thus it is impractical to wait for the teacher to be ready as Eq.(1). Instead, some works try to train the teacher and the student synchronously [1, 35, 36] . Besides distilling from the final output as Eq. (1), it is possible to distill from the middle layer, e.g., Romero et al. [27] try to distill the intermediate feature maps, which help to train a deeper and thinner network.
In addition to distilling knowledge from more complex models, Lopez-Paz et al. [22] propose to distill knowledge from privileged information
Privileged information distillation is proposed to utilize X * that is only available at training time. In the work of [8] , Garcia et. al. extends the technique to action recognition, where they learn representations from depth and RGB videos, while relying on RGB data only at test time. Although being promising, privileged information distillation is much less explored in real applications. In this work, we further extend it to the prediction tasks in recommendation.
PRIVILEGED FEATURES IN TAOBAO RECOMMENDATIONS
To have better understanding of the privileged features exploited in this work, we firstly give an overview of Taobao recommendations in Figure 2 . As usually done in industry recommendations [4, 21] , we adopt the cascaded learning framework. There are overall three stages to select/rank the items before presenting to the user, i.e., candidate generation, coarse-grained ranking, and fine-grained ranking. To make a trade-off between efficiency and accuracy, more complex and effective model is adopted as the cascaded stage goes forward, while with the expense of higher latency to scoring the items. In the candidate generation stage, we choose around 10 5 items that are most likely to be clicked or purchased by one user from the huge scale corpus. Generally, the candidate generation is mixed from several sources, i.e., collaborative filtering [7] , the DNN models [4] , etc. After the candidate generation, we adopt two stages for ranking, where the PFD is applied in this work. Here we adopt a cascaded learning framework to select/rank items before presenting to users. At coarse-grained ranking, the interacted features, although being rather discriminative, are prohibited as they greatly increase the latency at serving. Some representative features are illustrated in the lower part of the figure.
In the coarse-grained ranking stage, we are mainly to estimate the CTRs of all items selected by the candidate generation stage, which are then used to select the top-k highest ranked items for the next stage. The inputs of the prediction model mainly consist of three parts. The first part is the user behavior, which records the history of her clicked/purchased items. As the user behavior is in sequential, RNNs [10, 12] or self-attention [16, 32] is usually adopted to model the user's long short-term interests. The second part is the user features, which contain user id, age, gender, etc. Across this work, all features are in one-hot encodings and we learn an embedding for each one 1 . We then concatenate the projected embeddings of all features into a long vector. The third part is the item features, which contain item id, category, brand, etc. Feature processing in this part also follows the same as the user ones.
At coarse-grained ranking stage, the complexity of the prediction model is strictly restricted, in order to grade tens of thousands of candidates in milliseconds. Here we utilize the inner product model [14] to measure the item scores:
where the superscript u and i denote the user and item, respectively. X u denotes a combination of user behavior and user features. Including the dwell time that is not shown, these features are rather informative for CVR estimation. However, during serving, we need to use CVR to rank all candidate items as shown in left subfigure before any item being clicked. We thus denote these features as the privileged features for CVR estimation.
Φ W (·) represents the non-linear mapping with learned parameter W . ⟨·, ·⟩ is the inner product operation. As the user side and the item side are separated in Eq. (3), during serving, we can compute the mappings Φ W i (·) of all items off-line in advance 2 . When a request comes, we only need to execute one forward pass to get the user mapping Φ W u (X u ) and compute its inner product with all candidates, which is extremely efficient. For more details, see the illustration in Figure 4 . As shown in Figure 2 , the coarse-grained ranking does not utilize any interacted features, e.g., clicks of the user in the item category during the last 24 hours, clicks of the user in the item shop during the last 24 hours, etc. As verified by the experiment below, adding these features can largely enhance the prediction performance. However, it in turn greatly increases the latency during serving. The interacted features are depending on the user and the specific item. In other words, the features vary with different items or users. If putting them either at the item or the user side of Eq.(3), the inference of the mappings Φ W (·) need to be executed as many times as the number of candidates, i.e., 10 5 here. Generally, the non-linear mapping Φ W (·) costs several orders more computation than the simple inner product operation. It is thus unpractical to use the interacted features during serving. Here we regard them as the privileged features for CTR estimation at coarse-grained ranking.
In the fine-grained ranking stage, besides estimating the CTR as done in the coarse-grained ranking, we will estimate the CVR for all candidates, i.e., the probability that the user would purchase the item if she clicked it. In the e-commerce recommendation, the main aim is to maximize the Gross Merchandise Volume (GMV), which can usually be decomposed as CTR × CVR × Price. Once getting the Algorithm 1 Minimizing the student, distillation, and teacher loss as Eq. (5) Get training data (y, X , X * ) .
5:
Updating (W s ,W t ) as follows:
Updating λ = min(λ + λ inc , λ max ). Updating i = i + 1 10: end while Output: (W s ,W t )
CTR and CVR for all items, we can then rank them by the expected GMVs. By the definition of CVR, it is obvious that user behaviors on the detailed page of the clicked item would be rather helpful for the prediction. We can extract several features describing the behavior, e.g., the dwell time on the whole detailed page, whether the user views the comment or not, whether the user communicates with the seller or not, etc. For better illustration, we give an example in Figure 3 . The left sub-figure is main page with candidate items ranked by expect GMVs. And the right sub-figure is an example of detailed page after clicking the item. We also give an illustration of some features that are non-trivial for the purchase prediction in the detailed page. However, during serving, we need to estimate CVR for ranking before any future click happens. The features describing the user behavior on the clicked pages are not available. Although they can be recorded for off-line training. Here we denote these features as the privileged features for CVR estimation.
PRIVILEGED FEATURE DISTILLATION
Now we are to introduce our PFD. In the original privileged information distillation of Eq.(2), the teacher only processes the privilege information X * . This is well suited for action recognition [8] where X * and X are in different modal. While in this work, we learn embeddings for all features. The privileged features and the regular ones can be simply combined to form a stronger teacher. In PFD, we thus modify the original function in Eq.(2) by adding regular inputs to the teacher, i.e.,
where the function of the teacher f (X , X * ;W t ) is trained in advance. In our applications, training the teacher model alone would take tens of days to converge. This is quite in-practical to apply distillation as Eq.(4). A more plausible way is to train the teacher and the student synchronously as in [1, 35, 36] . The objective function is then modified as follows:
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Act. At the training time, the privileged features, i.e., interaction X * between X u and X i , and the more complex DNN model together form a strong teacher to instruct the student. During serving, we compute the mappings Φ W i (·) of all items off-line in advance. When a request comes, we only need to execute one forward pass to derive the user mapping Φ W u (X u ).
Although saving the training time, in our experiments, we find that synchronous training is un-stable, with chances to attain very bad results. This is mainly due to that the teacher is not well trained in the early stage. Its outputs could be noisy. By minimizing L d in Eq.(5), the student might be distracted or even led to fail. To reduce side effect of such noisy teacher in early stage, a direct way is to decrease the value of λ. Here we adopt a warm update scheme to gradually increase λ with small initial λ 0 in the early stage. For better illustration, we summarize the method with adaptive λ in Algorithm 1. When computing the gradient with respect to the teacher parameters W t , we omit the distillation loss to avoid coadaption between the teacher and student. Note that here we are using the stochastic gradient method only as an example. The adaptive scheme is well suited for all the state-of-art DNN optimizers.
Across this work, all models are trained in the parameter sever systems [6] , where all parameters are stored in the servers and most computations are executed in the workers. The training speed is mainly depending on two aspects: the computation load of the workers and the communication volume between the workers and the servers. As indicated in Eq. (5), we are training the teacher and the student together. The learned parameters are roughly doubled. The communication volume between the servers and the workers is also doubled, which slows the training down. As the embeddings of all features take up most of the storage in the severs 3 , here we propose to use shared embedding for the same feature between the teacher and student. As confirmed by the experiments below, adding such modification only slightly affects the performance while greatly speeds up the training. Besides, we only add a small portion of extra storage, i.e., the teacher network and the embeddings of privileged features, which makes the distillation technique can be easily incorporated into current systems. Extension to Unified Distillation (UD). As illustrated in Figure 1 , we are distilling the knowledge from the privileged features in PFD. While in MD, the knowledge is from the more complex teacher network. To further improve the distillation technique, a natural extension is to combine PFD with MD. Here we try to apply the unified distillation (UD) in the CTR estimation at coarse-grained ranking.
As Eq. (3) shows, we use the inner product model to increase the efficiency during serving. To some extent, the inner product model can be regarded as the generalized matrix factorization [4] . Although we are using non-linear mapping Φ W (·) to transform the user and item inputs, the model capacity is intrinsically limited by the bi-linear structure at the inner product operation. DNNs, with the capacity to approximate any function [5, 13] , are considered as a substitution for the inner product model in the teacher. In fact, as proved in Theorem 1 of [20] , the product operation can be approximated arbitrarily well by a two-layers neural network with only 4 neurons in the hidden layer. Thus the performance of using DNN is supposed to be lower-bounded by that of using the inner-product model.
In the CTR estimation at coarse-grained ranking, UD then adopts the DNN model as the teacher network. The inputs to the teacher, i.e., the privileged and regular features, are also preserved as PFD. In fact, the teacher here is the same as the structure for CTR estimation at fine-grained ranking. Thus UD in this task can be regarded as distilling knowledge from the fine-grained ranking to improve the coarse-grained ranking. For better illustration, we give the whole framework in Figure 4 . During training, the inner product student is not only supervised by hard labels, but also by the soft labels produced from the DNN teacher. During serving, we extract the student part only, which relies on no privileged features. As the mappings Φ W i X i of all items are independent of the users, we can compute them off-line in advance. When a request comes, the user mapping Φ W u (X u ) is firstly computed. After that, we compute its inner-product with the mappings of all items produced from the candidate generation stage. The top-k highest scored items are then chosen and fed to the fine-grained ranking. On the whole, we only execute one forward pass to derive the user mapping and conduct efficient inner product operations between the user and all candidates, which are rather friendly in the aspect of computational cost.
EXPERIMENTS
Now we are to conduct experiments to validate the effectiveness of distilling the privileged information. Here we adopt the Transformer [32] to model the user clicked/purchased history in Figure  1 . We use one-layer Transformer with followed mean pooling layer in the time axis. The attained vector is then concatenated with all embeddings of the user features, which is regraded as the representation of the user. We also concatenate the embeddings of the item and the privileged features, as their corresponding representations. When feeding several types of inputs to the model, we simply concatenate their representations, too.
Across this work, we use LeakyReLU [23] as the activation for the DNN models and insert batch normalization [15] before the activation. The models are trained in the parameter servers with the asynchronous Adadelta optimizer [34] . In the first one million steps, the learning rate is increased linearly to the predefined value 0.01, which is then kept fixed across the updating. We set the batch size to 1024 and the number of epoch to 1. As introduced in Section 4, it is rather in-efficient to pre-train a teacher model. Here we adopt Algorithm 1 to train the teacher and student synchronously with adaptive λ. We initialize λ 0 = 0 and tune λ max around the value 1.0 depending on tasks. At one million step, λ is increased to λ max /2. At two million step, λ is increased to λ max and kept fixed thereafter.
As the labels are in 1 or 0, i.e., whether the users clicked/purchased the item or not, we use the logloss for both the teacher and the student, i.e.,
where f t /s,i denotes the output of the i-th sample from the teacher or student model. For the distillation loss L d , we use the cross entropy, i.e., by replacing y i in the above equation with 1/(1+e −f t,i ).
Here we measure the performance of models with the widely-used areas under the curve (AUC) in the next-day held-out data. Step ( 
CTR at Coarse-grained Ranking
We first conduct experiments in the CTR estimation at coarsegrained ranking in Taobao recommendations. We use three layers of MLP as the user mapping Φ W u (·) and the item mapping
. The number of hidden neurons are set to 512, 256, and 128, respectively. In UD, we use four layers of MLP for the teacher model, with the number of hidden neurons being 1024, 512, 256, and 128, respectively. In PFD, we use the inner-product model for both the teacher and the student. And the interacted features are put at the user side of the teacher.
Overall performance. Here we test the performance of three distillation techniques, i.e., unified distillation (UD), privileged features distillation (PFD), and model distillation (MD). The testing AUC of different models are shown in the left column of Table 1 . By comparing the teacher in PFD with the baseline without any distillation technique, we confirm the effectiveness of the interacted features. By distilling knowledge from these features, we improve the testing AUC of the student model, i.e., from 0.663 to 0.671. Note that in the industry, a steady 0.001 increase of AUC can be regarded as significance given the huge number of clicks per day [33] . Empirically in our systems, +0.01 in the testing AUC will lead to around +4% in CTR. By combining PFD with MD, UD further improves the prediction performance of the student. The testing AUC is increased to 0.675. In order to validate that whether the advantage of UD over the original model could still hold when training longer with more data. We augment the training set in ×10. Due to the huge training cost, here we only execute UD and the baseline. As shown in the right part of Table 1 , the student of UD still surpasses the original one with +0.012 AUC. We also plot the testing AUC v.s. step of different models in Figure 5 . From the very beginning, the teachers are consistently achieving superior performance than the students. For student models using the distillation techniques, we can observe distinct gaps with the baseline, especially in the latter steps. In the first one million steps, the testing AUC of the three students is different, although we set the hyper-parameter λ = 0 as introduced earlier. This is mainly because that we use shared embeddings for the common features between the teacher and the student. Thus the student is also mildly affected. Computational cost during inference by directly using interacted features. As discussed earlier, the interacted features are prohibited for the inner-product model during inference. Otherwise, we will need to execute the inference of the mappings Φ W (·) as many times as the number of candidates, i.e., 10 5 here. In contrast, without such features during serving, we only need to execute the inference of the mapping once and compute its inner product with all candidates. Here we give a more detailed illustration on the computational gap between getting the mapping Φ W (·) and executing the inner product operation. Suppose that the input to the mapping Φ W (·) is in 1024 dimension. Theoretically, to get one such mapping here will need 1024 × 512 + 512 × 256 + 256 × 128 ≈ 6.9 × 10 5 fused multiply-add flops. In comparision, executing one inner product operation on the mappings in 128 dimension only needs 128 flops, which is ∼ 5400× less. We also conduct simulated experiments in the personal computer. We repeat 10 5 times to simulate the mapping inference and the inner product operation, which totally costs 89.695s and 0.108s, respectively. Getting the mapping is about 830× slower than executing the inner product operation. Effect of the inner product dimension. We also conduct experiments by varying the final dimension of the inner product model, which could largely affect the performance of the intrinsically bilinear model. We conduct experiments on dimension 64, 128, and Table 2 , where the larger dimension can yield better performance. Despite of this, UD still largely improves the student model. Although achieving better performance for dimension 192, it extra needs 50% more storage to save the item mappings as Figure 4 . Considering the huge number of item corpus, in our current systems, we still use 128 dimensions for the inner product model. Effect of sharing embedding. We further conduct experiments to test the effect of using shared embedding for common features between the teacher and the student. The training speeds of student only, UD with shared embedding, and UD with separated embedding are 320 steps/s, 280 steps/s, and 200 steps/s, respectively. By using shared embedding, we narrow the speed gap of UD with the original model. Although UD with separated embedding can get additional +0.001 AUC, it is still preferred to use shared embedding as it only needs around half of the storage during training in the parameter severs meanwhile gets a 1.4× faster training speed.
CVR at Fine-grained Ranking
We further conduct experiments in the CVR estimation at finegrained ranking in Taobao recommendations. For both the teacher and the student, we use three layers of MLP, with the number of hidden neurons being 512, 256, and 128, respectively. As directly increasing the number of layers or the number of neurons for the neural network has no statically significant improvement, we do not conduct MD and UD here. Overall performance. The overall performance of using PFD is shown in Table 3 . By utilizing PFD, we improve the baseline with +0.005 testing AUC. Empirically, in our systems, such improvement can lead to about +1.5% in CVR. In Figure 6 , we also plot the curves of testing AUC v.s. step of different models. By utilizing PFD, the student consistently produces higher testing AUC than the baseline across the updating. After 2 million steps, the teacher model almost converges, which is mainly because that the post-event features, e.g., the dwell time on the detailed page, are highly predictive for CVR estimation. Effect of sharing embedding. We also conduct experiments to test the effect of using shared embedding. The training speeds of student only, PFD with shared embedding, and PFD with separated embedding are ∼ 400 steps/s, ∼ 360 steps/s, and ∼ 280 steps/s, respectively. Besides training faster, PFD with shared embedding surpasses the counterpart with separated embedding by +0.001 testing AUC.
CONCLUSION
In this work, we target at the feature aspect in the prediction tasks of e-commerce recommendations. More specifically, we target at the 0 2 4 6 8 10
Step ( privileged features that are discriminative for the prediction while only available at the training time. As far as we know, such features are all neglected in current recommendation systems. By contrast, here we propose privileged features distillation (PFD) to make full use of them. During training, PFD helps the original model, i.e., the student, to learn better by transferring the knowledge distilled from the privileged features. While at serving, the student relies on no such features. PFD is complementary to the widely used model distillation. By combining both of the techniques we are able to achieve better performance further.
We conduct experiments on two fundamental prediction tasks in Taobao recommendations, i.e., CTR at coarse-grained ranking and CVR at fine-grained ranking. By distilling the interacted features that are prohibited(due to response time limit) for the inner product CTR model during serving and the post-event features that is only available after CVR estimation is done, respectively, PFD improves both of the strong baselines. After addressing several issues of training PFD, we can achieve comparable training speed as the baselines without any distillation.
