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Chapter 1 
Introduction 
The concept of dielectric response has been known since the days of Faraday, 
who discovered that a dielectric can increase the capacity of a system of two 
parallel metal plates. It plays an important role in contemporary physics and is 
closely related to the more modern concept of electronic structure. In general 
terms dielectric response is a property of matter and it describes the behaviour 
of a collection of particles when they experience an external perturbation. This 
means it is part of the more general problem of understanding the dynamical 
behaviour of many-particle systems, which is a long-standing and very complex 
problem in both classical and quantum mechanics. 
The complexity of dynamical systems depends on the number of particles 
involved and the form of the interparticle potential. For the Coulomb potential 
only two-particle problems are solvable in both the classical and the quantum 
mechanical descriptions. When more particles are present one has to rely on 
approximations for the interaction between particles. Confining our attention 
to quantum mechanics, some important historical developments regarding the 
introduction of these approximations in problems of the solid state can be men­
tioned. 
In 1927 Born and Oppenheimer [1] proposed the separation of nuclear and 
electronic motion. The electrons then have interactions with all particles in the 
system, but the nuclei are kept at fixed (equilibrium) positions. In 1928 Hartree 
suggested that the electrons can be considered as independent particles, moving 
in an average electrostatic field of the rest of the system [2]. Two years later 
Fock and Slater introduced the antisymmetric wavefunction φ in determinan-
tal form [3, 4]. Minimizing (φ\Η\φ) then produces the Hartree-Fock equation 
which, when compared to the Hartree equation, has an additional non-classical 
term: the exchange interaction. The effect of this term is to keep particles 
with identical spin apart, which reduces the Coulomb interaction between these 
particles. Therefore in systems with rather localized wavefunctions it may lead 
3 
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to parallel spins and magnetic moments. In order to go beyond Hartree-Fock 
and thereby include correlation, the configuration interaction method is widely 
used by theoretical chemists [5]. In this technique the Hamiltonian is diagonal-
ized with respect to a set of Slater determinants (the different configurations) -
which are constructed from the Hartree-Fock one-electron eigenfunctions. 
In the sixties Kohn and Sham discovered that the many-body problem for 
the ground state could be transformed into an equivalent one-particle problem 
[6], similar in form to the Hartree equations. The electron-electron interaction 
terms in the single-particle Kohn-Sham equations are local potentials that are 
functionals of the electron charge density (therefore this formalism is known 
as density functional theory (DFT), - the Hartree term and the additional 
exchange-correlation term. If this latter potential were known, the Kohn-Sham 
equations could be solved to give the exact ground state energy and electron 
density of the interacting many-particle system. Excited states were not explic-
itly considered in this theory, although bandstructure calculations within the 
density functional approach are often used to interpret experimental spectra and 
usually give a reasonable quantitative description. However, the eigenvalues of 
the Kohn-Sham equations are simply part of the calculation of the total energy 
and therefore cannot give a full account of the spectral information: they give 
no information on for example the core hole effect in x-ray absorption, the finite 
lifetime of quasi-particle states and the exact excitation energies. We will see 
later on that for the description of excited states the local energy-independent 
potential should be replaced with a non-local energy-dependent potential. 
In this thesis a study is presented of the role of dielectric response in excited 
state properties of weakly correlated systems, which are systems in which the 
dominant excitations are of a single-particle nature. Within the framework of 
many-particle theory it is possible to express their properties in terms of the 
solutions of a single-particle-like Schrödinger equation and the problem here 
consists of finding the non-local energy-dependent potential (the self-energy op-
erator), which includes the effects of the interacting system. This equation does 
not describe the dynamics of a real electron, but of a so-called quasi-particle 
which is the combination of the electron and a surrounding cloud of excitations, 
that screens the interaction of the electron with its environment. Here the di-
electric properties of the system play a very imporant role and the (microscopic) 
longitudinal dielectric function enters the evaluation of the self-energy operator 
explicitly. It is also important in its own right for some spectroscopies -such as 
electron energy loss spectroscopy (EELS) and optical spectroscopies where the 
transmission of electrons and the absorpion of light can be directly related to 
the dielectric function. 
In chapter 2 we will consider density functional theory and show the extent 
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it can be applied in the calculation of excited state properties of a many-particle 
system. Other techniques, involving Green functions, will be explained. Also, in 
chapter 3, we will give a presentation of the spectroscopies to which our results 
are related. Special attention is given to the important role of dielectric response 
in both the calculations and experimental techniques. Chapter 4 deals with 
the theoretical and experimental investigation of quasi-particle energies and 
lifetimes in BIS and XAS for the unoccupied states of a nearly free electron gas 
(aluminium). We apply the techniques - explained in chapter 2 - to obtain the 
quasi-particle properties in BIS. The results are compared to experimental BIS 
spectra taken over a large energy range. In the XAS study we will investigate the 
effect of the core hole potential and see whether the final state rule also implies 
a successful application of BIS self-energy corrections in К XAS. In chapter 5 
we derive a completely analytic expression for the RPA dielectric function in 
the plane wave representation for the case of large bandgap systems. Emphasis 
is placed on the dielectric function having the correct analytical behaviour at 
zero momentum transfer, and obeying sum rule conditions. A comparison with 
various ab initio and experimental results will be given. Chapter 6 incorporates 
the model dielectric function in a calculation of quasi-particle energies for LiCl. 
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Chapter 2 
Ground state and excited state 
properties 
2.1 Density functional theory (DFT) 
An important development in the theory of ground state properties was made in 
the mid-sixties by Hohenberg and Kohn, who discovered that the ground state 
electron density can be regarded as the fundamental variable for the description 
of the many-body system [1]. This is expressed in two theorems in their original 
work on non-spin polarized materials, assuming a non-degenerate ground state. 
The first theorem states that there is a unique relation between the electron 
density and the external potential, with which the ground state energy and 
wavefunction can in principle be calculated. For solid state applications the 
external potential is to be identified with the local electrostatic potential from 
the nuclei in the solid. As a consequence of the first theorem the ground state 
energy can be written as a functional of the electron density n(r)- the density 
functional: 
E[n(r)\ = j <Рг
 пис
(т)п(т) + F[n(r)\ (2.1) 
where F[n(r)] contains the kinetic energy and the electron-electron interactions. 
This functional has a minimum which is equal to the ground state energy when 
the function n(r) represents the actual ground state electron density of the 
many-body system (the nuclei are considered not to be part of the dynamical 
problem and are kept at fixed equilibrium positions - the Born-Oppenheimer 
approximation). This is the second theorem stated in the work of Hohenberg 
and Kohn. 
These theorems can be generalized to systems where the spin is a relevant 
variable and to cases of finite temperature. For spin systems the ground state 
energy £ is a functional of the density matrix nap(r) = (N \ Фа(т)Фр{^) I N) 
9 
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and E is stationary with respect to variations in n
a
p(r) under the condition 
Σα ƒ <Ргпаа(т) = Ν [2, 3]. In this case the contributions to the energy func­
tional may have explicit spin dependence. 
The extension to finite temperatures was provided by Mermin for systems 
in contact with a particle and heat reservoir. Mermin showed that working 
in this grand canonical ensemble the grand potential is a unique functional of 
the equilibrium electron density, which is stationary at the equilibrium electron 
density. Other extensions to density functional theory are possible: Vignale 
and Rasolt [4] introduced both a spin- and current density for electronic sys­
tems in arbitrarily strong magnetic fields and Rajagopal [5] gave a relativistic 
formulation of the density functional formalism. 
Starting off from the theorems of Hohenberg and Kohn, the many-particle 
problem may be transformed into a single-particle like formalism, in which all 
the effects of the interacting system are put in a local potential [6]. The idea 
is to separate off the exact kinetic energy of the non-interacting ground state, 
which can be found from the single-particle Schrödinger equation. The ground 
state energy is then written as: 
£[n(r)] = To[n ( r ) ]+£ ; r c [n ( r ) ]+yd 3 r t ; n u c ( r )n ( r )+ iy« í 3 ry c í 3 r ' 7 i ( r )7 l ( r> ( r - r ' ) 
(2.2) 
where To[n(r)] is the exact kinetic energy functional of the non-interacting 
ground state with the same charge density as the interacting system. u(r — r') 
is the Coulomb potential, vnuc(r) the external potential due to the nuclei of the 
solid, and £ IC[n(r)] is the exchange-correlation energy. This functional includes 
contributions from the kinetic energy that are not present in the non-interacting 
ground state and other electron-electron interactions beyond Hartree. £ IC[n(r)] 
is in general not known, although it is possible to make a suitable approxima-
tion based on homogeneous electron gas results. This approximation is known 
as the local density approximation (LDA), where E r c[n(r)] = ƒ <Prn(r)exc(n(r)) 
so that the material is considered as being constructed from small boxes of inter-
acting homogeneous electron gas of appropriate electron density, with exc(n(r)) 
as the exchange-correlation energy per particle. Although the separation of the 
energy functional into different contributions is far from being unique, it allows 
a single-particle formulation. The kinetic energy functional can be expressed 
in terms of independent-particle energies that are determined by some effective 
potential vejj. These are given by the Schrödinger equation (in atomic units 
with e = h = m = 1): 
1 OCC 
- -V 2 V. +
 еІІ
ф, = е,ф, , with n(r) = Σ ФІ (2.3) 
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so that, 
осе -
» г ) ] = Σ £. - / d3rv
eJ,(T)n(r) (2.4) 
Now the energy functional is minimized with respect to n(r) under the condition 
J(Prn{r) = N: 
occ . . 
¿ ( Σ 6 · - I d3rv
eJJ{r)n{T) + E„[n(v)] + J d 3 r tw(r)n(r) 
+\fd3rj d V n ( r ) n ( r > ( r - r') - μ J d3rn(r)) = 0 (2.5) 
where μ is the Lagrange multiplier, to be determined from the condition ƒ d3rn(r) = 
Ν. Σ« e, — μ ƒ d3rn(r) is stationary with respect to variations in n(r), hence 
^ ( r ) = <w(r)
 + / d V ^ + - ^ (2.6) 
The first two terms of the effective potential represent the external and Hartree 
potentials, the latter is the exchange-correlation potential i»IC[n(r)], which in 
the local density approximation has a local dependence on n(r): 
Vxc[n{T)] =
 ¿4 ) ( " ( r ) e " ( n ( r ) ) ) (2-7) 
c*c("(r)) is known for the homogeneous interacting electron gas in the limits of 
zero and infinite electron density (these cases are are identified by the parameter 
ra, which is defined as |π(Γ,α 0) 3 = V/N, where V/N is the average volume per 
electron). In the high density limit (r, -> 0) the kinetic energy is the dominating 
term in the Hamiltonian and the electron-electron interaction can be treated as 
a perturbation. Then the leading and dominating term is the exchange energy 
followed by correlation terms which are rather slowly varying with r, [7] : 
ixe(rä) = —'- + 0.03Шп(г,) + higher order terms (2.8) 
For this case the exchange-correlation potential can be conveniently written as 
v
xc
(n(r)) = — —/3(r,), where ß(r,) includes the correlation terms. The zero 
density limit at r, -+ oo is characterized by a negligible electronic kinetic en-
ergy and the electrons then crystallize into the Wigner lattice (see for example 
reference [8]). Also for this case the exchange-correlation potential can be eval-
uated exactly. At intermediate densities, however, there is no exact solution 
and one has to rely on numerical methods [9] or use an approximate form of the 
exchange-correlation potential based on results for one of the two limiting cases 
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(r, -> 0 or r , -> oo). For example, in the Χα method [10] the high-density 
result for the exchange-correlation potential is used and modified by replacing 
ß{rs) with an empirical constant Щ-. а и 3/4 gives results that correspond 
roughly to more accurate numerical methods for the LDA in solids. 
Due to the local density approximation the Kohn-Sham equations arrive at 
their simple form with potentials depending locally on n(r ) , which are compara­
ble to Hartree's equations. These can be solved by using an iterative procedure, 
where the starting point is a good guess of the input potential. The single-
particle equations are solved for this potential and an output charge density 
is obtained. This charge density directly gives an output exchange-correlation 
potential and by solving Poisson's equation the Hartree potential is also eas­
ily obtained. The resulting effective potential is then mixed with the input 
potential and the procedure is repeated until output and input potentials are 
sufficiently alike. In the case of non-spin polarized systems (to which our at­
tention will be restricted in the thesis) the wavefunctions and eigenenergies are 
characterized by a crystal momentum к and band index 1 (due to the transla-
tional symmetry of the crystal). The energy levels are doubly degenerate with 
each energy level containing a spin up and a spin down electron. The wave-
functions φ can be expanded in some basis set and the single particle problem 
then reduces to finding the expansion coefficients by means of diagonalization of 
the Hamiltonian matrix. There is a considerable amount of literature treating 
different methods of representations, but these will not be considered here. 
In ground state energy and electron density calculations the local density 
approximation usually produces results which are in good agreement with what 
is experimentally observed. For example, in molecules DFT/LDA gives excel­
lent bond lengths and binding energies are in general better than those calcu­
lated with Hartree-Fock [11]. Also in solids the DFT/LDA results are in good 
agreement with experimental quantities such as lattice constants and cohesive 
energies. This raises the question why LDA works so well. Gunnarsson and 
Lundqvist showed that the exchange-correlation contribution can be regarded 
as the electrostatic interaction of the electron with its exchange-correlation hole 
and in calculating this contribution the spherical average of the hole is being 
taken [12]. As a consequence the effect of spatial variations in the electron den­
sity (not taken into account in the LDA) is small in most cases and this explains 
why even in localized systems, such as small molecules, the LDA works. 
2.2 Interpretation of the DFT eigenvalues 
The ti parameters in DFT, which are the eigenvalues of the Kohn-Sham equa­
tions 2.3, have been widely used for the interpretation of various spectroscopies. 
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Examples of these are x-ray photoelectron spectroscopy (XPS), bremsstrahlung 
isochromat spectroscopy (BIS), and x-ray absorption spectroscopy (XAS). This 
procedure is not very well-founded, because the eigenvalues e,- can usually not 
be related to the excitation energies of the many-body system and are just an 
intermediate step in the calculation of the ground state energy. This is some-
what different in Hartree-Fock, where the eigenvalues represent the energies 
required for removing an electron ( —£,) provided that all the other orbitals do 
not relax. However, as relaxation effects are important, these eigenvalues are 
not very accurate as excitation energies. 
Still there are several cases where both Hartree-Fock and DFT can provide 
us with excitation energies. These involve excitations between ground states 
having different numbers of electrons. Examples of these processes are the re-
moval (addition) of one electron from (to) an N electron system leaving the 
system in the ground state. These processes have energies: 
I = E0(N — 1) — E0(N) (ionization energy) and 
A = E0(N) - E0(N + 1) (electron affinity) 
Calculations of this kind are called ASCF calculations and are easily performed 
for small systems. Large systems, however, pose a technical problem because the 
bandstructure calculations needed to produce the ground state energies require 
charge neutrality of the unit cell. For these systems therefore another means 
has to be found for expressing these excitation energies. Slater and Janak found 
a very useful relation for the DFT eigenvalues [13, 14], which can be applied to 
this problem: 
dE 
д ^
 ÌN
=
 £
"
 ( 2
·
9 ) 
where nk is the occupation number of the kih level (it is treated as a continuous 
variable) and E is the DFT total energy. For the highest occupied state ek = tp 
then a very useful relation is obtained: 
E{nk = 1) - E{nk = 0) = Γ dntk(n) (2.10) 
Jo 
In extended systems this energy eigenvalue ek is independent of the occupation 
of level к and therefore it represents the difference between two ground state 
energies: 
E{nk = l)-E(nk=0)=ek (2.11) 
This means that ek is the chemical potential, a result which may also be proved 
in other ways [15]. In localized systems the DFT eigenvalue of the highest 
occupied level is equal to the ionization energy [16]. 
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This seems to imply that LDA eigenvalues that are close enough to the 
highest occupied state are a fair approximation to the quasi-particle energies 
of the real system. For metals this appears to be the case although for Al 
the zone-edge bandgaps are wrong and for Na the LDA bandwidth is too large 
[17]. In semiconductors the LDA eigenvalues should be used with even more 
care, as suggested by the discrepancies between LDA minimum bandgaps and 
experimental values for this quantity. Numerical evidence of this is the LDA 
gap of Ge [18](~ O.OeV (LDA) instead of 0.7eV experimentally [19]) and LiCl ( 
6.0eV (LDA) instead of 9.4eV experimentally [20]). One might argue that it is 
the local density approximation which does not work properly for calculating the 
highest occupied and lowest unoccupied states of a semiconductor or insulator, 
and that the exact density functional exchange-correlation potential is required. 
There is however evidence [21, 22, 23], that even the exact DFT bandgap, given 
by 
F _ DFT(N) DFT(N)
 (l) , ^ 
does not reproduce the experimental value, where eN+l and tN are the 
N + Ith and Nth eigenvalue (ordering according to the value of the energy) of 
the N particle system. For an interacting electron system the bandgap is rigor-
ously defined in terms of ground state energy differences of states with slightly 
different particle number. From this, Sham and Schlüter [22] and Perdew and 
Levy [23] showed that the gap is in part determined by a discontinuity in the 
exchange-correlation potential vxc in going from the N-particle to the N + l-
particle system: Eg = Ε9ίρρτ + Δ . This is supported by explicit calculation 
of v
xc
 for the N and N + 1 electron cases in calculations on model [22] and 
real [24] systems. That the discontinuity is related to the exchange-correlation 
potential can be seen as follows. The actual bandgap is the difference between 
the chemical potential of the N and N + 1 particle systems: 
Ε, = μΝ»-μΝ (2.13) 
where μΝ+1 is the energy required to add an electron to the bottom of the con­
duction band, which is different from the energy to remove an electron from the 
top of the valence band μΝ. In D F T these energies are equal to the eigenvalues 
of the highest occupied states in the N + 1 and N particle systems, respectively, 
hence Eg can be written as: 
These eigenvalues result from two different bandstructure calculations. Now if 
the D F T bandgap is too small, then this must reflect a difference in the results 
from the N and N + I particle Kohn-Sham equations. Adding one particle to 
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the ./V electron system apparently changes the effective potential (see 2.6); the 
external potential is independent of the number of electrons and the Hartree 
potential is a known analytic functional of the electron density n(r). This 
potential, like the density n(r) will change only by an amount of ^ when an 
electron is added. The remaining part of the potential vxc, however, is not 
necessarily an analytical functional of n(r) and may change by an amount of 
order 1 when an electron is added, thereby explaining the discontinuity in ve¡¡. 
This change in the exchange-correlation potential Δ = ^ + 1 ( r ) —v^
c
(r), which is 
also the value with which the Kohn-Sham eigenvalues are changed, is a position 
independent constant. Otherwise it would produce a change by an amount of 
order 1 in the Kohn Sham equations and the electron density, while the actual 
change is expected to be of order j¡. 
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2.3 The quasi-particles 
The Kohn-Sham equations in density functional theory generally do not provide 
us with the exact excitation energies of the many-body system. For the purpose 
of finding these energies the Green function formalism is very helpful and it will 
be discussed in some detail in this section. The many-body description in a N-l 
and N+l particle system is most conveniently given in terms of one-particle 
Green functions, which axe defined by [8]: 
G(x, t; x', t') = -i(N\T{9(x, i ) * V . t')}\N) χ = (σ, г) (2.15) 
where N stands for the ground state of the interacting N-electron system and 
σ is the spin coordinate. Φ(χ,ί) and Ф*(х',і') are field operators defined in the 
Heisenberg picture and Γ is the time-ordering operator, acting on a group of 
time-dependent operators. For t > t' 
Г{Ф(і,()Ф'(і '/)} = Ф(і,()Ф , 0 (2.16) 
the Green function describes the propagation of an added electron from position 
x' at time t' to position χ at time t. Note that the spin coordinate in x' and χ 
may be different. For t < t' 
Г{Ф(х,<)Ф+(х',0} = -¥{x',t')9(x,t) (2.17) 
the Green function describes the motion of an added hole. The time-ordering 
operator is simply a rule to order the operators with latest time to the left 
(keeping track of commutation relations) and incorporates two pictures - that 
of the added electron and the added hole - 'at the same time'. 
With this definition of the one-particle Green function it can be shown from 
the equation of motion of the field operators, that 
[ω - Η°(χ,ω)]β{χ,χ';ω) - Jάχ"Σ(χ,χ",ω)0(χ",χ';ω) = ¿(χ - χ') (2.18) 
where H° is the non-interacting Hamiltonian containing the external and Hartree 
potential. G(x,x';u>) is the time Fourier transform of the definition in 2.15 and 
is also known as the spectral or Lehmann represention of the Green function: 
G(x, x'; «) = V Л ( Х ) / ; ( Д , )
 f (2.19) 
v
 ' ' ¿f ω - e, + isignS v ' 
/,(i) = (І |Ф(і)|ЛГ + 1,*> t, = EN+li. - EN, t. > μ sign = +1 (2.20) 
/,(х) = (ЛГ-1,5|Ф(х)|ЛГ) e. = EN - ΕΝ-ι„ е. < μ sign = - 1 (2.21) 
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|iV — 1,5), \N) and |ΛΓ + l,s) are eigenfunctions (in the Heisenberg picture) of 
respectively the N — 1, N and N + 1 - electron Hamiltonian (of the interacting 
system) and δ is a positive infinitesimal. The e, are the excitation energies. The 
concept of quasi-particle properties (energies and lifetimes) can be understood 
from the point of view of the spectral function in the Lehmann representation, 
which is defined as: 
A(x, χ',ω) = £ ƒ , ( * ) / ; ( ι ' ) ί ( ω -
 e
. ) (2.22) 
я 
If the states \N) and \N ± l ,s) represent a system of non-interacting particles 
(Σ = 0) and the Hamiltonian H° is now taken to be the LDA Hamiltonian, 
then the functions f,(x) are the Kohn-Sham eigenfunctions with eigenenergies 
£,. The spectral function 
Л
к
„ И = - I 5 m ( H G H | k n ) | = £ |(kn|/ s) |2¿(w - е.) (2.23) 
for this case then consists of a delta function at the Kohn-Sham energy t, = ty
n
. 
If now Σ is different from zero, and the system is no longer a collection of 
independent particles, the function f,(x) is changed from the LDA eigenfunction 
and the matrix elements (ltn\f,) in 2.23 are not restricted to zero or unity any 
more. The spectral weight of the delta-function: £ „ | ( k n | /
s
) | 2 = 1 is now 
smeared out over more many-body states f
s
(x) and may even give rise to some 
kind of satellite structure. This means that a particle, initially placed in state 
|kn) is scattered into other states due to the electron-electron interactions. The 
broadened delta-function is usually identified as the quasi-particle excitation 
and its lifetime is given by the peak width. 
For practical applications, however, the Lehmann representation is not very 
useful, as it implies the calculation of all the excitation energies in the inter­
acting system (considered to be an infinitely large system). Therefore another 
representation of the Green function in 2.15 is required. One can show [25] that 
that the following form for the Green function: 
G{x,x,w)-Ï_,
 ω
_
Ε ί { ω ) ( 2 · 2 4 ) 
is a solution to the equation of motion in (18), if the functions obey 
[Ε,(ω) - Η°}φ,(χ; ω) - ƒ άχ"Σ{χ, χ"; ω)φ.(χ"; ω) = 0 (2.25) 
Here the self-energy is generally non-hcrmitian for an infinitely large system and 
the solutions to 2.25 are non-orthogonal functions with complex eigenenergies. 
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With this form of Green function the analytic continuations into the complex 
plane can be considered separately for |JV+1, s) states with e, > μ and \N—1, s) 
states with e, < μ, which have simple poles in the lower and upper parts of 
the complex plane respectively [26, 27]. In this picture, quasi-particles are 
represented by those poles in the complex plane that are closest to the real axis 
and therefore have the longest lifetime. If the Green function in 2.24 is described 
in terms of these poles, this corresponds to the quasiparticle approximation. The 
pole has energy: 
ω, = Ε,(ω.) (2.26) 
Then ω — Ε,{ω) in 2.24 is Taylor expanded around the zero, ω, — E3(us), and 
the Green function is written as 
G(x, *';
 И
) Й П . bteuM*';».)
 ( 2 2 7 ) 
t ω -ω, 
where 
Zs = [l- ^ к Г (2-28) 
Z, represents the renormalized weight of the quasi-particle, which is a real 
quantity for purely Lorentzian lineshapes only (this corresponds to a constant 
imaginary self-energy). The remaining weight (l-Z,) is shifted to weaker struc­
tures in the excitation spectra, which are not considered in the Green function 
in 2.27 and are usually well separated from the quasi-particle peak. Exam­
ples are plasmon satellites in photoemission spectra that appear at the higher 
binding-energy side of the quasiparticle peaks. 
In order to be able to evaluate the quasi-particle spectrum, the self-energy 
operator is required. There exists an exact relation between the self-energy 
operator Σ and the screened interaction W, the Green function G, the polariz-
ability Ρ and the vertex function Γ. This is expressed in four equations [28]: 
Σ = i J W(l+3)G(14)r(42; 3)</(34) (2.29) 
W(12) = »(12) + ƒ W(13)P(34)w(42)d(34) (2.30) 
P(12) = -i J G(23)G(42)r(34; l)d(34) (2.31) 
Γ(12; 3) = í(12)í(13) + ƒ | Щ | с ( 4 6 ) С ( 7 5 ) Г ( 6 7 ; 3)d(4567) (2.32) 
We have adopted the notation 1 = (xi, ti) and 1 + = ti + S where δ is a positive 
infinitesimal. Notice that the derivative in equation 2.32 is a functional deriva­
tive. This set of equations is completed with the Dyson equation for the Green 
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function: 
G(l,2) = G
e
(l,2)+yG
e
(l,3)E(3,4)G(4,2)d(34) , (2.33) 
- where G0 is the independent particle Green function for Σ = 0 - so that all 
quantities are related. The equations provide an expression of Σ in powers of 
the screened interaction W. This is a better approach then one in which Σ is 
expanded directly in the bare Coulomb potential v, which is a much stronger 
potential then W in solids and therefore would require an expansion to higher 
order of ν in Σ. (The strength of the Coulomb potential is easily illustrated 
by means of its Fourier transform: v(q) = Щ-, which is singular at q = 0 in 
contrast to screened potentials of the form W(q) = **е
ді
 which have a much 
weaker structure for q close to 0). The GW approximation, developed by Hedin 
[28], then corresponds to Γ(1,2) = ¿(1,2)J(1,3) (in the vertex function Σ is 
taken to be zero) and Σ can be written as 
Σ(1,2) = ¿G(l, 2) W(l+ , 2) (2.34) 
The higher order terms of W are introduced when Σ is included in the expression 
for the vertex function. A priori it is not clear - from a mathematical point of 
view - whether these terms can be neglected and therefore numerical evidence 
for the validity of the GW approximation is required. This is provided by 
explicit GW calculations of the bandgap of real systems [18, 29, 30, 31, 32, 33] 
and calculations of the (small) vertex corrections of the homogeneous electron 
gas [34]. 
It is computationally convenient to separate the core and valence electrons 
in a calculation of the self-energy operator [18, 34]. The Green function then 
has two contributions: G(l,2) = G
c
(l,2) + G„(l,2), where G
c
(l,2) represents 
the contribution from the core states and G„(l,2) includes the valence and 
unoccupied states in G(l, 2). Analogously the polarizability P(l , 2) is separated 
into two terms: P(l,2) = P
c
(l,2) + P„(l,2) where P
c
(l,2) is much smaller than 
P„(l,2). Then Σ = iGW is well approximated as (matrix notation): 
Σ = iG
c
W + iG
v
W
v
P
c
W
v
 + ÌGVWV (2.35) 
The first two terms (the core-exchange and screened core polarization terms) 
are generally small and can be accurately approximated by the LDA exchange-
correlation potential of the core states [18, 34]. Therefore the GW calculations 
can be limited to valence and unoccupied states, which will be considered from 
this point onward. 
The self-energy operator in the GW approximation after Fourier transform-
ing is: 
Σ(ι, χ'; ω) = ¿- ί ών'β,ω'*ΰ(χ, χ'; ω + ω')Ψ(χ, χ'; ω') (2.36) 
27Γ J 
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This is the form of the self-energy operator which is used in Dyson's equation 
2.18. The frequency integral in 2.36 is performed along the real axis and if use 
is made of the residue theorem a semi-circle in the upper half of the complex 
plane is included to close the contour. Usually another contour is preferred in 
numerical evaluations of the frequency integral due to the position of the poles 
of the Green function and screened interaction W, which are close to the real 
axis. This is clear from the expression of the Green function in 2.19 and from 
the screened interaction which can be written as 
W(X,X^) = V(X,X>) + jy>J}yl%s (2.37) 
where B(x,x';u>) is related to the imaginary part of \ (
Х
,
Х
';ш): 
Β{
Χ
,
Χ
';ω') = --sign{w')^mW
c
(X,X;U') = (2.38) 
7Γ 
Σ Φ.(
Χ
)Φ.(
Χ
'){δ(ω' - ω.) + δ(ω' + ш,)}зідп(ч>') (2.39) 
and 
φ,(
Χ
) = f dX'v{X - Χ')(Ν I ρ'(Χ') Ι ΛΓ, s) (2.40) 
\N) and \N, s) are respectively the ground state and an excited state of the 
interacting ^-electron system with excitation energy ω,, and ρ' = ρ — (ρ) with 
ρ the charge density operator. The pole structure of both the Green function 
and screened interaction is illustrated in figure 2.1 together with a convenient 
integration contour to be used in 2.36. Here the integrand has a rather weak 
structure along the imaginary axis which is part of the contour. Depending on 
whether ω < μ or ω > μ different contours are required. 
The calculation of the quasi-particle spectrum is an iterative procedure in 
which the self-energy operator and Green function are systematically improved. 
The starting point is a non-interacting Green function G0 with which the self-
energy operator is constructed as previously described. A better approximation 
for the Green function is then obtained by solving Dyson's equation for all fre­
quencies ω using this self-energy operator and G0, or equivalently, by solving 
the quasi-particle equations in 2.25 and substituting the results in 2.24. This 
procedure should be repeated (with the 'new' Green function as starting point) 
until input and output results are sufficiently alike. In previous calculations 
it has been shown that a small number of iteration cycles already reproduces 
features of experimental spectra very well [18, 31, 35] (one or two cycles is 
usually sufficient) if the LDA results are used in the construction of the non-
interacting Green function G0. Although the requirement of self-consistency has 
not been met completely, these results usually show a considerable improvement 
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The analytic structure of IiGW for ω < μ 
"V μ -ω 
o c o o o o o o o 
The analytic structure of I=GW for ω > μ 
Figure 2.1: The analytic structure of Σ for ω < μ (upper panel) and ω > μ 
(lower panel). The triangles represent the poles of the screened interaction; 
the circles represent the poles of the Green function. Note that the integration 
along the real axis is equivalent to the integration along the paths shown. 
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of the quasi-particle spectrum with respect to local density calculations regard­
ing excitation energies and lifetimes of the excited states. The quasi-particle 
wavefunctions, however, are very similar to the LDA eigenfunctions. This has 
been shown by Hybertsen and Louie, who found that the overlap between LDA 
and quasi-particle wavefunctions is better than 99.9 % in the semiconductors 
and insulators they considered [18]. Even in systems where the LDA spectrum 
deviates substantially from experimental results such as in the case of nickel, 
similar results are found [31]. This indicates that, when using a LDA Bloch 
basis, the non-diagonal elements in the self-energy matrix are negligible and 
the spectral function can be written as: 
л ι \ 1 ίο* /ι \m MI \i ~ 1 ІЗтДЕкпМІ 
Akn{u>) = - 9fm{kn <7(ω)\kn)\ « — ' \' , 
(2.41) 
where we have applied Dyson's equation in expressing the Green function in 
terms of the self-energy operator and where 
ДЕ
кп
(о>) = (kn|E(w) - v
xc
\kn) (2.42) 
The energies e k n are the Kohn-Sham eigenenergies. Note that the condition for 
finding the quasi-particle energy £k£, which is given by equation 2.26, now has 
a more explicit form: 
£ft = ekn + ДЕ
кп
(Я£р
п
) (2.43) 
The real pact of the self-energy matrix element shifts the quasi-particle peak 
from the LDA eigenvalue to the exact excitation energy, whereas the imaginary 
part determines the linewidth of the quasi-particle excitation. This expression 
of the quasi-particle energy can be written even more conveniently as [18]: 
Ekn - EVn + (Ekn - ek n) 1 _ д А Е к п { ш ) / д ш к п , (2-44) 
where 
Д
к
„ = ekn + ДЕ к п ( £ к п ) (2.45) 
This equation relates the quasi-particle energy to t k n and E k n(f k„) in a simple 
fashion which is similar to first order perturbation theory. 
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2.4 Dielectric response 
At the atomic level the response to perturbations of some electromagnetic nature 
can be represented by the so-called dielectric function e(r, r',< — t'), which is a 
function of two position and two time coordinates. Generally speaking, it relates 
the external perturbation at position r' and time t' to the response of the system 
- a change in the charge density or current density - at some other position г 
at t ime t. For the case of charge perturbations inducing charge fluctuations 
¡$ind(r,t) in the system, the inverse of the microscopic dielectric function can 
be defined as 
5*M{r,t) = J < í 3 r 'A '£ - 1 ( r , r ' , í - t ' ) í *e r t ( r ' , í ' ) (2.46) 
where the total potential is the sum of induced and external potentials: ίΦ ( 0 < (ι · , t) = 
¿Фех<(г, ί) + S$ind(r, t). If we take t > t' we have the retarded definition of e - 1 . 
Other definitions are possible depending on the choice of time-ordering or the 
formalism within which they are defined. We will consider this in some detail 
in the next section. The importance of the dielectric function is most easily es­
timated from the range of its applications in solid state theory, of which we will 
mention here a few examples. In DFT for example, the exchange-correlation 
energy term in the energy functional can be expressed directly in terms of 
e(r, r ' , i — t') [36, 37]. Also, conversely, the dielectric function for ω = 0 (no 
time variation of the external field) can be obtained from D F T results [38]. If 
two self-consistent calculations are done for slightly differing external potentials 
- the difference is then the actual perturbation - the dielectric function is ob­
tained from the resulting change in charge density due to the change in external 
potential. 
Another application of dielectric functions is in the description of excitations 
in many-particle systems. The concept of quasi-particles (section 2.2) is based 
on screening of the electron-electron interactions so that the many-particle sys­
tem can be described in terms of relatively weakly interacting particles with a 
finite lifetime. In this picture the added hole or electron produces excitations in 
the 'background' N-electron system and thereby loses energy. These excitations 
can be of a single-particle nature or involve collective excitations, which are 
called plasmons. This latter kind of excitation is conveniently illustrated for 
the case of a translationally invariant system, for which we have (with q as the 
wavevector of the perturbation): 
e(q, ω)ίΦ < 0 ,(ς, ω) = 5Фех((ц, ω) (2.47) 
The plasmons are then associated with e(q, ω) = 0, as an internal field S<btot(ci, ω) 
of frequency ω and wavevector q can exist without the necessity of a driving 
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external field being present. Therefore the homogeneous system has a charge 
density excitation when this condition holds. The excitation energy of these 
plasmons is usually estimated from the classical result: 
ωΐ = (2.48 
m 
which works surprisingly well. This is due to the singular behaviour of the 
Coulomb potential in the limit of infinitely long wavelengths, giving rise to co­
herent charge fluctuations, so that it becomes possible to treat the electron gas 
as a classical object as is done in the evaluation of the classical result above. 
In s-p bonded metals, semiconductors and insulators the effective electron-ion 
pseudopotential is much weaker than the singular Coulomb potential, and con­
sequently changes the plasmon energy relatively little. 
So far only examples of microscopic dielectric response have been considered. 
In most experiments, however, the microscopic dielectric function is not the 
quantity being measured, but rather its average over a large number of unit cells. 
This quantity is the macroscopic dielectric function and it does not describe the 
response at an atomic level, with the exception of truly homogeneous systems, 
where £
m
;cro(q, w) = tmacro(q>w). The deviation from homogeneity will produce 
a local contribution to the polarization of charge- with much larger wavevector 
than that of the perturbation - which influences macroscopic dielectric response. 
2.4.1 The microscopic dielectric function 
The response functions that describe the system's reaction to external perturba­
tions are important quantities in many-particle quantum mechanics. Examples 
are the induction of charge and current due to applied electric fields or the 
magnetization of a material when a magnetic field is turned on. We will limit 
our discussion here to the response function that relates an external charge per­
turbation to the induced charge within the system and consider the response of 
the electrons only: 
S(p(r,t)) = JdV J dt'x(
r
y,t - і')5Ф
сх((т',і') (2.49) 
where χ(τ, r', t — t') is the full response function relating the induced electronic 
charge density S(p(r, t)) to an external perturbing potential ¿Ф
еі4(г', ί') and 
includes the electron-electron interactions of the many-particle system. If we 
define the inverse dielectric function as in 2.46 then it can be written as: 
e-^r, r', t-t') = i ( r - r')S(t - ί') + ƒ dVt>(r, r")x(r, r", t -1') (2.50) 
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According to first order perturbation theory, χ(τ, r', t — t') is given (in the in­
teraction picture) by [39]: 
X(r,r',i - i') = -І (І - І')(М\[
РІ
(ГЛРІ(Г',І')}\М) (2.51) 
where | N) is the ground state of the interacting JV-electron system prior to the 
application of the perturbation (ίΦ
ΕΙ
< = 0). This expression has the form of a 
two-particle Green function. The time-ordering in this expression is explicitly 
indicated by 9(t -1') where 9(τ) = 1 if τ > 0 and θ(τ) = 0 if τ < 0. Fourier 
transforming with respect to time gives the spectral representation of χ(τ, r', t — 
t'): 
— (NWTWMNAPWN) (N\p(r)\N,t)(N,t\p(T')\N) 
X ( r ) r i« ; = ¿^ ГЧ ГЧ~, 
t ω + io — u>t ω + ιό + ω< 
(2.52) 
where | Ν, t) is an excited state of the interacting ./V-electron system and wt = 
Ek — E0 is the excitation energy. 
These expressions are helpful for an understanding of the analytical prop­
erties of χ (as a function of ω), but they do not provide us with a form of χ 
which can be used for numerical applications, for this involves the evaluation of 
the many-body wavefunctions | N) and | N, t). For the purpose of calculating 
χ therefore other approaches are required. A convenient route for calculating 
the dielectric response is found within density functional theory [38]. This is a 
ground state theory in which relevant quantities such as the ground state energy 
and the effective potential in the Kohn-Sham equations are functionals of the 
ground state electron density. Time is not a variable in this theory and therefore 
all results are restricted to zero frequency. The connection with the dielectric 
and full response functions is found using the Kohn-Sham equations. The per­
turbing potential will modify the electron density and the effective potential 
will change according to (matrix notation): 
с с 
¿Ф
е / / = SvH + Svxc + δΦ^ = -γ-δρ + -γϊ-δρ + ¿Фег( (2.53) 
where Ц*- is the functional derivative of the Hartree potential and is simply 
equal to the Coulomb potential. The response of the independent electrons in 
Kohn-Sham theory to this effective perturbing potential will give a change in 
the charge density: 
δρ = χ0δ$ε1ί (2.54) 
where χ0 is the independent particle response function given by first order per­
turbation theory: 
χ ο
(
Γ
,
 Γ
') = Σ М£к){1~Ш)фІ(г)ФіШ(г')Фь(г') + c c (2.55) 
k,l tk 
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e/t and фк are the Kohn-Sham eigenvalues and eigenfunctions respectively and 
fo(tk) is an orbital occupation number. When this result is compared with 
the expression for the time-independent version of the full response function -
Sp = χ6Φ
αί
 - the following expresion for χ can be obtained within DFT [38]: 
X = [l-Xov
c
-Xo-^]-lx0 (2.56) 
The dielectric function is then given by: 
e~
l
 = 1 + (v + ^ ) [ 1 - хог-с - X o ^ f Γ 'χο (2.57) 
These expressions are restricted to zero frequency so that for a description of 
dynamical response one has to rely on other methods. A possible starting point 
is replacing χ by the independent-particle expression in 2.55. This, however, 
leads to non-physical results [39]: the neglect of the Coulomb potential in the 
long-wavelength limit produces an infinitely large response. The screening ef­
fects of the electron-electron interaction in this limit must be included, and 
this is done in the time-dependent Hartree method by using the independent 
particle response in the expression relating Sp to Φ ( ο ί : 
Sp =
 Хо
8Ф
ш
 (2.58) 
with 
ίΦ
ί ο ( = vSp + ¿Фег, (2.59) 
which is equivalent to 2.53 for zero frequency without Sv
xc
/Sp. The time-
dependent Hartree formalism is equivalent to the random phase approximation 
(RPA) [39] in which the electrons are considered to move in a time varying 
average electrostatic field, as given by <5Ф<0( above, and fluctuations in this field 
are assumed to be negligible. The validity of RPA has been shown for homo­
geneous systems in the high density limit (r, << 1) [40, 41]. This is intuitively 
clear from a statistical viewpoint: fluctuations around the avarage electrostatic 
field are smaller if more electrons contribute to the field. Using e = 1 — νχ
α
, the 
RPA dielectric function in a plane wave representation is written as [42]: 
* („,л - Χ 2 · 4 π
 v
 /0(Ек+ І>) - fo(Ek,,) 
|q + Lw\dil
 kl¡l ¿k+q,c - ¿k,/ -ω -го 
χ (k,/|e-'<4+G>4k + q/>{k + q / | e , ( 4 + G ' ) r | M ) , (2.60) 
where the matrix elements are taken between single-particle Bloch states of 
wavevectors к, к + q and band indices I, I'. Inverting this matrix then gives 
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the desired result. Like the DFT dielectric function, e in RPA is the result of a 
self-consistent calculation of the bandstructure. 
There have been developments that go beyond the simple RPA scheme. 
Examples of these are - apart from the DFT approach discussed above - di­
electric functions including the interaction between hole and electron [43] and 
time-dependent LDA. In the latter formalism 2.54 is assumed to hold for time-
dependent perturbations (using the frequency-dependent χ
Β
 of course), so that 
the system responds not only to the external and Hartree potentials, but also 
to v
xc
 due to the time-varying induced charge density. 
The concept of dielectric response also appears in a description of quasi-
particle properties. Here the screened interaction plays a central role and is 
defined in terms of the inverse dielectric function ε - 1 : 
W(l,2) = ƒ
 W(1,3)£-1(3,2K3) (2.61) 
where the inverse dielectric function e - 1 has the usual definition in the limit of 
a very weak external potential: 
e
~ '
M
- $ a § (ίφ"'"0) ( 2 ·6 2 ) 
A straightforward evaluation of the above expression then gives: 
с"
1
 (3,2) = ¿(3,2) - ¿ ƒ v(4,2)5(U -(t2 + S))(N\ Γ[ρ'(3)ρ'(4)] | N) (2.63) 
where ./V is the Heisenberg ground state, and p' = ρ — (ρ) with ρ as the elec­
tron density operator. This is identical to the expression for e~l derived from 
first order perturbation theory in 2.50, except for time-ordering. After Fourier 
transforming to u>, one can show that: 
Я е е
г
- » = R e e ^ H (2.64) 
and, 
5me~ l((w) = sign(u>)Qme¡¿ (ω) (2.65) 
where sign(u)) = 1 if ω > 0, and sign(u) = — 1 if ω < 0. t~lt and e^1 are 
respectively the retarded and time-ordered inverse dielectric functions in 2.50 
and 2.63. From equation 2.30 it is easily shown that: 
e = 1 - vP (2.66) 
where Ρ is the irreducible polarizability given by equation 2.31. In the GW 
approximation we obtain for P: 
P(l,2) = -iG(l,2)G(2,l + ) (2.67) 
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RPA" Expt.b 
diamond 5.62 5.5 
Si 12.2 11.7 
Ge 19.2 15.8 
LiCl 2.90 2.7 
a reference [38] b reference [44] 
Table 2.1: The macroscopic dielectric constant calculated within RPA compared 
with experiment. For LiCl only the electronic part of the dielectric constant 
(CQO) is considered. 
If (7(1,2) is approximated by a non-interacting Green function G°(l,2), the 
irreducible polarizability - after Fourier transforming to the frequency domain 
- takes a simple form: 
Ρ(ζ,χ';ω) = Σ t^ìfuf ,,
е
ч
Ш
Д(*Ж(*')А(*'Ж(») 
(2.68) 
The factor ƒ<,(£,) is the occupation number for single-particle state φ, with 
eigenenergy -e
s
. The result is - apart from time-ordering - equivalent to the 
RPA expression for the independent particle polarizability χ0 in 2.55 [34] (in 
RPA i(f0(es) — f0(et))S is replaced by -i<$). The above equation, which contains 
the simplest possible form for P, is mostly applied in GW calculations. With 
it, e is obtained from equation 2.66 and inverting the dielectric matrix gives e - 1 
and W. If LDA eigenenergies and eigenfunctions are introduced in this RPA di­
electric function reasonably good results for macroscopic dielectric response and 
plasmon energies are obtained [38, 45, 46, 47, 48]. A few examples concerning 
the macroscopic dielectric constant are given in table 2.1. Usually these RPA 
results overestimate dielectric response in systems with a bandgap, which is 
related to the bandgap problem in LDA. The introduction of the self-consistent 
Green function - obtained from a GW calculation - in Ρ probably gives a better 
description of dielectric response. As we have seen from our previous discussion 
on GW the main effect of introducing the self-energy is a change in the quasi-
particle energy spectrum, while the quasi-particle wavefunctions remain close 
to the LDA eigenstates. In systems with a bandgap GW improves the value of 
the bandgap and consequently reduces the polarizability as is required in order 
to obtain better agreement with the experimental results. 
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2.4.2 Properties of the RPA dielectric function 
The RPA dielectric function is the central quantity in most of the ab initio 
calculations on electronic dielectric response and is taken as a starting point in 
many model formulations. In chapter 5 of this thesis attention will be given to 
such a model formulation. In this section we will first consider the analytical 
behaviour of 6G,G'(4>W) as a function of q for the case of semiconductors and 
insulators, its symmetry properties and sum rule requirements. 
€ο,&(4ίω) m t h e l imit q —у 0 
The exact many-body description of ε in 2.66 - with all vertex corrections now 
taken into account - and the RPA description give identical results for the 
analytical behaviour of ea,G'(4,w) as a function of q when q —> 0 [49, 50]. We 
will consider here the discussion for the case of RPA, as it is the RPA expression 
for the dielectric function which is going to be applied in the next sections and 
chapters. The Coulomb interaction in e = 1 — vP obscures analyticity at q = 0. 
Moreover, as v(q) = 4πε2/ς2 is divergent as q —t 0 the effect of the divergent 
Coulomb potential is not the same for all of the elements in the matrix. For 
convenience we define the symmetric dielectric matrix [49]: 
£ο.
β
'(ς,ω) = тІІРіЪМч,») (2-69) 
I q + G'l 
where £G,G'(q>w) is given in 2.60. In the limit of q —• 0, the matrix elements 
in 2.60 can be written as (G = 0): 
(k,ν | e-'<4+G>r> | к + q,c) = (k,υ \ -щ• г | к + q,c) (2.70) 
where ν and с refer to valence and conduction band states respectively. Using 
this result, it is easily shown that ёо&^ш) = — £o,G'(—4>w) (G' φ 0). The 
matrix element in 2.70 is proportional to q in the limit q -> 0 and cancels with 
the divergent 1/g factor in t to give a finite but in general non-zero result. This 
means that the matrix elements ë0,G'(4,u) are non-analytic at q = 0 (G' φ 0) 
and a separate description is required for this case. For q = 0: 
Φ«ί(0,«) = Σίο.β·(0,ω)Φ«(0 + G',«) (2.71) 
G' 
Note that a constant external potential Φ
β Ι ί
(0,ω) corresponding to a zero elec­
tric field cannot produce an induced electrical field inside the system. Therefore 
as the Φ(ο((0 + G',ω) may be unequal to zero - which is true in the case of 
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plasmon excitations in the system - £o,G'(0,w) must be equal to zero. Conse-
quently, also €ο,ο(0,ω) = ^£^
ο
(0,ω) = 0. Following the same argument also 
6 O,G(0, U ' ) — eG!o(Oiw) = 0 and the same is true for the symmetric matrices. 
The body of the dielectric matrix has elements tG
:
a'{q,u) (G, G' φ 0) that are 
analytic functions of q, because the Coulomb potential does not diverge when 
q —> 0. Finally, for to>o(q,w) the product of the matrix elements in the limit 
of q —>· 0 is proportional to q2 and cancels with the Coulomb potential to give 
a finite result. For cubic crystals the result is independent of the direction in 
which q goes to zero [38]. 
symmetry properties of Ес,с(Ч)ш) 
The calculation of the dielectric matrix within RPA is calculationally very in­
volved. Therefore symmetry relations that may exist between elements of the 
dielectric matrix are very useful tools for the evaluation of this matrix. For 
completeness we will summarize these symmetry relations [38], which are not 
restricted to RPA but apply to the exact dielectric matrix as well. Exploitation 
of translational periodicity (w is omitted for notational convenience): 
e(r,r') = e(r + T,r ' + T) (2.72) 
where Τ is a lattice vector gives the following form of the Fourier series of ε: 
< r ^ = h Σ eG,G<(q)e-(<,+G)re'<4+G'> r' (2.73) 
q,G,G' 
where the vectors q + G and q + G' differ by a reciprocal lattice vector. Point 
symmetry can also be applied in order to reduce the number of matrix elements 
to be calculated: 
e(r, r') = e(Rr + d, Яг' + d) (2.74) 
where R represents a rotation and d is a non-primitive translation vector for 
describing symmetry operations according to the space group of the system. 
Using the above equation, and the Fourier series of ε, the following symmetry 
relation among elements of the dielectric matrix can be obtained[38]: 
e G l ,G,(q ' )e-< G 2 - G l ) d = £G;,G¿(q) (2.75) 
where q' = i£q+G and where G[ and G'2 are defined as G', = £ - 1(Gi-|-G) and 
G'2 = R~l {G2+G). Notice that both q and q' are within the first Brillouin zone 
and generally a reciprocal lattice vector G is required after rotation β. These 
symmetry relations are extremely useful for two specific applications. First, once 
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£α,α'(4ιω) is calculated for one particular direction of q, the dielectric matrix 
for all symmetry related q points can easily be evaluated using this equation. 
Second, for the subgroup of point group operations for which q = q', equation 
2.75 offers the symmetry relation between elements of the same matrix. 
sum rules 
Other very useful tools are frequency sum rules. They not only offer the possi­
bility to test ab initio results for 6G,G'(4> W ) [45], but can also guide the choice 
of some analytical model for the frequency behaviour of the dielectric func­
tion. In these models the dielectric function is then evaluated for a limited 
number of frequencies and an analytic extension for the rest of the spectrum 
is made in agreement with the sum rule condition. These functions usually 
have a very simple form using a delta function (plasmon pole) in the frequency-
domain of £G 1G'(4>U ') with weight and energy position as parameters to be 
determined from the Kramers-Kronig relations, sum rules and the set of known 
{£с!с(ч^·)}· 
We will here consider a generalization of the sum rule due to Pines [51], 
following Hybertsen and Louie [18]. The double commutator [[Я,Pq+σ], Pq+G'] 
can be written as: 
Σ(Ε, - Я
о
)і{<0 I ¿ q + G I s)(s | p[+G, | 0) + (0 | ¿q + G , | s)(s \ p4+G | 0)} 
= ( q + G ) . ( q + G > G - G < (2.76) 
where pq+G is the density fluctuation operator. PG-G' is the Fourier transform 
of the electron density, Η is the Hamiltonian of the system of interacting elec­
trons, with | 0) as the ground state and | s) as an excited eigenstate. One can 
also show that: 
roo ης 
/ dwutàme^fq,«) = — -v(q+ G) χ (2.77) 
Jo ' 2 
Σ(Ε, - Eo)U(0 | pq+G | s)(s | ¿q+G , | 0) + (o | p q + G , | s)(s \ p4+G | 0)} 
This follows directly from the expression for the retarded inverse dielectric func-
tion defined in 2.50 and 2.51. Combining the two equations above gives the 
frequency sum rule, which is also valid for e,"1^) due to equation 2.65: 
ΓΑ CV -ι / ϊ π a(q + G ) - ( q + Q')PG-G' , 9 7 a v 
i αωω^τη^
α
,(^) = --ω
ρ
 ^ ^ — (2.78) 
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2.4.3 Application of model dielectric functions within 
GW 
The evaluation of the RPA dielectric function for a crystalline solid material 
still poses difficult numerical problems. For each matrix element ео,с(ч>а ') m 
the generally large set of matrices with q and ω arguments, a summation over 
all possible combinations of valence and unoccupied states is required. This 
means that a lot of matrix elements in the RPA dielectric function in 2.60 need 
to be calculated. Moreover the eigenfunctions and eigenenergies that are the 
input for this dielectric function have to be evaluated up to rather high energies 
if one is interested in the dynamical response (u> > 0). Therefore large basis sets 
are needed in the bandstructure calculation of these quantities, especially if we 
know that conventional panelling techniques are not allowed in the calculation 
due to the required strict orthogonality of the wavefunctions to be used in the 
RPA dielectric function. 
As a consequence of these difficulties the search for and use of model dielec­
tric functions is justified. We will treat only two examples from the rather large 
set of model RPA dielectric functions, and consider their use in the calculation 
of self-energy corrections. 
One way of treating dielectric response in an inhomogeneous electron gas 
is to divide this system in small volume elements <Ρτ and to assume that the 
dielectric response of each individual volume element can be represented by that 
of the homogeneous electron gas with the same electron density [52, 53]. The 
inverse of the dielectric function is then replaced by the volume average: 
_ L _
 =
 / ÍLi I ι (2 79) 
e(q,W) J Ω 4 ( q , u , r . ( r ) ) ' K ' ' * ' 
where r, is the electron density parameter (already defined in section 2.1) and 
Ci, is the Lindhard dielectric function, which is the RPA dielectric function of 
the homogeneous electron gas [54]. Note that the off-diagonal matrix elements 
are neglected in this dielectric function, which means the model is limited to 
systems for which the charge distribution does not have rapid spatial variation. 
With this expression for e~l it is possible to calculate electron mean free paths 
and quasi-particle lifetimes in real systems such as simple metals and some 
semiconductors. We start with the homogeneous electron gas expression for 
quasi-particle energies, which can be written approximately as: 
£k = ek + <k | Σ(ω = ek) | k) 
where for the case of fast electrons (e* >> e?) 
(к Ι Σ(α, = ek) I k> ~ \{±f J <Pq{W(q,ek+4 - *) - »(q)] (2.81) 
(2.80) 
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The exchange term can be neglected for energies t\¡ » tp as has been done in 
the previous equation. Hence, for the imaginary part of ЗгпЕъ we can write: 
ЭтЯк = ¿ ( ¿ ) 3 ƒ dV>m{VK(q)£k+q - ck)} (2.82) 
where £k+q — £k is the energy loss of the fast electron and q the corresponding 
change in momentum. For non-homogeneous systems the screened interaction 
is expressed in terms of the inverse dielectric function given by 2.79: 
W(q,
 £ k + q - £k) = l ^ - _ J — _ (2.83) 
qi e(q,£k+q-ík) 
with which the imaginary part of the quasi-particle energy in 2.82 can be eval-
uated. In chapter 3 we will represent the results of ^SmEy calculations for Al 
using this method. 
A second important application of model dielectric functions is found in the 
work of Hybertsen and Louie on self-energy calculations for semiconductors and 
insulators [18]. These systems have a spatially rapidly varying charge density 
and therefore a Fourier transform of the screened interaction W(r, г', и) involves 
both coordinates. 
\ (т,т',
Ш
)= Σ WG,G.(q,u;)e ,<4 + G> re- ,(4 + G '> r ' (2.84) 
q,G,G' 
and 
WGlG,(q,w) = £G'G,(q,u>)t;(q+ G') (2.85) 
The Lindhard dielectric function is not a good model function for these systems, 
because it does not take into account the charge inhomogeneity and the presence 
of the bandgap. In order to avoid the complete calculation of eG|G/(q, ω) within 
the RPA scheme a possible alternative is the analytical extension of the dielectric 
matrix as a function of frequency ω, where the matrix is calculated only for a 
limited number of frequencies. This is done in the so-called generalized plasmon 
pole model due to Hybertsen and Louie [18]. In their approach ÍQ'G'ÍQ»'4 ' = 0) is 
obtained by an ab initio (RPA or DFT) calculation, using LDA eigenfunctions 
and -energies, and the frequency behaviour of this function is modeled by a 
delta function (plasmon pole) with weight Л с с ( ч ) and energy position ω = 
WG,G'(q)· In time-ordered form: 
3meG'G,(q,uj) = AGtGI(q){S((j - ü>G,G'(q)) + ¿(ω + ¿GlG ' (q))} (2.86) 
Я^сЛч,«) = ¿CG' + , n % ( q L (2-87) 
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where 
, , - ч _ - f r f t G , G ' ( q ) , 
/lG,G'(q) = -5-7Γ—7-7 (2.88) 
П о ^ ( ч ) - «* ^ ^ — (2.89) 
^ , G . ( q ) = -. % ^ rr (2.90) 
With these definitions for Лс,с(ч) and WG,G'(q), the sum rule in 2.78, ала the 
Kramers Kronig relation: 
Β«ο 0 ' (4,ω = 0) = ¿G,G' + --P / аш-%тпеа1а1(ч,ч>) (2.91) 
' 7Γ JO Ш ' 
are satisfied. This particularly simple form of ε - 1 eliminates the problem of an 
involved contour integration in 2.36, and for the diagonal matrix elements of 
the self-energy operator we can then write: 
<kn Ι Σ I kn) = (kn I Ess I kn> + (kn | Σ
ΟΗ
 I kn> (2.92) 
where 
oec 
(kn ι Σ3Ε(Ε) ι kn> = - Σ Σ <k" I e i ( q + G ) r I k - я«') 
n' q,G,G' 
x(k - qn' I
 e
-'(4+G')r' 1
 k n j (2.93) 
12 
I* »G,G'(q) Ì , _
м i °G,G' + jr. τ; —
г
 η-τ } v(q + G') l (£-ík_qn.)2-u4G,(q)J 
(kn ι ΣΟΗ(Ε) I kn) = Σ Σ <k" I e ' ( q + G ) r I k - я*') 
n' q,G,G' 
x(k - qn' I e-''4 + G '» r ' I kn) (2.94) 
χ
1 nG,G-(q) p ( q i C ' ) 
2¿
'G,G'(q)[£; - £k-qn' - ώ α,οΊ 
Here the first term arises from poles in the Green function and the second term 
from the poles in the screened interaction. In the sum over n' only states of 
the same spin as | nk) contribute. The singularity in the Coulomb potential 
for I q + G' |= 0 is treated following reference [55]. The sum over the Brillouin 
zone is of the form: 
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where g(q) is a smooth function around q = 0. The part of the Brillouin zone 
represented by q = 0 is taken to be spherical (keeping the volume of this region 
fixed) and the singularity is integrated out analytically: 
S W W L· dqW = wJ° qq h d9stne i ^W 
(2.96) 
where ς« is the radius of the spherical volume belonging to q = 0: q
az = 
(6π2/Ω)^3. The contribution from q = 0 to the sum in 2.95 is then equal to: 
g(q = °) „
 (0 Q74 
~ ^ -
q
"
 ( 2
·
9 7 ) 
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Chapter 3 
Experimental methods 
3.1 Electron energy loss spectroscopy 
In Electron Energy Loss in transmission (EELS) [1] high energy electrons (KE 
> ЗОке ) pass through thin materials with a layer thickness of roughly 1000 
A. These electrons may scatter elastically off the lattice (Bragg scattering) or 
inelastically by producing phonons, electron-hole excitations or collective exci­
tations (plasmons). Inelastic scattering by phonons involves lower energies than 
the energy resolution of EELS and therefore cannot be separated from the elas­
tic scattering. Larger energy losses are observed in inelastic scattering by the 
electrons of the system. Here the fast electron interacts with the electrons in 
the solid by the Coulomb interaction, which is of a longitudinal nature (E || q) . 
The scattering process is schematically illustrated in figure 3.1. Неге θ is the 
scattering angle, fik and fi(k—q) are the momenta of the incoming and outgoing 
electron respectively - so that momentum fiq has been transferred to the solid-
and the corresponding energy loss is hu = E\ — Eo = (ft2{2k · q — <?2})/2m. 
The quantity which is measured in EELS is the partial differential cross section 
d2a/dEdSl and this is equal to the number of transitions per unit length - of 
the distance travelled by the outgoing electron - per unit of solid angle and 
energy. This quantity is related to the total transition rate for EELS which can 
be obtained from the Fermi Golden Rule expression. 
Яш = 2π {^-\ Σ | (Φ/ | n _ q | Φο) | 2 δ(Ε0 + Ηω- E¡) = (3.1) 
ÍAwe2V f« 
l Я2 I L dte
iL
"(^o I n q (<)n_ q (0) | Φο) (3.2) 
where Φ ƒ and Φο are respectively a final state and the ground state many-
electron wavefunction and where n q is the Fourier transform of the electron 
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Figure 3.1: Scattering geometry of ал electron-energy-loss experiment in trans­
mission. The energy loss and the momentum transfer are defined. 
density operator. Then we have 
&σ 
дПдЕ (2тг): ;Rti (3.3) 
The matrix elements {Фо | raq(i)n_q(0) | Фо) in 3.2 may be replaced by a 
weighted average over initial states in the case of finite temperatures. The total 
transition rate is closely related to the structure factor 5(q,w): 
5
^ = ЦУ^Ыі)п-,т = ¿ (¿)V< (3.4) 
which is the space-time Fourier transform of the electron density-density cor-
relation function. Application of the fluctuation-dissipation theorem [2] allows 
us to write down the relation between the structure factor and the electron 
density-density response function in 2.51: 
1 
S(q,oO = 
-ßu, _ ι 5mx(q,q,w) (3.5) 
where β = 1/kT. The macroscopic longitudinal dielectric function is defined as 
[39, 42]: 
1 _ ¡<Pre-"*TS(<!>tot(v,u)) 
¿$M«(q,w) ^ооЧЧі") (3.6) £A/(q,w) 
where ¿(Ф(0((г,оі)) is the unit cell average of the total potential. From 2.50 and 
3.6 the following relation between the macroscopic dielectric function and the 
full response function can then be written: 
£Aí(q,w) q2 (3.7) 
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Combining these results the connection between the partial differential cross 
section and macroscopic dielectric response can be formulated explicitly: 
δ
2
σ _ / m e 2 \ 1 1
 л
 1 
дПдЕ - [ π ) q* e-*> - 1 eM(q, ω) (™> 
which for Τ = 0 reduces to 
32σ _ / т е Л 1 1 
дидЕ- U J ? 2 ем(ч,«) ( 3 · 9 ) 
The differential cross section is directly proportional to the inverse of the lon­
gitudinal dielectric constant. As 1/ejtf (q,ω) = £¡¡0 (4> ω ) the role of off-diagonal 
elements (of 6G,G'(q>w)) in the EELS spectra is clear from a formal point of 
view. These elements describe the polarization of localized charges in the system 
with wavevector q + G when the solid is subjected to a spatially slowly vary­
ing charge perturbation. The combined effect of these elements on macroscopic 
dielectric response is usually called 'local field effects'. 
3.2 Bremsstrahlung isochromat spectroscopy (BIS) 
In BIS electrons of a somewhat lower energy than in EELS (BIS KE~1.5keV) 
impinge on the sample. The physical process in this experiment is that a high-
energy electron drops down into an unoccupied state of the solid, thereby emit­
ting a photon with particular energy Ηω. In the BIS experiment the kinetic 
energy of the 'free' electron in the initial state is varied and by selecting just 
one particular photon energy in the detection, the density of unoccupied states 
is probed. The effect of the initial state density of states can be neglected, 
because this quantity is nearly constant at approximately 1500eV above ep for 
the energy range of the kinetic energy variation being considered. A few (ex­
perimental) details of the technique need further attention. BIS is a non-site 
selective, a non-symmetry, and a non-k selective technique. Regarding the first 
property, the final states of BIS are unoccupied states and these are not local­
ized on one atomic site. Turning to the non-symmetry selectivity, this property 
can be explained by the fact that the initial states contain different symme­
tries which are coupled, following dipole selection rules [3, 4], to symmetries 
in the final states. Although not all symmetries in the final state density of 
states have the same weight, all of these in principle are present in the BIS 
spectrum. The technique is non-selective for к as well: the electrons that enter 
the sample do not have a well defined к (due to the inhomogeneous electric field 
between cathode and sample) and moreover к is not conserved in the direction 
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perpendicular to the sample's surface. These properties indicate that BIS is a 
technique for studying the final state total density of states of a material. The 
material itself must be a reasonably good conductor as charging of the sam­
ple makes calibration of the final state excitation energies impossible. Another 
more general and equally serious problem in the interpretation of the final state 
DOS, is the effect of the electron-electron interactions on the energy distribu­
tion of the initial state. This state experiences energy losses due to plasmon 
excitations and electron-hole excitations and instead of having transitions from 
one discrete level a spectral distribution of initial states has to be included in 
the description of the de-excitations. This distribution is equivalent to the one 
for the final states of x-ray photoelectron spectroscopy (XPS)[5], which is the 
inverse technique of BIS: a photon is absorbed (instead of emitted) by the sys­
tem and produces a fast electron (instead of absorbing one). The initial state 
spectral function in BIS can be deconvoluted by using the equivalent final state 
distribution (the loss-function) from XPS [6]. The reason the loss-function is 
obtained from XPS is because it can be easily separated from the other spec­
tral features and this is certainly not true for BIS. Finally, we should mention 
the limited energy resolution in the kinetic energy of the high energy electrons 
(~ О.бе under ideal conditions) and also the limited energy resolution of the 
monochromotor with which the photon energy is selected. The first contribu­
tion is dominating and is related to the Maxwellian distribution of the electrons 
due to their thermal motion. 
The general theory of BIS will now be formulated, following reference [7] . 
The transition probability between an initial and final state is according to the 
Fermi Golden Rule: 
W = Ç | <ф£+ 1 | Δ | $ 7 + 1 ) | 2 S(E?+1 - E$+1 - Äw) (3.10) 
η 
The initial state can be approximated as an antisymmetric product of a single-
particle state φ, and the N-electron ground state Ф^: а*Ф^ (α, is the creation 
operator for state i). The final states can be considered as eigenstates Ф^-+1 
of the system of N+l interacting electrons for which the component of φ, in 
Φ ^
+ 1
 is negligibly small: ο,Φ^ + 1 ~ 0 (a, is the annihilation operator for state 
i). E^+1 and Ep+l are the corresponding eigenenergies and Δ is the operator 
describing the interaction between photons and electrons. If we apply a second 
quantization scheme for the description of the matrix elements in 3.10, we can 
write for Δ: 
Δ = ^Δ / , / α}α, Δ,., = (ƒ | Δ |/) (3.11) 
J.I 
where the operators a\ and a¡ are the creation and annihilation operators re-
spectively for the one-electron states φ/ and φι. These states may be choosen 
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to be LDA states. Summing over initial and final states will give: 
2π 
^ = γ Σ Σ Δ*,ΔΪ,,Λ
№
(6. - L·,) (3.12) 
n
 k,k' ι 
where e, is the energy of the single electron in the initial state and 
ЛкИе. - M = Σ < φ £ + 1 I «Ì Ι < ) < * ? Ι «*< Ι Φ£+ 1>% - hw - (££+ 1 - < ) ) 
(3.13) 
is the spectral function. If the one-electron states are LDA Bloch states, then 
the off-diagonal elements of the spectral function can be neglected (see section 
2.2; к and k' now indicate LDA Bloch states): 
Akk<(e, - Лш) ~ Л
к к
(е, - hw)Skk> (3.14) 
The total transition probability can then be written as: 
Ίπ 
W = -Yi\Aìi,,\2Akk(ei-hu>) (3.15) 
k,i 
The matrix elements Дк,, are slowly varying functions of initial state energy 
ε, and they produce no further structure in W than is already present in the 
spectral function А
кк
. For this reason W, which is proportional to the pho­
ton current, gives detailed information on quasi-particle peak positions and 
lifetimes. 
3.3 X-ray absorption spectroscopy (XAS) 
In XAS experiments on solid materials the probes that impinge on the sample 
are photons. Their absorption is measured as a function of the photon energy 
and provides us with the excitation spectrum of the solid. XAS is a site- and 
symmetry-selective technique, which is most easily explained from a one-particle 
viewpoint: due to the absorption of the photon a core level electron, which is 
bound to a particular atomic site, is excited. The core level excitations of 
different atoms can in principle be identified because of the different binding 
energies of the core level electrons. The technique is also symmetry selective as 
the dipole selection rules couple the core level (with symmetry /=0,1, .. ) to 
the symmmetry projected density of unoccupied states with / = / ± 1. 
The starting point for a quantitative description of XAS is again Fermi's 
Golden Rule: 
W = ( ^ ) 2 ¿ Σ I («F I H' I О I2 S(Eo -EF + M (3.16) 
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where Ф^ and Ф^ are respectively the ground state and an excited state wave-
function of the N-electron system; also 
Я ' = Е
е
'
к Г
' £ ( М ) - р , (3.17) 
ι 
with к the wavevector of the light and £(k, λ) its polarization vector. r ; and 
Pj are the position and momentum vector of the j t h electron respectively. In 
the dipole approximation (long wavelength limit) the exponential factor is put 
equal to unity and higher order multipole contributions are thereby neglected. 
A difficult problem in the theory of XAS is the representation of the many 
body (final) states which cannot be calculated exactly. In the widely used sud­
den approximation [8] the creation of the core hole is treated as an instantaneous 
perturbation and the wavefunctions Ф^ and Фр diagonalize different Hamilto-
nians. This is, in principle, incorrect as Fermi's Golden Rule requires both the 
initial and final states to be eigenstates of the same Hamiltonian. However, 
some form of final state wavefunction has to be found, and the sudden approx­
imation implies that a wavefunction which has relaxed to the presence of the 
core hole is a more accurate approximation than one in which the excitation 
just means the promotion of an electron from one orbital to the other, without 
any regard of dynamical effects. 
In the simplest independent particle approximation initial and final states 
are represented by single Slater determinants: 
Φ
Ο
Ν ( Γ „ Γ 1 , Γ 2 , . . . , Γ Ν - Ι ) = ( Λ Π ) - ^ ( - 1 ^ Ρ [ 0 1 ( Γ , ) < Α Ι ( Γ 1 ) 0 2 ( Γ 2 ) . . ^ _ 1 ( Γ ^ _ 1 ) ] 
(3.18) 
Φ^(Γ1,Γ2,...,ΓΝ_1,Γ/,) = (ΛΤ!)-^(-1)"Ρμ1(Γ1)ψ2(Γ2)..^_1(ΓΝ_1)(Α/(Γ/)] 
(3.19) 
where <Д,(г,) and ф/(т/) are the core orbital and final state orbital respectively. 
The other electrons - 'passive electrons' - occupy orbitale that are assumed to 
be unaffected by the core potential. Then the transition rate can be written in 
a very simple form: 
w =
 гщ* ι ^ ! ! _ ^
 + 
\ τη / ω\1 ι 
Despite the rather crude approximations that have been made in order to obtain 
this result for calculating the transition rate, the results are excellent for many 
K-edge spectra (K-edge refers to φ,(τ,) being a | Is) core level)[9]. Further 
improvements are made when the single-particle final states are adapted to the 
presence of the core hole. This is the so-called final state rule, which is supported 
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by numerical calculations [10, 11] and by comparison with results from model 
calculations [12]. There are cases for which this single-particle approach does 
not work, for example in multiplets, where the wavefunctions of the 'passive 
electrons' are not adiabatically related to those before the excitation, and in the 
description of edge singularities. This phenomenon, which was first proposed 
by Mahan [13], has been explained by Nozières and de Dominicis [14]. They 
found that the transition rate close to the absorption edge is proportional to: 
W α £ Ι (Φ, I H'\ Φ/ |2 (1/E)a,t (3.21) 
'/ 
where 
«|, = £*-Jif:(2¿ + 1)¿? (3-22) 
1=0 
δ, are the phase shifts evaluated at the Fermi energy for angular momentum 
quantum number j in the presence of the core hole. If a¡t > 0, a singularity 
for symmetry I appears at the threshold. If a¡. < 0 the contribution from that 
symmetry at threshold is suppressed. 
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Chapter 4 
Self-energies in BIS and XAS of 
Aluminium 
4.1 Introduction 
It has been recognized for over twenty years that a single particle DOS calcula-
tion cannot, strictly speaking, be used to directly predict the spectra of experi-
ments, such as photo-emission (PS), inverse photo-emission or bremsstrahlung 
isochromat spectroscopy (BIS) and X-ray absorption spectroscopy (XAS). This 
is because the eigenenergies present in the density of states (DOS) are not excita-
tion energies [1, 2]. For systems where the atomic correlations do not dominate 
completely one can speak of a quasi-particle density of states which represents 
real excitations of the system and differs from the independent particle DOS by 
an energy dependent self-energy. Curiously, although the free electron systems 
like Al, Mg and the alkaline metals are amongst the best understood, from a 
theoretical point of view [3, 4, 5, 6, 7] the properties of the self-energies of the 
unoccupied states relevant to BIS and XAS have been less studied experimen-
tally than the transition metals, rare earths and compound systems [8, 9, 10]. 
In this paper we undertake such a study, comparing in detail BIS and K-XAS 
spectra with high quality independent-particle DOS calculations. Our aim is 
to try to quantify the self-energy effects. Unfortunately such comparison is not 
sensible unless we take account of the transition matrix element variations in 
both BIS and XAS. We first give a description of the experimental details in 
section 2, followed by a theoretical section, section 3, in which the simulation of 
the BIS and XAS spectra is outlined. The results will be presented in section 
4 and discussed in section 5. Our main conlusions will be that (i) in BIS the 
plasmon pole model gives a good description of the experimental self-energy 
corrections, although below the plasmon frequency the model fails because here 
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electron-hole excitations appear to be important, and (ii) in K-XAS the concept 
of a system having an extra valence electron and a static core hole potential, 
for which the self-energy corrections and core hole interaction can be treated 
independently and additively, is not satisfactory for the case of aluminium. 
4.2 Experimental details 
The K-XAS spectra of Al were recorded in total photon yield mode using a 
double crystal monochromotor fitted with quartz single crystals at the BESSY 
synchrotron. The experimental resolution is of the order of 0.4 eV full width half 
maximum (FWHM). For both XAS and BIS studies the Al surfaces were pre­
pared by scraping in UHV (approximately I O - 1 0 Torr). The BIS spectra, taken 
from [11], were recorded using an XPS monochromator tuned to the photon 
energy of the ΑΙ Κα line (1486.7 eV) and an electron beam from a cylindrical 
Pierce gun. Using XPS results the samples were clean (<0.2 monolayers of 
oxygen) and for long measurements we also checked carefully the region near 
Ep to ensure that no change with time occurred. The plasmon contribution 
was subtracted, as described in [11]. For BIS the experimental resolution is of 
the order of 0.7 eV FWHM Gaussian. An additional 0.2 eV FWHM Lorentzian 
broadening gives better agreement with the tail of the step at EF. 
4.3 Theory 
In this study we aim to test our ideas on the importance of different contribu­
tions to BIS and K-XAS spectra. Especially we are interested in the self-energy 
corrections, which relate the LDA DOS to the quasi-particle excitation spec­
trum. The idea for BIS is the simulation of a BIS spectrum by combining a 
number of contributions, such as the LDA DOS, the matrix elements for all 
angular momentum quantum numbers (/ = 0,1,2,3) and the self-energy cor­
rections. It must be emphasized that the energy loss of the electron in its high 
energy state is not being considered here, because the experimental spectrum 
has been treated to remove the plasmon losses [11], using the experimentally 
determined loss function from Al XPS. For Al K-XAS a similar procedure will 
be adopted, now using the p-symmetry projected DOS and matrix elements, 
but the problem here is how to include the core hole effects. As a starting point 
we assume that the final state of K-XAS is similar to that of BIS, except for 
the presence of the core hole, and that the self-energy corrections (from BIS) 
and the core hole effect can be treated independently. To put it in other words: 
we assume that the quasiparticles in K-XAS experience a core hole potential, 
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but the quasiparticle itself and the interaction between the quasiparticles is not 
changed by this potential. In the following subsections the calculations of band-
structure, transition matrix elements, self-energy corrections and the core hole 
effect are discussed and the procedure used to combine them is considered. 
4.3.1 The DOS calculations 
The DOS was calculated by Zeiler [12], using the KKR-Green function method 
(Korringa, Kohn, and Rostoker [13, 14]) and the self-consistent potentials of 
Moruzzi et al. [15, 16] for this purpose. The angular momenta are truncated at 
l
max
 = 4. The Brillouin zone integrations were performed by the tetrahedron 
integration method [17, 18] with 6144 tetrahedra in the irreducible zone. In 
these calculations the DOS was calculated up to 68eV. 
4.3.2 The transition matrix elements 
Briefly for BIS we use the formalism of Winter et al. [19, 20] for transition cross 
sections, which is based on neglecting multiple scattering for the high energy 
electron (1.5 keV). This neglect of multiple scattering leads to a localized de­
scription of the transition, the so-called 'single site approximation'. For BIS the 
overlap integral is calculated between the radial wavefunctions of the incoming 
electron and the final state at any given energy and angular quantum number 
/ above the Fermi level. The radial wave functions are calculated within the 
muffin-tin potential of Al for a single site, thus making use of the single site 
approximation. For K-XAS the procedure is very similar, but now the overlap 
integral is between the radial parts of the Is wave function and the unoccupied 
ρ (/ = 1) states. 
The calculated energy dependence of the matrix elements is shown in figure 
4.1 for BIS (upper panel) and K-XAS (lower panel). The BIS matrix elements 
are calculated by áipr et al. [21, 22]. In the case of BIS the matrix elements 
depend on the angle between incident electrons and outgoing photons. Although 
this angle usually is not very well defined, because of the inhomogeneous electric 
field near the sample, it is still important to consider the angular dependence. 
Comparison of results from [23], taking this angular dependence into account, 
with orientationally averaged matrix elements show that the relative orientation 
of incident electrons and outgoing photons is very important for explaining 
matrix element effects in e.g. transition metals. However for aluminium the 
angular dependent matrix elements agree very well with the orientationally 
averaged ones for angles corresponding to the experimental situation. Returning 
to figure 4.1, we see that the important region of these plots is that above the 
Fermi level and in both cases we note that the matrix elements are increased 
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Figure 4.1: upper panel. XPS/BIS matrix elements as a function of energy 
above the Fermi level for different orbital quantum numbers. The matrix el-
ements for /=0, /=1 and 1=2 are very large compared with those of higher 
orbital quantum numbers, so the latter matrix elements actually are too small 
to be presented on this scale (the intensities are given in arbitrary units); lower 
panel. К XAS matrix elements as a function of energy above the Fermi level 
(the intensities are given in arbitrary units). 
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by a factor of about 2 between Ep and Ep + 20 eV. Above this energy interval 
the matrix elements have a nearly constant value. In the case of BIS states of 
several symmetries contribute to the spectrum but figure 4.1 shows that only 
s and ρ states are important. The matrix elements corresponding to the / = 0 
states are larger than those for / = 1 and are also much larger than those for 
/ = 2. Speier et al. attributed this to the shift in (r) to the outer region 
of the atom, when going to larger I quantum numbers [20]. In these regions 
the value for the gradient of the muffin-tin potential (the electric field), which 
slows down the fast electron classically, is smaller and from this it is clear that 
the potential is more effective for orbitale with lower (r), giving rise to larger 
transition probabilities for lower /. 
4.3.3 Calculated self-energy corrections 
In this study we make a comparison between experimental and various theoreti­
cal self-energy corrections in order to see the relative importance of electron-hole 
and plasmon excitations to the excitation spectra. For BIS we use the results 
from two different methods in treating the self-energy corrections for the unoc­
cupied states in aluminium. 
The first one is due to Horsch and von der Linden [24, 25]. In their approach 
the corrections to the quasiparticle energies are calculated self-consistently using 
the GW approximation, i.e. neglecting vertex corrections in the expansion of 
the self-energy operator. For the evaluation of the Green function (G) and the 
screened interaction (W), band structure results are used, so the effect of crystal 
structure has been taken into account explicitly. The main approximation in 
Horsch and von der Linden's approach is the generalized plasmon pole model 
for the dielectric function in W. This approximation can be tested conveniently 
by comparing simulated and experimental BIS spectra below and above the 
plasmon energy. 
Another method of calculating self-energy corrections, now considering the 
imaginary part only, is by means of a statistical model, using a model dielectric 
function [26, 27]. For the case of the homogeneous electron gas, the imaginary 
part of the self-energy correction Δ for an electron with momentum к is given 
by Quinn [28]: 
where ε is the wavevector (q) and frequency (u>) dependent dielectric function 
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Figure 4.2: Energy dependence of the real and imaginary parts of the self-
energy corrections. The energy on the χ axis is given with respect to the Fermi 
energy, a) Results of P.Horsch and W.von der Linden [24]; b) Statistical model 
calculations; c) Experimental data , references [30] and [31]. 
for the homogeneous electron gas with electron density parameter r,. Here: 
r,(r) = 
Ann(r) 
1/3 
(4.2) 
and n(r) is the electron density. 
For a non-homogeneous electron gas system, such as aluminium, the imag­
inary part can be approximated by a method, developed by Lindhard and co­
workers [29]. In this method the dielectric response of a real system is consid­
ered for a small volume element to be equal to the response of the homogeneous 
electron gas with the appropriate density, and then the imaginary part of the 
self-energy corrections takes the following form: 
tPr 3m{A(fc)} = ƒ у9га{Д(к)}, (4.3) 
where the region of integration is the Wigner-Seitz unit cell of volume Ω. We 
have evaluated this expression for Al, using the spherically averaged electron 
density from Tung et al. [26]. Figure 4.2 shows the real and imaginary parts 
of the self-energy corrections. Our results, which are evaluated by means of 
the statistical method described above, are included in the figure. Considering 
the real part of the self-energy corrections, we note that this quantity is almost 
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zero up to the plasmon energy after which it slowly increases. This is normally 
attributed to the decoupling of the electron from its exchange correlation hole. 
Turning to the imaginary part of the self-energy corrections Horsch's calculation 
shows for this quantity a zero value up to the plasmon energy after which it 
increases rapidly over a range of approximately 5 to 10 eV and then it increases 
much more slowly. In this case the increase in S>m(A) and thus the lifetime 
broadening of the final state results from the creation of plasmons with con­
comitant loss of energy. This process cannot occur below the plasmon energy 
and therefore the imaginary part is zero in this energy region. Our approxi­
mate treatment of the imaginary part of the self-energy within the statistical 
model is in good agreement with the results from Horsch and von der Linden 
for energies above the plasmon frequency. Also these data agree very well with 
experimental values for electron mean free paths in aluminium [30, 31]. Even 
for energies below the plasmon energy, where the effects of exchange and cor­
relation become important and which are not taken into account completely 
within the Lindhard dielectric function [32], the results are satisfactory when 
compared to experimental data. These are also included in figure 4.2. There 
are however a few drawbacks connected with this statistical model, such as the 
lack of self-consistency, and the fact that the Born approximation is not strictly 
valid for low crystal momenta fc. 
The real and imaginary parts of the self-energy corrections, which relate the 
LDA bandstructure to the quasiparticle bandstructure are introduced by means 
of a convolution [8]: 
N(E) = J de'NLDA(e')A(c', E) (4.4) 
where: 
A(j m _ I SmA(e>,E) 
Λ
^'
α> п[{Е-£')-ЯеА{е',Е)]2 + [<$тА(е',Е)}*' l > 
Here NLDA is the LDA DOS. SReA(e', E) and ЭтД(б', E) are respectively the 
real and imaginary parts of the self-energy corrections. It must be emphasized 
that we did not use the full E dependence of the corrections in the convolution 
procedure, because in the experimental spectrum (which is the spectrum we 
refer to) all intrinsic and extrinsic plasmon losses already have been removed 
by Hoekstra et al. [11]. The corrections are introduced by convoluting the 
DOS with a Lorentzian. The real part of Δ(ε', E) positions the Lorentzian with 
respect to the E energy zero and the imaginary part of A(e', E) determines the 
peak width of the Lorentzian. For the case of K-XAS an additional contribu­
tion to the line-broadening is due to the finite lifetime of the core hole. This 
broadening is 0.42eV FWHM Lorentzian for Al Is [2]. 
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4.3.4 Core hole effect 
For a correct description of K-XAS spectra it is important to take the creation 
of the core hole into account. In principle the creation of the core hole is a 
dynamic perturbation to the system, which should be treated by applying the 
Fermi Golden rule to the many electron system, including the ground state and 
excited states N particle wave functions. A more simple approach, in which 
the K-XAS spectrum is discussed in terms of a single particle density of states 
of the final state, has been used in our study. Here the core hole is treated 
adiabatically, i.e. the electrons have already relaxed to the presence of the 
core hole potential. Dynamic effects, such as the MND (Mahan-Nozières-De 
Dominicis) edge singularity [33, 34, 35], are not considered. 
In order to obtain the final state DOS for aluminium, we make use of the 
results for a free electron gas system. The spirit of the method is to perturb 
the free electron DOS by an effective core hole potential and apply the changes 
in the DOS in order to rescale the aluminium DOS. We treat the core hole as 
a spherically symmetric square well embedded in a zero potential environment. 
The Green function for the 'separate' systems is known and the Green function 
for the composite system can be expressed in terms of these known Green func-
tions [36]. The form the expression takes depends on the spatial coordinates in 
the Green function. The radii r;> and rK are both smaller than the muffin-tin 
radius r , and r< < r>: 
G,(r>tr<tE) = Ga(r>tr<tE) + DG&(r>,r.,E)G%(r„r<,E) (4.6) 
where GjJ and GfQ are the free electron Green functions of respectively the 
zero potential and the square well region. The / denote the orbital quantum 
numbere. For r> larger and r< smaller than the muffin-tin radius we have the 
following expressian: 
G,(r>,r<,£;) = EGf0(r>,r),E)Gf0(r),r<,E) (4.7) 
where r< < r , < r>. The coefficients D and E are obtained by requiring that 
the Green functions and their derivatives should be continuous at the square 
well radius. From this the total Green function and density of states can be 
constructed for the composite system. The only free parameter in the effective 
core hole potential is the square well depth (the square well radius is fixed 
at the value of the muffin-tin radius). This parameter can be found using 
the requirement that the total screening charge is unity for ideal metals. The 
connection between total screening charge and well depth is made by using the 
Friedel sum rule: 
AZ = -f^(2l + l)5,(EF) (4.8) 
π ; = ο 
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in which the phase shift values are functions of the square well depth [37]. This 
method has been extrapolated to the case of aluminium, by replacing the Green 
function for the zero potential region by the aluminium Green function. This 
gives similar expressions for the total Green function of the composite system, 
though the energy dependence of the coefficients D and E is changed. An ap­
proximate way of treating this energy dependence is by scaling the unperturbed 
Al Green function directly: 
С ? ' + и , е " ( г > , г < , £ ) = [NfEO+mU(E)/Nl'Ba(E)] Gfir^r^E). (4.9) 
Although the approximation proves to be a good one for the Al DOS, still care 
has to be taken in interpreting the final result. Replacement of the scaling by 
some approximate quotient changes the Green function into a function that 
does not obey the Green function requirements exactly. For nearly free electron 
systems, such as the simple metals, the approximation is believed to be satis-
factory because the screening of the core hole is approximately similar to that 
in the free electron gas. In the limit of a free electron gas the applied scaling is 
exact. 
4.4 Results and interpretation 
4.4.1 Al BIS 
In the last section we discussed how to construct a spectrum (K XAS or BIS) by 
combining different contributions, from DOS, matrix elements and self-energy 
corrections. We illustrated these different steps in Fig. 3 for the case of BIS. 
Figure 4.3(a) contains the total DOS and the experimental Al BIS spectrum. 
The total DOS has been broadened to account for the experimental resolution, 
and additionally a Lorentzian of width 0.12(E-£f)eV has been taken into ac-
count for the lifetime of the excited electron. This latter contribution is purely 
empirical and will be analysed below in more detail, but some broadening must 
be applied here to allow any sensible comparison. The major discrepancies 
between experimental and 'theoretical' spectra in figure 4.3(a) are the shape 
between Ef and Ep + 25eV, with a strong peak in the theory at ~22eV and 
shifts of the peak energies, e.g. at ~39eV (experimental) and ~35eV (the-
ory) or ~55eV (experimental) and ~50eV (theory). Some of the discrepancies 
are removed as soon as the matrix elements are included in figure 4.3(b) - for 
instance the spurious peak at ~22eV due to the contribution from states of 
predominantly d symmetry which have a relatively low weight in the spectrum. 
Also the relative intensity at ~30eV has decreased, because this is is influenced 
by the large weight of f symmetry in this energy region [11, 38] and these too 
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| Al BIS 
Figure 4.3: Comparison of experimental BIS spectrum (data points) of Al with 
the calculated spectra. These calculated spectra axe (a) the broadened total 
DOS (Lorentzian broadening of 0.20eV FWHM and a Gaussian broadening 
of 0.7eV FWHM to account for the experimental resolution and an empirical 
energy-dependent broadening of 0.12(E-Ep))eV FWHM, representing the finite 
lifetime of the extra valence electron (b) the broadened DOS with transition 
matrix elements included (c) the DOS with matrix elements, and self-energy 
corrections from Horsch (d) the spectrum from (c), but the line broadening 
results come from the statistical model. 
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have a low weight in BIS. Summarizing, introduction of the matrix elements 
leads a fairly good agreement in spectral shape. 
We now consider in detail the effect of the introduction of self-energy correc­
tions (real and imaginary parts), using the Horsch and von der Linden results 
[24] and our results on the imaginary part of the self-energy (see also Figure 
4.2.). In figure 4.3(c) Horsch's data are folded into the theoretical spectrum. 
Beginning with the real part, this clearly results in an improvement of peak po­
sitions over the whole energy range. For instance the minimum at ~27eV and 
the maximum at ~39eV are now well aligned. However, the use of Horsch's data 
for the imaginary part of the self-energy corrections, has led to new problems 
in the region between Ep and ^(Ep + 18eV), where the structure in the theo­
retical curve is much too sharp and strong. This is primarily because Horsch's 
ΙΓΠΔ curve gives no broadening up to the plasmon frequency (see figure 4.2.), 
which is in turn a consequence of the plasmon pole approximation. To check the 
influence of these low energy excitations we applied the results of the statistical 
model calculation, which are in agreement with experimental data on lifetime 
broadening in this energy region [31]. The results in figure 4.3(d), show better 
agreement with less sharp structure in the theoretical spectrum in the region 
up to EF+18eV. 
We must now consider the distribution of spectral weight in more detail. 
The agreement in figure 4.3(d) is not very good, with too little weight above 
i?F+20eV. This is probably because the actual experimental BIS spectrum has 
been obtained by subtracting the plasmon losses. A small change in the plasmon 
weight does not lead to peak shifts or changes, but it can influence the 'slope' of 
the spectrum. In view of this uncertainty it is not sensible to speculate further 
on the spectral weight discrepancy for BIS. 
4.4.2 Al К XAS 
Figure 4.4(a) contains the ρ DOS and the experimental К XAS spectrum. The 
ρ DOS has been broadened to account for the experimental resolution and ad­
ditionally the broadening due to the core hole (0.42eV FWHM Lorentzian) and 
the finite lifetime of the extra valence electron has been taken into account 
(0.12(FTEF) eV). The latter contribution is empirical, but it is necessary in 
order to make a sensible comparison of the ρ DOS with the experimental spec­
trum possible. The ρ DOS has much less weight in the region around 23eV 
and at higher energies. In the total DOS much of this weight comes from the 
Al d and f states. The main structure of the ΑΙ К XAS and ρ DOS curves 
is very similar and the agreement of peak and valley positions is rather good, 
and actually better than the corresponding curves for BIS in figure 4.3(a). This 
point will be discussed further below. We note that above EF + 18eV the theo-
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retical spectrum has too little weight. In figure 4.4(b) the matrix elements have 
been included and consequently the intensity distribution is better reproduced. 
However, a number of serious discrepancies remain, such as the lack of spectral 
weight just above the Fermi level and there is too much spectral intensity in the 
energy region (EF + l leV) -(EF + 19eV). Also the gap-like feature at 27 eV is 
far too low. These discrepancies cannot be explained by failures of the matrix 
element calculations, because the matrix elements vary slowly with energy, and 
small errors do not lead to disagreement between theoretical and experimental 
spectra in relatively small energy regions. We return to these points in the dis­
cussion in section 5. Figure 4.4(c) contains the theoretical К XAS spectrum, in 
which Horsch and von der Linden's real and imaginary parts of the self-energy 
corrections have been introduced. The corrections do not lead to any improve­
ment: the theoretical peak positions for peaks above Ep +25eV agree less well 
with experiment and the theoretical linewidth below EF +25eV is clearly too 
small. Moreover the discrepancies discussed in connection with figure 4.4(b) are 
still present in figure 4.4(c). 
Some of the discrepancies are removed when we introduce І т Д from our 
statistical model calculation into figure 4.4(d), in the same way as for BIS. For 
instance the intensity ratio of the peaks near EF (at EF + 6eV and EF + 12eV) 
has improved over that in figure 4.4(c). Also the linewidth below EF +25eV 
and the depth of the gap like feature at Ep + 27eV is now in better agreement 
with experiment. 
However the problems of spectral weight near EF (Ep-Ep+2OéV), the depth 
of the minimum near 27eV, and the discrepancy in the energy of the peaks above 
~30eV all remain. In figure 4.4(e) the model discussed in section 3.4 has been 
used to include the effect of the core hole potential. The application of the model 
shifts weight to the Fermi level, and as a result shifts the peaks at approximately 
Ep + 6eV and EF + 12eV slightly to lower energy. These changes are consistent 
with our experience of the influence of core holes within the Clogston-Wolff 
model [39, 40, 41, 42] and also with ab intio impurity calculations [9, 43, 44]. 
At higher energies the influence of the core hole on the distribution of spectral 
weight is negligible. Summarizing, the changes result in better agreement with 
experiment up to about 15eV above Fermi level, however, we are left with 
serious problems at higher energies, where the theory overestimates the depth 
of the minimum near Ep + 27eV and the peaks at approximately EF + 38eV 
and Ep + 56eV in the theoretical spectrum are clearly at too high energy. Such 
discrepancies are large and we must wonder about the significance of the good 
agreement between Ep and Ep + І5е . 
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Figure 4.4: Comparison of experimental К XAS spectrum (data points) of Al 
with the calculated spectra. These calculated spectra are (a) the broadened 
p-DOS (Gaussian broadening of 0.4eV FWHM to account for the experimen­
tal resolution and a Lorentzian broadening of 0.42eV FWHM due to the core 
hole lifetime and an empirical energy dependent broadening of 0Л2(Е-Ер))е 
FWHM to account for the finite lifetime of the extra valence electron (b) the 
broadened p-DOS with matrix elements included (c) the p-DOS with matrix el­
ements, and self-energy corrections from Horsch (d) the spectrum from (c), but 
the line broadening comes from the statistical model (e) the p-DOS, in which 
the effect of the completely screened core hole has been taken into account, 
combined with all the self-energy corrections also used in (d). 
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4.5 Discussion 
4.5.1 Al BIS 
In section 4.1 we compared the experimental BIS spectrum after plasmon sub­
traction with theoretical simulations incorporating a high quality KKR single-
particle calculation, transition matrix elements and various empirical and the­
oretical models for obtaining the real and imaginary parts of the self-energy 
corrections. The interpretation of these data leads us to the conclusion that 
below the plasmon frequency electron-hole excitations are important for an ex­
planation of the lifetime broadening and these excitations are not included in 
the generalized plasmon pole model of Horsch and von der Linden. 
The transition matrix elements were seen to be important to reproduce the 
correct form of the spectrum, whereby the major effect is simply that the BIS 
cross sections decrease with orbital quantum number of the electron in the fi­
nal state. The peak positions are only reproduced in an acceptable way, if we 
take into account the real part of the self-energy corrections, which is domi­
nated by the 'decoupling' of the electron from its exchange correlation hole. 
For Al Horsch's treatment of the real part of the self-energy corrections, using 
a plasmon pole approximation, seems to be perfectly adequate for this task. 
By contrast, the plasmon pole approximation leads to discrepancies between 
theoretical and experimental 'peakwidths', particularly up to ~23eV above Ep. 
We are fairly confident in attributing this discrepancy to the effect of other 
excitations, whereby the electron-hole pair creation is probably the most im­
portant, as was established by model calculations. Another important point, 
which has not been discussed yet, is the energy range in which the quasi-particle 
concept is valid and in which we can treat the many body interactions as a sort 
of correction to the LDA DOS. From results on the single-particle spectrum of 
the degenerate electron gas by Lundqvist [45], it is clear that the quasi-particle 
peak in the spectral function for this system is of considerable weight even 
at energies close to the Fermi edge. When we extrapolate the results for the 
degenerate electron gas with appropriate electron density to the case of the non-
homogeneous electron gas of aluminium, we expect the quasi-particle picture to 
be valid for all energies above Ep. 
4.5.2 Al К XAS 
It was shown in section 4.3 that the theoretical К XAS spectrum can be con­
structed from various contributions, such as the ρ DOS, the matrix elements, 
the BIS self-energy corrections, the core hole lifetime and the core hole poten­
tial. In our case the relative success in simulating the BIS spectrum, indicates 
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that the treatments to calculate the DOS, the transition matrix elements and 
the real part of the self-energy corrections were all quite adequate. It is true 
that the plasmon pole approximation appeared to be inadequate for reproduc­
tion of the imaginary part of Δ, but we were able to calculate this quantity in 
a satisfactory way by using a statistical model. 
However, the procedure didn't lead to a very good agreement between the­
oretical and experimental spectra for К XAS and we want to concentrate on 
two unsatisfactory features of the theoretical spectrum, which appear in a com­
parison with the experimental spectrum (figure 4.4(e)). First we note that in 
a narrow energy range around 27eV the relative theoretical intensity drops to 
about half of that actually observed, before recovering at higher energies. The 
matrix elements vary rather slowly with energy and we see no possibility to 
introduce any correction to these matrix elements in order to remove the dis­
crepancy. One can always try to fill up the minimum by increasing the lifetime 
broadening to the lower and higher energy side of the minimum, but this is 
equivalent to introducing a very complicated variation of the imaginary part of 
the self-energy corrections. One can also fill up the minimum with a compli­
cated energy dependence of the real part of the self-energy correction in order 
to compress and stretch the spectral weight. Again this should not be done 
without a good physical justification. 
The second discrepancy we pinpoint is that in the energy of the experi­
mental (theoretical) 'peaks' at 36 (39)eV and 53 (58)eV in the theoretical and 
experimental К XAS spectra of figure 4.4(e). Introduction of the core hole po­
tential does not lead to any improvement of agreement concerning these peak 
positions. Considering these discrepancies we conclude that the procedure of 
treating the core hole effect and BIS self-energy corrections independently is 
probably an oversimplification. Apparently the core hole effect is important 
in determining the properties of the quasiparticles in К XAS, such as the ex­
citation energies. In this study the final state rule [46, 47] has been applied 
for calculating the К XAS spectra, which is a good approximation in most of 
the one-electron treatments of x-ray absorption in metals. However, for a com­
plete description of the spectra, dynamical effects at the Fermi edge have to 
be taken into account, as shown by Neddermeyer [48] for edge singurities in 
x-ray emission and absorption spectra of magnesium and aluminium. Another 
dynamical effect, which has been treated theoretically by Bose and Longe [49] 
is plasmon excitation. We do not observe a clear plasmon structure in our К 
XAS spectra of aluminium, though there are К XAS experiments of aluminium, 
performed with long accumulation periods, that show very weak structures at 
the theoretically predicted energy positions [50]. Care has to be taken however, 
to make distinction between sharp features in the band structure and plasmon 
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excitations, which might be important for aluminium. 
4.6 Summary and conclusions 
In this paper we have made a comparison between the experimental and theoret­
ical BIS and К XAS spectra of aluminium up to about ~70eV above threshold 
in order to quantify the self-energy corrections for each technique. The individ­
ual components of the calculations were relatively 'state of the art'. We come 
to the following conclusions: 
• In order to reproduce correctly the peak positions in BIS it is necessary 
to take into account the real part of the self-energy corrections, which 
produces shifts up to about 10%. 
• In order to reproduce a BIS spectrum it is necessary to introduce an 
energy dependent broadening of the DOS. This is equivalent to the lifetime 
broadening associated with the excited extra valence electron in the final 
state and rises to about 5eV (FWHM) at about 50 eV. At higher energies, 
i.e. approximately more than 20eV above E¡?, Horsch's calculations of the 
imaginary part of Δ appear adequate to this task, but below this energy 
an extra energy dependent broadening must be included, and it is clear 
that the plasmon pole approximation is not adequate. 
• The energy dependent broadening, which has been calculated by means 
of a statistical model, is in good agreement with the experimentally de­
termined lifetime broadening in BIS. 
• In К XAS the core hole effect and the (BIS) self-energy corrections can 
not be included in an 'additive' way in the LDA spectrum', in order to 
reproduce a correct К XAS spectrum. A more satisfactory treatment of 
the self-energy corrections in К XAS needs integration of both treatments. 
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Chapter 5 
Dielectric response in insulators 
5.1 Introduction 
In this paper we present a model for the wavevector and frequency dependent di-
electric function applicable to insulators such as NaCl, MgO and LiF. They are 
all characterized by relatively flat valence bands and a conduction band which is 
more free electron-like. We shall show that a dielectric function using a simple 
model of this electronic structure can reproduce quite succesfully the response 
of the system to perturbations with varying wave vector and frequency, includ-
ing local field effects. Calculations of the dielectric function (usually within the 
Random Phase Approximation) based on ab initio electronic structure calcula-
tions [1] require a large computational effort and for this reason model dielectric 
functions are useful. This is particularly so when the dielectric function is used 
to calculate the screened interaction between electrons in self-energy calcula-
tions [2, 3, 4]. Moreover model calculations can bring out the physical aspects 
of the dielectric response. 
Most of these calculations give an analytically tractable function for de-
scribing the dynamical response. In particular, in self-energy calculations these 
dielectric functions lead to simple expressions for the self-energy operator [4]. 
Usually, these models involve a one-oscillator approximation in which the va-
lence and conduction bands are assumed to be completely flat and the oscillator 
strength is determined by sum rules [5, 6]. For some applications, such as self-
energy calculations, or simulation of electron energy loss spectra (EELS), a more 
detailed description of dynamical response may be required. Also it is not clear 
from these simple models how the spatial extent of the wavefunctions affects 
the dielectric response and subsequently the self-energy corrections. Other ex-
isting models, such as those of Hanke and Sham [7], and Inkson and Turner [8], 
can meet these requirements but they involve considerable computation when 
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the dielectric function has to be evaluated at various frequencies and wavevec-
tors including local fields. These models present the dielectric function in the 
Wannier representation and involve a bandstructure interpolation. Concluding, 
there is clearly room for improvement in the choice of model dielectric functions 
for large bandgap insulators in which the dispersive conduction band makes the 
one-oscillator model inapplicable, particularly if we wish to avoid the involved 
calculations of the second class of models. 
The model described in this paper is a development of the model origi-
nally suggested by Fry [9]. This represents the valence states by tight-binding 
Bloch states and the conduction states by plane waves orthogonalized to the 
valence states; the bandstructure of the unoccupied states is modeled by free 
electron-like (parabolic) bands. The dielectric function calculated in this way 
has been applied by Rezvani and Friauf to several large bandgap insulators 
[10]. We extend the model dielectric function by including the conduction band 
density of states from a self-consistent bandstructure calculation, local field ef-
fects, and derive analytic simplifications. This model provides both an accurate 
and simple expression for the dielectric function of a wide class of compounds 
containing only the spatial extent of the valence states as a parameter. In sec-
tion 5.2 we evaluate the model dielectric function, keeping in mind the analytic 
requirements of such a function. Details of this evaluation are moved to the 
appendices. In section 5.3 the model results will be presented and tested by 
comparing them to zero frequency model and ab initio results for a number of 
systems (MgO, KCl, Ar, NaCl), to experimental results (wavevector and fre-
quency dependent EELS spectra of LiF) and by checking f-sum rule conditions. 
These results will be discussed and related to the particular choice of the model 
formulation. Concluding remarks are then given in section 5.4. We will use 
atomic units throughout, with e = ft = m = 1, and the unit of energy, the 
Hartree =27.2 eV. 
5.2 Theory 
The longitudinal dielectric function t relates in linear response the induced 
potential to the total change in potential. In a plane wave representation we 
have: 
¿<A,w(q,K,W) = £GK.K<(q,u;)¿<Mq,K',u,) (5.1) 
К' 
where: 
<?κ,Κ'(ς,ω) = ίκ,Κ' - ε κ , κ ' ^ ω ) (5.2) 
and Κ and К' are reciprocal lattice vectors. δφ
Μ
(<\, Κ', ω) is a frequency (ω) 
and wavevector (q+K') dependent potential, which consists of a slowly varying 
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contribution due to the externa] charge perturbation plus the induced potential. 
In the Random Phase Approximation the function (?κ,κ'(4>ω) >s evaluated 
starting from one-electron wavefunctions and energies obtained from a density 
functional bandstructure calculation, and perturbation theory then gives [11]: 
f („, л - Χ 2 ·4π ^ /о(Як+ч,,')-/о(Як,;) |q + Κ|2Ω ¿ - £*+„,,, - Ekt, -ω-10+ 
χ (к,/ |е-^+ к )-- |к- |-я,0(к + Я,/ ' |е < ( ч + К ' ) г |к,/), (5.3) 
where the matrix elements are taken between single-particle Bloch states of 
wavevectors k, k + q and band indices I, I'. 
In this section we shall derive a computationally convenient form for e based 
on 5.3 for the class of insulators with a relatively flat valence band and a much 
more dispersive conduction band. This class includes ionic solids like LiF, MgO, 
NaCl, and the noble gas solids. Figure 5.1 shows the bandstructure of LiF for 
example [12]. This form of bandstructure makes a one-oscillator form for e, 
such as suggested in the work of Johnson [5], and Inkson and Ortuna [6], un­
suitable for applications that include the dynamics of dielectric response. The 
one-oscillator model assumes that the dielectric réponse is dominated by one 
particular transition and that the contributions from the other part of the ex-
citation spectrum can be neglected. For the class of compounds we consider 
here this is not the case. We therefore require a form of dielectric function in 
which the model wavefunctions and energy bands reflect the properties of these 
compounds. For the valence states, which are very localized and have pre-
dominantly p-character, we choose tight-binding Bloch states using 2p atomic 
orbitals as localized wavefunctions on the anion sites: 
IM = ^5>(r -» i )« , V B ' . (5·4) 
where the form of the atomic functions is taken from Clementi [13]: 
PÁr) = - Σ ьХІге-^ФЛф, θ). (5.5) 
The angular function represents the angular part of the 2p
x
, 2p
v
 and 2pz func­
tions (μ = χ, у, or ζ, the particular choice of the atomic orbitals is related 
to the particular type of lattice being considered here (face-centered cubic)). 
The choice of this type of function agrees with the pseudopotential picture 
[14] of large bandgap insulators in which valence wavefunctions have mainly p-
character without radial nodes in the atomic region. Turning to the unoccupied 
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Figure 5.1: Self-consistent bandstructure of LiF [12] in the a = 2/3 exchange 
model. 
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states we represent the wavefunctions as plane waves which are orthogonalized 
to the valence states: 
|M) = ak,,(|PWk,,) - EflUPWwMk,,», (5.6) 
where: 
|PWk l l> = ^ ( k + Q , ) ' r · (5-7) 
aki/ is the normalization factor and Qi is the reciprocal lattice vector which 
translates the free electron band back into band / within the first Brillouin 
zone. This representation of valence and conduction band states, which was 
originally suggested by Fry [9], will lead to an analytic expression for e. As we 
shall see, this expression will have the correct analytical behaviour at q —> 0, 
which is required for elements of the dielectric matrix. 
When we neglect the dispersion of the valence states and set their energy 
equal to a constant E
v
 - this is a good approximation for large bandgap insula­
tors - we arrive at: 
Отекли,) = ^Л—ЪІ*~\6(Е{к)-Е.-
Ш
) 
x F , ( « , q , K ) F ; ( « , q , K ' ) , (5.8) 
where: 
F „ ( * , q , K ) = J^Γ
Ρ
„(ι·)β·<"-<4+κ»·Γ - ƒ d 3 r p ^ ( r ) e - < 4 + K ' r ƒ <і 3 гр
д
(г)е ' к г 
(5.9) 
This is the expression at positive frequency ω. The real part can be eval­
uated from 5.8 by a Kramers-Kronig principal value integral. In the above 
expression we ignore the overlap of p-functions on separate atoms, which ac­
tually corresponds to having no dispersion, and contributions from integrals 
like ƒ <i 3 rp > l (r)p 1 / (r)e - ' ( 4 + K ) ' r ' , which is a good approximation for systems with 
localized valence functions. For these systems the normalization constant aK 
is close to unity and slowly varying with к -this has been tested in numerical 
calculations where deviations from unity were generally smaller than 2%- and 
therefore we put aK = 1.0 in the following expressions. The integrals of ρ and 
p2 functions in 5.9 are evaluated in appendix A. The integration with respect 
to к in 5.8 is over all of reciprocal space. Ωο is the volume of the primitive unit 
cell. The summation over μ indicates the contribution to £κ,κ'(4,ω) of the 2p
r
, 
2py and 2pz functions. 
The к integration can be greatly simplified because of the rather slow vari­
ation of FM with \K\. The δ function in 5.8 picks out a constant energy surface, 
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which as far as FM is concerned can be replaced by a spherical surface of the 
same area. The radial integration in 5.8 gives a density of states factor, which 
appears outside the angular integral. The final expression for the dielectric 
function is then: 
[F„(/c, q, K ) F ; ( « , q, К%2
=2т.{к){Е,+ш) (5.10) 
where g(E
v
 + ω) is the total density of unoccupied states per unit volume and 
where the constraint condition, « 2 = 2τη"(κ)(Ε
υ
 + ω), arises from the radial 
integration. This condition, in which m*(«) is the effective mass corresponding 
to the spherical energy surface, can be approximated by a simpler one in which 
m* is a constant. This is also due to the rather slow variation of .Ρμ with \κ\. 
The angular integration is a measure of the oscillator strength, and determines 
the analytical properties of 6K,K'(q5w). The analytic evaluation of this integral 
is very involved and we have moved details of the calculation to appendix B. 
In the following we will first consider the required analytical properties for 
the elements of the dielectric matrix in 5.3. In particular the head and body 
of the dielectric matrix, which contain respectively the elements £o,o(q,o>) and 
£K,K'(qt w) (Κ, K' are nonzero vectors) are analytic functions for q -> 0, while 
the remaining elements (which build the "wings" of the matrix) are non-analytic 
in this limit. These requirements have been discussed in earlier papers [15] for 
the dielectric matrix elements in 5.3, but it is not immediately obvious that the 
model being discussed here fulfils these requirements. 
For K, K' nonzero, e is indeed an analytic function. However when К or K' 
equals 0, and q —¥ 0 the situation is different. Then: 
F„(«,q,0) = -q-VQJd3TPtl(r) ¿Q-r + 0(q2), (5.11) 
and for q —> 0 we have FM(/e,q,0) = — F ^ K , — q, 0). Consequently for the 
symmetrical dielectric matrix, which is defined as: 
êK,K'(q,w) = , ^ + K , , f K , K ' ( q ^ ) ; (5-12) 
the relation ёк,о(ч,и) = — ёк,о(—q,w) follows. However, the function does not 
vanish as q -> 0 which by definition means the function is nonanalytic at q = 0. 
In this case a separate prescription is needed and this can be provided by gauge 
invariance which requires no electronic response to a constant potential. There­
fore the matrix elements of the wings are equal to zero at q = 0. When both 
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vectors К and К ' are equal to zero these problems do not occur. The prefactor 
l / | q + K | 2 in 5.10 is cancelled by the product of FM functions in the angular 
integration and this results in a finite value for £0,0(47 w) which is independent of 
the direction of q when q —> 0. Therefore the head of the matrix is an analytic 
function. This completes the arguments that the model dielectric function has 
the desired analytic properties. We have already mentioned that the orthogo-
nalization of conduction band states to the valence states is necessary for the 
required analytic behaviour. This can be understood from a consideration of ί*μ 
in 5.9 and 5.11 with which the analytic properties of the matrix elements were 
explained. The function Fß has two contributions which cancel one another as 
q —¥ 0, as shown in 5.9 and 5.11, where the first contribution is due to the plane 
wave term in 5.6 and the second one comes from the mixing of the plane wave 
with the valence wavefunction of equivalent crystal momentum. 
The analytic evaluation of 5.10 has been tested by numerical calculations and 
all summation cutoffs (see appendix B) have been choosen so that the results are 
converged to within 1%. In the angular integration in 5.10 the number of radial 
basis functions for the 2p wavefunctions is limited to one, which means there 
is only one fit parameter. The value of the bandgap is fixed by the particular 
application. For example, in comparisons of model results with ab initio data 
the bandgap will be set equal to the bandgap from this ab initio calculation, 
and in applications to optical spectra the optical bandgap will be used. 
In order to illustrate that the model dielectric function has a reasonable 
form for its frequency dependence for systems with a bandgap, in figure 5.2 we 
compare this model with ab initio data for Si [4]. For the purpose of this shape 
comparison the model results were calculated with the bandgap and atomic vol-
ume appropriate to Si. The bandgap in this model is 4.0eV - this is much larger 
than the actual bandgap, but it corresponds to the energy of large structure in 
the calculations of Οτηεκ,κ'^,ω) of Louie and Hybertsen. This value of 4.0eV 
would thus seem to be appropriate for our model dielectric function, in which 
dispersion of the valence band is very small. We do not claim perfect agree­
ment in this case, because for the unoccupied states the free electron density of 
states is used as input. Moreover the model is not really designed to describe 
systems with significant dispersion in the valence band. In figure 5.2 also the 
effect of varying the exponential parameter, which describes the extent of the 
valence wavefunction, is illustrated. The results are consistent with the physi­
cal notion that in a more localized charge distribution (large λ in 5.5), where 
the electrons are more tightly bound to the ion cores, the dielectric response to 
external charge disturbances is reduced. 
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Figure 5.2: The dependence of Яеек,к'(0,и>) as a function of w for a number 
of combinations of К and K'. The lattice parameter is 10.26 a.u., the model 
bandgap is taken to be 4.0 eV. The exponential parameters are λ=0.72 a .u . - 1 
(diamonds) and A=1.00 a .u . - 1 (crosses). In the model calculation a free electron 
density of states is used. In figures 2a, 2b and 2c the combinations of К and K' 
are respectively: {(000),(000)},{(111),(111)} and {(111),(200)}. For compari­
son the ab initio results for silicon from Hybertsen and Louie are presented [4] 
(squares). 
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5.3 Results and discussion 
In this section we present data which will show that the model dielectric func­
tion gives an accurate description of dielectric response in large bandgap in­
sulators. For this purpose several comparisons of model results with ab initio 
data and experimental results have been made. These involve calculations of 
dielectric matrices at ω = 0 and q —• 0 and simulations of electron energy loss 
spectra. We will start however with a comparison of our results with model 
results from Rezvani and Friauf [10], who apply Fry's model [9] to calculat­
ing 6o,o(q,w) for several large bandgap systems (Ar and KCl). Their model 
has a similar representation of the valence and conduction band states, which 
are respectively tight-binding wavefunctions and plane waves orthogonalized to 
the valence states, but it treats the bandstructure in a difFerent manner from 
ours. The valence states have some dispersion, and the conduction bands are 
represented by a small number of parabolic bands in the reduced zone scheme. 
Another difference in Friauf and Rezvani's model is the numerical evaluation of 
the sum in 5.3, using the spherical zone approximation, whereas we treat this 
analytically in 5.10. We can expect to obtain very similar results, however, by 
using a free electron density of states with the same effective mass as in their 
calculations. This is indeed the case. For Ar they obtained £o,o(0,0) = 1.70 
for λ = 1.18 a.u.- 1. We find e0,o(0,0) = 1.70 for λ = 1.16 a .u . - 1 . For KCl 
there is also excellent agreement: they obtained £<j,o(0,0) = 2.13 for λ = 0.84 
a .u.
- 1
, while our calculations show that £o,o(0,0) = 2.13 for λ = 0.89 a .u . - 1 . 
The small differences are probably due to the fact that in Friauf and Rezvani's 
calculation only two parabolic bands were taken into account, whereas in our 
model calculation the free electron bandstructure up to 60 eV above the bottom 
of the conduction band was considered. 
Additional support for our model dielectric function comes from the compar­
ison of the symmetric dielectric matrices with the ab initio results of Baldereschi 
and Tosatti [15] for the particular case of ω = 0 and q —¥ 0 (q| |(100)). In the 
model calculations the matrices are obtained for a particular value of λ in 5.5 
which is obtained by fitting the (0,0) element of £K,K'(q, 0) to the ab initio 
value. In tables 5.1 and 5.2 the results of two of those calculations, for MgO 
and NaCl, are given with the free electron density of states as input. The radial 
function exponents λ are respectively 1.10 a .u . - 1 and 0.91 a .u . - 1 . In order to 
achieve better agreement in the case of NaCl we also introduce the density of 
unoccupied states from a bandstructure calculation, using the LSW (localized 
spherical wave) approach [16]. These results are given in table 5.3 and the 
agreement between model and ab initio results is excellent except at larger re­
ciprocal lattice vectors. Here λ = 1.255 a .u . - 1 and the effective mass parameter 
m* = 1.31. 
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К 
(000) 
(111) 
(111) 
(Hi) 
(111) 
(111) 
(200) 
(200) 
(200) 
(200) 
(200) 
(020) 
K' 
(000) 
(000) 
(111) 
(111) 
(111) 
(111) 
(200) 
(in) 
(111) 
(000) 
(200) 
(200) 
êK,K'(q>w = °) 
ab initio 
3.180 
-0.325 
1.430 
0.081 
-0.041 
-0.131 
1.298 
0.029 
-0.107 
0.342 
-0.055 
0.002 
£K,K'(q,W : 
model 
3.180 
-0.293 
1.179 
0.030 
-0.004 
-0.014 
1.399 
0.044 
-0.075 
0.328 
0.381 
-0.170 
Table 5.1: Matrix elements of the symmetric dielectric matrix I for MgO, 
q||(100) and q -> 0. The ab initio results are from Baldereschi et al.[15]. 
The free electron density of states is used as input. 
К 
(000) 
(111) 
(111) 
(in) 
(111) 
(Hi) 
(200) 
(200) 
(200) 
(200) 
(200) 
(020) 
K' 
(000) 
(000) 
(111) 
(111) 
(in) 
(in) 
(200) 
(111) 
(111) 
(000) 
(200) 
(200) 
£κ,Κ'(ς,ω = 0) 
ab initio 
2.514 
-0.330 
1.470 
0.091 
-0.052 
-0.182 
1.347 
0.062 
-0.143 
0.407 
-0.090 
0.005 
εκ,Κ'(ς,ω : 
model 
2.517 
-0.182 
1.207 
0.000' 
0.000 
0.000 
1.397 
-0.036 
-0.069 
0.001 
-0.357 
0.004 
Table 5.2: Matrix elements of the symmetric dielectric matrix i for NaCl, 
q||(100) and q —> 0. The ab initio results are from Baldereschi et al.[15]. 
The free electron density of states is used as input. 
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К 
(000) 
(111) 
(111) 
(111) 
(111) 
(HI) 
(200) 
(200) 
(200) 
(200) 
(200) 
(020) 
K' 
(000) 
(000) 
(111) 
(in) 
(111) 
(111) 
(200) 
(111) 
(in) 
(000) 
(200) 
(200) 
eK,K'(q,w = 0) 
ab initio 
2.514 
-0.330 
1.470 
0.091 
-0.052 
-0.182 
1.347 
0.062 
-0.143 
0.407 
-0.090 
0.005 
£K,K'(q,w : 
model 
2.511 
-0.336 
1.420 
0.096 
-0.031 
-0.082 
1.782 
0.039 
-0.143 
0.422 
0.475 
-0.237 
Table 5.3: Matrix elements of the symmetric dielectric matrix с for NaCl, 
q||(100) and q —»· 0. The ab initio results are from Baldereschi et al.[15]. 
The calculated density of states is used as input. See text. 
A further test for the model dielectric function is provided by the f-sum rule 
due to Johnson [5], which is applicable to the RPA dielectric function: 
j H d*jÇhn£K.K'(q,u) = -\πω2
ρ
/(Κ - K')ê(q + К) · ê(q + К'). (5.13) 
ê is a unit vector which has the direction of its argument and Д К ) represents 
the Fourier transform of the charge density. It provides a good test of our 
approach for including the effects of bandstructure and oscillator strength in 
the dielectric function. We have checked the sum rule equation for the model 
dielectric function, using the NaCl parameters and the calculated density of 
unoccupied states. The accuracy of the results, presented in table 5.4, is of the 
same order as in ab initio data [20]. 
Another demonstration is provided by a simulation of the electron energy 
loss spectra for LiF [17]. These spectra are measurements of the partial differ­
ential cross section
 Э
дд
Е
, which gives the fraction of incident electrons with pri­
mary energy Eo scattered into solid angle dSl and energy between E\ and Ei+dE 
when traversing the solid [18]. This quantity is proportional to Qm£oJ(q,u;), 
where q is the momentum transfer and ω is the energy loss (Eo — E{). We com­
pare in figure 5.3 the experimental electron energy loss spectra as a function of 
energy, and for several directions and magnitudes of the momentum transfer, 
with corresponding model results for 9'ml/6o,o(q,w) in which local field effects 
have been neglected for the moment. In our calculations we include the un-
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К K' q LHSof(13) RHSof(13) 
(000) 
(000) 
(000) 
к 
(000) 
(000) 
(000) 
к 
(000) 
(000) 
(000) 
К' 
(000) 
(000) 
(000) 
К' 
0.10, Il (100) 
0.30, ¡Ι (100) 
1.18, il (100) 
q 
0.10, Il (111) 
0.30, il (111) 
0.50, Il (111) 
q 
-0.259 
-0.279 
-0.241 
LHS of (13) 
-0.255 
-0.241 
-0.218 
LHS of (13) 
-0.249 
-0.249 
-0.249 
RHS of (13) 
-0.249 
-0.249 
-0.249 
RHS of (13) 
(200) (111) 0.00 -0.047 -0.065 
(111) (111) 0.00 -0.026 -0.029 
(111) (ΠΙ) 0.00 0.024 0.011 
Table 5.4: Test of the sum rule condition in 5.13 for our model dielectric func­
tion. This is done for a number of q, Κ, K' combinations, using the NaCl 
parameters and calculated density of states. The magnitude of wavevector q is 
given in a.u. - 1. 
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occupied density of states of LiF, which was calculated up to approximately 
60 eV above the Fermi energy, using the LSW approach [16] with an extended 
basis set. The effective mass parameter in 5.10 is set equal to 1.0 and this is in 
agreement with the dispersion of the lowest conduction band in the bandstruc-
ture. In order to determine λ in 5.5, 9ml/eo,o(q, ω) is fitted to the experimental 
spectrum for q = 0.23 a .u . - 1 and q||(100). This gives λ = 1.80 a .u. _ I and with 
this parameter also the other 9ml/£o,o(q>«) curves as a function of energy ω 
have been obtained. In all cases the agreement between experimental and calcu­
lated spectral shape is excellent, except for the region just above the bandgap, 
up to 10 eV above the bandgap, which is dominated by an exciton structure. 
At larger values of the momentum transfer the exciton structure decreases (see 
for example figure 5.3c and 5.3f) and the agreement between experimental and 
theoretical spectra is therefore improved. This may indicate a relation between 
momentum transfer and the strength of the electron hole interaction. Finally 
we note the splitting in the experimental plasmon peak at 25 eV for larger q, 
which is not reproduced in the calculated spectra. This is possibly related to 
our assumption of a flat valence band, whereas in the case of LiF the valence 
bandwidth is 3.5 eV [19], consistent with the plasmon peak splitting. 
Up to this point we have not included local field corrections in macroscopic 
dielectric response. These local fields are rapidly varying charge fluctuations 
of wavevector q + К produced by an external perturbation of wavevector q, 
where q is generally much smaller than the shortest reciprocal lattice vector 
K. In order to include these local fields into a description of dielectric response 
a matrix representation for the dielectric function, e.g. 5.3, is required [11], 
in which the off-diagonal terms represent the local fields. The effect of these 
local fields on macroscopically important phenomena, such as the energy loss of 
fast electrons and the absorption of radiation in solids, can be understood from 
the relation between the dielectric matrix in 5.3 and the macroscopic dielectric 
function [11] 
fjtf(q,w) = - r j - -. (5.14) 
Co,o(q,w) 
ем(ц,ш) is the quantity with which the optical and energy loss experiments 
can be decribed [18]. For the purpose of studying local field effects the size of 
the dielectric matrix ск,К'(я>ы) ш the inversion needs to be varied. This has 
been done for the case of NaCl, where we have calculated the static dielectric 
constant (ω = 0) for various q, and for LiF where the effect of the local fields 
on the energy loss spectrum has been calculated. First we will consider NaCl 
and use three sets of reciprocal lattice vectors for which the dielectric matrix 
is evaluated. The sets А, В and С consist of reciprocal lattice vectors К = 
га* + jb* + fee* where i, j , and k respectively obey the conditions | t | , | j | , |fc| < 
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Figure 5.3: Comparison of electron energy loss spectra of LiF [17] and 
3Ίη1/£ο,ο(4,ω) for various wavevectors. (3a) q||(100) q = 0.23 a.u. - 1, (3b) 
q||(100) q = 0.68 a.u."1, (3c) q||(100) q = 1.51 a.u.-1, (3d) q||(110) q = 0.23 
a.u.-\ (3e) q||(110) q = 0.68 a.u."1, (3f) q||(110) q = 1.56 a.u."1. The experi­
mental spectra are indicated by crosses. 
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е
м
{ш = 0) ε
Μ
(ω = 0) ε
Μ
(ω = 0) 
no local fields with local fields В with local fields С 
0.100, | 
1.070, | 
0.964, | 
1.920, | 
2.255, | 
2.455, | 
(100) 
(ΠΙ) 
(M) 
(Oïl) 
(Ш) 
(111) 
2.501 
1.591 
1.294 
1.029 
1.019 
1.006 
2.400 
1.481 
1.281 
1.022 
1.012 
1.006 
2.389 
-
-
-
-
-
Table 5.5: Effect of local fields on the macroscopic dielectric function for NaCl 
for various wavevectors. Local fields are included by using sets В and С of 
reciprocal lattice vectors in the calculation. See also text. The magnitude of 
wavevector q is given in a.u. - 1. 
0, 1 or 2 and a*, b* and c* are the primitive reciprocal lattice vectors. Table 
5.5 shows the results for a number of wavevectors q. The introduction of local 
fields reduces the value of £Af(q,w) and for low values of q this reduction is 
significantly larger (2-10 % ). For q > 2 a.u.-1 the contribution of the local 
fields to ем(q, w) can be neglected. Similar results have been obtained by Louie 
and Hybertsen [1] in their calculation of the macroscopic dielectric function for 
various semiconductors. 
Although these results indicate that local fields are important in a quan­
titative treatment of dielectric response, the number of off-diagonal elements 
that need to be taken into account can be rather small. Table 5.5 shows that 
for q = 0.10 a.u. - 1 set B, which has 27 reciprocal lattice vectors, includes most 
of the local field effects. Using the larger set С (125 reciprocal lattice vectors) 
only produces a small improvement of the dielectric constant (0.5% ). Finally 
we will consider the contribution of local fields in 5.14 to the energy loss spectra 
of LiF. Some information on this can already be inferred from the experimental 
spectra, which are not very sensitive to changes in q orientation in the energy 
range of 0 - 40 eV. Therefore we expect that the local fields have their main 
contribution in changing the spectral intensity and not in changing the peak 
positions as has already been shown in the case of Si [20, 21]. Our model calcu­
lations, in which set В of reciprocal lattice vectors is used, confirm this, as can 
be seen in figure 5.4 where both spectra (local fields included/not included) are 
given. 
86 CHAPTERS. DIELECTRIC RESPONSE IN INSULATORS 
h 
* о 
:\ 
hiVA : 
S** . 
Л^ш^^т 1 1 1 I ι ι 
0 5 10 15 20 25 30 35 40 45 
energy ( ) 
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- 1
. Local fields are included by using set В of reciprocal lattice vectors in 
the calculation. See text. The results of the local field calculation are indicated 
by crosses. 
5.4 Concluding remarks 
We have shown that if we make some well-founded assumptions about the spa­
tial variation of the valence and conduction band wavefunctions and the band-
structure it is possible to produce a simple and fairly accurate frequency and 
wavevector dependent model dielectric function. The present approach is based 
on the RPA formalism. The static dielectric matrices that are calculated within 
the model can be fitted to ab initio results, using only one parameter: the ex­
tent of the valence wavefunction. Moreover the effects of local fields on the 
macroscopic dielectric function, which were found in ab initio calculations, are 
reproduced and sum rule requirements are obeyed. In addition, the frequency 
dependence of (the inverse of) the macroscopic dielectric function can be ob­
tained from this model and for LiF we have made a comparison between this 
quantity and experimental EELS spectra, giving good agreement. 
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Appendix 
A 
The evaluation of integrals of the type ƒ¿3rpM(r)e'Qr and ƒ d3rp2(r)e'Qr is 
sketched briefly in this section. The input for these integrals is the 2p functions 
already given in the theory section ( see for example 5.5). The axis system 
is rotated in order to put Q parallel to the z-axis. The wavefunctions are 
transformed to a particular linear combination of the 2px, 2pv and 2р
г
 functions 
(these functions form an irreducible representation in S0(3)). The resulting e'*'1 
factor can be expanded into spherical bessels: 
¿Qz = £ ( 2 / + l)i!j,(Qr)P,(co3ßr) (5.15) 
Using the orthogonality relation for the Legendre polynomials it is a straight-
forward task to evaluate the integrals. We will give only the result of the 
calculation: 
ƒ d3rPli(r)eiC>r = 32V¿icoser £ с(А„)? $ (5.16) 
/d3rp2(r)e i £* r = ^2с с
т
(Х \г)Цсоз2
 г 
32(А„ + А
Т
)((А, + А
т
)2 - 20Q2) 
* ((А, + А
т
)2 + Q2)4 
272(А„ + AT)(Q2 + mxv + λ τ) 2) 
((λ, + λ
τ
)2 + Q*y 
+ sin29
r 
} (5.17) 
where Θ
Γ
 = 0(z, Q). 
В 
The angular integration in 5.10 can be separated into four terms and two of 
these involve non-trivial integrations. The first one is of the form: 
d9Ksin0K / άφκκζ(κ - (q + K))t-. гт a > к • с (5.18) 
о Jo (а — к · c j J 
where с = 2(q + К). 
The integral can be put into a more convenient form by rotating с parallel to the 
z-axis and the quantization axis j of the p-function into the xz-plane. Moreover 
it can be shown that: 
_1_ -gC«)^ 
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Including this into 5.18 the integral can be reduced to a standard integral: 
Д / г + 2 \ кгсг 
fir tin 
I d9K ¡ d(j>K{K2JÎcos2<f>KcosreKsin3eK + Jo Jo 
j2[K2sineKcosr+2eK - у5г'п0
к
соз
г+10
л
]} (5.20) 
The second integral is of the form: 
I *-""'"Г Ы*-ІЧ+КМ"-(*+*)).(α _ 1. с ) з (6 J . d ) 3 (5-21) 
where с = 2(q + K) and d = 2(q + K') and where a > к • с and b > к • d. Also 
here the integral can be written in a more convenient form by rotating the axis 
system. In this case с is put parallel to the z-axis and d is put in the xz-plane. 
In addition both . _*.
c)i and „ ^ „ 3 are expanded as in 5.19. This results in 
the following expansion: 
|0(г)('ГШй"'+*Р^> 
{«ƒ - Kj((q + K)j + (q + K')j) + (q + K)j(q + K')j} 
cosreKcos
4(K,d) (5.22) 
From the solution of spherical triangles it is possible to express the cos(«;,d) in 
terms of cosOK, sinOK and cos<f>K functions: 
COS(K, d) = cosöKcos(z, d) + sin6Kcos<l>Ksin{z, d) (5.23) 
Introducing this into 5.22 the integral of 5.21 can be expressed in terms of 
standard integrals. 
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Chapter 6 
Quasi-particle energies in LiCl 
6.1 Introduction 
Here we apply the theory discussed in chapter 2 regarding quasi-particle proper-
ties and the model dielectric function developed in chapter 5 in order to calculate 
self-energy corrections in LiCl. We have choosen this compound because of the 
availability of both experimental data (uv-photoemission [1, 2]) and theoretical 
results for the bandgap and valence bandwidth in LiCl, which provide us with 
the material for making comparisons. Reviewing these results, and limiting 
ourselves to bandgap data, we see that the LDA gives bandgaps which are too 
small, while the Hartree-Fock calculations tend to overestimate this quantity 
[3]. The reason for the LDA bandgap being too small has been explained in 
terms of the discontinuity in vxc (see chapter 2). The discrepancy in Hartree-
Fock, however, is of a different nature as it shows the neglect of the polarizing 
effect of the added electron or hole. Other workers have tried to find some way 
of including polarization corrections to the bare Hartree-Fock result. This is for 
example done in the work of Toyozawa [4], in which the added electron causes 
atomic-like excitations in the halide ions giving a correlation contribution to 
the energy of the added electron. Toyozawa expressed this in terms of an effec-
tive electron-exiton interaction. Developments of Toyazawa's model are due to 
Kunz [5], Fowler [6] and Hermanson [7] who replaced excitons by screening plas-
mons. These models are physically appealing but are too simple, i.e. they are 
not derived from first principles, and therefore do not include all polarization 
effects which appear in the actual dynamical screening of the extra electron or 
added hole. More rigorous calculations of the LiCl bandgap that treat correla-
tion more accurately, use the Green function techniques discussed in chapter 2. 
These involve application of the GW formalism in combination with some kind 
of approximation for describing dielectric response. There have been several 
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E3 
w3p 
LDA 
6.0 
3.5 
SIC° 
9.9-10.6 
2.9 
HF6 
16.9 
4.6 
HF+pol6 
9.7 
3.6 
GWC 
9.1 
3.8 
exp 
9Ad 
4.0±0.2e 
a ref 11 с ref 10 e ref 1 
b ref 3 d ref 12 
Table 6.1: summary of results (in eV) from LDA, SIC, experiment and other 
calculations for the bandgap Eg and valence bandwidth \ зр in LiCl. 
calculations of the self-energy based on the COHSEX approximation [8], which 
is the static version of the GW approach, and more accurate calculations using 
the generalized plasmon pole model of Hybertsen and Louie [9, 10]. A summary 
of these theoretical results and a comparison with experimental data is given 
in table 6.1. It also incorporates the results from self-interaction calculations 
[11], which give better results for the bandgap than LDA. One remark should 
be made concerning the determination of the experimental bandgap, which is 
complicated by strong excitonic structure in the optical spectra. We follow ref­
erence [12] where the conduction band edge for bulk transitions is estimated to 
be at ~9.4eV above the top of the valence band. 
From these results it is obvious that the GW approach is most suited for 
a description of quasi-particle energies in LiCl, quite apart from its formal 
structure which is adapted to the description of added holes and electrons in 
the many-electron system. For the practical application of the GW approach a 
full diagonalization of the quasi-particle equation in 2.25 is not required. This is 
because the off-diagonal matrix elements of the self-energy operator (with LDA 
Bloch states as a basis) can be neglected as the Kohn-Sham eigenfiinctions are 
very close to the quasi-particle wavefunctions (overlap better than 99.9%) [9]. 
Therefore the quasi-particle energies can be calculated starting from the LDA 
eigenvalues and adding a so-called self-energy correction which has the same 
form as the energy shift in first order perturbation theory (see equation 2.44 
and 2.45 in chapter 2). Also very useful is the possibility of replacing the core-
valence exchange and screened core polarization terms by the LDA potential 
for the core states. Both contributions are small and in combination do not 
differ much from the LDA potential [10]. Therefore only diagonal elements 
of the operator GVWV need to be considered, where G„ and И ,^ include the 
valence and conduction band contributions to G and W. In the initial expression 
for G« LDA wavefunctions and eigenenergies are used. Although the quasi-
particle wavefunctions are very close to the LDA eigenstates the change in the 
energy spectrum is rather large. Therefore one further iteration with a Green 
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function G„ containing the updated energy spectrum is required. The screened 
interaction W
v
 = c~
l
v, which is important for describing the polarization effects 
mentioned previously, includes the response of the valence electrons and can 
be obtained from first principles or model calculations. There are different 
possible approaches: One approach is calculating the dielectric response within 
the framework of RPA, which involves a calculation of the dielectric function in 
equation 2.60 with the LDA eigenfunctions and eigenenergies. This is consistent 
with the vertex approximation Γ = 1. Another approach is a calculation of the 
static dielectric function within density functional theory and extending the 
results to finite frequency using some kind of model. This is done in the work 
of Hybertsen and Louie [10] where the structure in the frequency domain of the 
3me¿1 G , (q, ω) elements is replaced by weighted delta functions. The strength 
and position of these delta functions is fixed by the f-sum rule and Kramers-
Kronig relations given in 2.78 and 2.91 respectively. 
In this chapter we shall show that the calculation of self-energy corrections 
for a large bandgap insulator - such as LiCl - can be accurately performed 
using the model dielectric function in chapter 5; this is an application which 
reduces the numerical effort of ab initio self-energy calculations considerably. 
In addition the importance of local fields will be considered and it will be made 
clear that a rather limited set of off-diagonal elements in e~l is already sufficient 
for convergence of the self-energy matrix elements. 
In order to be able to discuss our results we must relate the model calcu­
lations to an ab initio treatment of ( k n | E | k n ) . We will use the results from 
Hybertsen and Louie who have performed calculations of these matrix elements 
as a function of energy E with the use of the generalized plasmon pole approx­
imation [10]. They showed that the generalized plasmon pole model is a valid 
representation of the frequency dependence of the dielectric function: it repre­
sents successfully the average features of R e e - 1 (ω) which are important for the 
evaluation of the self-energy matrix elements. This is because the calculation of 
(kn |E |kn) involves a sum over frequencies in the screened interaction, for which 
the average behaviour and not the fine details should be important. We will 
also use this model for the purpose of comparing results and will not calculate 
the full frequency dependence of the model dielectric function. 
6.2 Calculations 
The model RPA dielectric matrices are evaluated at zero frequency and the fit 
parameter - which represents the extent of the valence wavefunctions - is varied 
in order to reproduce the LDA macroscopic dielectric constant (cœ = 3.07 for 
q = 0 [14]). It is found to be equal to 1.073 a.u. - 1 . In this procedure the 
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К 
(000) 
(002) 
(111) 
(111) 
(111) 
(111) 
K' 
(000) 
(000) 
(000) 
(111) 
(111) 
(111) 
£
κ!κ ' (4 . ω = °) 
ab initio 
0.4886 
0.1288 
-0.0156 
0.5727 
0.0300 
0.0713 
¿κ!κ'(4>ω ; 
model 
0.4325 
0.0418 
-0.0266 
0.5895 
-0.0324 
0.0122 
Table 6.2: Matrix elements of the inverse of the symmetric dielectric matrix 
t - 1 for LiCl, q = qx=(0,0,l)(2îr/a). The ab initio results are from Louie and 
Hybertsen reference 14. 
bandgap (6.0eV) and the unoccupied density of states for LiCl form the input 
to the model calculation and are taken from an LSW bandstructure calculation 
[13]. Following the evaluation of the fit parameter the inverse dielectric matrices 
for several directions of q are calculated. In tables 6.2 and 6.3 some of the model 
results are compared with ab initio data from Hybertsen and Louie [14]. We 
see there is considerable agreement between both results and we can expect 
to obtain accurate values for the matrix elements (kn|E|kn). The screened 
exchange and Coulomb hole contributions to the self-energy matrix elements are 
given by equations 2.94 and 2.95 respectively. Consistent with the model used to 
construct the dielectric function, we apply a flat valence band and free-electron 
conduction bands in evaluating these expressions. This model bandstructure is 
completed by separating the valence and conduction bands by the experimental 
value for the bandgap. This means that no additional iterations are needed 
for calculating the self-energy corrections. For the evaluation of the self-energy 
matrix elements the model wavefunctions in chapter 5 are applied (see for this 
the equations 5.4 - 5.7), which are quite similar to ab initio pseudopotential 
wavefunctions. These functions are the same as those used in the evaluation 
of the dielectric matrices and the fit parameters are identical. This enables an 
analytic evaluation of the matrix elements within 2.94 and 2.95. They are of 
the following form if | kn) and | к — qn') are two valence states: 
(kn | e'^+G)t | к - qn') = ƒ d3rpJ(fl)(r)e ,<4+G)ri(n,n') (6.1) 
The function Рд(
п
)(г) is the atomic orbital in equations 5.4 and 5.5 belonging 
to valence state | kn), where μ(η)—χ,γ or z. If | kn) is a valence state and 
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ab initio model 
(000) 
(111) 
(111) 
(Ü1) 
(111) 
(in) 
(200) 
(200) 
(000) 
(000) 
(000] 
(up 
(111) 
(Hi) 
(111) 
(iii 
0.4763 
-0.1746 
0.0306 
-0.0151 
0.6488 
0.0053 
0.0666 
-0.0423 
0.4523 
-0.1196 
0.0265 
0.0024 
0.6536 
0.0560 
0.0170 
0.0724 
Table 6.3: Matrix elements of the inverse of the symmetric dielectric matrix 
e - 1 for LiCl, q = qL=(5,§, |)(27r/a). The ab initio results are from Louie and 
Hybertsen reference 14. 
| к — qre') a conduction band state, we have: 
(kn | e'C+ G>- r | к - qn'> = -±={j % ) ( г ) ^ ^ ' * -
J fruirvi«*3)* J frp^W) (6.2) 
where s = к — q + K(n ' ) , and the vector K(n ' ) is the reciprocal lattice vector 
which translates the free electron band back into band n' within the first Bril-
louin zone. Ω 0 is the volume of the primitive unit cell in the direct lattice. If 
both states are conduction band states we neglect the part that orthogonalizes 
to the valence states - which is very small - and arrive at: 
(kn | e'ta+G)" |
 k _ q n / ) = i ( K ( n ) , K(n') + G ) (6.3) 
Note that possible discrepancies in individual matrix elements within 2.94 and 
2.95 - with respect to the ab initio values - may be canceled out due to the 
weighted sum of products of these matrix elements. 
The next step is the calculation of self-energy matrix elements, the bandgap 
and quasi-particle energies. Taking the matrix elements for the LDA potential 
to be the same as in the calculation of Hybertsen and Louie [10], we are able to 
calculate these quantities. Generally our results for (kn |E m 0 ' i e ' (ek„) |kn) differ 
from the ab initio results by some energy shift Δ : 
(kn|E^'(C)|kn) = (kn№tUo&n)\kn) + A(kn) (6.4) 
where £m and ea are corresponding eigenvalues in the model and ab initio LDA 
bandstructures respectively. Substituting this expression for (kn|Emo<ie '(ekn)|kn) 
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into 2.44 and 2.45 we can relate quasi-particle energy differences within our 
model calculation to ab initio results: 
Д(к2га2) - Д(кіПі) + а(к 2п 2)Д(к 2п 2) - а(кіщ)А(кіПі) (6.5) 
where Е^" and £££° are respectively the quasi-particle energies of the model 
and ab initio calculations, and where 
ΘΣ^'(ω)/θω\
Κη] 
a ( k n ) = i - ^ - H / ^ j ( 6 · 6 ) 
The non-analyticity of the dielectric matrix at q = 0 was found to be unim­
portant in the calculation of the self-energy matrix elements. This has been 
tested by comparing results from two calculations which use different dielec­
tric matrices at q = 0. In one calculation the dielectric matrix is evaluated at 
q = (0.10,0.0,0.0) and in the other at q = (-0.10,0.0,0.0). The results do not 
differ by more than 0.10%. 
In the evaluation of the self-energy matrix elements a sum over the first 
Brillouin zone has been performed - this is the sum over q in 2.94 and 2.95. 
Here a regular grid was used including the point q = 0 and the total number 
of q points in the zone was varied in order to check for convergence. These q 
points were reduced to the irreducible wedge of the first Brillouin zone, thereby 
forming the set of reciprocal vectors {q} for which the dielectric matrices have 
been calculated. In agreement with the results of Hybertsen and Louie [10] 
convergence was obtained for 8 q points in the irreducible wedge of the first 
Brillouin zone with an accuracy of approximately 0.2eV. 
The sum over unoccupied bands in the Coulomb hole term in 2.95 is directly 
related to the size of the dielectric matrix due to equation 6.3. The number of 
diagonal elements is a measure of the number of unoccupied bands taken into 
account whereas the off-diagonal elements include local field effects. Results are 
presented in the next section regarding the convergence of the self-energy matrix 
elements as a function of the number of diagonal and off-diagonal elements being 
included. 
6.3 Results 
For the case of к = 0 (Г-point) the self-energy matrix elements have been 
calculated as a function of energy with respect to two Bloch states: the states 
at the top of the valence band and the bottom of the conduction band. In 
addition calculations at X-point (k* = ^(ΙιΟ,Ο)) have been performed for the 
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Figure 6.1: Matrix elements of the self-energy operator as a function of energy 
for selected states. Results are shown for the states at the top of the valence 
band (VBM) and the bottom of the conduction band (CBM) and for the valence 
state X 4. The ab initio results from Hybertsen and Louie [10] are indexed by 
superscript a. 
tight-binding 2p
x
 valence state. This state has the largest dispersion in the k ^ 
direction and therefore can be compared with the state denoted by X 4 in ab 
initio LDA bandstructures [10]. Results of these calculations are summarized in 
figure 6.1, where also ab initio data from Hybertsen and Louie [10] are included. 
The model graphs are shifted downward with respect to the ab initio ones by 
appproximately 4.0eV and this shift is practically constant over the energy range 
calculated. When the Г-point curves are considered only, we see that the shift 
for the conduction band minimum is slightly different from that of the valence 
band maximum. This difference, combined with the slope of the model curves, 
is important for physical results as can be seen in equation 6.5, where these 
quantities are included in the calculation of quasi-particle energy differences. 
If both of the ab initio curves were moved up or down by the same amount 
only a redefinition of the zero of energy would be affected. The self-energy 
matrix element calculation at the X-point gives a curve that is approximately 
l.OeV above the one evaluated at the Г-point. This is in qualitative agreement 
with the data from Hybertsen and Louie [10] where the energy difference is 
approximately 1.7eV. 
In table 6.4 results are presented for the bandgap and the quasi-particle 
energy at the symmetry point X4, together with data on quasi-particle weights. 
The model results are in excellent agreement with the ab initio values, although 
the quasi-particle energy for X 4 is somewhat too large. From these calculations 
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E3 
EK, 
ZVBM 
ZCBM 
a reference 10 
b reference 12 
LDA 
6.0 
-3.0 
1 
1 
GW° (ab initio) 
9.1 
-3.3 
0.83 
0.87 
GW (model 
9.0 
-4.0 
0.83 
0.78 
) exp 
9Ab 
-
-
-
Table 6.4: Comparison of results (in eV) for the bandgap, quasi-particle energy 
Εχι and quasi-particle weights (no units) for the hole state at the top of the 
valence band (VBM) and the electron state at the bottom of the conduction 
band (CBM). The zero of energy in the presentation of the Εχ· results is put 
at the valence band maximum. 
it has become clear that even with a rather crude approximation for the elec­
tronic structure, and the use of model wavefunctions with only one fit parameter 
a good description of the quasi-particle properties can still be given. Other re­
sults that support our model calculation of the self-energy matrix elements are 
the convergence properties of (kn |E |kn) with respect to the number of q points 
in the Brillouin zone summations in 2.94 and 2.95. These have been discused in 
the previous section and correspond with the ab initio results from Hybertsen 
and Louie [10]. Also the results on the correlated part of (kn|E(w = 0)|kn) are 
in agreement with the trends seen in the ab initio calculations [10]: the hole 
state (at the valence band maximum) experiences a positive correlation energy 
(+8.3eV) and the electron state (at the conduction band minimum) experiences 
a negative correlation energy (-І.Зе ). 
In the calculations we also considered the convergence properties of self-
energy matrix elements with respect to the size of the dielectric matrix. In prin­
ciple, an infinitely large dielectric matrix is required for obtaining the screened 
interaction. However, it is impossible in practice to evaluate and use such a 
dielectric matrix and therefore a set of matrix elements has to be selected with 
which the self-energy can be calculated sufficiently accurately (to within 0.2eV). 
For the purpose of establishing the convergence properties we constructed dif­
ferent sets of dielectric matrix elements, which were then introduced in the 
calculations of the self-energy matrix elements. The reciprocal lattice vectors 
are indexed in the same way as is done in chapter 5: G = га* + jb* + kc* with 
reciprocal lattice vectors of the primitive cell and i j , k < N
ran
ge- The set of 
dielectric matrix elements is then obtained by selecting those pairs of reciprocal 
lattice vectors that obey this requirement (i j , k < N
ranse
), where N
rangc is varied 
so that convergence is obtained. Different N
r ( i n 3 e ' s may be used for diagonal and 
off-diagonal elements. If diagonal elements are considered only, results converge 
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to within 0.1 eV for N
range = 3. Including off-diagonal elements of the dielectric 
matrix significantly influences the value of (nk|E|nk). For the conduction band 
minimum the self-energy matrix element is shifted upward by ~0.5eV and for 
the valence band maximum lowered by ~0.8eV. This means that inclusion of 
local fields increases the bandgap by ~1.3eV, which is also observed in Hybert-
sen and Louie's COHSEX results [10]. Although these results show that local 
fields are important for a correct description of the bandgap in LiCl the number 
of off-diagonal elements that are required for obtaining convergence is rather 
small (N
rangc = 1) and results evaluated for Nrange = 2 do not differ by more 
than 0.1%. 
6.4 Conclusions 
In conclusion, we have shown that the model dielectric function, discussed in 
chapter 5 of this thesis, is sufficiently accurate for calculating self-energy matrix 
elements and provides a computationally convenient alternative for the more 
elaborate ab initio calculations. Our results appear to be reliable for states 
at the Γ and X-point even though a rather crude model electronic structure 
and simple model wavefunctions are involved in the calculations. The bandgap, 
quasi-particle weights, local field effects and convergence properties obtained 
from the model calculations are in agreement with ab initio data. In addition 
we found that, although off-diagonal dielectric matrix elements are important 
in a quantitative evaluation of quasi-particle energies their number can be kept 
rather small. 
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Dielektrische afscherming en elektronische struktuur van 
zwak gekorreleerde systemen 
Samenvatting 
In deze samenvatting zal ik een poging doen om mijn promotiewerk duidelijk te 
maken voor een ieder die niet thuis is op het gebied van de vaste stof fysica. Dat 
is moeilijk, zeker als we beseffen dat vele eigenschappen van vaste stoffen door 
de fysici zelf niet eens goed begrepen worden. De samenvatting bestaat uit een 
groot inleidend deel en een relatief vrij korte beschrijving van eigen werk. Dit 
doet recht aan het feit dat in de fysica men voornamelijk gebruik maakt van ken-
nis die al door anderen is bedacht. Om geen verkeerde indruk te wekken en ook 
vanuit praktische overwegingen is dus voor die opbouw gekozen. Eigenschappen 
van vaste stoffen zoals warmtegeleiding, smelttemperatuur en buigzaamheid zijn 
voor ieder vrij duidelijke begrippen. Het is daarintegen minder duidelijk waarom 
die eigenschappen zo zijn. Dijvoorbeeld waarom reflecteert een zilverspiegel zeer 
goed en papier minder goed? Deze eigenschappen, zo weten we tegenwoordig, 
worden bepaald door de opbouw van de vaste stof uit zeer kleine deeltjes. Deze 
deeltjes, die atomen heten, zijn voor vaste stoffen in kristalvorm op een zeer 
regelmatige manier gerangschikt en blijven op hun plaats door aantrekkende 
krachten. De atomen zijn op hun beurt opgebouwd uit nog kleinere deeltjes: 
een centrale kern en daarom heen de bewegende elektronen. Dat de elektronen 
in de buurt van de kern blijven komt omdat de kern een aantrekkende kracht 
op ze uitoefent die sterker wordt naarmate de electronen dichter bij de kern 
komen. Dit alles is in het volgende plaatje aangegeven. 
103 
104 BIBLIOGRAPHY 
Helaas is de beweging van de electronen niét vergelijkbaar met die van vaste 
objecten uit ons dagelijks leven. De beste vergelijking is mischien wel die waar-
bij we het elektron voorstellen als een soort watergolf met zekere snelheid en 
uitgestrektheid. Dit is aangegeven in het volgende plaatje waarbij we ook de 
lengte van de golf hebben aangegeven. Maar dat is nog niet alles. Uit experi-
Ь x H 
menten is gebleken dat elektronen nog een aantal andere eigenschappen hebben. 
Namelijk 1) dat er nooit twee elektronen zijn met hetzelfde golfpatroon (dit is 
gevonden door Pauli) en 2) dat het golfpatroon netjes moet passen in het atoom. 
Ook dit is in een plaatje duidelijk gemaakt en geeft een iets preciesere weergave 
van het atoom dan in het eerste plaatje het geval is. Als het golfje niet past 
(d.w.ζ de kop en de staart van de golf sluiten niet aan) dan kan het elektron niet 
rondom de kern bewegen. Er zijn dus eigenlijk maar een paar baantjes mogelijk. 
De elektronen die het dichtst bij de kern zitten worden het sterkst door de kern 
aangetrokken en zijn dus het moeilijkst uit een atoom weg te halen. We zeggen 
dan dat de bindingsenergie van de elektronen dichtbij de kern groot is en die 
van elektronen wat verderweg kleiner. De volgende figuur bevat een illustratie 
van deze energieën. Ieder energieniveau vertegenwoordigt een passend elektron. 
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In vaste stoffen is de situatie weer net iets anders dan in een enkel atoom. Je 
kunt je voorstellen dat de wat losser gebonden elektronen aan de buitenkant 
van een atoom niet alleen een baantje trekken om het eigen atoom maar juist 
een veel grotere baan kiezen dwars door de hele vaste stof. Ook nu geldt weer 
dat het golfpatroon van de elektronen moet passen alleen is nu de beschikbare 
ruimte een stuk groter en zijn er meer mogelijkheden om een baantje passend 
te maken. Ieder baantje heeft zo zijn eigen (zwakke) bindingsenergie en dit 
leidt tot reeksen energieën in een bindingsenergieschema. De rondzwervende 
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elektronen zijn bepalend voor de al eerder genoemde eigenschappen van vaste 
stoffen (buigzaamheid, smelttemperatuuretc.) en daarom is het belangrijk hun 
baantjes en bindingsenergieën goed te kennen. Deze elektronen, die nog steeds 
de aantrekking van de kernen voelen, vormen de lijm die de vaste stof bij elkaar 
houdt. Een nog verzwegen eigenschap van de elektronen is hun onderlinge af-
stoting. In een berekening van de energieën van de rondwervende elektronen 
moet dus zowel de aantrekkende kracht van de kernen als de afstotende kracht 
van elektronen onderling worden meegenomen. Hoe zo'n berekening gaat wil 
ik op eenvoudige wijze proberen uit te leggen. De aanpak bestaat er meestal 
uit om te kijken naar een elektron in de hele vaste stof en dan na te gaan hoe 
de beweging ervan wordt beïnvloed door de andere bewegende elektronen en 
de kernen. We noemen het uitverkoren elektron vanaf nu het centrale elektron, 
oftewel het elektron 'waarom de berekening draait' en de andere elektronen de 
overige elektronen. Om de berekening te vereenvoudigen wordt de beweging 
van de kernen verwaarloosd (dit is bedacht door Born en Oppenheimer) en 
deze deeltjes krijgen vaste plaatsen. Een iets andere benadering wordt voor de 
overige elektronen toegepast. Als je over langere tijd naar de vaste stof kijkt 
zal ieder elektron elke positie in het materiaal wel eens hebben bezocht. Echter, 
sommige plaatsen hebben een grotere kans om een elektron langs krijgen dan 
andere. Bij het berekenen van de kracht op het centrale elektron door de overige 
elektronen wordt deze gemiddelde verdeling van de overige elektronen gebruikt 
om de kracht op het centrale elektron uit te rekenen. De hier beschreven be-
naderingen zijn helaas niet altijd even nauwkeurig en er is door fysici dan ook 
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veel aandacht besteed aan betere beschrijvingen van de elektronenbeweging. 
Zo ook in dit proefschrift. In de 'oude' berekeningen werd het centrale elektron 
altijd vergeten bij de bepaling van de gemiddelde elektronenverdeling. Dit is 
niet erg reëel omdat dit elektron een afstotende werking heeft op de overige 
elektronen en daarmee dus ook hun gemiddelde verdeling beïnvloedt. Omdat 
dit centrale elektron de gemiddelde verdeling van de overige elektronen veran-
dert zal ook het geheel aan krachten dat op het centrale elektron werkt - en 
die veroorzaakt worden door de overige elektronen - net iets anders zijn. Deze 
beïnvloeding is bovendien afhankelijk van de snelheid van het centrale elektron. 
Immers als het centrale elektron sneller beweegt hebben de overige elektro-
nen in de omgeving minder tijd om daarop te reageren en om hun gemiddelde 
positie aan te passen. Voor verschillende snelheden van het centrale elektron 
hebben we dus verschillende correcties in de krachten die op het centrale elek-
tron werken. Deze correcties ten opzichte van de 'oude' berekening leiden tot 
betere bindingsenergieën. 
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