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Abstract—Within the burgeoning expansion of deep learning and
computer vision across the different fields of science, when it comes
to urban development, deep learning and computer vision applications
are still limited towards the notions of smart cities and autonomous
vehicles. Indeed, a wide gap of knowledge appears when it comes to
cities and urban regions in less developed countries where the chaos of
informality is the dominant scheme. How can deep learning and
Artificial Intelligence (AI) untangle the complexities of informality to
advance urban modelling and our understanding of cities? Various
questions and debates can be raised concerning the future of cities of
the North and the South in the paradigm of AI and computer vision. In
this paper, we introduce a new method for multipurpose realistic-
dynamic urban modelling relying on deep learning and computer
vision, using deep Convolutional Neural Networks (CNN), to sense
and detect informality and slums in urban scenes from aerial and street
view images in addition to detection of pedestrian and transport modes.
The model has been trained on images of urban scenes in cities across
the globe. The model shows a good validation of understanding a wide
spectrum of nuances among the planned and the unplanned regions,
including informal and slum areas. We attempt to advance urban
modelling for better understanding the dynamics of city developments.
We also aim to exemplify the significant impacts of AI in cities beyond
how smart cities are discussed and perceived in the mainstream. The
algorithms of the URBAN-i model are fully-coded in Python
programming with the pre-trained deep learning models to be used as
a tool for mapping and city modelling in the various corner of the
globe, including informal settlements and slum regions.
Keywords—Computer vision; deep learning; Convolutional
Neural Networks (CNN); Object-based detection, Mapping
slums; urban modelling; cities
1. INTRODUCTION
Understanding the dynamics of cities within the current
global urban challenges- rapid urbanizations, the changeable
size of cities, and the high degree of informality and
uncertainty- remains a complex process (Batty, 2008; Luís
Bettencourt, 2013; Bettencourt & West, 2010), which limits the
ability of diagnosing and transferring knowledge from one city
to another. Accordingly, finding a reliable method with a
unified input data that can enrich the top-down urban strategies
in analysing and automating decisions in a wide spectrum of
cities across the globe is indeed in high demand; for urban
scholars, planners, and policy-makers.
Building our knowledge about cities through images is not a
new concept. In fact, Lynch (1960) introduced how to perceive
and understand cities from features– landmarks, focal points,
skyline, pedestrian flow etc.– that provides a very effective
approach to perceiving the nuances of the urban world. It is only
more recently that urban scholars have turned to pure
mathematical models and theoretical physics related theories to
understand the complexity of cities (Batty, 2008; Bettencourt,
2013; Isalgue, Coch, & Serra, 2007).
While our knowledge of the dynamics of cities is still limited,
substantial urban models have been achieved by perceiving
cities as complex systems. Various studies have described how
to understand cities through cellular automata (Batty, 1997;
Batty, Couclelis, & Eichen, 1997; de Almeida et al., 2003),
fractals (Batty & Longley, 1994; Batty & Xie, 1996; Murcio,
Masucci, Arcaute, & Batty, 2015), or multi-agent modelling
(Batty, 2005; Heppenstall, Crooks, See, & Batty, 2012), relying
on complexity and network theories. However, due to the
complexity of urban reality, the produced models, in many
cases, either tend to over-simplify the initial settings of urban
systems or rather explore cities in a mono-dimensional
perspective (Batty & Torrens, 2001).
On the other hand, geo-tagging and analysing labelled
images from social media or any big data providers in cities is
another key approach for urban scholars to understand cities
(Crandall, Backstrom, Huttenlocher, & Kleinberg, 2009;
Gallagher, Joshi, Yu, & Luo, 2009; Hays & Efros, 2015; Quack,
Leibe, & Van Gool, 2008; B. Zhou, Liu, Oliva, & Torralba,
2014). Most recently, different attempts have been taken to
better understand the geolocations and the spatial structure from
urban scenes and image query. While this emerging approach
of dealing with urban big data seems promising, the current
outputs of such methods in analysing cities, apart from the
limited access of the data, is rather used as a data-driven
approach that may or may not provide new evidence of the
urban structure (Zhou et al., 2014), instead of focusing on
understanding the dynamics of the urban systems.
Yet, Lynch’s ideas concerning a city’s features, in their
original forms, may not cope with today’s rapid urban
challenges. With the growth of the field of deep learning and
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computer vision, understanding cities through the eyes of a
computer opens the door for analysing various missing
attributes of city dynamics. Large-scale analysis of digital
images and patterns of captured features that may not
necessarily be recognized of significance by human eyes can
potentially enable various urban issues to be tackled. The
accuracy of such models may need further development at an
initial stage. However, their advancements appear in keeping
track of information and extracting elements from images
similar to how urban scholars used to perceive cities. Yet, when
it comes to urban development due to the complexity and
emerging nature of these models, the produced algorithms are
often limited towards the notion of smart cities or autonomous
vehicles where the current issues of ‘traditional cities’, where
people actually live, are often undermined. For instance,
computer vision was seminal for security-related issues in
smart cities (García, Meana-Llorián, G-Bustelo, Lovelle, &
Garcia-Fernandez, 2017), and vehicle plate recognition in
urban scenes (Tarigan, Nadia, Diedan, & Suryana, 2017).
In this research, we introduce a novel multi-purpose urban
modelling technique that offers a realistic environment for
understanding cities. The architecture of URBAN-i relies on
both deep learning and computer vision. It consists of two deep
Convolutional Neural Networks (CNN), (LeCun, Bengio, &
Hinton, 2015), as sub-models that are pre-trained differently on
different data sets for accumulative purposes. URBAN-i aims
to map the some of the agents of cities (pedestrian, transport
modes, and settlement conditions) at a given time and space
with the respect to the complexity of the urban settings. The
goal of this model is not to geo-reference ‘labelled images’, but
rather extract and geo-reference information from ‘unlabelled
urban scene images’. This will offer urban modellers a realistic
platform for urban simulation for documenting city dynamics
and tackling various urban issues. The current version of the
model deals with information such as people, transport modes,
and the planning status of the built-environment (planned
region, or deteriorated or slums region) to bridge the gap in
understanding cities in both developed and developing
countries, including informal and slum regions.
Each urban scene image is a unique attribute for its location
and time. Accordingly, the model geo-locate data captured from
images according to their actual temporal scale (form an
annual-scale to a second-scale). This will allow a precise
understanding of the dynamics of the urban world for any urban
scholar-defined research. We argue that URBAN-i can
exemplify the possibility of moving from pseudo-dynamic
modelling to realistic-dynamic modelling system with unified
input data that are accessible by anyone in the everyday urban
scene. For instance, by feeding the model enough images of a
certain location, this will allow recalling the number of people
at a given time and in a given space.
This research aims to exemplify the application of computer
vision and deep learning in understanding city development
beyond the concept of smart cities that are discussed and
perceived widely in the mainstream. The novelty of the
proposed model appears in applying computer vision and deep
learning to understand the intangible and qualitative measures
of the built environment such as the structure of informal
settlements and slums. It offers an unprecedented opportunity
for documenting the changes and dynamics of cities (See Fig.
1and 2).
URBAN-i key features and highlights
The URBAN-i model can be summarized as a computer
vision tool for multipurpose urban modelling that can be used
for data visualization or plugin any statistical, deep learning
model to carry-on further analysis or prediction on acquired
data. However, the key features of this version of the model that
can be performed at a local, or on a global scale are:
1. Mapping slums, and deteriorated regions in cities,
2. Documenting the dynamics and changes in cities (with a
precision of a second),
3. An actual environment for urban simulation and agent-
based modelling,
4. Automated data extraction from cities for data
visualization, or any researcher defined model for analysis,
5. Modelling transport modes and pedestrian flows.
The research is structured as follows: section 2 gives a brief
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a literature review of the related work to the URBAN-i model.
Section 3 describes the model architecture and methodology,
which it is divided into three sections. First, we will discuss the
training of the convolutional neural network to sense and detect
the overall planning status of an image. Second, we will discuss
the implementation of this model to the state of art object-based
detection methods. Last, we will use the previous two models
for urban modelling and mapping and extract features to maps.
Section 4 shows the model results and validation. Section 5
describes the model advancement and limitation. And lastly,
section 6 gives a summary and conclusion of the research,
highlighting the future work of this model.
2. RELATED WORK
The research related to this research is rather in the field of
computer science than in urban studies, despite its application
to urban planning and the science of cities.
2.1. Image classification
Deep learning models, most specifically Convolutional
Neural Networks (CNN), have shown substantial progress in
classifying images of a wide spectrum of classes (LeCun,
Bengio, & Hinton, 2015). Various deep CNN models with
different architecture and hyper-parameters have been
computed to recognize visual objects in a large repository of
images, such as the ImageNET dataset that contains 15 million
images that belong to 22,000 different classes (Russakovsky et
al., 2015, 2015). Starting with AlexNet (Krizhevsky, Sutskever,
& Hinton, 2012), VGGNet (Simonyan & Zisserman, 2014),
GoogLeNet (Szegedy, Liu, Jia, Sermanet, & Reed, 2015),
ResNets (He, Zhang, Ren, & Sun, 2015) and most recently,
DenseNet (Huang, Liu, Weinberger, & van der Maaten, 2017),
the accuracy of these CNN models have reached a significant
improvement to recognize and classify a wide range of images.
2.2 Segmentation and object-based detection
Building on the task of image classification, various
techniques using CNN models has emerged not only to
recognize different image classes but rather to localize and
detect multi-objects in a single image. Moving from Region
based CNN model (R-CNN) (Girshick, Donahue, Darrell, &
Malik, 2014), Fast R-CNN (Ren, He, Girshick, & Sun, 2016),
to MultiBox Detectors for fast image segmentation, or so-
called; Single Shot MulitBox Detector (SSD) technique (Liu et
al., 2016), again CNN models have shown a significant impact
on recognizing and detecting multi-objects in images with a
good accuracy and speed.
On the other hand, understanding the different components
of an urban scene from perspective images relying on computer
vision was seminal for various applications for smart cities and
self-driving cars (Li et al., 2017). Scene parsing relying on
semantic segmentation is a continuous success of CNN models
for understanding and classifying the different components of
an urban scene (Badrinarayanan, Kendall, & Cipolla, 2016;
Chen, Papandreou, Kokkinos, Murphy, & Yuille, 2016; Chen,
Papandreou, Schroff, & Adam, 2017; G. Lin, Milan, Shen, &
Reid, 2017; Long, Shelhamer, & Darrell, 2015; Peng, Zhang,
Yu, Luo, & Sun, 2017; Yu & Koltun, 2015; Zhao, Shi, Qi,
Wang, & Jia, 2017). This pixel-level classification made it
possible to recognize and understand the deep subtleties of the
different components of an urban scene (i.e. road area, building,
people, cars, vegetation). While such a complex approach is
still exclusive towards the applications of autonomous vehicles,
it can be used to understand and extract information for urban
studies and urban modelling.
2.3 City perception and sensing the overall
Unlike image classification, segmentation, and object
recognition, understanding the overall gist of a scene is seminal
for understanding cities (Oliva & Torralba, 2006), where few
works have been done in this area for better understanding
urban areas. For instance, sensing that qualitative measures that
are underlined in urban scenes, such as the safety of a certain
region, or even deterioration and poverty of a certain
neighbourhood in comparison to their surrounding ones. The
complexity of tackling this subject appears in the training
phases of any deep learning model, nevertheless, in finding the
ground truth that can hold true for different regions and cities.
Most significant work related to this subject is the
quantification of the perception and appearances of streetscapes
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(Dubey, Naik, Parikh, Raskar, & Hidalgo, 2016; Naik, Raskar,
& Hidalgo, 2016). This model has been conducted to detect
humans’ judgments concerning the quality of a region in a city
that is collected via crowdsourcing. The proposed model
relying on Support vector machine method has shown a
significant impact on how machine learning models can learn
and detect the perception of an urban area. Also, Salesses,
Schechtner, & Hidalg (2013) have used urban scene images to
map the inequality of urban perception.
3. METHODOLOGY
The architecture of URBAN-i model is divided into three
sections: First, the SlumsNet model, second: the object-based
detection model, and last, spatiotemporal data extraction. Such
methods will allow the extraction of the planning status, agents-
such as people and transport modes -from any urban scene
image.
The extracted data will be geo-referenced based on their
location and time. Fig.3 illustrates the overall methodology and
architecture of the URBAN-I model. The complexity of this
model is in the training and defining the algorithm, however for
usage, it is a user-friendly model. For a given directory of
images, the model will produce a .CSV file of data detected in
each image. These data are latitude, longitude, year, month,
day, hour, minute, second, planning status, person, car, bus,
motorbike.
The URBAN-i model is fully-coded in Python programming,
using mainly three deep learning libraries; TensorFlow, Keras,
and Pytorch. Its training may take up to several days of
computation on a computer with a normal CPU. For instance,
training the current version of the SlumsNet model have taken
24 hours on a computer with i7 processor and 16 GB RAM. In
the supplementary data section, we have attached the pre-
trained model to be used for predictions on user-defined
images.
3.1. Slums and deteriorated regions recognition
The SlumsNet is a new deep CNN model that is trained to
sense and detect the differences between planned or unplanned
urban scenes, including deteriorated and slum regions. This
sub-model aims to understand the deep nuances of urban scenes
according to their planning status; either formally planned, or
informal regions. What makes this classification a complex
process is that the task is not based on object detection but rather
the deep understanding of the overall urban scene. Urban
scenes consist of a wide spectrum of urban components that
similarly belongs to planned or unplanned areas (such as
people, buildings, materials, vegetation, water features, urban
design elements ...etc.). Accordingly, the model has only to
sense and understand the overall chaos behind the unplanned or
the deteriorated areas in comparison to the formally planned
ones, nevertheless, extract features that represents the chaos of
informality, regardless to the similarities of these urban
components or their counts and densities that may or may not
exist in an urban scene.
3.1.1 SlumsNet architecture
We have built a deep Convolutional Neural Network (CNN)
model (Guo et al., 2016; Hinton, Osindero, & Teh, 2006;
LeCun, Bengio, & Hinton, 2015). The model transforms these
images into an input layer of a size (200 x 200 x 3). The
selection of the input resolution is based on trial and error in the
sense that would enhance the model accuracy of prediction
while optimising the required computation power to train the
model.
Fig. 4 illustrates the overall architecture of the SlumsNet
model. It is built based on 10 hidden layers of different types.
The intuition for selecting the types and the orders of this
network is based on trial and error for minimising the model
loss, nevertheless, the knowledge transfer and understanding
the intuition behind previous deep CNN models that are used
for image classification tasks, such as VGGNet (Simonyan &
Zisserman, 2014).
After the input layer, the model consists of 4 Convolutional
layers, after the first two, each layer is followed by a Max-
pooling layer. After the Flatten layer, two fully-connected
layers are applied, followed by a single neuron output layer. The
First three layers consist of 32 Feature maps of subsampling (3
x 3), While the third one consists of 128 feature maps of
subsampling (3 x 3). The four convolutional layers rely on
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Rectified Linear Unit (ReLU) as an activation function to
increase the nonlinearity of the model and enhance the
performance of the neurons (Dahl, Sainath, & Hinton, 2013;
Glorot, Bordes, & Bengio, 2011). It is defined as:(݂ݔ) ൌ ሺͲǡݔሻ (1)
where ݔ is the input neuron.
Moreover, the three Max-pooling layers are of a downsampling
size (2 x 2). These layers are responsible for reducing
dimensionality, in addition, it allows the model to adapt to the
variation of the scale, rotation, or skewing of samples that
represent a certain feature (Scherer, Müller, & Behnke, 2010).
After these convolutional and Max-pooling layers, the flatten
layers allow the model to convert the feature maps to neuron
vectors that can be fed forward to the two fully-connected
layers. The first fully-connected layer consists of 256 neurons,
whereas the second one consists of 64 neurons. Both of these
layers are activated based on a ReLU function. In order to avoid
overfitting, we have applied feature dropout regulation after
several hidden layers (Dahl et al., 2013; Srivastava, Hinton,
Krizhevsky, Sutskever, & Salakhutdinov, 2014).
The output layer is based on a binary output of a single
neuron, which classifies whether the image belongs to the
planned or unplanned region. It is activated based on a
sigmoid function that is defined as:
ߜ(ݔ) = ଵ
ଵା௘షೣ
(2)
where ݔ is the input neuron.
The model is trained using back-propagation of error to
update the weights of the neurons of a batch size of 32. It is
compiled based on the optimization algorithm of stochastic
gradient descent, relying on ‘adam’ optimizer (Kingma & Ba,
2014). The model is trained by 3 epochs; each consists of 9000
steps for training and 2000 steps for validation. The accuracy of
the model is based on the cost function of Cross-Entropy error;
in which it is defined as:
ܧ ൌ െ ∑ ݐ௜log(ݕ௜)௡௜ (3)
where ݐ௜is the target vector, ݕ௜is the output vector, n represents
the number of classes.
3.1.2 Data
There are no existing deep learning datasets that label and
classify the built-up environment based on their planning status.
Therefore, creating our own dataset was the only way to
conduct this deep learning model. The data used for training and
testing consists of 3000 images downloaded randomly from the
internet that evenly belongs to the two groups; planned area, or
unplanned area including informal, slum or deteriorated areas.
These images belong to urban scenes that are taken from across
the globe.
The ground truth for the model is defined based on three
criteria. First, the obvious case of the deterioration of the region
from where the urban scene image belongs. Second, the current
literature of the locations in cities that belongs to slums or
informal regions. Third, the metadata associated with the
images from search engines (such as Google search engine)
when data is gathered. Put all together, the collected images are
assessed for ensuring label relevancy and a wide representation
of image orientation and lighting conditions by visual
inspection and only then the images are labelled to either formal
or informal area, including slums and deteriorated regions. It is
worth mentioning that these images are only used for training
and validation, whereas the images presented in the results
section for further validation are taken by the authors.
The CNN model is trained on 80% of the data set 2400
images) and tested for validation on the remaining 20% (600
images). Fig. 5 shows a random sample of the training and
testing dataset for planned and unplanned areas respectively.
In order to allow a higher degree of freedom for analysing the
status of a wide spectrum of urban scene images, we trained the
model to understand both aerial perspective and street view
images. Accordingly, this will allow the model to identify the
status of the urban scenes, regardless of the angle and the
elevation of the input image.
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The images used for training are still limited. According, we
have applied a data augmentation technique to enhance the
training of the model. The algorithm allows the model to create
random images based on four attributes; rescale, shear, zoom,
and horizontal flips. While these approaches augment the
training data, yet they do not change the class of the images,
nonetheless, they offer realistic possibilities that can represent
various urban scenes of the same location. Fig. 6 shows an
example of an original image and a sample of the augmented
data generated from the original image.
3.2. Object-based detection sub-model
3.2.1 Model architecture
To detect people and transport modes from urban scenes, we
have used a Single Shot Mulibox Detector (SSD) method (Liu
et al., 2016). Unlike other object detection approaches, SDD
relies on a single feed-forward deep CNN model. It produces
bounding boxes and a confidence score for each category of
objects presented in the image. There are three reasons for
selecting this approach for object detection. First, the model
relies on a single deep CNN model to do the prediction and this
makes it easier and faster to train. Second, this state-of-the-art
method for object detection shows competitive results when it
compared to the other object detection methods in many deep
learning datasets, such as PASCAL VOC2007 (Everingham et
al., 2015), COCO (Lin et al., 2014), and ILSVRC. Last, the
model performs a fast real-time detection that makes it a good
approach for URBAN-i to model the dynamics of the urban
systems.
The model architecture relies on a base network for high-
quality image classification, as discussed in section 2, that is
truncated before the layers of classification, and an additional
structure is added to the network. The first base of this network
is built on the architecture of the VGG16 model that deals with
classifying several image categories (Simonyan & Zisserman,
2014), including people and the different transport modes. The
second part of the model relies on multi-scale feature maps and
convolutional predictors for object-detection. These added
convolutional features enable the model to detect an object at
different scales and gives a confidence score for each bounding
box for the occurrence of an object in the image.
The major difference of this approach in comparison to the
training of other detectors is that the model only requires an
input image with a bounding box as a ground truth. This
facilitates the training process of the model while maintaining
a high accuracy for object detection.
The objective loss function of the model is defined based on
the weighted sum of the confidence loss (conf) and the
localization loss (loc) (Liu et al., 2016). It is computed as:
ܮ(ݔǡ݈ ǡ݃ ) = ଵ
ே
ቀܮ௖௢௡௙(ݔǡܿ ) ൅ ߙܮ௟௢௖(ݔǡ݈ ǡ݃ )ቁ (4)
where ܰ is the number of the matched default bounding boxes,
if ܰ ൌ Ͳ, the loss is set to 0, ߙ is set to 1 by cross-validating the
model. The confidence loss (ܮ௖௢௡௙) is defined based on a
softmax loss for the confidence of the different classes (c).
ܮ௖௢௡௙(ݔǡܿ ) =  − ∑ ݔ௜௝௣ ൫ܿ Ƹ௜௣൯െே௜א௉௢௦ ∑ log( Ƹܿ௜଴)௜אே௘௚ ,
where Ƹܿ௜
௣ = ୶ୣ୮ሺ௖೔೛)
∑ ୶ୣ୮ሺ௖
೔
೛)೛ (5)
The localization loss (ܮ௟௢௖) is a smooth loss between the
parameters of the predicted box ሺ݈ሻ and the ground truth
bounding box ሺ݃ ሻwhere the centre of the default bounding box
(d) is ( ܿݔǡݔݕሻand its width (ݓ) and height (ℎ). It is computed as:
ܮ௟௢௖(ݔǡ݈ ǡ݃ ) = ∑ ∑ ݔ௜௝௞௠ אሼ௖௫ǡ௫௬ǡ௪ ǡ௛ሽ ݉ݏ ݋݋݄ݐ ܮଵሺ݈௜௠ െ ො݃௜௠ )ே௜א௉௢௦
(6)
We have implemented the SSD technique using the Pytorch
library in Python programming (deGroot & Brown, 2017).
3.2.2 Training Data for object detection
The weights of the base network of the model, VGG16
model, has been trained on ILSVRC CLS-LOC dataset
(Russakovsky et al., 2015). This gives us the opportunity to
adopt it and extract these two main components for URBAN-i.
After truncating the base network by converting the last fully
connected layers to convolutional layers, and adapting its
network with pre-discussed changes, the model is trained on
PASCAL VOC 2007 dataset for image recognition
(Everingham et al., 2015), with an initial learning rate of 0.1,
and a momentum of 0.9. This dataset contains various visual
object classes that are captured in realistic scenes, in which it is
used primarily for supervised object detection. Its classes
include a person, animal, vehicle type, and indoor objects.
For strengthening the model performance for different object
size, a data augmentation technique has been used. For each
image, the model computes several random samplings based on
various techniques, such as sampling the patch in a way that the
minimum Jaccard overlapping the object is either numerically
defined or randomly sampled.
3.3. Spatio-temporal data extraction
This sub-model deals with the extraction of the coordinates
and the time data of where and when the urban scene images
are taken. This information is extracted from the Exchangeable
image file format (EXIF) data that is accompanied by an image
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that features GPS data. This will allow the model to capture
changes of the urban world according to a wide range of
temporal scales, from the scale of year to even a second, to cope
with the nature and the interdisciplinary of urban modelling
tasks.
The algorithms define different functions to extract the
coordinates, date and time, where the URBAN-i model can
iterate through images to identify and extract these data and
write it to a file besides the data captured from the SlumsNet
and the object detection sub-models.
In order to not only extract the geographical coordinates data
but also to extract time and date data, we have defined three
functions that deal with each task separately. First, we have
defined a function to extract the X and Y coordinates and
convert them into the latitude and longitude. Second, we have
defined an array to extract date (year, month, and day), Last, we
have defined an array to extract time (hour, minute, second).
The Python code is adapted and modified based on Sandler
(2011).
4. RESULTS
4.1 SlumsNet
After training the SlumsNet to detect the planning status of
the built-up environment, the validation accuracy of the testing
data set is 85%. As we aim to use the model as a pragmatic tool
for mapping slum regions, here we present a few examples of
prediction of single images of the various urban scene taking
from different cities across the globe.
Fig. 7 shows the prediction and the ground truth for some
example of urban scene images, as a step forward to verifying
the model further as a tool that can be used by planners and
policy-makers across the globe. It shows a wide range of images
that the model has predicted correctly and incorrectly for both
classes. It is worth mentioning that the model can also classify
images of a day-time or night-time shots of different weathers,
including sunny, foggy, rainy, or snowy weathers. Nonetheless,
the age of buildings is another crucial issue. In many cases,
there are newly built buildings that belong to the unplanned
area, whereas there are many historical buildings that belong to
planned areas. While this variation complicates the training
process and adds limitations to the model, however, it allows
the proposed model to be widely used and furtherly developed
to meet various mapping or sensing purposes.
4.2 SlumsNet + Object-based detection
The pre-trained SDD model for object detection of resolution
(300x300) shows an overall validation accuracy of 77.2% for
all classes on the VOC2007 Test database. This makes the
model reliable to be used as a pragmatic tool. Fig. 8 shows the
prediction of the URBAN-i model for the two trained deep
CNN models. By adjoining the SlumsNet model with the
object-based detection model, we enable urban modellers,
planners and policy-makers to tackle the realistic dynamics of
cities. By inputting urban scene images to the model, this model
can allow urban modellers to carry-on the task of mimicking the
actual setting and processes of complex urban systems without
the need for oversimplifying the initial setting of the built
environment. Accordingly, we argue that URBAN-i can
exemplify the possibility of moving from pseudo-dynamic
modelling, (Batty, 1984), to authentic-dynamic modelling
system with minimal input data that are accessible in the
everyday urban scene. This will allow mapping of the dynamics
of the planning status of the region, including modelling
pedestrian and transport modes.
4.3 Mapping the world by the URBAN-i model
Put all the algorithms of the URBAN-i model together, Fig.
9 shows the significant impact of the model of extracting
information from urban scene images to a database that can be
used for various urban research and data visualisation to
understand the dynamics of a region, city or even an entire
country. This database consists of information regarding the
occurrence of transport modes, pedestrian, and the status of the
planned area, in addition to the data of time and X-Y
coordinates. Fig. 8 shows an example of urban scene images
taken across the globe where the data is automatically geo-
located and extracted to a database by the URBAN-i model. By
the means of crowdsourcing and uploading images to a
platform, the model directory can potentially include various
images across the globe. This will enable urban modellers and
researchers to collect and analyse their data sets based on the
needs of their research.
5. DISCUSSION AND LIMITATIONS
In this article, we aimed to contribute to the advancements in
the methods of urban modelling to better understand cities by
using deep learning and computer vision. The URBAN-i model
offers the opportunity of analysing urban scene images and
mapping the planning status of an urban scene while mapping
the occurrence of transport modes and pedestrians. The model
aims to provide a potential opportunity to map an entire city by
only walking around while taking photos using a phone device
camera and feeding those images to the model for creating a
spatiotemporal dataset that could be suitable for various
research purposes, such as mapping, visualisation and
prediction.
The model precision in detecting and classifying the urban
scenes depends on several factors. First, the individual accuracy
of each pre-trained CNN model is a key factor. Each one can be
fine-tuned to achieve better accuracy and results with larger
training datasets, higher computational power, and deeper
network that are very limited to the author. However, the goal
of this research is not to optimise accuracy from a computer
science perspective, but rather show evidence that the
complexity of global urban issues such as mapping slums and
deteriorated regions in cities, traffic congestions and crowd-
mapping can be tackled by deep learning and computer vision
with less effort and minimum data that are available and
accessible by everyone anywhere in the globe, without the
without the means of expensive sensors. Second, the model
precision also relies on the accuracy of the GPS data provider.
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FIG. 8
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As for mapping a sequence of images, the accuracies of
location data will be influenced by the GPS data receiver and
transmitter when updating location data specifically when using
the model for detection of rapid changes while changing
locations. Last, the camera lens and shutter speed could also be
another crucial factor when modelling fast-dynamics in cities.
However, apart from these technological aspects that the model
precision may be affected with it, the model shows significant
potential for modelling complex events in everyday urban
scenes within few seconds of detection, assuming that the
images are instantly uploaded.
While the model shows novelty in analysing a wide range of
images that belong to different planning status in cities, the
model limitation appears in analysing images that are mixed
with formal and informal housing in the same scene. A potential
way to develop the model further is by using semantic
segmentation and scene parsing. This pixel level segmentation
would allow the model to provide a multiple categorization and
localisation of the planning status for a single image.
Accordingly, this will enhance the accuracy of the model when
detecting complex scenes in the real world.
6. REMARKS AND FUTURE WORK
In this research, we presented a new computer vision model
that can be utilized for various purposes of modelling the
dynamics of the urban area at multi-scales; local and global.
We have shown the possibility of mapping cities and tackling
global urban such as informal area and slums recognition,
traffic, and pedestrian modelling by using images taken from a
mobile phone. This paper exemplifies the application of
artificial intelligence and deep learning in understanding city
development beyond the concept of smart cities that are
discussed and perceived widely in the mainstream. The novelty
of the proposed model appears in applying computer vision and
deep learning to understand the intangible and qualitative
measures of the built environment.
After training a deep CNN model, the SlumsNet, to
understand the differences between images of a wide spectrum
of planned and unplanned areas from across the globe, we
obtained a validation accuracy of 85%. Such a high accuracy
shows that even the chaos of informality in cities can be
classified and detected relying on computer vision.
Accordingly, we provide the model as a tool that can be used
for mapping purposes or further developed to be used as a
sensor for autonomous vehicles to understand the variation of
the built-up environment when introducing such vehicles in less
developed countries. Another potential application for the
model is to be developed further to includes augmented reality
information that can provide city dwellers or tourists with more
information about the built environment.
The URBAN-i model is a multipurpose model that can be
used for various tasks related to urban modelling. The current
version of the model can be used for mapping the occurrence of
transport modes, pedestrian and planning status of urban scenes
in cities. Nevertheless, the model can be developed further to
FIG. 9
URBAN-I DIRECTORY: FROM URBAN IMAGES TO THE AUTOMATED GLOBAL DATABASE
be used for modelling the dynamics of traffic congestion,
crowd, even the deterioration, or the improvement of a region
(planning status). Therefore, better decisions can be taken by
policy-makers and planners to optimize resources and improve
the living conditions in the urban world.
The model is fully-coded in Python programming using
Anaconda to be used as a tool to capture and understand cities
in different corners of the globe, including informal settlements
and slum regions.
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