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Learning to Charge RF-Energy Harvesting Devices
in WiFi Networks
Yizhou Luo and Kwan-Wu Chin
Abstract—In this paper, we consider a solar-powered Access
Point (AP) that is tasked with supporting both non-energy
harvesting or legacy data users such as laptops, and devices with
Radio Frequency (RF)-energy harvesting and sensing capabilities.
We propose two solutions that enable the AP to manage its
harvested energy via transmit power control and also ensure
devices perform sensing tasks frequently. Advantageously, our
solutions are suitable for current wireless networks and do not
require perfect channel gain information or non-causal energy
arrival at devices. The first solution uses a deep Q-network (DQN)
whilst the second solution uses Model Predictive Control (MPC)
to control the AP’s transmit power. Our results show that our
DQN and MPC solutions improve energy efficiency and user
satisfaction by respectively 16% to 35%, and 10% to 42% as
compared to competing algorithms.
Index Terms—Wireless Charging, Reinforcement Learning,
Receding Horizon Control, Regression, Energy Allocation.
I. INTRODUCTION
The Internet of Things (IoT) network [1] will play a critical
role in our daily activities. In particular, sensing devices will
be an integral part of devices purchased by consumers. For
example, as detailed in [2], wearable devices with sensing ca-
pabilities such as a thermometer, video camera or smart watch
are now available commercially to enable smart homes/offices
as well as for video surveillance. Another example is [3],
whereby a motion sensor is used to infer usage of appliances
in a home. Moreover, these devices are likely to harvest energy
from Wireless Local Area Networks (WLANs), which are now
ubiquitous and widely used to connect conventional IEEE
802.11 devices such as iPads [2]. Energy efficiency is also
becoming a concern [4]. To this end, future WLANs are likely
to incorporate Energy Harvesting (EH) Access Points (APs)
in order to reduce carbon emissions and operating expendi-
ture [5]. Moreover, IoT devices will have Radio Frequency
(RF)-energy harvesting capability; see [6] for a prototype that
uses transmissions from an AP to power an on-board camera.
Figure 1 shows a solar-powered AP that serves not only
legacy data users/devices, which do not have RF-energy har-
vesting capability, but also nearby IoT devices equipped with
a temperature sensor and an RF-energy harvester. All nodes
operate on the same frequency. Whenever the AP delivers data
to legacy users, IoT devices harvest RF-energy. The amount
of harvested RF-energy is a function of their distance to the
AP, time-varying channel gains, how often the AP transmits
and also the AP’s transmit power; Figure 1 shows two possible
transmit power levels. A key challenge here is that the transmit
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power used by the AP is dependent on its available energy,
which exhibits spatio-temporal properties. Critically, the AP
only has causal knowledge of its solar energy arrivals; i.e., the
AP only knows its current and past energy arrivals. Another
challenge is that IoT devices may be tasked with returning
their sample data periodically. However, they may not have
harvested sufficient energy from the AP’s data transmissions.
Fig. 1. An example network with a solar-powered AP and both legacy data
users and RF-energy harvesting IoT devices. Both sensors receive energy
whenever the AP uses a high transmit power level, denoted by the gray circle.
Henceforth, our aim is to determine a transmit power
allocation policy that allows an AP to support the data rate
of legacy data users, and at the same time delivers RF-
energy to IoT devices. In this respect, this paper contains the
following contributions. We present two solutions to derive the
said policy and compare their performance in improving user
satisfaction. The first solution relies on the Deep Q-Network
(DQN) framework, where given an AP’s state comprising of
its energy level and legacy user channel gain, it determines
the best transmit power control that yields the maximum
satisfaction for both user types. The second solution uses
Model Predictive Control (MPC), where the AP uses Gaus-
sian Process Regression (GPR), a machine learning method,
to predict future harvested energy and channel gains. Both
solutions do not rely on perfect Channel State Information
(CSI) to IoT devices and assume causal energy arrivals at
the AP. These assumptions are made for practical reasons to
ensure our solutions are readily deployable in current wireless
networks.
Next, in Section II, we identify gaps in past works.
Section III formalizes our system and problem. After that
2Section IV outlines two solutions and they are evaluated in
Section V. Section VI concludes the paper.
II. RELATED WORKS
Numerous works have considered RF-charging or Wireless
Powered Communication Networks (WPCNs); see [7] and
references therein. They mainly focus on maximizing the sum-
rate at an Hybrid Access Point (HAP) [8], [9]. However, they
mostly consider optimizing charging and transmission slots,
which is different to our problem. Our work overlaps with
those that apply Reinforcement Learning (RL) to adjust the
transmission power of an HAP. For example, in [10], the
goal is for a HAP to learn a robust transmission/changing
power control policy to minimize the number of dropped
packets due to attacks. These works, however, only consider
one type of users; namely RF-energy devices. Also, their HAP
does not harvest energy. Critically, they assume the current
channel condition of devices is known by HAPs. We do not
make such assumptions. Another group of works considers
EH HAPs [11], [12] to charge RF-energy devices. They aim
to transfer energy to RF devices in order to maximize the
sum-rate or lifetime of devices. In [11], the authors determine
the transmission power of HAPs and control the active/sleep
modes of HAPs. The aim is to maximize the lifetime of IoT
devices given casual energy arrivals at a HAP. In [12], the
authors propose to manage the energy consumption of HAPs
for tasks such as sensing, computing, and uplink transmission.
The aim is to minimize the average consumption of on-grid
energy while ensuring IoT devices have sufficient energy or
capacity. However, their system is different from ours because
we consider RF changing in an existing WiFi systems.
To date, only a small number of works have considered sup-
porting two types of users; namely, [6], [13], [14], [15]. In [6],
APs inject a power packet whenever their data queue length is
shorter than a given number of packets. Reference [13] aims
to optimize the transmissions of APs in order to i) maximize
the amount of energy delivered to an RF sensor, and ii)
minimize the total number of packets queued at APs. In [14],
the authors study the impact of interference on both data users
and RF-energy users. The authors aim to optimize sub-carrier
allocation and transmission power control in order to minimize
the total energy consumption of their system. Reference [15]
aims to determine the beacon frequency of an AP and the
charging period of IoT devices that maximize their lifetime.
Our work is fundamentally different to these works. First, the
APs or base stations of these works have no EH capability.
Second, our work aims to control the transmission power at
an AP with stochastic energy arrivals in order to satisfy both
RF-energy devices and legacy WiFi users. Another distinction
to prior works is that we consider imperfect CSI to IoT
devices and causal knowledge of energy arrivals. Moreover,
they use mathematical optimization as a solution approach
and requires non-causal information. On the other hand, we
employ machine learning approaches and adapt to historical
CSI and energy arrivals.
III. SYSTEM MODEL AND PROBLEM
We assume time is discrete, and the set of time slots is
T = {1, 2, . . . , T }. Each slot is one second in length; this
means the term power and energy can be used interchangeably.
There are N IoT devices uniformly located around an AP. Let
D be the set of IoT devices. Similarly, there are U legacy data
users. In each time slot, the AP serves one data user.
The AP has a battery of size Bmax. Its energy arrival is gov-
erned by the Markovian model presented in [16]. Specifically,
the model contains four different solar states: ‘Excellent’,
‘Good’, ‘Fair’, and ‘Poor’. Each state represents different solar
intensity throughout a day. In the j-th state, the energy arrival
x (in mJ) is a random value drawn from a Normal distribution
N (x |µj , σj) with mean µj and variance σj . Then, the energy
harvested by the AP in slot t is E˜t = xtΦη, where Φ and η is
the panel size and the solar energy conversion efficiency. The
energy level of the AP, denoted as Bt, evolves as per,
Bt = min(Bmax, Bt−1 − Pt−1 + E˜t), (1)
where Pt (in mW) is the transmission power of the AP at time
slot t, which is bounded by Pmax.
We consider block fading. The AP is aware of the CSI to
legacy or data users but is unaware of the CSI to IoT devices.
Let gti be the channel gain between the AP and IoT device i,
and it is defined as,
gti =
1
di
2
|Z|2, (2)
where Z is drawn from a complex normal distribution
CN (µ, σ2), and di denotes the of device i from the AP.
IoT devices are equipped with a battery with capacity bmax.
Let bti be the current battery level of IoT device i. In each
slot, IoT devices receive a charge whenever the AP transmits.
The receive signal power pti at IoT device i is calculated as
pti = g
t
iPt. We consider a practical 2.4 GHz non-linear RF
harvester [17]. For IoT device i, β(pti) returns the RF-energy
conversion rate of the harvester given incident power pti.
Each IoT device consumes a fixed amount of energy,
denoted as Eˆ (in mJ), to sample and return its data to the
AP. If its energy level satisfies bti < Eˆ, device i will not carry
out any operation. Mathematically, bti evolves as follows,
bti =
{
bt−1i + p
t
iβ, b
t
i < Eˆ,
min(bmax, b
t−1
i + p
t
iβ − Eˆ), Otherwise.
(3)
In each time slot, the AP transmits to a random data user
u ∈ U that has a channel gain of gtu. Let γ
t
u = p
t
u/N0 be
the Signal-to-Noise Ratio (SNR) of user u, where ptu is the
received signal strength and N0 is the white noise power. As
per the Shannon-Hartley formula, its data rate is,
rtu = W log2(1 + γ
t
u), (4)
where W is the bandwidth of the channel.
Without loss of generality, we assume all users in U have a
fixed data rate requirement rmin. Define an indicator J
t that
returns one if rtu ≥ rmin; otherwise, it returns zero. Let I
t be
an indicator that returns a value of one if all IoT devices are
able to collect a sample and transmit in slot t.
3Our problem is as follows: find the optimal transmit power
policy π∗ that returns the transmit power level for each time
t that maximizes,
Z1 = lim
T→∞
1
t
E
[
T∑
t=1
ItJ t
]
. (5)
We will also consider an alternative aim, which is to
maximize energy efficiency. That is,
ηt =

ItJ t
Pt
, Pt 6= 0,
0, Pt = 0.
(6)
In words, Eq. 6 represents the fact that energy efficiency is
higher if the AP uses less energy to support both types of
users. In this respect, the second objective is to maximize,
Z2 = lim
T→∞
1
t
E
[
T∑
t=1
ηt
]
. (7)
IV. SOLUTIONS
We first outline our RL solution followed by a solution that
uses MPC.
A. Solution-1: Reinforcement Learning
We first formulate our problem at hand as a Markov
Decision Process (MDP) [18], which is then solved using a
Deep Q-network (DQN) [19].
1) MDP: Define a tuple with four elements
(S,A, P (st+1|st, at), R(st+1|st, at)). The state space is
S, where st ∈ S represents the state at time t. The term A
represents the action space and at ∈ A is the action taken
at t. The transition probability to state st+1 after taking
action at is defined as P (st+1 | st, at). Lastly, the reward
function R(st+1|st, at) returns the immediate reward rt after
taking action at at state st. We assume there is an agent that
observes the state, takes an action and then claims a reward.
Let π be the policy taken by an agent, where π(st) returns
the action at when state st is seen. Let π
∗ be the optimal
policy. The agents goal is to find the optimal policy π∗ that
maximizes the following long-term cumulative reward,
E
[
+∞∑
t=0
R(st+1|st, π(st))
]
. (8)
We are now ready to instantiate an MDP for our problem.
Let the state st be a tuple st = (g
t
u, Bt) that includes the
channel gain of a user and the battery level of the AP. The
action at corresponds to the transmission power level Pt
adopted by the AP at slot t. It has range [0, Pmax], meaning
that the AP can choose a transmission power from [0, Pmax].
Also, we discretize the action space equally to NA actions.
In addition, if the AP’s battery Bt has insufficient energy to
support the action chosen by the agent, then we encode the
action to at = Bt. This means the AP consumes all the energy
in its battery at slot t. As we consider two different objectives
Z1 and Z2, which correspond to (5) and (7), respectively,
we define two reward definitions, denoted as Reward-1 and
Reward-2. For Reward-1, the reward rt for state st and action
at is defined as rt = I
tJ t. To be specific, if the AP takes an
action that is able to satisfy both types of users, then the reward
is one; otherwise, it is zero. The second reward definition,
namely Reward-2 relate to the energy efficiency ηt achieved by
the AP at slot t, and is defined as rt = ηt. Reward-2 reveals the
fact that the AP will claim more reward if it is able to achieve
higher energy efficiency. Note, unless stated explicitly, our
approach will apply Reward-1. The aforementioned transition
of state-action-reward satisfies the Markov property. That is,
the battery level in the next state st+1 depends on the current
state battery level and the action taken at slot t. Also, the
historical battery level and channel gain do not impact the
transition of the current state st to the next state st+1. To
ensure our solution is practical, we assume the transition
probability P (st+1 | st, at) is unknown. Hence, as our MDP
is model-free. To solve the formulated MDP, we will apply
an RL approach, namely, Deep Q-network (DQN) to learn the
optimal policy π∗ that maximizes (5) or (7).
2) DQN: The architecture of a DQN is shown in Figure 2.
Briefly, an agent located at the AP observes the environment
(state) and takes an action based on its policy. The agent
consists of a set of neural networks that outputs the expected
value or Q-value of actions. It then observes the resulting
reward, and uses it to update its policy.
Reward rt
Environment
Fig. 2. An illustration of a DQN.
Let the Q-value Q(st, at) denote the expected accumulated
reward of a state-action after taking action at at state st. A
DQN uses a neural network to estimate Q-values. To do that,
it includes two sets of neural networks; one of which denoted
θ is for evaluation, and the other target network is denoted as
θ′. A DQN aims to minimize the temporal difference-error of
Q-values, defined as,
L(θ) = minE[(Q
′(rt, st+1, at+1, θ
′)−Q(st, at, θ))
2], (9)
where Q′(rt, st+1 is the targeted Q-value, given by the target
network θ′ and Q(st, at, θ) is the evaluated Q-value, provided
by the evaluation network θ. The training data is from a
memory buffer that stores historical state-action-reward pairs.
For every K slots, we train our DQN using the Stochastic
Gradient Descent method [20] with a learning rate α. For every
K ′ slots, where K ′ ≫ K , we copy the evaluated network θ
to become a new target network θ′.
In each slot, the evaluation network θ will output the
evaluated Q-value Q(st, at, θ) for each action. An agent then
4selects an action using the ǫ-greedy policy. That is, it will take
the action with the maximum Q-value with probability (1−ǫt),
where ǫ is the exploration rate. Otherwise, a random action will
be taken. To ensure the agent explores actions sufficiently, it
uses a diminishing exploration rate, calculated as per,
ǫt = max
[
1, ǫT +
ǫinc
(t+ 1)2
]
, (10)
where ǫ0 and ǫT are the initial and final exploration rate,
respectively. The term ǫinc is the diminishing rate of ǫt.
B. Solution-2: MPC
Also known as Receding Horizon Control (RHC), MPC is
used to choose control actions over a moving time horizon. It
relies on a prediction model to predict the system dynamics,
e.g., prices, weather, heating requirements. The prediction
is then used to build a virtual system model that simulates
the changes of a real system several slot ahead. At slot t,
MPC determines an optimal control action u∗t to maximize a
performance index V ∗t over a time window [τ, τ +L]. That is,
V ∗t = max
1
L+ 1
t+L∑
τ=t
vτ (xτ , uτ ), (11)
where L is the number of predicted time slots. The term xτ is
the predicted system state, where τ represents a time slot in a
virtual system model. Note, the system states xτ+1, . . . , xτ+L
are the system state given by a prediction model. The term
uτ denotes the action for predicted slot τ . The instantaneous
performance vτ (xτ , uτ ) depends on both the current state xτ
and control action uτ . Eq. 11 is solved iteratively.
In our case, the system state xt corresponds to the solar
energy arrival at our AP E˜t and channel gain of data users g
t
u
and IoT devices {gti ; i = 1, . . . , N}. The control action ut is
the transmission power level taken by the AP, ranging from
[0, Pmax]. The performance index is defined as vτ (.) = I
tJ t.
In addition, we also define vτ (.) = ηt when we optimize the
second objective Z2, see Eq. (7).
We employ Gaussian Process Regression (GPR) [21] as our
prediction model. A GPR model can be trained as a probabilis-
tic nonparametric black-box to identify a non-linear dynamic
system. Given a set of training data {(qi, pi); i = 1, 2, . . . , k},
A GPR model is to learn the predictive response value p′
for a new input value q′. A GPR model is trained using the
following linear regression model,
p = qTw + ξ, (12)
where the coefficient w and the error variance σˆ2 of ξ ∼
N (0, σˆ2) are learned from training data. To build our training
data, we let qi be the i-th slot and pi be the value of a network
parameter; e.g., the energy arrival at the slot i. For each
network parameter, we employ an independent GPR model.
As an example, consider predicting the energy arrivals at the
AP using GPR. We use set Dt with size k to store the energy
arrivals in last t slots; i.e., the set Dt is a shifting window for
energy arrivals {(i, E˜i); i = t− k, t− k− 1, . . . , t} in the last
k slots. In each slot, we train a GPR model using the training
data in set Dt, where the input value p is time slot and the
response value q is the corresponding energy arrivals.
Figure 3 illustrates our MPC solution. First, it provides
training data Dt to the GPR predictor. At time slot t, the
GPR predictor generates a set of system state predictions
xτ+1 . . . xτ+L, according to the current state xt. With the
predicted future states in hand, it builds a virtual system
model that allows the optimizer to implement its virtual control
action uτ . The optimizer we use to solve Eq. 11 is binary
search method with precision Ψ; see [22]. Then, the virtual
system model evaluates the performance vτ (.) given action
uτ . Once we have the optimal V
∗
t , the optimizer will output
the corresponding control action u∗t and apply u
∗
t in time slot
t. Eq. 11 is then solved iteratively until t = T .
Controller
Optimizer
v
u
u*
Dt
GPR 
Predictor
Real system 
model
 Virtual 
system model
t
{x ...x +L}
Fig. 3. An illustration of MPC.
V. EVALUATION
We conducted our simulations using Python 3.5 with Ten-
sorFlow 1.0 and Scikit-learn 0.21. Table I shows all our
parameter values. We emphasize that as our problem is new,
there are no other solutions that we can benchmark against our
solutions. To this end, we benchmark DQN and MPC against
the following algorithms/solutions/rules:
• Tabular RL (TRL): The state, action and reward are
the same as that of DQN. However, the difference is that
TRL uses a table to store Q-values and does not have the
memory replay feature.
• Greedy: In every slot, the AP uses Pmax to transmit; oth-
erwise, it uses a transmission power level that consumes
all the energy in its battery.
• Random: The AP uniformly chooses a transmission
power level in the range [0, Pmax].
• No-policy: The AP is not aware of IoT devices and aims
to only meet the requirement of data users. For a given
data user u, the transmission power Pt is calculated as
Pt =
N0(2
rmin
W − 1)
gtu
. (13)
We assume each episode has 3,000 slots. For each episode,
we calculate the average value of the following metrics:
• Number of activated IoT devices per slot, which is cal-
culated as 1
3000
∑t
t+3000 nt. This metric corresponds to
the average number of IoT devices that achieve sampling
per slot in one episode.
5• Fraction of satisfied data users. This is calculated as
1
3000
∑t
t+3000 It, meaning the number of satisfied data
users over one episode of slots.
• Energy efficiency, which is equal to 1
3000
∑t
t+3000 ηt.
This metric is the average energy efficiency achieved by
an AP in one episode.
• Reward. This is defined as the average reward gained
by the agent within one episode; it is calculated as
1
3000
∑t
t+3000 rt, where rt refers to Reward-1.
TABLE I
PARAMETER VALUES USED IN OUR EXPERIMENTS.
Model Parameters Values
Number of IoT Devices N 5
The minimum user distance dmin 5 meters
The maximum user distance dmax 25 meters
The minimum device distance dˆmin 9 meters
The maximum device distance dˆmax 10 meters
The maximum battery of the AP Bmax 100 J
The maximum battery of IoT devices bmax 50 mJ
Solar panel size Φ 15 cm2
Solar energy conversion efficiency η 15%
The maximum transmission power of the AP Pmax 200 mJ
The mean of the Rayleigh distribution channel µ 1
The variance of the Rayleigh distribution channel σ2 0.1
Bandwidth of the channel W 20 MHz
Energy requirement per sample Eˆ 1.38 mJ [23]
User data rate requirement rmin 133 Mbps
Total simulated time slots T 150,000
White noise power N0 10
−6 W
Algorithm Parameters Values
Learning rate α 10−5
Reward decay rate γ 0.4
Number of actions NA 100
Memory size ND 50,000
Mini-batch size Nmb 200
Updating interval for θ K Every two slots
Replacing interval for θ′ K ′ Every 400 slots
Replay start time slot 3,000-th slot
Activation function leaky ReLU
Initial exploration rate ǫ0 1
Final exploration rate ǫT 0.01
Results collection time the 120,000-th
Precision of MPC Ψ 10−31
Size of training data set Dt 20
GPR kernels RBF
Number of predicted slots by MPC L 4
We now investigate the energy efficiency ηt of the AP
assuming it has no energy constraint; e.g., when it is connected
to the grid. We apply Reward-2, namely energy efficiency.
From Figure 4, we see that MPC achieves the highest energy
efficiency of around 6.5. In terms of DQN and TRL, we
notice that energy efficiency increases because the RL agent
learns to determine the optimal transmission power over time.
Before the 15, 000-th slot, the agent has no knowledge of
the environment. Hence, as we can see from Figure 4, the
energy efficiency achieved by both DQN and TRL agent is
only 4.4. After training, the DQN gains the second-best energy
efficiency among the tested algorithms, with around 5.8 on
average. By contrast, TRL improves energy efficiency to only
5.5. Also, we see that the energy efficiency of TRL is worse
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IoT devices per slot. (b) Average fraction of satisfied data users.
than DQN. This is because DQN takes advantage of neural
networks that allow it to deal with continuous and large state
space. In our problem, the CSI is random and continuous
values, so the state space is large. Also, the memory replay
strategy used by DQN breaks the correlation between adjacent
states, which helps speed up convergence.
For non-RL approaches, such as Greedy, Random and
No-policy, the energy efficiency shown in Figure 4 remains
roughly the same. For example, the energy efficiency achieved
by Random is always 4.4. This is because the transmission
power used by Random is uniformly distributed in the range
[0, 0.2] mW, meaning that the average energy consumption per
slot/transmission power is 0.1 mW. Such a transmission power
level is not sufficient to meet the energy/data rate demands of
users. In terms of No-policy, the energy efficiency is around
61.8 because the transmission power used by No-policy is not
sufficient to activate every IoT device. As we can see from
Figure 5, the number of activated IoT devices is only 1.7
From Figure 5, we see that Greedy has the highest satis-
faction for both IoT and legacy data users, with five active
devices per slot with a user satisfaction of 100%, respectively.
This is because Greedy is able to use the maximum transmit
power (200 mW) because there is no energy limitation in this
scenario. MPC also achieves almost 100% user satisfaction
with five active devices per slot. In terms of data users, MPC
achieves a satisfaction value of 0.98. However, from Figure 4,
we see that energy efficiency achieved by Greedy is always
5.0, which is lower than MPC by 35%. This means MPC uses
35% less energy to achieve almost the same performance as
Greedy. As for DQN, Figure 5 shows that the average number
of activated devices per slot is 4.65 and the satisfaction of
data users is 0.98. This indicates that MPC performs better
than DQN in terms of supporting IoT devices. Also, Figure 4
and 5 indicate that compared to Greedy, DQN support 6% less
number of IoT devices per slot but its energy efficiency is 16%
higher than Greedy. Lastly, we see that No-policy gains 100%
user satisfaction but it only supports 1.7 IoT devices per slot
on average. These results confirm that our solutions are able
to effectively charge RF-energy IoT devices.
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Next, we consider an imperfect energy supply. We set the
solar panel size Φ to 15 cm2. The energy arrival at the
AP is random. Figure 6 shows the satisfaction of both data
users and RF-energy devices achieved by the tested algorithms
over 150,000 time slots. From Figure 6, we notice that the
reward increases significantly because the RL agent learns to
use energy over time. Before the 15, 000-th slot, the average
reward gained by both DQN and TRL agent is only 0.43.
After training, the DQN agent gains around 0.8 rewards on
average, while TRL improves the reward to only 0.6. Also,
we see from Figure 6 that DQN gains around 20% to 30%
more reward than TRL. As a result, Figure 7 shows that DQN
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Fig. 7. The satisfaction of both types of users under a random energy arrival
scenario. (a) Average number of activated IoT devices per slot, and (b) Average
fraction of satisfied data users.
is able to support 20% more IoT devices than TRL, where the
number of activated IoT devices achieved by DQN and TRL
is 4.61 and 3.9, respectively.
In terms of non-RL algorithms, Figure 6 shows that MPC
gains a reward between 0.75 and 0.9 which is the same as
the well-trained DQN agent after the 60, 000-th slot. MPC
also supports 4.65 IoT devices and 0.94 data users per slot on
average. We also see that Greedy gains around 0.65 reward
on average. However, its performance is worst than the case
when the AP has no energy limitation. This is because it
does not conserve energy, meaning it causes energy outage.
As for the Random rule, from Figure 6, it only gains 0.44
reward on average. This is because Random only uses 0.1
mW energy per slot, leading to battery overflow in around 90%
time slots. No-policy gains only 0.1 reward; see Figure 6. The
reason is that the number of activated IoT devices achieved
by No-policy is only 1.7 per slot on average, meaning IoT
devices require more slots to harvest energy until they have
sufficient energy to gather a sample. It is worth noting that the
performance of DQN and MPC is not significantly affected by
random energy arrivals. Comparing Figure 5 and 7, when the
AP has imperfect information of its energy arrivals, the user
satisfaction of DQN and MPC reduced by around 8% to 4%
for both types of users. By contrast, we see from Figure 5 and
7 that the performance achieved by TRL, Greedy and Random
drops significantly when we consider random energy arrivals.
For example, the average number of activated IoT devices
achieved by TRL is 3.9 per slot, whereas it is 4.55 when the
AP is powered by a perfect energy source. The reason is that
the state space must also include different energy levels at the
AP and CSI of users, so the state space is larger. In the case
of random energy arrivals, the shortcomings of TRL when for
large state space is evident. Moreover, our results show that
when we consider an imperfect energy source, transmit power
control is critical. The reason is because the AP may encounter
7energy shortage, which reduces system performance. This is
evident in Figure 5 and 7, the user satisfaction of Greedy and
TRL reduces by around 11% to 15%.
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Fig. 8. Varying solar panel sizes versus the number of activated devices.
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Fig. 9. Varying solar panel sizes versus the fraction of satisfied data users.
Figure 8 and 9 illustrate how different solar panel sizes Φ
impact user satisfaction. From Figure 8 and 9, we see that
the satisfaction of both types of users increases as the panel
size increases. The average number of activated IoT devices
of DQN and RMCP increases from 2.75 to 4.9, with a 90%
increment as the panel size doubles. Also, the performance of
data users increases by 40%, from 0.71 to 0.98. This is because
the AP harvests more energy when using a larger solar panel.
This allows them to use a higher transmission power to meet
the needs of those users that are far away from the AP. In terms
of Greedy and TRL, both of them are able to support 3.55 IoT
devices per slot on average, and achieve 80% satisfaction for
data users when the solar panel size Φ is 12 cm2, see Figure 8
and 9. However, they are inferior to DQN and MPC when Φ is
larger than 12 cm2. As shown in Figure 8 and 9, the number of
activated IoT devices achieved by Random is always 3.3 per
slot when the solar panel size is larger than 12 cm2. This is
because its average energy consumption is 0.1 mW. Moreover,
as the solar panel size increases, higher energy arrivals lead
to a higher overflow rate. As shown in Figure 8 and 9, the
satisfaction of both data users and IoT devices gained by
No-policy also remains unchanged as the solar panel size Φ
increases. This indicates that the overflow rate of No-policy
is higher than other solutions. The number of activated IoT
devices is only 1.7. The reason is that the AP is not aware
of IoT devices and thus those devices cannot harvest enough
energy. Figure 8 and 9 also show that the difference in user
satisfaction achieved by different algorithms/schemes is wider
as the panel size increases. This means energy management
is more necessary when the solar energy arrival rate is large.
This is because when the panel size is smaller than 12 cm2,
the AP is not able to harvest sufficient energy to meet the
data/energy requirements of users. By contrast, our DQN and
MPC algorithms are able to learn the optimal transmission
power to maximize user satisfaction. Therefore, we see that
our approaches are significantly superior to the other tested
algorithms when the panel size is larger than 15 cm2
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Fig. 10. Average device distance versus the number of activated devices.
We now study different cell sizes. Figure 10 and 11 show
that the satisfaction of both types of users decreases by 35%
to 45% as the distance/cell size increases. This is because the
channel gain becomes smaller if the user distance increases.
However, we see that our proposed DQN has minimal degra-
dation in user satisfaction as the cell size becomes larger.
For example, the fraction of satisfied data users decreases
from 0.98 to 0.87, an 11% drop as the IoT devices distance
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Fig. 11. Maximum user distance versus the fraction of satisfied data users.
increases from 20 to 26 meters. As shown in Figure 11, our
DQN algorithm is able to improve the percentage of satisfied
data users by 8% to 10% when the maximum user distance is
under 24 meters. Figure 10 shows that MPC achieves the same
number of activated IoT devices to DQN as the maximum IoT
device distance increases from eight to ten meters. However,
referring to Figure 11, MPC is no better than DQN in terms
of the fraction of satisfied data users, which is the second-best
algorithms among the tested algorithms. Figure 11 also shows
that as the cell size increases, No-policy supports less RF-
energy IoT devices. It only supports 1.4 devices per slot when
the maximum IoT device distance is 11 meters. However,
the user satisfaction of data users achieved by No-policy is
unchanged; see Figure 11. The reason is that No-policy is
only aware of data users so it will not increase transmission
power if there is energy shortage at IoT devices.
We see from Figure 10 and 11 that the user satisfaction
achieved by different tested algorithms converges to a smaller
value as user distance increases. For example, in Figure 11,
the difference in the fraction of satisfied data users achieved
by DQN and MPC converges to 0.01 as the maximum distance
of data users increases to 26 meters. This reveals that the AP
cannot gain high user satisfaction though transmission power
management as the distance increases. The reason is that
the channel gain becomes smaller with increasing user/device
distance. Consequently, the received power at devices/users is
too small for data receptions or energy harvesting no matter
what transmission power policy is adopted by the AP.
VI. CONCLUSION
We have shown how an AP can learn to adapt its transmit
power when serving data users and simultaneously ensure
IoT devices receive sufficient energy. Our work is significant
because existing networks will likely be used to support RF-
energy harvesting IoT devices. Our results show that the
proposed DQN and MPC algorithms power 10% to 42% more
IoT devices and gain 9% to 27% more user satisfaction as
compared to approaches without learning capabilities. Also,
the results show that our algorithms are able to determine the
optimal transmission power for devices and users according
to the current and historical battery status.
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