Smoothness of the integrated density of states on strips  by Glaffig, Clemens
JOURNAL OF FUNCTIONAL ANALYSIS 92, 509-534 (1990) 
Smoothness of the integrated Density 
of States on Strips 
CLEMENS GLAFFIG* 
Department qf Mathematics, 
Cal[fornia Institute of Technology, Pasadena, California 91125 
Communicated by the Editors 
Received January 14, 1988; revised July 3, 1989 
Smoothness of the integrated density of states, k(E), of random Schrodinger 
operators, i.i.d. and non-i.i.d. cases, on a discrete strip lattice is investigated. It is 
proven that k(E) is C” if only the potentials on the top surface of the strip have 
distributions with compactly supported densities in some fractional Sobolev space. 
The C=-result for the case of the Anderson model, i.e., all potentials having a 
distribution with compactly supported density in some Sobolev space, is also 
recovered. 1~’ 1990 Academic Press. Inc. 
I. INTRODUCTION 
1.1. Definitions 
Let S, denote the discrete, “quasi” one-dimensional strip lattice, i.e., 
Sm=.zX{l,...,rn)~. The random Schrijdinger operator on 12(S,) is given 
by 
H,,u(n) = c u(k) + v,(n) u(n), n,kES,,,, (1.1) 
lln-kll = I 
where { VW(n), n E Zd) is a family of independent random variables and we 
will assume that the potential is bounded; that is, the distribution of the 
V,,(n) has compact support. 
For given a, let A, be the finite box A,= (no S,, InIl <a}. Let H,,, 
denote the restriction of H to A, with Dirichlet boundary conditions. This 
makes H,,, a l/i,1 x iA,\ matrix. The integrated density of states (ids) is 
defined by 
k(E) = lim (A,\ -’ # {of eigenvalues of H,,, d E}. 
0°C (1.2) 
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As a consequence of the ergodic theorem, one obtains that, for all E, the 
limit in (1.2) exists for a.e. w  and is independent of the boundary condi- 
tions chosen for H,,],,. 
The ids and, in particular, regularity properties thereof have been studied 
extensively in recent years. In arbitrary dimensions, k(E) is known to be 
a continuous function [27], and Craig and Simon showed that k(E) is 
log-Holder continuous under mild conditions [9]. 
In one dimension, the nature of the ids (for random i.i.d. potentials) is 
well understood. In this case, if p denotes the distribution of V,(n), Simon 
and Taylor proved that if p is a.c. with respect to Lebesgue measure and 
has compactly supported density F with FE LA := {F, 3gE L1 such that 
,ij= (1 + t2)r’2 p}, th en k(E) is a C “-function [31]. This result was sub- 
sequently extended by Campanino and Klein [S], March and Snitzman 
[26], and Klein and Speis [23]. The last of these papers proved that if p 
has a Fourier transform which is n-times differentiable and all derivatives 
are bounded and decay to 0 at a, then k(E) is c”. That this result cannot 
be extended much further follows from Halperin’s argument (see [31]) and 
Carmona, Klein, and Martinelli [7]. 
In more than one dimension, not much is known. Smoothness results 
had to assume large disorder or high energy (see Constantinescu, Frolich 
and Spencer [S] and Bovier, Campanino, Klein, and Perez [3]). For a 
review of these results see [32]. 
On S,, Klein and Speis showed that for V,(n) i.i.d. with a.c. distribution 
F(x) dx, FELL and for x > $, all moments existing, then k(E) is C”. 
1.2. Results 
We first want to generalize the one-dimensional result of Simon and 
Taylor to S, and recover the result of Klein and Speis, at the same time 
exhibiting an alternate approach to the one by Klein and Speis by relating 
smoothness of k(E) to smoothness of an invariant measure on some 
homogeneous space (part (i) of Theorem 1 below). Second, we investigate 
regularity of the ids if only the top surface of S, has potentials whose dis- 
tributions have fractional smoothness. In particular, we are interested in 
the case where the potentials below the top surface have Bernoulli distribu- 
tion, a case not addressed before. 
The results are: 
We denote by TS the top surface of S,; that is, if S, = {(i, j), 
iEZ!,jE{l,...,m}d}, then TS:=((i,j),i~Z,j(d)=m}. The set of poten- 
tial sites {n, n $ TS} will be denoted by BTS ( = below top surface). 
THEOREM 1. (i) Let V/,,(n), n E S,, be i.i.d. random variables with com- 
pactly supported distribution F(x) dx and FE Li for some x > 0. Then k(E) 
is a C”;‘-function. 
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(ii) Let V,(n) for the TS he i.i.d. random variables with compactly 
supported distribution F(x) dx and FE Li for some a > 0. Let V,(n) for 
n $ TS be i.i.d. random variables and also mutually independent of the TS- 
potentials with a.c. and compactly supported distribution. Then k(E) is C”. 
THEOREM 2. (i) Let V,(n) for nE TS be distributed as in 
Theorem l(ii). Then there exists 6, > 0, such that if V,(n) for n 4 TS are 
i.i.d. and independent of the TS-potentials with Bernoulli (a, b) distribution, 
lb-al <ho, then k(E) is C”. 
(ii) For d = 1 and m = 2, that is, just two horizontal lines coupled, let 
the distributions of V,(n) ,for n E TS be as in Theorem l(ii). Let V,(n) for 
n q! TS be i.i.d. random variables, independent of the TS-potentials with 
Bernouilli (a, b) distribution. Then k(E) is C”. 
To obtain these results, we prove the existence of a density for a power 
of convolution of a probability measure on the symplectic group. This also 
suffices to prove localization for those models: 
COROLLARY. The models described in Theorems 1 and 2 have pure point 
spectrum with exponentially localized states. 
For a proof and more details see [ 161. 
Remarks. (i) We will derive a condition on the distribution of the 
potentials below the top surface, under which k(E) will be C”, if the TS- 
potentials are distributed as in Theorem l(ii). This condition will always be 
satisfied if V,(n) has a.c. distribution for n 4 TS, from where Theorem 1 
immediately follows. 
(ii) For general Bernoulli and general d, m, one can still get smooth- 
ness for the ids by perturbing the potentials periodically (see [16]). 
To prove smoothness of the ids, we will derive a representation of the ids 
in terms of an invariant measure associated to the eigenvalue equation 
H,,,u = Eu, which will then be analyzed. The setup for this will be done in 
the next section. 
2. A REPRESENTATION FOR THE IDS 
For our purpose, it will be convenient to redefine H, on 12(S,) as an 
operator on Rmd-vectors, acting as 
H,u(n) = u(n + 1) + u(n - 1) + V,,,(n) u(n), n E Z, (2.1) 
580/92,‘2- I4 
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where u(i) E WC’ and 
where the blocks are symmetric WZ* ’ x md- ’ matrices and W,i again have 
the same structure as in (2.2), just with mdp2xmdu2 blocks. The m xm 
diagonal blocks of (2.2) are of the form 
. . TZEZ, IC;E (1, . . . . m}d, i= 1, . . . . m. 
. . ‘. 
(2.3) 
xnk, is the potential at site (n, k,). The P’,, are just d-dimensional 
Schrodinger operators, restricted to A,. For d= 1, i.e., for the two-dimen- 
sional strip, (2.2) takes the form of (2.3). 
The following negative eigenvalue theorem allows us to find a represen- 
tation for k(E) in terms of quantities the studies of which will be the object 
of the following sections. 
Let U(n) be the square matrix of order m”, the jth column of which is 
the solution of 
~,,An) = WnL n= -a 1 ..., a, 
with initial conditions u( -a - 1) = (0, . . . . 0) and u( -a) = (0, . . . . 1, . . . . 0), 
where the one is in thejth coordinate. Then the U(n) satisfy 
U(n+l)+U(n-l)+(V,(n)-E)U(n)=O, n = -a, . . . . a, (2.4) 
with U( -a - 1) = 0, U( -a) = id, V,(n) given by (2.2). 
If U(n) is invertible, define X(n + 1) := U(n + 1) U(n) PI for n = -a, . . . . a. 
From this and (2.4), it follows that X(n) is symmetric and depends on w  
and E. If U(n) is not invertible, X(n) is not invertible. In this case let 
X(n))’ denote the matrix with the same spectral decomposition as X(n), 
just with the reciprocal eigenvalues (including infinity), and define X(n + 1) 
by 
X(n+l):=E- V&z-X(n))’ 
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accordingly. Then the X(n) solve 
X(n)=(E-V,(n-I))-X(n-I)-‘, n = --a + 1, . . . . a, (2.5) 
with X(-a))’ :=O. 
THEOREM (Dean and Martin [ 111). Let X(n) solve (2.5) for the given 
choice of X( -a). Then: 
# {of eigenvaluesof H,,, < E) = 1 # {of positive eigenvalues of X(i) >. 
i= -o+l 
For a proof of this result, see, for example, Ref. [ 111. 
Since the limit in the definition of the ids was obtained for a.e. o and was 
independent of the boundary condition chosen for H,,,, it follows from the 
theorem above that for all choices of symmetric X,, 
where X(n, o, X,) is the solution of (2.5) with initial condition X,, Ai is 
the ith eigenvalue of X(n, w), and Exp is integration with respect to the 
potential distribution. 
Because the right-hand side of (2.6) is bounded, this relation also holds 
if X-, is a random variable, independent of the potentials, and the expecta- 
tion with respect to this random variable is taken. With X-, a random 
variable, (2.5) defines a recurrence equation for a Markov chain of sym- 
metric random matrices. If (2.5) has an invariant initial distribution (which 
will depend on E), for X,, (2.6) takes a particularly simple form. Our 
goal will be to put (2.5) into a frame in which the existence of an invariant 
measure can be easily obtained and analyzed for smoothness in E. The 
approach is based on work done by Furstenberg in [14, 151. 
Associated to (2.1) are, for each energy E, the so-called transfer matrices 
that are of the form 
g,(w El := 
E- V,(n) -id 
id 1 0 ’ 
where the blocks are md x md. 
These matrices are elements of the symplectic group Sp(md); i.e., they are 
2md x 2md matrices satisfying 
gTJg = J, 
514 
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J= 0 -l- 
L I I 0; 
the 1 stands for the m”x m” identity matrix. Equation (2.5) is then 
equivalent to 
(2.7) 
For the following considerations, let G be a locally compact, semisimple 
Lie group and A4 a homogeneous G-space. 
DEFINITION. (i) For measures p on G and v on M, the convolution 
,u * v is defined by 
where f is continuous and vanishes at infinity. 
(ii) If A4 is compact and for any probability measure r] on A4 there 
exists a sequence (g,) in G with ~5,~ * q converging to a point measure, 
where 6, is the point measure on G concentrated on g, M is called a 
boundary of G. 
(iii) For a given probability measure p on G, a probability measure 
v on M is called an invariant measure for p, if p * v = v. 
Remark. If p, v are probability measures on G, M, respectively, then 
p * v is the distribution of gx, if g and x have distributions ,u and v, respec- 
tively, and are independent. 
The following result of Furstenberg is fundamental to our further 
analysis. 
THEOREM [14]. (i) If M is compact, there exists an invariant measure 
for any probability measure on G. 
(ii) If A4 is a boundary of G and ,a an absolutely continuous (w.r.t. 
Haar measure) probability measure, then there is one and only one invariant 
measure for ,u on M. 
The special case we are interested in is when G equals the symplectic 
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group, G = Sp(m”). M will be the set of Lagrangian subspaces of R2md, that 
is the set of md-dimensional subspaces of RZmd satisfying 
(u, Jo)=0 VU,VEX,XEM, (2.8) 
where ( , ) is the usual inner product. 
For given x E M, let (ui) be a basis for x and let X denote the 2md x md 
matrix, whose columns are the vectors (u,), i= 1, . . . . md. We then have: 
PROPOSITION 2.1. (i) M is a homogeneous space under the action 
(ii) ME G/H, where 
H= { [b’ (A!l)T]T A,BaremxmmatriceswithABT=BAT 
(iii) M is a boundary of G. 
Proof (i) and (ii) are straightforward; (iii) follows from (ii) and 
Theorem 1.1 of [15]. 1 
Furstenberg’s theorem allows us to conclude 
COROLLARY 2.1. Zf p is an absolutely continuous probability measure on 
G, there exists a unique probability measure v on M such that 
p*v=v. 
We want to reconsider (2.5) in this framework. Let us remember that the 
transfer matrices associated to H,,, are of the form 
g,(w, E) := 
E- V,(n) -1 
1 0 1 
> (2.9) 
where the one’s denote the md x md identity matrix and V,(n) is given by 
(2.2). 
For any symmetric md x md matrix A, the columns of (A, 1)’ span a 
Lagrangian subspace. If A is invertible, the same subspace is spanned by 
the columns of (1, A - l)T. Also, it can be seen from Proposition 2.1, that M 
can be identified with the m x m real, symmetric matrices. Thus, we 
consider M to be just this set. 
If z(n) denotes the Lagrangian subspace associated to X(n), (2.7) 
becomes 
T(n)=g,PI(o, E)f(n-l), n = -a + 1, . . . . a. (2.10) 
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If v,, denotes the distribution of X( -a), (2.10) defines a Markov chain in 
A4 with initial distribution v,,, if one views the elements g,(o, E) as random 
variables with the induced distribution of the potential-matrix (2.2). 
denoted by ,uE and independent of X( -u). The distribution of 
X(-a+n),n<2a+l, is then given by 
V ,,+n= (PA” * vo. (2.11) 
If v0 is an invariant distribution for pE:, call it vE, then 
v,=vL; Vn = -a, . . . . u. 
In this case, it follows from (2.6) that 
COROLLARY 2.2. 
k(E) = j 4x)&&), (2.12) 
where ~(x)=rn~~Cyi x , co,,,(A,(~)) and ii(x) is the ith eigenualue ofx, x 
being a symmetric matrix. 
The smoothness of k(E) will now follow from appropriate smoothness 
with respect to E of the invariant measure vE. Since K(X) E L”(M), we have 
COROLLARY 2.3. IfvE is C” in E as an element of the dual space of 
L”(M), k(E) is also C”. 
L”(M) is defined in the standard way, using the Haar measure on the 
linear group M. 
Remark. It follows from Furstenberg’s theorem that if there exists some 
n such that ( pE)II is absolutely continuous, then pE has a unique invariant 
measure. We will show the existence of such n in the next section. 
3. SMOOTHNESS ON THE GROUP IMPLYING APPROPRIATE 
SMMOOTHNESS OF THE INVARIANT MEASURE 
3.1. Smoothness on the Group 
Any desired smoothness in E of the invariant measure will follow from 
appropriate smoothness in E of a number of convolutions of pE by pertur- 
bation theory. Recall that pE denotes the measure on G that is concen- 
trated on matrices of the form (2.9). pE itself does not have any smoothness 
but we can generate smoothness by convolution, using fractional smooth- 
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ness of only the “top surface potential”; that is, we only use some fractional 
smoothness of the distributions of the potentials at sites (i, k), in Z and 
kc { 1, . . . . m )“, with k(d) = m. More precisely, we are going to show that for 
some n with nmdpl 2 dim G = 2mzd + md =: a (equality for d= 1) and E 
fixed, 
(PJ k) = G,k> El dg, (3.1) 
where G, E L,P, locally on [w’, for some p > 1, CK > 0, which is equivalent to 
saying that G, is in the same Sobolev space on the group as indicated 
below. We will then add up smoothness by convolving in n-fold chunks. 
First we will need several results about Sobolev spaces on G. To define 
those, we are going to follow Simon and Taylor [31] and define the 
Laplace operator in the following way: 
Let I, and rg denote left translation by g- ’ and right translation by g, 
respectively. Let X,, . . . . X, be a basis of G,, the tangent space at the origin. 
Let (g,)i be the unique set of left invariant vector fields with Xi(e)= Xi. 
Then define 
A,:= i f;. (3.2) 
i= 1 
The same procedure can be used with right translation to obtain A,. 
If do is the Riemannien metric under which (X,), is an orthonormal basis 
of G,, A, is the Laplace operator associated to d,, the unique left invariant 
metric coinciding with d,, at the identity. Similarly, A, is the Laplace 
operator associated to d,. Both metrics d, and d, are complete. 
It was proven in [33] that the Laplace operators A, and A, are essen- 
tially selfadjoint on CF (G). 
After this preparation, we can define Sobolev spaces on G the same way 
as on Iw”, namely as the image of LP-spaces under the action of the Bessel 
potential (1 -A)-‘/’ (see also [33]). 
DEFINITION. (i) For 1 <p< co, CI >O, Lg is the set of all FE Lp such 
that 
F= (1 -A,)-“‘* G for some G E Lp, 
with norm 
IlFll L,p = IIGII, 
Integrations are with respect to Haar measure on G. 
(ii) For CI ~0, set LE := (LY,)*, where l/p+ l/q= 1 
(iii) H, := LS. 
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The L,P-norm will differ if we take d, instead of d,. If we want to dis- 
tribute smoothness among the factors of a convolution product, we need to 
use both d, and A,.. On compact regions, this does not cause any problems: 
LEMMA 3.1. (i) if F has support in a ,fixed compact, FE L$’ ifs 
FE L:(W) in a local coordinate system about each point. 
(ii) Ifp(g)=F(g)dg,pELc ~~J’FEL,P. 
(iii) On fixed compacts, the norms 
ll(l -4)1’2Fllp, IIt1 -AJa’*Fllp, 
/I(1 - AJ8’* (1 - A,)“+B)iz F/I,, l/(1 - Al)(apg),‘2 FIlLi 
are equivalent -for u 3 B > 0. 
ProoJ: (i) and (ii) follow by exploiting a partition of unity. (iii) follows 
from (i) and the additivity of the powers of the Bessel potential on KY. 1 
We will have to use the equivalence of the norms in Lemma 3.1 to show 
that convolution is smoothening. It is for that reason that we restrict every- 
thing to compact domains. 
LEMMA 3.2. (i) Zf p(g) = F(g) dg, supp F compact, FE L;, 0 < s < 1, 
then 
lb * GII w+lCc l/~Il~~ II%,,, ifsupp G compact; 
i.e., convolution with ,u defines a bounded map from H:. to Hf.+‘, tit, where 
Hi. := {G E H’, supp G compact ). 
(ii) For arbitrary s, t and compactly supported FE H”, GE H’: 
llF* GII Hs+,<c IIFllH~ IlGIIw; 
i.e., convolution by compactly supported H” distributions defines a bounded 
map 
Hz,: Hi.+ H;,+’ v’s, t. 
Proof: (i) p * G = F * G dg and ll,nllL: = IIFII,:, so this is just 
Theorem A.2.2 of Simon and Taylor [31]. 
(ii) This is Theorem A.2.3 of Simon and Taylor [31]. 1 
3.2, Smoothness of Convolution Powers on the Group 
(,u~)“( g) is the distribution of the product g,(o, E) .. g, (w, E), where 
the g, are i.i.d. with distribution pE, which is implied by having the poten- 
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tials in the gj distributed according to the conditions of Theorems 1 and 2. 
More generally, the BTS potentials in the gj can have distributions 
satisfying condition Cl following Corollary 3.1 to yield Theorem 1. 
Equation (3.1) will only be possible if (pJ has a-dimensional support, 
LI = dim G. G, dg is, as we will see, the push forward map of the joint dis- 
tribution of a (= number of) potential variables. Since we only want to use 
the differentiability of the potential distributions on the top surface of S,, 
it is clear that those a variables have to be on the top surface to ensure that 
G, E Lg, so n has to be such that nm ‘- ’ is at least dim G to achieve (3.1). 
First we need: 
PROPOSITION 3.3. (supp pLE) = G, where ( l ) denotes the generated sub- 
group. 
ProoJ We will show that the Lie algebra of (supp Pi) coincides with 
6, the Lie algebra of G, which is the set 
8 = { [cl -“;:I, X,, X, symmetric}. 
It is easy to see that the system {(X,), (Y,), (Z,)} is a basis for 6, if these 
elements are defined as follows: 
Let E, be the md x md matrix with a one in the (i, j) entry and zeros 
everywhere else. Define 
(3.3) 
We will need the following commutator relations: 
lIxii, y,] = t1 + si(j))zij, Czq, xjkl = t1 + 6j(k)) Xdc 
(3.4) 
cz,, Y,,l = (- 1 - qw y,. 
Let g,, g, be matrices of the form (2.9) with (1, 1) entries g, (1, 1) =x1 and 
g,(l, 1)=x2 with x, #x2, all other entries the same. Then g;‘g, and 
g, g;’ are in S := (supp pE) and 
g; ‘g, = id + (x, -x,)X,, = exp((x, -x2) XII) 
g1 gz ’ =id+(x,-x,) Y,,=exp((x,-x,) Y,,), 
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where -Y, - .Y~ can take values over some interval around 0, as the distribu- 
tion of these potentials was assumed to be absolutely continuous. Therefore 
we conclude that X,, , Y,, are contained in the Lie algebra of (supp ,uLE), 
which we denote by 9l, and from (3.4) Z,, E Ql. 
By doing the same with the other “top surface” variables, i.e., choosing 
g,, g, in G with g, (i, i) # gz (i i) for i = 2, . . . . m’ ‘, we see that X,,, Yir, 
and Z,; E ‘U for all i = 1, . . . . rn”- ‘. We prove inductively that the whole 
system (3.3) is contained in ‘II, using the following sublemma: 
SUBLEMMA. Let g, , g, E G as before, that is, with g, (1, 1) # gz( 1, 1). 
Then, for k c m, 
(i) g,Xk, g,-‘-g,X,,g;-* is a linear combination qf Z,,, 
x k~-,.*,Xk--m,,,~~~Xk~m~~~,,, Xk,, xk+,,,, ~k+m,,,~~~,~k+m~~~~.,. 
(ii) g, ‘Ykl g, - gr’ Y,, g, is a linear combination of Zk,, Y,_ ,, , , 
Y k - m,  1 ? .“) Y k-,&‘,I> yk,, Yk+m,,?-.> Yk+md-l,,. 
We continue with the proof of the lemma. Let us assume for simplicity 
that d=2. Since X,, E‘%, it follows from the sublemma that 
X,*+Xtn+,,I E Cu. With the same reasoning, we also conclude that 
y,,+ yfn.,,, E’U and, from (3.4), ZIZ+Z,,,,,+,, Z,, +Zm+,,, EEL Then 
[Z,z+Z, m+l2 X,,] = [Z,,, X,,] = Xl2 E $2. With the same reasoning, 
Y,, E ‘Ql. Since now also X,, ,,, and Y,, ,,, E ‘9I, we conclude, using (3.4) 
again, that Zl,m+ 1T Zm+ I., E ‘9l. It follows that X,, ,,,,+ , and 
Y m + ,+ + , E Cu. Using the same argument for all other k d m, we conclude 
that X,,, Y,,, X,,, and Y, are in ‘8 for all i < 2m and therefore, again by 
(3.4), Xii, Y,,, and Z,, are in (u for all i, j < 2m. Repeating this argument for 
all other k shows that X,,, Y,,, X,j, and Y, are in 9I for all j< md and 
using (3.4) the same way as before shows that the whole system (3.3) is 
contained in 81. 
For general d, the exact same argument can be used if m is replaced by 
mdp’ in the previous steps (Xi,, Y,,E% for i= 1, . . . . mdp ‘). 1 
Proof of the Sublemma. 
6) ~~xk~~l~‘-~Zxkl~~l 
= (V,(2)- ~,(l))Ek; 
L 
V,(l)& v,(l)- VwP)-G v,(2) 
0 Ek;(~w(l)- 1/,(2) 1 ’ 
(3.5) 
where E;,=&, +E,k. v,,,(2)- I/,,(l)=(X,-X,)E,,, SO 
(V,,(2)-V,,~(l))E,=(x,-x,)E,,E,;=(x,-x,)E,, for k> 1. 
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Also for k>l, V,(l)E;V,(l)=A+AT, where 
A= 
n o 0 0 
. . . . . . 
Xl i i . . . . . . 
XI i ; 
XlCk ck ck ’ 
Xl 1 1 
. . . . . . 
Xl i i 
. . . . 
0 00 I 
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where the ck-terms appear in the kth row, the columns 2, 
m + 1, . . . . mdp ’ + 1 are equal, and the rows k - 1, k - m, . . . . k - md- ‘, k + 1, 
k + m, . . . . k + mdpl are equal. A similar formula holds with V,(2) in place 
of V, (1). From there it follows that (3.5) becomes 
d-1 
(ii) follows by the same arguments, just using transposes, since 
g?kl g, = [glxk, g?lT. m  
Fix E. Define the map rc/ : KY’@ + G, for given n, by 
rl/(x ,I > . . . . -%md) = I(I, (-‘&I, . . . . %d) . . . Ic/ I (XI 19 . ..> X,md), 
where 
*Ax r, 2 ‘.., XL,‘+) = g,(i, E) =: gi 
with potentials (x,;, . . . . X;,,,d). 
Clearly, tii(xj, + t, . . . . Xi&) = exp( tX,, ) $ j (x;, ) . ..) Xlmd), so that 
and a similiar formula for all other xik. We then have 
LEMMA 3.4. 3n such that I) has maximal rank almost everywhere on 
nd R . 
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Proqf!f: After Proposition 3.3, the proof is virtually the same as the proof 
of Lemma 7 in Annexe A in [24]. 1 
Remark. If d= 1, n can be taken to be dim G (see [ 16]), 
The proof of the last result tells us that here is, for a.e. fixed 
YER ,‘J “,d ’ a distinguished index set I := {(i,, k, ), . . . . (i,, k,) f for 
a = dim G, i,:E { 1, . . . . a}, k, E { 1, . . . . m}d, k,(d) =m, i.e., (i,, kj) E TS, such 
that if xjk := y,, V(i, k) $ Z, the corresponding restriction of II/, denoted by 
* ~, is a diffeomorphism in those variables: 
COROLLARY 3.1. For a.e. (yrk)~jWnmd ‘, i=l,..., rt, kc{1 ,..., m}“, 
(i, k) 4 I, the map $ ,, : [w” -+ G, defined by 
$.I c-x ,I, ..., -x,,) := g,, ..‘> g, 3 
where all variables in the g, different from x,,, . . . . x, are denoted by y,k, is 
a diffeomorphism in some neighbourhood of a.e. point in W. 
Now define Bc Kmd ’ to be the set 
B:= {(yrk)~Wm”~~“, (i, k) 4 Z, $V has maximal rank a.e. in KY}. 
Corollary 3.1 states that B has full Lebesgue-measure; that is, for any 
bounded A c [W”“@ O, A n B has the same Lebesgue measure as A. It is also 
clear that 
J,. := det 0$,(x) = a(y) b( y, x), yE Iw nm”-u, XE R”, (3.6) 
and there is no y,, such that /I( y,,, x) z 0 in x, where y = ( ylk), (i, k) # Z, 
x = (x,), (i, k) E Z, and a, /I are polynomial, the differential is taken with 
respect to the x-variables. If q denotes the joint distribution of the (yik), 
(i, k)$Zfor i= 1, . . . . n, the n as in Lemma 3.4, q is a product of one-dimen- 
sional distributions, containing all the distributions of the BTS-potentials. 
The following condition on ‘1 will allow us later to conclude smoothness of 
k(E) for all distributions of the BTS-potentials (= below top surface 
potentials) satisfying this condition. 
Conditional (Cl). If q denotes the distribution for the potentials xik, 
i= 1 , ..., n, n as in Lemma 3.4, (i, k) F# Z, then there exists t > 0 such that for 
all E. 
I c1 ‘(x-E)dy(x)< CO, 
where a is the polynomial given by (3.6). 
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If ‘1 satisfies (Cl ), B also has zero q-measure. We will assume from now 
on, that q, defined as above, satisfies (Cl ). 
In the following, we will keep E fixed and therefore drop the index in pLE 
for notational convenience. Then 
(PY = j (PJ 4(Y), (3.7) 
where 
(P.,.)” = &,!. * . . . * Pm 
and P~,,~~ is the distribution of the transfer matrix with potentials, not having 
any of the distinghished indices, fixed. Let, for notational convenience, 
x ‘=,b. , ’ ,,+ .i= 1, . . . . 1. Corollary 3.1 then says that for y E B, 
bv)“= G(g, Y) dg, 
where dg is the Haar measure on G. Locally, 
G( g, y) dg = S(x) J.; ‘(x) F($, l(x)) dx, (3.8) 
where S is C” and #O, J, is the Jacobian determinant of the diffeo- 
morphism II/, and F is the joint distribution of the x,. 
To see that (p)” E L,P for some c( > 0, p, we note that 
using Jensen’s inequality. So it will be sufficient, since S is C”, to prove 
that J4: ‘Fo $, ’ is in some Sobolev space on R”, with 
Taking full derivatives with respect to any of the xi of J.;‘Fo II/;’ will 
result in an additional J; ’ factor, which we might not be able to control. 
Taking fractional derivatives should correspond to an additional fractional 
factor of J-i ‘, which is for small fractions integrable, since J, is polynomial. 
This is the reason why we only take fractional derivatives of (p)“, which 
we will later on add up by convolving in n-fold chunks. The key is the 
following observation: 
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LEMMA 3.5. For A c 1w” und compuct, xA the indicator function of A, 
there exists some t > 0, such thut if q sutisfies (Cl ), 
i  ^  IIXAJ,. ‘(,y)ll I Q?(Y) < M 
for some constant M. The l-norm is on W. 
Note. The t in Lemma 3.5 is the same for all E. 
Proof J,. is polynomial in x and y, if y E B. Then, for fixed y E B, t suf- 
ficiently small, 
11 x~J.34 dx 6 My)l, 
where dx=dx, .. . dx, and 4 is the reciprocal of a polynomial in y. It 
follows then readily that d(y) = CCI -‘( y). The last step to reach the state- 
ment is then provided by our condition on ye. 1 
Remark. For y E B, 
lW,‘l < 41 + IIc/,‘l”) J,‘, d=a2. (3.9) 
This follows from the fact that the inverse of the Jacobian matrix is a poly- 
nomial of the Jacobian matrix, divided by the Jacobian determinant. 
We are now going to use interpolation to see that G(g, y) is in some 
fractional Sobolev space, if F, the density of the TS-potentials x,, . . . . x,, is. 
Define for y E B the maps 
where F is some function on R”. 
DEFINITION. X, := {PE L’, T.,,FE Lp Vye B and s II TyFll Lp’ dq( y) < co}, 
where l/p, = (1 - t) + t( l/p), p specified later in the text. 
The condition for F to be in X, is exactly the condition we need to see 
that G, of (3.1) is in L,P for some p, a > 0. So we have reached our goal if 
we can show that for FE Li for some a>O, FEX,, for some t >O. 
Note. Li c L;1 holds for r 3 1 and /Id a as long as 1 - l/r < 
(a-P)(W). 
For the following, we are going to fix a, r such that this relation holds 
for the a chosen in Theorem 1. 
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PROPOSITION 3.6. There exists t >O, such that for FE Li c L’p, with 
supp Fc K, K compact, 
FE A-,. 
Proof: For t </I, g(A) := (1 + 1112)r’2p(=(1) with gE L’, supp g compact, 
and 
II sllr = IIFII L;. 
For fixed y E B, 
laiJJYIF($,‘)( < I(aiJ,T’) Fo$,T’I + [J-F’ ~i&Y’(VF)~&Y’/ 
< l(~;J1)J,-2F~$,‘I + IJ.,‘(l + Ill/,‘ld)J~l(VF)~~,lI 
< I(1 + I$,‘I”) J,T~J’o$.;‘I + I(1 + I$p’l”) J;‘(W+l. 
The product of the gradient of F and the derivative of I&;’ in the first 
inequality is the inner product; the second inequality follows by (3.9). 
Integrating with respect to dx and doing a change of variables, we obtain 
for fixed y E B: 
IlVr,Fll,~ ll(1 + IC’)J, 2+“PFllp+ [I(1 + Ix~~)J,‘+“~VFI/~. 
If we let the operator S(z) be defined by 
(S(Z)F)~ (u)= (1 + l~J~)“~~((u), 
we can use interpolation between the spaces {F, S( 1) FE a- ‘Lp} =: Y,, 
where a=(l+l~l~)J~;~+~‘~ and {F, S(0) FE L’ } =: Y0 again to conclude 
that Y, = {F, S(t) FEN -‘LPr} and, therefore, FEX, is implied by 
s IIC(l+ IWV,- 2+ ““(W&,, 4(y) < ~0. (3.10) 
Set l/p, = l/s + l/v for some s, and adjust p accordingly. Then 
L.H.S. of (3.lWj IIC(l+ l~I”~~,2+1’p~~~1’sxsuppg~~~II, Ilgllr My) 
<c IIgllrGc IIFII.;, 
where the second to last inequality holds for small t by Lemma 3.5. 1 
Remark. It follows from the proof of Proposition 3.6 that for 
supp F c K, 
IIFlIx, G c IIFIL;; (3.11) 
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Therefore, we conclude: 
COROLLARY 3.2. If’ FE L;{, with SUQQ Fc K, K compact, then 
(@YE L: 
and 
,for some CI > 0 and p > 1 and constant c. 
Note. The tl and p of Corollary 3.2 are different from before. Here CY < p 
and l/p = (1 -a) + (1 - cr)(l/r). Also, u and p are the same for all E; c 
depends on E. 
3.3. Smoothness of the Invariant Measure 
This last result, combined with Lemma 3.2, will enable us to see that 
taking E-derivatives up to a given order k of (P~)~, with m large and 
depending on k, will give us a well-behaved distribution, namely a signed 
measure with a compactly SUppOrted Cl-density. First we need: 
LEMMA 3.7. (ak/aEk) ,uE E H, Vs < -l/2 - k. 
Proof: Since pE and all E-derivatives of pE have compact support, it is 
enough to operate locally. For G E Cc( U), U some coordinate 
neighborhood, 
1sj 
Gdp, <co c IlOW, 6c, ll(1 + It12)k’26(t)ll~ 
i ,z,<k 
(3.12) 
by Hausdorff and Young. Then, 
(3.12)6c, l/(1 + lt12)(k+‘)/21/2 11(1 + ItI’) s’2 @t)(12 
6~2 IIGII, , if k+s< -n/2,ors< -n/2-k. [ 
PROPOSITION 3.8. For given k, s > 0, there exists an m such that 
Proof We know from before that (P~)~ E Lp for some u > 0 and p > 1. 
For any m > 2: 
-&(,,)n=mf’ (,uE)‘* -&la * (pJ+-‘. 
/=O 
(3.13) 
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By Lemma 3.7, (a/a,?) pLE decreases the Holder index by at most a/2 + 1. If 
j< n, the first factor in (3.13) may not give any smoothness, but the Holder 
index will be decreased by at most (n - l)(a/2) by those j factors; thus the 
first (j+ 1) factors in the sum of (3.13) decrease the Holder index by at 
most (n - l)(a/2) + a/2 + 1 = (a/2)n + 1. Therefore, by adding up the worst- 
case scenario for the Holder indices, 
& (FEY E ff, if m>~(s+~~+l)+n+l. 
For higher order derivatives, repeat this argument for the individual terms 
in the summands of (3.13) to conclude the statement. 1 
COROLLARY 3.3. For given k and s, there exists m, large enough, such 
that 
2 (PElm( g) = Gi( g, E) dg, i = 1, . . . . k, 
with Gi E CS,. 
Proof. By the previous lemma there exists an m such that 
Thus (8i/8Ei)(pE)m( g) = Gj( g, E) dg, id k, with Gi E H,,, + s by Lem- 
ma 3.l(ii). By Sobolev’s lemma, the Gi are C-functions in the usual 
sense. 1 
COROLLARY 3.4. pLE has a unique invariant measure vE on M. 
Proof Take m such that (pE)m( g) = GE(g) dg, with G a C-function. It 
follows from Furstenberg’s theorem that (P~)~ has a unique invariant 
measure. Thus pLE has a unique invariant measure. 1 
Corollary 3.3 will enable us to view the m-fold convolution of pE as a 
differentiable (in E) operator on the dual spaces of C(M), the set of 
continuous functions on M, and L”(M) which are Banach. spaces under 
the I( l 11 ,-norm, as A4 is compact, if L”(M) is defined in the standard way, 
using the Haar measure on the linear group M. The order of differen- 
tiability will depend on m. 
The set C(M)* is just the set of finite signed measures on A4 
(Riesz-Markov theorem). Lm(M)* is the set of all signed measures with 
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bounded total variation with the canonical topology and, in particular, 
L”(M)* c C(M)*. Now let T,, operating on measures, be defined by 
T, dv := dpE * dv. 
Since T, is convolution by a probability measure, T, maps both C(M)* 
and L”(M)* into itself. To show the appropriate smoothness of dv,, we 
need: 
LEMMA 3.9. (i) T’, is a compact operator from C(M)* into itself, 
Vj 2 n, YE. 
(ii) T’, restricted to L”(M)* into itself has 1 as an isolated eigen- 
value, Vj b n. 
(iii) The geometric multiplicity of 1 is one for T, from L”(M)* into 
itself; i.e., the unique normalized eigenvector for 1 is dv,. 
(iv) The algebraic multiplicity of 1 as an eigenvalue of TJE from 
L”(M)* into itself is one, Vj> n. 
(v) T’, is Ck in E as an operator from L”(M)* into itselffor given k, j 
large enough. 
Proof (i) We know that T’, is convolution by an ax. measure if j 2 n. 
It follows from [36] that the dual operator is compact. 
(ii) Is clear from (i). 
(iii) v E L”(M)* has a unique Jordan decomposition v = v, - v- , 
where v + , v- are both finite positive measures. If T,v = v, then T,v = 
TEv+ - T,vp = (T,v)+ - (TEv)~~ 
Because of the uniqueness of the decomposition and the fact that T, 
applied to a positive measure will give a positive measure, we have 
T,v, =v+ =c+vE and T,v_ =v_ =cpvE 
for positive constants c, , cP . Therefore v = (c + - cP ) vE, so v equals vE 
after normalizing. 
(iv) L”(M)* = P+ A’, the topological direct sum of a closed F and a 
finite dimensional N, such that Ti leaves F and N invariant [ 13, 
Theorem 11.4.11. If the algebraic multiplicity of 1 is k, k is the smallest 
integer such that (Ti - 1)” restricted to N is 0 and (T; - 1 )“- ‘N = E( 1 ), 
where E( 1) is the eigenspace of 1. This means in this case, if k > 1, that 
there is an MEL”* (actually in (T>-1)kp2N~E(1)) with T,p-q= 
cvE, for some constant c # 0. But 1 Tk dn - dn = 0 #s c dv,, so the state- 
ment follows. 
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(v) ((dk/dEk) T’)(v) is the convolution of the measure of 
Corollary 3.1 (m replaced by j) with v. 
The result follows from GE C;. 1 
PROPOSITION 3.10. dv, is C” in E ai an element of L”(M)*. 
Proof. For given k, TE is Ck in E for m large enough and therefore 
P, := -&j R(l, E) & I- 
is Ck in E, where r is a circle around 1, only containing this one spectral 
point of TT and R(c, E) = (Tz - 5) ~ ‘, which is bounded for t E r and Ck 
in E. P, is the projection onto the subspace N of the last lemma and also 
onto the eigenspace of 1, which is spanned by vE. Therefore vE is Ck in E 
as an element of L”(M)*. Since k was arbitrary and the final conclusion 
is independent of a, the statement follows. 1 
This finally alllows us to employ Corollary 2.3 to conclude the proof of 
Theorem 1. 
4. A PROOF OF THEOREM 2 
4.1. Part (ii) 
The main part of the proof of (ii) of Theorem 2 is the “construction” of 
Lemma 3.4. Denote for simplicity the top potential in g, by x, and the bot- 
tom potential by b,. Since the measure on the b,‘s is now a pure point, but 
the result of Corollary 3.1 is only true a.e. in the b;s, we need to prove that 
for all realizations of b-variables, the map I++~(x), which is the correspond- 
ing restriction of $ if all b,, i= 1, . . . . n, are fixed, has maximal rank a.e. in 
x. To obtain Lemma 3.4, we need n = 58. After this, the result follows from 
the corresponding results of Section 3. Again, for any n and fixed E, 
(P)” = [ dtl(b)h)“> with the notation as in Section 3 
= c c, (PbY, 
(b) 
where pb denotes the restriction of p for fixed b,, . . . . b, and the sum goes 
over all 2” possible Bernoulli states (b,, . . . . b,), and cb are the correspond- 
ing probabilistic weights. Part (ii) will then follow from the following 
lemma by the same arguments following Lemma 3.4. 
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LEMMA 4.1. There exists an integer n such that ,for each realization qf 
(b , , . . . . b,), the map tih has maximal rank at a.e. point. 
Note. This also implies the same statement for (E-b,, . . . . E-b,) for 
all values of the (b,) and all E. For that reason, we do not have to consider 
the E-dependence anymore; all conclusions are valid for ail E. 
The strategy will be to show constructively that Y,, + Y,* + Yz2 and 
Y,, - Y,, + Y2, with the notation as in Section 3, are contained in 
‘U:=<Y,,,...,AdK,. &Y,,) for some n, 
from which we conclude that all Y, E ‘8. Then we do the same with the X, 
and, finally, we show that all Z, are in ‘?I, which means 2I = 8, the desired 
result. We need to do some preliminary work: 
In proving Lemma 4.1 the way we outlined it, we have to show that 
equations of the form Ad, Y,, = X, with H a product of transfer matrices, 
are solvable in H for certain XE 8. 
LEMMA 4.2. Given H, a product of transfer matrices, there exist g;, 
i= 1 , ...> 8, such thatfor g=g,...g,, 
Y,:= Y,,+ Y,,+ Y22=AdH~Y,1=H~‘g~‘Y,,gH. 
The b-values in both H and g are arbitrary. 
Proof. Let A= [ ;, i] and assume for Y, that 
AdAm, Yo= YI1, (4.1) 
from which we solve backwards for A. Then we can solve for gH = B from 
which the statement follows. The explicit calculations are done in [ 161. B 
LEMMA 4.3. Given H, a product of transfer matrices, there exist, for any 
given set of b-values, g,, . . . . g,, such that 
y,,- Y,,+ Y,,=Ad,,...,,Y,, 
Prooj With a similar notation as in the previous proof, we have to 
solve for gH= fi. The proof is then virtually identical. 1 
LEMMA 4.4. Given H, a product of transfer matrices, there exists, for any 
given set of b-values, gf , . . . . gs, such that 
X, 1 f X,, + A’-,, = Ad,; g; Y,, . 
Proof: Again, as before. l 
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To get the Z,, we need the following 
LEMMA 4.5. There exist g, , . . . . g, such that the top left blocks of 
Ad,, Y,,, . . . . Adg,. . . g, Y,,, viewed as elements of R4, are independent for 
any given b,, . . . . b,. 
Proof. Viewing these matrices as lR4-vectors, one can easily verify this 
result (again, see [ 161). 1 
COROLLARY 4.1. Zk, = a, Ad,, Y,, + . . . + a4 Ad,, gq Y,, + C au Y, + 
C piiX,, for any given. b, , . . . . b4 and suitable choice of x, , . . . . x4, where the 
a, /I’s depend on k and-l. 
Proof This follows immediately from Lemma 4.5. 1 
After this preparation, we can now start with the actual proof. Assume 
that we are given the values for b,, . . . . b,,. We are now going to show for 
this choice of b-values and n = 58 that 2I = 8. 
Assume ( Y,, , Ad,, Y,, , .,., Ad,, R9 Y,, ) # 8 for all x,, . . . . x9. Then: 
Stepl. X,,E(Y,,,A~,,Y, ,,..., Ad, ,... gtY1,)=:%k, Vx, ,..., xkr some 
k< 10. 
Proof: Let H = g, ‘..g,. Then Ad,-IX,, = Y,, can be solved for H as 
in Lemma 4.2. 1 
Step2. For k=34, Y,, X,,e211k, i, j= 1,2. 
Proof, From Step 1 we have that X,, E 211k for some k > 10. For an 
appropriate choice of x,i , . . . . xi4, we know by Lemma 4.2 the existence of 
x’s such that YO~ ‘&. With the same argument, we get that 
Y,, - Y,, + YZ2~JU34, from where we conclude that Y,, and Y,,E‘?I~~. 1 
Step 3. X,, Y,EcU,,, i, j= 1,2. 
Proof: Set H = g, . . g,, and follow the same arguments as before, 
using Lemma 4.4. 1 
And, finally: 
Step 4. Iu,, = 6. 
Proof: It remains to show that Zii~ ?I,,. But this 
previous steps and Corollary 4.1. 1 
Since the choice of b,, . . . . b,, was arbitrary, Lemma 4. 
follows from the 
1 now follows. 
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4.2. Part(i) 
Let us again denote the potentials with Bernoulli distribution by brk. 
Suppose that xik = c, V(i, k) I$ TS (i.e., the BTS-potentials are constant 
along horizontal lines). It follows from the proof of Proposition 3.3 that if 
,u~,~ denotes the corresponding restriction of pE for this choice of x,~, 
(supp pE,<. > = G 
and thus, if I/~ denotes the corresponding restriction of $, tiC has maximal 
rank a.e. Therefore, IJ has maximal rank for a.e. TS-variable and Vx,, 
(i, k) $ TS with (xik - ci - El < E, for all EE a(H,,,) (the spectrum is compact 
under the assumptions of Theorem 2) and some E > 0. Thus, there exists a 
b0 > 0, such that if the xik, (i k) $ TS, have B(0, b)-distribution with 
j bl < 1 b,l, then $ has maximal rank VE E o(H,) and all realizations of 
the BTS-potentials. The result then follows from the invariance of the 
smoothness of k(E) under translations of the potential. 
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