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Este trabalho apresenta uma nova ferramenta de identificac¸a˜o, ana´lise e pro-
jeto de controladores para sistemas lineares e monovaria´veis com atraso de transporte,
o qual integra as principais estruturas de controle utilizadas no meio industrial: PID
(Proportional-Integral-Derivative), DTC (Dead-time Compensator) e MPC (Model Pre-
dictive Control).
A ferramenta, que permite o estudo de va´rias estruturas de controle, o en-
tendimento das mesmas e a comparac¸a˜o de resultados obtidos, foi desenvolvida com
a finalidade de dar suporte aos algoritmos de controle estudados no livro Control of
Dead-time Processes e suprir a falta de simuladores deste tipo, especialmente orienta-
dos aos sistemas com atraso.
No decorrer do texto, o leitor tera´ acesso aos principais conceitos relacionados ao
tema com diversos exemplos aplicados. Conceitos estes que foram fundamentais para
o desenvolvimento do projeto.
Um estudo de caso industrial tambe´m faz parte do trabalho. Em parceria com
a usina Ingenio La Unio´n, S.A., localizada na Guatemala, a ferramenta foi utilizada
para a modelagem, projeto e simulac¸a˜o dos lac¸os de controle de seus processos, onde,
com experimentos realizados, foi constatada uma grande melhora no desempenho de
seus sistemas.
Ademais, esta´ vinculado ao projeto, um manual que descreve detalhadamente as
func¸o˜es e configurac¸o˜es da ferramenta, permitindo seu uso de forma fa´cil e correta.
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This work presents a new tool for identification, analysis and design of con-
trollers for linear and monovariable systems with delay time which integrates the main
control structures used in the industrial environment: PID (Proportional-Integrative-
Derivative), DTC (Dead-time Compensator) and MPC (Model Predictive Control).
The tool which allows the study of many control structures, the understanding
of them and the comparison of results, was developed to support the control algorithms
studied in the book Control of Dead-time Processes and supply the lack of simulators
of this type, especially targeted to systems with delay time.
In the text, the reader will have access to the main concepts related to the subject
with several examples applied. Those concepts were fundamental to the development
of the project.
An industrial case study is also part of the work. In a partnership with the plant
Ingenio La Union, S.A., located in Guatemala, the tool was used to model, design and
simulate the mesh of control of its processes. With the realization of experiments, it
was verified a great improvement in performance of their systems.
Moreover, a handbook that describes in detail the functions and settings of the
tool is bound to the project, allowing its easy and correct use.
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Cap´ıtulo 1
Introduc¸a˜o
Este trabalho apresenta uma nova ferramenta para a simulac¸a˜o, identificac¸a˜o, ana´lise e
projeto de controladores para sistemas com atraso. A ferramenta integra as principais te´cnicas
de identificac¸a˜o e estruturas de controle mais utilizadas no meio industrial: me´todos gra´ficos
de identificac¸a˜o pela resposta ao degrau, o me´todo de identificac¸a˜o pelos mı´nimos quadrados,
controladores PID (proporcional-integral-derivativo), preditor de Smith e compensadores de
tempo morto (DTC - Dead-time Compensators) e controle preditivo (MPC - Model Predictive
Controller). A ferramenta permite o estudo de va´rias estruturas, o entendimento das mesmas
e a comparac¸a˜o de resultados com diferentes ajustes de controladores e situac¸o˜es de operac¸a˜o.
1.1 Processos com atraso
Atrasos (ou tempos mortos) sa˜o encontrados em muitos sistemas dinaˆmicos. Diversos
processos industriais apresentam atraso na dinaˆmica que relaciona as varia´veis manipuladas
e controladas. Outros sistemas, enquadrados fora do ambiente industrial, como sistemas
biolo´gicos, econoˆmicos, sociais, etc., tambe´m apresentam dinaˆmicas com atraso quando sa˜o
interpretados como sistemas entrada-sa´ıda. O atraso e´ causado, principalmente, pelo trans-
porte de informac¸a˜o, massa ou energia dentro do sistema. Pore´m, ele tambe´m pode ser
causado pelo pro´prio tempo de reac¸a˜o do processo, do sensor ou atuador. Em outros proces-
sos, o atraso observado na dinaˆmica do sistema e´ gerado em decorreˆncia do efeito produzido
pela resposta no tempo de um determinado nu´mero de sistemas dinaˆmicos conectados em
se´rie [25].
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Figura 1.1: Sistema hidra´ulico com atraso
Muitos sistemas simples e cotidianos tambe´m apresentam atraso de transporte. Consi-
dera-se, por exemplo, uma instalac¸a˜o hidra´ulica residencial com tanques de a´gua quente e fria
localizados a uma certa distaˆncia do local de utilizac¸a˜o da a´gua. E´ comum que o usua´rio sinta
uma certa dificuldade em ajustar uma temperatura: abre-se em excesso a torneira (ou va´lvula)
de a´gua quente (ou fria), procurando atingir a temperatura desejada mais rapidamente, sem
perceber que o efeito da manipulac¸a˜o da mesma so´ sera´ notado depois de um tempo. Assim,
normalmente, a a´gua esquenta ou esfria demais e precisa-se de algumas iterac¸o˜es ate´ atingir o
valor desejado. Isto se deve ao atraso de transporte que impede, inicialmente, que os ajustes
feitos nas va´lvulas de a´gua sejam percebidos, instantaneamente, pelo usua´rio.
Um sistema similar ao domiciliar e´ ilustrado na figura 1.1. Trata-se de um tanque de
mistura de dois fluidos, um quente e um frio, e uma tubulac¸a˜o de comprimento d que leva o
fluido misturado ate´ o ponto de utilizac¸a˜o (p2). Se a temperatura das vazo˜es combinadas e´
medida no ponto p1, pode-se considerar que a temperatura da mistura se modifica imediata-
mente apo´s a mudanc¸a da vaza˜o de um dos fluidos. Entretanto, a temperatura do fluido no
ponto p2 na˜o muda instantaneamente, pois o fluido com temperatura modificada necessita de
um certo tempo para se mover fisicamente ate´ o ponto de medic¸a˜o. O tempo de atraso pode
ser calculado por:
L =
d
v
(segundos) (1.1)
onde d e´ a distaˆncia entre os pontos de mistura e medic¸a˜o, em metros; e v e´ a velocidade do
fluxo da mistura, em m/seg.
Assumindo-se que t1(t) e´ a temperatura no ponto de mistura e que a tubulac¸a˜o e´
perfeita (na˜o ha´ perdas neste trajeto), tem-se:
t2(t) = t1(t− L) (1.2)
2
Figura 1.2: Sistema de Laminac¸a˜o
onde t2(t) e´ a temperatura no ponto de medic¸a˜o. Considerando a tubulac¸a˜o como um sistema
entrada-sa´ıda, observa-se que a sa´ıda t2(t) esta´ deslocada L segundos em relac¸a˜o a` entrada
t1(t).
Aplicando a transformada de Laplace na equac¸a˜o (1.2), obte´m-se:
T2(s) = e−LsT1(s) (1.3)
A equac¸a˜o (1.3) representa o modelo entrada-sa´ıda no dominio s, sendo o atraso de transporte
representado pelo termo e−Ls.
Um sistema f´ısico com um princ´ıpio semelhante e´ o de laminac¸a˜o, onde um servo-motor
e´ usado para ajustar a separac¸a˜o dos rolos compressores para se obter a espessura desejada
da laˆmina, como e´ mostrado na figura 1.2. Se w(t) e´ a espessura da laˆmina na sa´ıda dos rolos
e wm(t) e´ a espessura medida a uma certa distaˆncia d dos mesmos, existira´ um atraso de
transporte dado por L = d/v entre as duas medidas, onde v e´ a velocidade de movimentac¸a˜o
da laˆmina:
wm(t) = w(t− L)
Wm(s) = e−LsW (s)
Como dito anteriormente, sistemas dinaˆmicos conectados em se´rie podem causar um
efeito similar ao do atraso na relac¸a˜o dinaˆmica entre a entrada e sa´ıda do processo. Considera-
se, por exemplo, um conjunto de dornas cil´ındricas conectadas em se´rie de acordo com a
figura 1.3, onde o n´ıvel de cada uma esteja pro´ximo ao ponto de operac¸a˜o. O comportamento
dinaˆmico do n´ıvel de cada dorna pode ser modelado por um sistema linear:
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Figura 1.3: Dornas conectadas em se´rie
AdHidt = FiI − FiO
FiO = KHi
(1.4)
onde Hi, FiI e FiO sa˜o, respectivamente, o n´ıvel, a vaza˜o de entrada e de sa´ıda da dorna i,
A e´ a a´rea da base da dorna e K e´ uma constante que depende das caracter´ısticas da dorna.
Aplicando a transformada de Laplace na equac¸a˜o (1.4) e considerando suas condic¸o˜es iniciais
nulas, tem-se:
AsHi(s) = FiI(s)−KHi(s)
Hi(s) =
1/K
Ts+1FiI(s), T = A/K
Para a 1a dorna:
H1(s) =
1/K
Ts+ 1
F1I(s)
e para a 2a dorna:
H2(s) =
1/K
Ts+ 1
F2I(s)
Nota-se que o fluxo de entrada da 2a dorna e´ o fluxo de sa´ıda da 1a dorna e que
substituindo, obte´m-se:
H2(s) =
1/K
(Ts+ 1)2
F1I(s)
Se este procedimento for aplicado sucessivamente, a func¸a˜o de transfereˆncia, P (s), que
relaciona a entrada, F1I(s), e a sa´ıda, Hn(s), da n-e´sima dorna e´:
P (s) =
1/K
(Ts+ 1)n
A resposta ao degrau deste sistema apresenta uma carater´ıstica que se assemelha a` um atraso
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Figura 1.4: Resposta ao degrau do n´ıvel da 6a dorna
de transporte, como se ilustra na continuac¸a˜o. Seja um sistema de 6 dornas conectadas em
se´rie onde considera-se K = 1 e T = 2 segundos:
P (s) =
1
(2s+ 1)6
Aplicando um degrau de 10% na entrada do sistema em malha aberta, observa-se uma
variac¸a˜o de 40% no n´ıvel da dorna e um atraso aparente de aproximadamente 3 segundos
(ver figura 1.4), apesar de que o modelo de P (s) na˜o possui atraso. Este atraso aparente e´
causado pela “lentida˜o” da resposta do sistema de alta ordem.
Este comportamento e´ bastante observado em processos industriais, motivo pelo qual
o modelo do atraso e´ muito usado para representar parte da dinaˆmica de muitas plantas. O
modelo de primeira ordem com atraso e´ o mais utilizado na indu´stria de processos.
1.2 Controle de processos com atraso
Processos com atrasos sa˜o dif´ıceis de controlar por controladores convencionais, prin-
cipalmente porque ocorre um atraso tanto na percepc¸a˜o dos efeitos das perturbac¸o˜es quanto
no efeito da ac¸a˜o de controle na varia´vel controlada. Em outras palavras, a ac¸a˜o de controle
atual, ale´m de ser baseada num evento que ocorreu no passado, leva um determinado tempo
para ser notada na sa´ıda do sistema.
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No domı´nio da frequeˆncia, observa-se que o atraso diminui muito rapidamente a fase
do sistema, principalmente em altas frequeˆncias, tornando dif´ıcil o ajuste do controlador.
Quando o atraso e´ significativo, um controle convencional devera´ ser ajustado para se obter
uma resposta lenta o suficiente, de tal forma que permita que a ac¸a˜o do avanc¸o de fase do
mesmo compense a queda de fase introduzida pelo atraso [25].
Dentro do contexto do controle de processos industriais, os algoritmos dedicados ao
controle de sistemas com atraso sa˜o bastante importantes. Isto e´ devido ao fato de que o
atraso de transporte esta´ presente na dinaˆmica da maioria dos processos industriais. Muitos
trabalhos teˆm sido apresentados abordando este assunto nos u´ltimos anos, mostrando sua
importaˆncia acadeˆmica [28].
Controladores PID, presentes em todo tipo de indu´stria, podem ser usados para este
tipo de processo. No entanto, se o atraso for muito grande, o ajuste do controlador ja´ na˜o e´
conveniente e um desempenho pior pode ser apresentado pelo sistema. Desta forma, quando
se deseja respostas mais ra´pidas, devem ser usados controladores que incluam a compensac¸a˜o
do atraso.
Dois grupos de controladores que incluem compensac¸a˜o de atraso sa˜o os mais impor-
tantes em n´ıvel industrial: os DTCs e os MPCs. A sua importaˆncia pode ser verificada atrave´s
de pesquisas que mostram que eles sa˜o os controladores mais utilizados na indu´stria depois
dos PIDs. Sendo assim, o estudo de te´cnicas de controle de sistemas com atraso, baseadas
em PID, DTC e MPC, e´ de grande importaˆncia tanto em n´ıvel acadeˆmico como industrial
[18],[5].
1.3 Ferramentas de aux´ılio a` ana´lise e projeto
A simulac¸a˜o e´ uma te´cnica amplamente usada para avaliar o desempenho de sistemas,
aumentando a produtividade do engenheiro assim como incentivando sua ana´lise e estudo
na aplicac¸a˜o de novas te´cnicas de controle. No aˆmbito mundial, o desenvolvimento de fer-
ramentas de ana´lise e projeto a` disposic¸a˜o do engenheiro de controle vem experimentando,
nestas u´ltimas cinco de´cadas, uma evoluc¸a˜o admira´vel na busca do estado da arte nesta a´rea
[35],[4],[11], [10]. A` medida que novas metodologias e aplicac¸o˜es na teoria de controle sa˜o de-
senvolvidas, cresce a demanda por ferramentas computacionais, tornando a CACE (Computer
Aided Control Engineering) uma das principais a´reas de pesquisa em controle automa´tico.
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Ou seja, as ferramentas da CACE sa˜o muito importantes para que o usua´rio (estu-
dante ou engenheiro) possa comparar controladores com diferentes graus de complexidade na
tomada de decisa˜o e escolha da alternativa mais adequada para um determinado processo.
Para a indu´stria, isto significa o melhor balanceamento poss´ıvel do “custo X benef´ıcio”.
Como comentado, em controle de processos industriais, os algoritmos dedicados ao
controle de sistemas com atraso mais utilizados sa˜o os PIDs, DTCs e MPCs. Na atualidade,
estas opc¸o˜es esta˜o dispon´ıveis para o engenheiro em plataformas de controle comerciais. A
questa˜o e´ saber qual controlador apresenta um melhor resultado para um determinado modelo
de processo e para uma determinada situac¸a˜o de operac¸a˜o. Por isso o desenvolvimento de
uma ferramenta de apoio para o estudo deste tipo de sistema se torna necessa´rio.
1.4 Objetivos
Este trabalho tem como objetivo o desenvolvimento de uma ferramenta de apoio para o
estudo, simulac¸a˜o e projeto de controladores para sistemas que conteˆm atraso de transporte.
A ferramenta desenvolvida neste trabalho esta´ direcionada, na sua primeira versa˜o, para pro-
cessos monovaria´veis. O foco da ferramenta e´ servir como aux´ılio no estudo do livro Control
of Dead-time Processes [25] onde diversos algoritmos de identificac¸a˜o e controle sa˜o apresenta-
dos. A ferramenta esta´ dispon´ıvel no site: http://www.das.ufsc.br/∼julio/deadtimebook.html.
1.5 Organizac¸a˜o do trabalho
O texto do trabalho foi elaborado respeitando uma sequeˆncia lo´gica relacionada ao
assunto e todas as explicac¸o˜es necessa´rias foram fornecidas no desenvolvimento do projeto.
Sucintamente, os principais problemas de controle de sistemas com atraso de transporte e suas
soluc¸o˜es, utilizando o PID, DTC e MPC, sa˜o expostos no cap´ıtulo 2. Os principais modelos
utilizados na indu´stria (cont´ınuo e discreto) obtidos a partir de te´cnicas de identificac¸a˜o sa˜o
apresentados neste cap´ıtulo, assim como sa˜o analisadas as propriedades, me´todos de ajuste
e implementac¸o˜es dos controladores.
No cap´ıtulo 3, a ferramenta e´ apresentada, focalizando o texto na descric¸a˜o de sua
estrutura, navegac¸a˜o, aplicac¸o˜es e nos seus principais recursos. Sa˜o ilustrados diversas inter-
faces gra´ficas que compo˜em a ferramenta e algumas particularidades de implementac¸a˜o, tanto
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no pacote de identificac¸a˜o quanto no de controle, os quais facilitam bastante a interac¸a˜o com
o usua´rio.
No cap´ıtulo 4, a ferramenta e´ aplicada em um caso industrial. E´ feita uma breve
descric¸a˜o de como e´ o processo de fabricac¸a˜o de ac¸u´car e, em parceria com a usina Ingenio La
Unio´n, S.A., localizada na Guatemala, a ferramenta e´ utilizada para a modelagem, projeto
e simulac¸a˜o dos lac¸os de controle de seus processos.
Por fim, um manual que descreve detalhadamente as func¸o˜es e configurac¸o˜es da ferra-
menta, permitindo seu uso de forma fa´cil e correta, encontra-se no apeˆndice deste documento.
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Cap´ıtulo 2
Controle de processos com atraso
Este cap´ıtulo tem como objetivo apresentar de forma resumida os principais problemas
de controle de sistemas com atraso e suas soluc¸o˜es propostas na literatura. Aspectos teo´ricos
da identificac¸a˜o e do controle destes sistemas utilizando PID, DTC e MPC tambe´m sera˜o
apresentados.
2.1 Problemas de controle de sistemas com atraso
Como citado anteriormente, e´ dif´ıcil obter um bom desempenho quando sa˜o utilizados
controladores convencionais para controlar processos com atraso. Apesar deste fato, a maioria
dos me´todos de ajuste de controladores PID usados na indu´stria e´ baseada em modelos que
incluem um atraso na dinaˆmica do processo. Muitos trabalhos analisam o ajuste de PIDs
para estes sistemas, sempre obtendo um ajuste que gere uma resposta lenta o suficiente para
permitir um certo grau de robustez do sistema em malha fechada [25]. Quando deseja-se
respostas mais ra´pidas, um compensador de atraso e´ introduzido na malha de controle.
O Preditor de Smith [38], mostrado na figura 2.1, e´ sem du´vida o me´todo mais usado na
indu´stria para controlar sistemas com atraso e pode ser considerado como o primeiro me´todo
de controle com compensac¸a˜o de atraso apresentado na literatura. Nesta representac¸a˜o,
Pn(s) = Gn(s)e−Lns e´ o modelo do processo, Gn(s) e´ o modelo ra´pido (sem atraso) e C(s) e´
o controle prima´rio.
A principal vantagem do PS e´ que o atraso de transporte e´ eliminado da equac¸a˜o
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caracter´ıstica de malha fechada do sistema,
1 + C(s)Gn(s) = 0,
e a func¸a˜o de transferencia entrada-sa´ıda nominal resulta:
Hr(s) =
Y (s)
R(s)
=
C(s)Gn(s)e−Lns
1 + C(s)Gn(s)
(2.1)
Observa-se, que no caso nominal, o atraso na˜o afeta o ca´lculo de C(s) para obter uma Hr(s)
desejada.
Figura 2.1: Estrutura equivalente do PS
Uma leitura superficial das propriedades do PS pode levar a pensar que o ajuste do
controle prima´rio, C(s), poderia ser realizado considerando apenas o modelo da planta sem
atraso e que a velocidade da resposta em MF poderia ser arbitrada. Pore´m, como todo
controlador, os erros de modelagem devem ser considerados para obter um ajuste robusto do
PS.
Outras limitac¸o˜es esta˜o relacionadas com a estrutura do PS e a rejeic¸a˜o de perturbac¸o˜es:
o sistema de controle na˜o pode ser utilizado com processos que tenham po´los com parte real
positiva e, se o processo for integrador, o PS na˜o rejeita perturbac¸o˜es de carga constante na
entrada do processo [24, 31].
Tambe´m, mesmo no caso de plantas esta´veis, na˜o e´ poss´ıvel definir arbitrariamente o
comportamento do sistema frente a`s perturbac¸o˜es de carga, ajustando somente o controle
prima´rio. Estas propriedades podem ser estudadas a partir da func¸a˜o de transfereˆncia per-
turbac¸a˜o-sa´ıda:
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Hq(s) =
Y (s)
Q(s)
= Pn(s)
[
1− C(s)Pn(s)
1 + C(s)Gn(s)
]
(2.2)
onde observa-se que os po´los de Pn(s) aparecem em Hq(s), independentemente do ajuste de
C(s). Isto explica porque os po´los lentos ou insta´veis da planta na˜o podem ser eliminados de
Hq(s).
Para considerar os erros de modelagem, usar-se-a´ o modelo: P (s) = Pn(s)(1 + δP (s)),
onde δP (s) e´ o erro multiplicativo. Assim, o mo´dulo do ma´ximo erro de modelagem multi-
plicativo admiss´ıvel para estabilidade robusta e´ [20]:
dP (ω) =
| 1 + C(jω)Gn(jω) |
| C(jω)Gn(jω) | ∀ω > 0 (2.3)
onde dP (ω) pode ser usado como um ı´ndice de robustez do sistema. Nota-se que dP (ω) =
1
|Hr(jw)| . Assim, se C(s) e´ usado para conseguir respostas muito ra´pidas, o sistema tera´ um
ı´ndice de robustez pequeno.
Durante os u´ltimos anos, a comunidade de controle tem avanc¸ado bastante no sentido
de solucionar as limitac¸o˜es do PS, propondo diversas modificac¸o˜es que podem ser agrupadas
no conjunto dos DTCs [47],[23],[29],[27],[46],[22],[14],[31]. Algumas delas sera˜o discutidas
neste cap´ıtulo.
Os controladores preditivos tambe´m sa˜o algoritmos muito utilizados na indu´stria para
controlar processos com atrasos. Como e´ mostrado em [25], estes algoritmos tambe´m podem
ser analisados como compensadores de tempo morto. Logo, suas propriedades podem ser
analisadas conjuntamente com as dos DTCs. Pode-se considerar que os MPCs sa˜o uma
evoluc¸a˜o dos DTCs onde novas carater´ısticas sa˜o introduzidas, como otimizac¸a˜o e tratamento
de restric¸o˜es.
Todos os algoritmos anteriores precisam de um modelo do processo para o ca´lculo da
lei de controle. Teoricamente, o modelo do processo poderia ser determinado, utilizando um
conjunto de equac¸o˜es dinaˆmicas que representam as caracter´ısticas f´ısicas da planta. Pore´m,
na pra´tica industrial, e´ muito comum utilizar modelos matema´ticos obtidos por te´cnicas de
identificac¸a˜o baseadas em dados de entrada-sa´ıda do processo.
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2.2 Identificac¸a˜o de sistemas
O comportamento f´ısico de sistemas dinaˆmicos pode ser descrito por um conjunto de
equac¸o˜es diferenciais. Quando isto na˜o e´ possivel, recorre-se a` modelagem do sistema a partir
de testes e experimentos. Este procedimento e´ conhecido como identificac¸a˜o de sistemas e
pode ser feito, basicamente, em treˆs etapas [21]:
• Coleta de dados. Nesta etapa, deve ser definido qual o tipo de sinal e´ o mais apro-
priado para aplicar na entrada para, a partir de enta˜o, obter-se a resposta do processo.
Com as medidas de entrada e sa´ıda armazenadas, pode-se, posteriormente, implementar
e avaliar os algoritmos de estimac¸a˜o na˜o-recursivos.
• Definic¸a˜o do conjunto de modelos. Nesta etapa, um conjunto de poss´ıveis modelos
(ou estrutura do modelo) e´ definido. E´ o passo mais importante. Existem, essencial-
mente, dois casos:
1) Quando se tem algum conhecimento a respeito da estrutura do modelo baseada
numa informac¸a˜o f´ısica e o objetivo e´ encontrar os paraˆmetros do mesmo, usando in-
terpretac¸o˜es f´ısicas. E´ denominada identificac¸a˜o caixa-cinza.
2) Quando na˜o se tem conhecimento a respeito do processo e os paraˆmetros sa˜o uti-
lizados para ajustar o modelo compat´ıvel com os dados adquiridos. E´ denominada
identificac¸a˜o caixa-preta.
• Determinac¸a˜o do melhor modelo do conjunto, baseado nos dados adquiridos.
Nesta etapa, e´ feita uma avaliac¸a˜o da qualidade do modelo. Consiste em checar o com-
portamento dos modelos quando eles tentam reproduzir os dados reais. E´, usualmente,
feita pela minimizac¸a˜o de um crite´rio que mostra o qua˜o bem o modelo gera os dados
avaliados.
Depois de executar as treˆs etapas vistas anteriormente, deve-se escolher um modelo
do conjunto que descreve da melhor forma o comportamento do processo de acordo com o
crite´rio analisado. Feito isso, o modelo deve passar pela etapa de validac¸a˜o que consiste
numa comparac¸a˜o dos dados do modelo com os dados reais de maneira mais estendida. Se o
modelo na˜o passar no teste de validac¸a˜o, as etapas do procedimento devem ser revisadas. Isto
acontece quando o conjunto de modelos na˜o e´ apropriado ou o crite´rio na˜o e´ bem escolhido
ou tambe´m porque os dados obtidos na˜o sa˜o ricos o suficiente.
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Diferentes tipos de modelos podem representar processos com atraso. A maioria das
identificac¸o˜es sa˜o feitas em malha aberta, com poucas excesso˜es [15]. Como o atraso esta´
presente em muitos processos industriais, modelos cont´ınuos de primeira e segunda ordens
com atraso (FOPDT - First-order Plus Dead-time, SOPDT - Second-order Plus Dead-time)
sa˜o usados em larga escala para o ajuste de controladores industriais. Usualmente, um modelo
e´ estimado da resposta ao degrau de um processo em malha aberta e usado para o projeto
de controladores PI e PID [3].
Neste trabalho, somente modelos lineares com atraso, representados por func¸o˜es de
transfereˆncia em tempo cont´ınuo e em tempo discreto, sa˜o considerados.
2.2.1 Modelos cont´ınuos
Modelos esta´veis ba´sicos
Dois tipos de modelo sera˜o usados para processos esta´veis: modelos FOPDT e SOPDT.
O modelo de primeira ordem e´ representado pela seguinte func¸a˜o de transfereˆncia:
P (s) =
Kp
Ts+ 1
e−Ls (2.4)
onde a T > 0 e´ a constante de tempo, L > 0 e´ o tempo de atraso e Kp e´ o ganho esta´tico do
sistema.
Neste tipo de modelo, a relac¸a˜o L/T e´ muito importante. Geralmente, na indu´stria,
define-se o atraso normalizado como:
τ =
L
L+ T
, 0 ≤ τ ≤ 1
e considera-se um processo com atraso dominante quando τ > 2/3 (L > 2T ). Esta medida
esta´ relacionada com a dificuldade de controle do processo. Quanto maior τ , mais dif´ıcil e´ o
ajuste de controle. τ tambe´m e´ denominada raza˜o de controlabilidade.
Quando se deseja representar um processo com resposta transito´ria mais suave ou
oscilato´ria, um modelo de segunda ordem e´ utilizado:
P (s) =
Kpe
−Ls
(T1s+ 1)(T2s+ 1)
(2.5a)
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P (s) =
Kpe
−Ls
1
ω2n
s2 + 2ξωn s+ 1
(2.5b)
onde T1 > 0 e T2 > 0 sa˜o as constantes de tempo para uma resposta na˜o oscilato´ria; L > 0 e´
o valor do atraso; ωn > 0 e´ a frequeˆncia natural; ξ  [0, 1] e´ o coeficiente de amortecimento e
Kp e´ o ganho esta´tico.
Modelos com ac¸a˜o integrativa
Quando o processo apresenta um comportamento integrativo, dois modelos simples
podem ser utilizados: Modelo integrativo de primeira ordem (IPDT - Integrative Plus Dead-
time) e modelo integrativo de segunda ordem (SOPIDT - Second-order Plus Integrative Dead-
time).
O modelo integrativo de primeira ordem e´ dado por:
P (s) =
Kv
s
e−Ls (2.6)
onde L > 0 e´ o valor do atraso e Kv e´ o ganho de velocidade.
Como no modelo esta´vel, um modelo integrativo de segunda ordem e´ usado para
representar processos integrativos com uma resposta transito´ria mais suave:
P (s) =
Kv
s(Ts+ 1)
e−Ls (2.7)
onde T > 0 e´ o paraˆmetro equivalente a` constante de tempo da parte na˜o integrativa do
processo.
Modelos insta´veis
Alguns sistemas dinaˆmicos apresentam um comportamento insta´vel em malha aberta
que pode ser representado de maneira simples por:
P (s) =
Kp
−Ts+ 1e
−Ls (2.8)
onde Kp e T > 0 sa˜o usados para representar o ganho e o incremento exponencial da sa´ıda
do processo, respectivamente.
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Normalmente, em todos estes modelos de baixa ordem, o atraso e´ utilizado para repre-
sentar as dinaˆmicas de alta ordem do processo. O seguinte exemplo ilustra este caso.
Exemplo 2.1: na figura 2.2 sa˜o mostradas as respostas ao degrau do processo das seis
dornas conectadas em se´rie, visto no cap´ıtulo 1, P (s) = 1
(2s+1)6
; e dos seus modelos de 1a
ordem, Pn1(s) = 16.3s+1e
−6.7s, e de 2a ordem, Pn2(s) = 125s2+9s+1e
−3.5s.
Figura 2.2: Respostas ao degrau do processo real e dos modelos de 1a e 2a ordens
Nota-se que o atraso pode representar dinaˆmicas de ordens maiores. Neste caso,
o sistema e´ mais bem representado pelo modelo de 2a ordem, dado que ha´ uma melhor
aproximac¸a˜o do atraso aparente do processo pelo atraso do modelo.
2.2.2 Modelo discreto
O modelo discreto gene´rico de um processo linear e´ dado pela seguinte forma:
A(z−1)y(t) = z−dB(z−1)u(t− 1) + e(t) (2.9)
onde u(t) e y(t) sa˜o a entrada e sa´ıda, respectivamente; d e´ o atraso em nu´mero de amostras
e e(t) e´ o ru´ıdo. A(z−1) e B(z−1) sa˜o polinoˆmios no operador argumento para tra´s1, z−1:
A(z−1) = 1 + a1z−1 + a2z−2 + · · ·+ anaz−na
B(z−1) = b0 + b1z−1 + b2z−2 + · · ·+ bnbz−nb
1Neste trabalho, z e´ usado para representar tanto o operador deslocamento no tempo quanto a varia´vel
complexa no domı´nio da transformada z.
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E o modelo do processo e´ relacionado com o modelo da func¸a˜o de transfereˆncia por:
P (z) = G(z)z−d =
B(z−1)z−1
A(z−1)
z−d
Observa-se que, neste caso, o atraso e´ representado por um polinoˆmio em z−1.
Quando o per´ıodo de amostragem e´ bem escolhido, o modelo discreto do processo
obtido, considerando a dinaˆmica do segurador de ordem zero, pode representar adequada-
mente a dinaˆmica desejada.
Exemplo 2.2: Discretizando o modelo cont´ınuo de 1a ordem do exemplo 2.1 usando
um segurador de ordem zero, com um per´ıodo de amostragem Ts = 0.5 , obte´m-se: Pnd(z) =
0.0465z+0.0298
z−0.9237 z
−14. As respostas ao degrau dos modelos cont´ınuo e discreto sa˜o mostradas na
figura 2.3.
Figura 2.3: Respostas ao degrau dos modelos cont´ınuo e discreto
2.2.3 Aproximac¸a˜o de Pade´
Como foi apresentado nas sec¸o˜es anteriores, o atraso e´ representado por uma func¸a˜o
na˜o polinomial. Isto causa dificuldades operacionais em algumas situac¸o˜es e opta-se pela
aproximac¸a˜o do atraso por uma func¸a˜o racional. A aproximac¸a˜o de Pade´ e´ o meio mais usado
para aproximar a func¸a˜o e−Ls por uma func¸a˜o racional. Consiste em igualar os primeiros
termos de e−Ls a uma func¸a˜o racional com p zeros e q po´los. Desta forma, obte´m-se o que se
chama de aproximac¸a˜o de Pade´ (p,q). Geralmente, utiliza-se p = q. Neste caso, denomina-se
aproximac¸a˜o de Pade´ de p-e´sima ordem. As mais utilizadas sa˜o as de 1a e 2a ordens, dadas
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por:
P11(s) =
1−L
2
s
1+L
2
s
, P22(s) =
1−L
2
s+L
2
12
s2
1+L
2
s+L
2
12
s2
.
Na figura 2.4 e´ mostrado um exemplo, comparando as respostas ao degrau das aproximac¸o˜es
e do sistema exato de 1a ordem, P (s) = 1s+1e
−3s. O co´dido do Matlab deste exemplo e´:
Co´digo do MATLABr
% processo
num=1;den=[1 1];atraso=3;
% sem atraso
p=tf(num,den);
% com atraso
P=tf(num,den,’inputdelay’,atraso);
% aproximac¸ao de Pade´ de 1a ordem
p11=tf([-atraso 2],[atraso 2]);
P1=p*p11;
% aproximac¸~ao de Pade´ de 2a ordem
a2=conv(atraso,atraso);
p22=tf([a2/12 -atraso/2 1],[a2/12 atraso/2 1]);
P2=p*p22;
step(P,P1,’--’,P2,’-.’)
Figura 2.4: Aproximac¸a˜o de Pade´
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Nota-se que a “resposta inversa” para t < 3 e´ gerada em virtude dos zeros de fase na˜o-
mı´nima presentes nas aproximac¸o˜es. A resposta se torna melhor para t ≥ 3, mas, a depender
do atraso, o uso desta aproximac¸a˜o no lugar do modelo do atraso inerente ao processo pode
comprometer o ajuste do controle e, consequentemente, o desempenho do sistema.
Na ferramenta desenvolvida neste trabalho, os modelos aqui apresentados podem ser
obtidos, utilizando dados reais ou simulados. Isto sera´ apresentado no cap´ıtulo 3.
Como comentado, treˆs tipos de controladores sa˜o implementados na ferramenta: PID,
DTC e MPC. Nas pro´ximas sec¸o˜es, analisar-se-a´ alguns aspectos teo´ricos das propriedades e
ajustes dos mesmos.
2.3 Controladores PID para processos com atraso
Em muitos processos industriais, a utilizac¸a˜o do controlador PID tem sido uma es-
trate´gia de controle que tem permitido obter resultados satisfato´rios durante muitos anos.
Embora tenha havido um grande desenvolvimento em novas estrate´gias de controle, muitas
indu´strias ainda adotam o controlador proporcional integrativo e derivativo. Sua populari-
dade nos setores acadeˆmico e industrial e´ devido ao fato da simplicidade de sua estrutura e
desempenho robusto em diversas plantas industriais.
A ac¸a˜o de controle, u(t), de um controlador PID acadeˆmico ideal e´ calculada por:
u(t) = Kc[e(t) +
1
Ti
∫ t
0
e(τ)dτ + Td
de(t)
dt
] (2.10)
E sua func¸a˜o de transfereˆncia e´:
C(s) =
U(s)
E(s)
= Kc(1 +
1
Tis
+ Tds) (2.11)
onde o ajuste dos paraˆmetros Kc, Ti e Td e´ chamado de sintonia do controlador, para o
qual diversos me´todos sa˜o encontrados da literatura [3], [5], [17], [36]. O mais conhecido e´ o
me´todo de Ziegler-Nichols [13].
Na pra´tica, um filtro passa baixa e´ colocado no termo derivativo para torna´-lo realiza´vel:
C(s) =
U(s)
E(s)
= Kc(1 +
1
Tis
+
Tds
αTds+ 1
) (2.12)
18
Embora a resposta em baixas frequeˆncias continue a mesma, a inclusa˜o do filtro reduz
a amplificac¸a˜o de ru´ıdo, onde α ∈ [0, 1] e Tf = αTd representa a constante de tempo do filtro.
Ale´m da forma acadeˆmica, existem outras duas formas de implementar o PID. A es-
trutura se´rie e´ dada pela seguinte func¸a˜o de transfereˆncia:
C(s) = Kc
TIs+ 1
TIs
TDs+ 1
αTDs+ 1
(2.13)
e a paralela por:
C(s) = KP +
KI
s
+
KDs
αKDs+ 1
(2.14)
A forma se´rie e´ menos flex´ıvel do que a forma paralela pelo fato de haver uma interac¸a˜o
maior entre o ajuste dos paraˆmetros e na˜o permitir zeros complexos. Nota-se que, em alguns
casos, e´ poss´ıvel converter a forma em se´rie para a forma paralela e vice-versa; e que o efeito
dos paraˆmetros pode ser diferente de um caso para o outro. Por isto e´ muito importante se
conhecer a implementac¸a˜o do controlador antes do ajuste dos paraˆmetros.
A depender da dinaˆmica do processo a ser controlado e de suas especificac¸o˜es exigidas, o
PID pode ser uma boa escolha. Pore´m, existem algumas situac¸o˜es nas quais o PID na˜o oferece
uma resposta satisfato´ria, sendo necessa´rio utilizar te´cnicas de controle mais sofisticadas.
Existem muitas te´cnicas de ajuste de PID. Neste trabalho, descreve-se uma delas que
utiliza o conceito de predic¸a˜o.
2.3.1 Ajuste do PID pelo controlador equivalente do PS
Como visto no cap´ıtulo 1, o PS pode ser a soluc¸a˜o ideal para o controle de plantas
esta´veis com atraso. Se, na pra´tica, apenas dispo˜e-se do PID, uma boa opca˜o de ajuste de
paraˆmetros do controlador PID para modelos de processo de primeira ordem com atraso, e´
equiparar o PID com o PS, usando uma aproximac¸a˜o polinomial de Pade´ de 1a ordem para
o atraso.
Seja a estrutura equivalente de Smith da figura 2.1. O controlador equivalente e´ dado
por:
Ce(s) =
C(s)
1 + C(s)[Gn(s)− Pn(s)] (2.15)
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Se o modelo do processo e´:
Pn(s) =
Kpe−Ls
1+Ts , Gn(s) =
Kp
1+Ts
e o controlador prima´rio e´ um PI:
C(s) =
K1(1 + T1s)
T1s
,
considerando uma modelagem perfeita do processo e ajustando o PI para cancelar o po´lo de
malha aberta, ou seja, T1 = T , a equac¸a˜o caracter´ıstica e´ dada por: 1 + C(s)Gn(s) = 1 +
K1Kp
Ts = 1 +
1
Tos
,
To = TK1Kp
e a func¸a˜o de transfereˆncia de malha fechada e´:
Y (s)
R(s)
=
C(s)Gn(s)e−Ls
1 + C(s)Gn(s)
=
e−Ls
1 + Tos
O controlador equivalente e´ dado por:
Ce(s) =
K1(1+Ts)
Ts
1 + K1KpTs (1− e−Ls)
=
K1(1 + Ts)
Ts+K1Kp(1− e−Ls) (2.16)
Nota-se que o controlador tem uma ac¸a˜o integral e pode ser aproximado por um PID,
se o atraso for substitu´ıdo por um polinoˆmio.
Utilizando-se a aproximac¸a˜o de Pade´ de 1a ordem, P11 =
1−sL/2
1+sL/2 , no atraso da equac¸a˜o
(2.16), tem-se:
Ce(s) =
K1(1 + Ts)
Ts+K1Kp(1− 1−sL/21+sL/2)
=
K1(1 + Ts)
Ts+K1Kp sL1+sL/2
(2.17)
Ce(s) =
K1(1 + Ts)(2 + Ls)
Ts(2 + Ls) + 2K1KpLs
=
K1(1 + Ts)(2 + Ls)
Ts[(2 + Ls) + (2/To)L]
(2.18)
Ce(s) pode ser representado de tal forma que se torne um PID com um filtro na parte
derivativa:
Ce(s) =
Kc(1 + Tis)(1 + Tds)
Tis(1 + αTds)
(2.19)
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onde Ti = T, Td = 0.5L e:
α = 1
1+
K1KpL
T
= 1
1+ L
To
Kc = T(L+To)Kp
Neste controlador, To e´ o paraˆmetro de ajuste que regula a velocidade de resposta em
malha fechada e ao mesmo tempo a robustez.
Exemplo ilustrativo:
Considere o processo P (s) = e
−Lns
(s+1)(0.5s+1)(0.2s+1) para L1 = 0.5, L2 = 8 e seus respec-
tivos modelos2:
Pn1(s) = e
−s
1.26s+1
Pn2(s) = e
−8.5s
1.28s+1
Na figura 2.5 sa˜o mostradas as respostas ao degrau aplicado em t = 3 e em malha
fechada para L1 e L2, onde o controlador e´ calculado com um To = 0.4. O efeito do atraso
fica bastante claro: uma resposta mais oscilato´ria e com um tempo de acomodac¸a˜o maior.
Uma soluc¸a˜o seria aumentar o tempo de resposta em malha fechada, To, tornando o sistema
mais lento, mas com uma oscilac¸a˜o menor. Na figura 2.6 sa˜o comparadas as respostas para
To = 0.4 e para um novo ajuste, To = 2.8. Fica como ana´lise do projetista definir as
prioridades em func¸a˜o das especificac¸o˜es exigidas, ou seja, o que e´ mais importante para cada
situac¸a˜o: uma resposta mais lenta com um sistema mais robusto ou um sistema mais ra´pido,
pore´m com uma resposta mais oscilato´ria.
Para sistemas onde o atraso representa uma interfereˆncia maior na resposta do sistema,
como visto neste exemplo, uma soluc¸a˜o mais adequada seria o uso do DTC. Na figura 2.7,
sa˜o comparadas as respostas do PS e do PID para L2 = 8. Em ambos os casos, utiliza-se o
mesmo modelo, Pn2, e o mesmo paraˆmetro de ajuste do controle, To = 2.8. Nota-se que o PS
oferece um desempenho melhor ao sistema.
Na pro´xima sec¸a˜o, algumas abordagens dos DTCs sera˜o analisadas, assim como suas
implementac¸o˜es e alguns me´todos de ajustes.
2Os modelos foram obtidos atrave´s da ferramenta desenvolvida neste trabalho e, para aproximar de situac¸o˜es
reais, ru´ıdos foram aplicados na identificac¸a˜o dos processos simulados.
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Figura 2.5: Respostas ao degrau em malha fechada para L1 = 0.5, L2 = 8 e To = 0.4
Figura 2.6: Respostas ao degrau em malha fechada para To = 0.4 e To = 2.8
Figura 2.7: Respostas ao degrau em malha fechada do PS e do PID para L = 8
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Co´digo do MATLABr
% processo 1
nump1=1;denp1=conv([1 1],conv([.2 1],[.5 1]));L1=0.5;
% modelo 1
T=1.26;Kp=1;Ln1=1;
numpn1=Kp;denpn1=[T 1];
% controle PID1
k1=3;Ti=T;Td=0.5*Ln1;
k1=T/(To*Kp);alpha=1/(1+Ln1/To);Kc=T/((Ln1+To)*Kp);
numcont=Kc*conv([Ti 1],[Td 1]);dencont=conv([Ti 0],[alpha*Td 1]);
% controle PS1
numc=k1*[Ti 1];
denc=[Ti 0];
sim(’ex4’)
plot(tout,yps,tout,yp,’-.’,tout,ref,’--’,’linewidth’,2)
2.4 Controladores DTC
Processos que conteˆm um atraso significativo podem ter seu desempenho em malha
fechada melhorada por uma estrutura de predic¸a˜o. Controladores com estas estruturas sa˜o
denominados DTCs. O primeiro e um dos mais conhecidos e´ o PS, apresentado na de´cada
de 50 para melhorar o desempenho de controladores cla´ssicos (PI, PID) para processos com
atraso. O seu algoritmo e´ o mais utilizado na indu´stria para a compensac¸a˜o do atraso.
Nos u´ltimos 25 anos, diversas extenso˜es e modificac¸o˜es do PS foram propostas no sen-
tido de melhorar as rejeic¸o˜es de perturbac¸o˜es, permitir implementac¸o˜es em plantas insta´veis,
tornar o sistema mais robusto e facilitar o ajuste nas aplicac¸o˜es industriais.
E´ muito comum se pensar que os DTCs devam ser utilizados quando o processo
apresenta um atraso dominante (L ≥ 2T ). No entanto, as estruturas dos DTCs sa˜o mais
complexas e requerem um maior conhecimento de ajuste, por parte do operador, do que os
tradicionais PIDs. Existem alguns estudos na literatura onde sa˜o analisadas implementac¸o˜es
de PIDs e DTCs, comparando seus desempenhos e robustez [33], [18], [25]. Estes trabalhos
tentam esclarecer uma du´vida dos usua´rios de controladores industriais: quando sera´ vanta-
joso usar um DTC?
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Em [33], o PS e´ comparado com o PID, controlando processos de primeira ordem com
atraso e aplicando um degrau como refereˆncia ou perturbac¸a˜o. Mostra-se que o ISE (Inte-
grated Square Error) pode ser melhorado em mais de 10%, se na˜o for levada em conta a raza˜o
L/T . Ou seja, para valores pequenos de L/T onde o PID apresenta um resultado satisfato´rio,
este melhoramento na˜o e´ atingido devido a`s incertezas de modelagem que comprometem a
ac¸a˜o do PS, fazendo com que na˜o haja muita diferenc¸a entre o desempenho do PID e do PS.
Para valores grandes de L/T , o uso do PS ao inve´s do PID se torna bastante vantajoso, se o
modelo do processo for va´lido para uma largura de faixa suficiente no domı´nio da frequeˆncia.
Em [18], o IAE (Integrated Absolute Error) e´ comparado com controladores PI, PID e
um simples DTC para processos esta´veis e integrativos, quando um degrau e´ aplicado como
perturbac¸a˜o e uma certa robustez e´ admitida. A conclusa˜o da ana´lise e´ que o DTC oferece
um desempenho melhor que o do PI para T/L ∈ [0.1, 5] e o do PID e´ melhor que o do DTC
para T/L ∈ [1, 10]. Entretanto, estes resultados foram encontrados para valores fixos de DM
(margem do atraso3) e o DTC melhora o desempenho quando valores pequenos de DM sa˜o
considerados. Para processos integrativos, a diferenc¸a de desempenhos entre o PI e o DTC e´
bem maior. O DTC reduz muito mais o valor do IAE em relac¸a˜o ao PI.
Ja´ em [25], e´ apresentada uma ana´lise diferente. O PID e´ considerado como um PS
com o modelo do atraso calculado pela aproximac¸a˜o de Pade´, ja´ mostrado na sec¸a˜o 2.3.1. A
principal conclusa˜o desta ana´lise e´ que as vantagens do DTC sa˜o diretamente relacionadas
ao erro de modelagem do atraso, independentemente do valor nominal de L. Geralmente,
as vantagens do DTC sa˜o mais nota´veis quando os erros de modelagem sa˜o pequenos e mais
ainda se o atraso e´ dominante.
Em geral, se o atraso e´ pequeno, podendo ainda ser mal estimado, e o modelo e´ de
baixa ordem, o PID permite a obtenc¸a˜o de uma resposta mais lenta e aceita´vel, com um
ajuste conservador. Mas se o atraso e´ grande e razoavelmente bem estimado e deseja-se uma
resposta mais ra´pida em malha fechada, e´ mais conveniente utilizar sistemas de compensac¸a˜o
de atraso.
Muitas estruturas de DTC teˆm sido propostas na literatura. Do ponto de vista da
ferramenta, interessa, neste trabalho, mostrar caracter´ısticas gerais de ana´lise e projeto destes
me´todos, quando considera-se seguimento de refereˆncia, rejeic¸a˜o de perturbac¸o˜es e robustez.
Uma estrutura de DTC que permite isto e´ a do DO-DTC (Disturbance Observer Dead-time
Compensator) que sera´ analisada na continuac¸a˜o.
3Erro ma´ximo admitido do atraso para manter o sistema esta´vel em malha fechada
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Ajuste do DO-DTC com dois graus de liberdade
O DO-DTC e´ um controlador 2DOF (Two Degree of Freedom) que utiliza a ide´ia de
controle por pre´-alimentac¸a˜o de perturbac¸o˜es. Em processos com perturbac¸o˜es mensura´veis, e´
interessante usar um controle antecipativo, ja´ que esta estrutura permite diminuir o efeito das
perturbac¸o˜es. Em casos de perturbac¸o˜es na˜o mensura´veis, um observador pode ser projetado
a partir das medidas de sa´ıda e de controle a fim de estimar uma perturbac¸a˜o.
Considera-se a estrutura ilustrada na figura 2.8, onde Y (s) = P (s)(U(s) + Q(s)), a
planta e´ representada por P (s) = G(s)e−Ls e os controladores que sera˜o projetados, F (s) e
V (s).:
Neste sistema, a perturbac¸a˜o pode ser calculada, idealmente, como:
Q(s) = P−1(s)Y (s)− U(s) (2.20)
Nota-se que o termo P−1 conte´m o termo eLs, portando a soluc¸a˜o e´ na˜o realiza´vel. Para
resolver este problema, a equac¸a˜o (2.20) e´ multiplicada por e−Ls, obtendo-se:
e−LsQ(s) = G−1(s)Y (s)− e−LsU(s) (2.21)
Observa-se que, neste caso, a perturbac¸a˜o e´ obtida com um atraso L.
Usando um modelo, Pn(s), e um filtro, V(s), que torna o termo V (s)G−1n (s) causal
e esta´vel, garantindo a implementac¸a˜o do controlador [25] , uma perturbac¸a˜o com atraso
estimada, Q̂(s), pode ser calculada:
Q̂(s) = V (s)[G−1n (s)Y (s)− e−LnsU(s)] (2.22)
Figura 2.8: Estrutura para ana´lise do DO-DTC
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Neste sistema, a func¸a˜o de transfereˆncia nominal entre a refereˆncia e a sa´ıda e´ dada
por:
Y (s)
R(s)
= F (s)Gn(s)e−Ls (2.23)
e entre a perturbac¸a˜o e a sa´ıda:
Y (s)
Q(s)
= Pn(s)(1− V (s)e−Ls) (2.24)
Se forem considerados os erros na modelagem, P (s) = Pn(s)(1 + δP (s)), a equac¸a˜o
caracter´ıstica e´:
1 + V (s)e−LnsδP (s) = 0
onde δP (s) e´ o erro de modelagem multiplicativo.
Enta˜o, a robustez do sistema em malha fechada e´ dada por:
δP (ω) < dP (ω) =
1
|V (jω)| ∀ω ∈ [0,∞[ (2.25)
Nota-se pelas equac¸o˜es (2.23), (2.24) e (2.25) que o controle desacopla as respostas
a` refereˆncia e a` perturbac¸a˜o. A robustez do sistema e´ definida por V (s) e este, por sua
vez, afeta tambe´m a rejeic¸a˜o de perturbac¸o˜es. Desta forma, V (s) e´ ajustado assumindo
um compromisso entre robustez e rejeic¸a˜o de perturbac¸o˜es, enquanto F (s) e´ ajustado para
um comportamento de sa´ıda desejado a`s refereˆncias. Essa estrutura tambe´m mostra que o
controlador tem, no mı´nimo, uma ac¸a˜o integral (1 − V (s)e−Lns = 0 para s = 0). Enta˜o, o
sistema em malha fechada rastrea mudanc¸as do tipo degrau na refereˆncia.
Para rejeitar perturbac¸o˜es do tipo 1sm em regime permanente, o termo Pn(s)[1 −
V (s)e−Lns] deve conter m ra´ızes em s = 0 no seu numerador. Isto implica:

(1− V (s)e−Lns)|s=0 = 0
d
ds(1− V (s)e−Lns)|s=0 = 0
...
dm−1
dsm−1 (1− V (s)e−Lns)|s=0 = 0
(2.26)
onde m e´ a ordem da perturbac¸a˜o (1 para degraus, 2 para rampas, etc). Em caso de plantas
integradoras, o termo (1− V (s)e−Lns) deve possuir um zero em s = 0 para cada integrador,
compensando seu efeito. E em casos de plantas insta´veis, o termo (1 − V (s)e−Lns) deve
26
possuir um zero em cada po´lo insta´vel de Pn(s).
A estrutura da figura 2.8 serve mais para ana´lise, dado que na˜o pode ser implementada
diretamente. Para implementac¸a˜o, a estrutura da figura 2.9 deve ser usada, pois permite
evitar instabilidade interna no caso de plantas integradoras ou insta´veis.
Figura 2.9: Estrutura para implementac¸a˜o do DO-DTC
Exemplo ilustrativo:
Considera-se um processo e seu modelo como:
P (s) = 1.5e
−15s
(2s+1)5
Pn(s) = 1.5e
−20.2s
5.7s+1
O sistema em malha fechada deve seguir refereˆncia e tambe´m rejeitar perturbac¸o˜es do
tipo rampa na entrada do processo. Uma rampa e´ aplicada em t = 80s. Para rejeitar rampas,
V (s) deve ter ordem 2. A forma geral de V (s) e´:
V (s) = α1s+α0
(Tvs+1)2
onde α1 e α2 sa˜o calculados com a condic¸a˜o da equac¸a˜o (2.26) e Tv e´ o paraˆmetro de ajuste
para atingir um compromiso entre desempenho e robustez. Neste caso, usa-se Tv = 6.5,
obtendo-se:
α1 = 33.2; α0 = 1
No segundo passo, ajusta-se o filtro F (s). E´ importante notar que, como o ganho de V (s)
e´ unita´rio e do modelo Pn(s) e´ 1.5, para s → 0, enta˜o o filtro F (s) deve ter um ganho de
1
1.5 para que o filtro equivalente, Feq =
F (s)Gn(s)
V (s) , tenha um ganho unita´rio e o sistema siga a
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refereˆncia corretamente. Assim, neste caso, pode-se escolher:
F (s) =
1
1.5
dado que na˜o deseja-se acelerar mais a resposta.
Figura 2.10: Resposta do sistema com uma perturbac¸a˜o do tipo rampa em t=80s
Co´digo do MATLABr
% processo
L=15;numG=1.5;denG=[32 80 80 40 10 1];
% modelo
Ln=20.2;numGn=1.5;denGn=[5.7 1];
% Controlador
Tv=6.5;alpha0=1;alpha1=33.2;numV=[alpha1 alpha0];
denV=[Tv 1];denV=conv(denV,denV);numF=1;denF=[1.5];
% Plotagem
sim(’do-dtc’)
subplot(2,1,1)
plot(tout,y,tout,ref,’linewidth’,2)
legend(’Saı´da’,’Referencia’,’location’,’southeast’)
subplot(2,2,2)
plot(tout,u,’linewidth’,2)
legend(’Controle’,’location’,’southeast’)
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Discretizac¸a˜o do DTC
Na e´poca em que o PS foi proposto, ainda eram usados equipamentos de controle
analo´gicos. A implementac¸a˜o destes equipamentos era muito dif´ıcil e os DTCs na˜o foram
utilizados ate´ a de´cada de 80, quando surgiram equipamentos digitais na indu´tria. A partir de
enta˜o, a ide´ia de compensac¸a˜o de atraso foi estendida para os tradicionais processos cont´ınuos,
os quais tinham suas dinaˆmicas descritas no domı´nio do tempo discreto. Nestes casos, o
projeto dos controladores era feito por ferramentas discretas.
Neste trabalho na˜o foi diferente. Para a implementac¸a˜o de alguns controladores da
ferramenta, foi necessa´rio desenvolver alguns algoritmos que tratam diretamente com os sis-
temas discretos ou com as discretizac¸o˜es dos sistemas cont´ınuos. E´ importante lembrar que
o termo que representa o atraso cont´ınuo e´ uma func¸a˜o irracional e analisar polinoˆmios com
termos irracionais na˜o e´ uma tarefa muito simples. Em algumas situac¸o˜es, por exemplo,
para garantir a estabilidade interna de um sistema, e´ necessa´rio que as ra´ızes comuns de um
polinoˆmio e um pseudo-polinoˆmio sejam canceladas. Por exemplo, no controlador DO-DTC,
a func¸a˜o S(s) deve ser esta´vel, mesmo Gn(s) sendo insta´vel:
S(s) = Gn(s)[1− V (s)e−Ls] = Ng(s)
Dg(s)
[1− V (s)e−Ls] (2.27)
Para tal, e´ preciso que exista cancelamento entre zeros de (1 − V (s)e−Ls) e po´los insta´veis
de Gn(s) na implementac¸a˜o do controlador. No caso cont´ınuo, isto e´ muito complexo e
incoveniente, podendo ser realizado com aproximac¸o˜es polinomiais do atraso ou usando im-
plementac¸o˜es na˜o dinaˆmicas [25]. No caso discreto, apenas e´ necessa´rio dividir os polinoˆmios
resultantes.
O desempenho do controlador na˜o somente depende da escolha do per´ıodo de amostragem
como tambe´m do me´todo de discretizac¸a˜o usado para transformar a equac¸a˜o diferencial
original, do processo ou do controlador, em um modelo discreto [16].
De fato, as mais importantes caracter´ısticas do DTC cont´ınuo podem ser mantidas no
caso discreto, se o per´ıodo de amostragem for muito pequeno em relac¸a˜o a` constante de tempo
dominante do sistema. Entretanto, na pra´tica, quando ha´ limitac¸o˜es na implementac¸a˜o em
tempo real, o per´ıodo de amostragem pode ter que ser escolhido de forma que seu valor afete
o desempenho e a robustez do sistema em malha fechada, especialmente nos sistemas com
atraso.
Para a ana´lise das propriedades de um DTC discreto, uma representac¸a˜o unificada do
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Figura 2.11: Representac¸a˜o unificada de DTCs discretos
DTC pode ser utilizada [25]. Considere o diagrama de blocos apresentado na figura 2.11, onde
os blocos Fr(z) e S(z) representam a parte preditiva e os blocos C(z) e F (z) representam o
controlador prima´rio de dois graus de liberdade. Esta estrutura e´ denominada UDTC (Unified
Dead-time Compensator), onde as func¸o˜es de transfereˆncia entre a refereˆncia, perturbac¸a˜o e
a sa´ıda sa˜o dadas por:
Hr(z) =
F (z)C(z)P (z)
1 + C(z)[P (z)Fr(z) + S(z)]
(2.28)
Hq =
P (z)[1 + C(z)S(z)]
1 + C(z)[P (z)Fr(z) + S(z)]
(2.29)
Como no caso cont´ınuo, a robustez e´ analisada, usando o erro de modelagem multi-
plicativo representado no domı´nio da frequeˆncia ∀ω ∈ [0, pi/Ts]:
δP (jω) = P (e
jω)−Pn(ejω)
Pn(ejω)
≤ ¯δP (ω),
¯δP (ω) < dP (jω) = |1+C(e
jω)[Pn(ejω)Fr(ejω)+S(ejω)|
|Gn(ejω)C(ejω)Fr(ejω)|
(2.30)
Observa-se que Fr(z) afeta Hq(z) e F (z) afeta somente Hr(z).
Se o modelo discreto for obtido atrave´s de uma discretizac¸a˜o do sistema cont´ınuo, deve-
se levar em considerac¸a˜o a interfereˆncia do amostrador e sustentador no sistema. Como o
sinal de controle e´ aplicado no processo atrave´s de um segurador de ordem zero (ZOH), enta˜o
o melhor me´todo para se obter o modelo discreto do processo e´ a discretizac¸a˜o baseada no
ZOH. Desta forma, obte´m-se a seguinte relac¸a˜o:
P s(jω) = H0(s)P (jω) ∀ω ∈ [0, pi/Ts]
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onde o termo H0(s) = 1−e
−jωTs
jωTs
representa a func¸a˜o de transfereˆncia do segurador de ordem
zero.
Nota-se agora que com a implementac¸a˜o discreta, pode-se garantir a estabilidade in-
terna do sistema, cancelando diretamente as ra´ızes dos polinoˆmios discretizados da equac¸a˜o
(2.27), no caso de plantas insta´veis:
S(z) = Z{L−1{H0(s)S(s)}} = Ng(z)
Dg(z)
[1− V (z)z−d] (2.31)
onde Z{L−1{Y (s)}} e´ a transformada Z da resposta ao impulso amostrada de Y(s).
2.5 Controladores MPC
O MPC e´ uma das te´cnicas de controle moderno mais potentes e, provavelmente, a
que teve maior eˆxito em aplicac¸o˜es industriais [44], principalmente, porque pode ser utilizado
tanto em sistemas monovaria´veis como multivaria´veis, lineares ou na˜o lineares e porque as
restric¸o˜es nas sa´ıdas e nas ac¸o˜es de controle podem ser consideradas no projeto da lei de
controle em tempo real [6].
O MPC surge na indu´stria de processos no final dos anos 70. Em [40, 41] foi apresentado
o MPHC (Model Predictive Heuristic Control), posteriormente conhecido como MAC (Model
Algorithm Control) e em [32], o DMC (Dynamic Matrix Control). Um modelo da dinaˆmica
do processo, e´ explicitamente utilizado no sentido de estimar os efeitos das ac¸o˜es de controle
futuras que sa˜o determinadas pela minimizac¸a˜o do erro predito entre a refereˆncia e a sa´ıda,
sujeito a`s restric¸o˜es operacionais. A otimizac¸a˜o e´ feita em cada per´ıodo de amostragem,
atualizando os dados de informac¸a˜o do processo. Para implementar a estrate´gia do MPC,
uma estrutura ba´sica ilustrada na figura 2.12 e´ usada.
O MPC se tornou popular de forma ra´pida, sobretudo em processos qu´ımicos industri-
ais, e vem se desenvolvendo consideravelmente nos u´ltimos anos, tanto na a´rea de pesquisa
quanto na indu´stria. A raza˜o para isto pode ser atribu´ıda ao fato do MPC ser a forma mais
geral de tratar o problema de controle de processos no domı´nio do tempo. A formulac¸a˜o do
MPC integra controle o´timo, controle estoca´stico, controle monovaria´vel e multivaria´vel, con-
trole linear e na˜o linear e controle de processos com atraso. Ale´m disto, com este tipo de con-
trolador, a robustez frente aos erros de modelagem e ru´ıdo de medic¸a˜o pode ser considerada
no algoritmo atrave´s do uso de polinoˆmios de filtragem [9]. Por outro lado, o MPC ainda na˜o
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Figura 2.12: Estrutura Geral do MPC
atingiu um nu´mero de aplicac¸o˜es sugerido pelo seu potencial. A complexidade matema´tica
existente na sua implementac¸a˜o pra´tica, muitas vezes representa uma desvantagem para en-
genheiros de controle, mas que na˜o significa um problema para a comunidade cient´ıfica, haja
vista diversos pacotes matema´ticos encontram-se completamente dispon´ıveis.
Os va´rios algoritmos do MPC apenas se diferem entre si pelo modelo usado para
representar o processo, ru´ıdo e a func¸a˜o custo a ser minimizada. Atualmente, suas aplicac¸o˜es
sa˜o diversas. Desde processos que conteˆm manipuladores robo´ticos [1] ate´ anestesia cl´ınica
[2],[45]. Aplicac¸o˜es em indu´strias de cimento, torres de secagem e brac¸os robo´ticos sa˜o de-
scritos em [7], enquanto desenvolvimentos para colunas de destilac¸a˜o, plantas PVC e ma´quinas
a vapor sa˜o apresentados em [39, 41]. O bom desempenho destas aplicac¸o˜es, mostram o
quanto o MPC e´ eficiente para controlar sistemas vulnera´veis a intervenc¸o˜es por um longo
per´ıodo de tempo.
Apesar de ter uma formulac¸a˜o diferente, e´ possivel demonstrar que a lei de controle do
controlador preditivo sem restric¸o˜es e´ equivalente a` de um DTC discreto [25]. Isto permite a
ana´lise das propriedades destes controladores usando o conhecimento dos DTCs e ao mesmo
tempo aproveita´-las para ajustar o MPC [25]. Assim, e´ importante que uma ferramenta de
simulac¸a˜o permita integrar os controladores DTC e MPC.
Nesta sec¸a˜o, apresenta-se uma revisa˜o de algumas estrate´gias de controle preditivo de
sistemas lineares, utilizadas como base no desenvolvimento de parte deste trabalho: o GPC
e o DTC-GPC (Dead-time Compensator Generalized Predictive Control).
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2.5.1 O algoritmo GPC
O algoritmo GPC usa o modelo carima (Controlled Auto-Regressive Integrated Moving
Average) para calcular as predic¸o˜es ao longo de um horizonte futuro [9]. O modelo carima,
para o caso monovaria´vel, tem a seguinte forma:
A(z−1)y(t) = z−dB(z−1)u(t− 1) + T (z
−1)e(t)
∆
(2.32)
onde u(t) e y(t) sa˜o o controle e sa´ıda da planta, e(t) e´ ru´ıdo branco e d e´ o atraso. A(z−1),
B(z−1), T (z−1) e ∆ sa˜o polinoˆmios em func¸a˜o do operador atraso z−1:
A(z−1) = 1 + a1z−1 + a2z−2 + ...+ anaz
−na
B(z−1) = b0 + b1z−1 + b2z−2 + ...+ bnbz
−nb
T (z−1) = 1 + t1z−1 + t2z−2 + ...+ tntz
−nt
∆ = 1− z−1
Neste modelo, o polinoˆmio T (z−1) representa as caracter´ısticas estoca´sticas do ru´ıdo e das
perturbac¸o˜es. O principal objetivo do uso de T (z−1) e´ reduzir os efeitos do ru´ıdo e das
perturbac¸o˜es na predic¸a˜o de sa´ıda sem afetar o comportamento nominal. Por outro lado,
as perturbac¸o˜es de baixa frequeˆncia podem ser reduzidas pelo operador ∆ que aparece no
modelo de predic¸a˜o.
Entretanto, nas aplicac¸o˜es industriais e´ dif´ıcil estimar as caracter´ısticas do ru´ıdo. Por-
tanto, T (z−1) e´ raramente estimado, e sim escolhido como um filtro [9], [8], [42], [43], [30].
Se este e´ apropriadamente escolhido, o erro de predic¸a˜o pode diminuir devido ao erro de
modelagem, que e´ particularmente importante em altas frequ¨eˆncias. Nota-se que as incertezas
devidas a` ma´ estimac¸a˜o do atraso sa˜o uma das caracter´ısticas mais frequ¨entes de dinaˆmica
na˜o modelada em altas frequ¨eˆncias e tem uma influeˆncia negativa na estabilidade em malha
fechada, uma vez que diminui a margem de fase do sistema.
O algoritmo GPC [9], consiste em aplicar uma sequ¨eˆncia de controle que minimiza a
seguinte func¸a˜o custo:
J =
N2∑
k=N1
[yˆ(t+ k|t)− w(t+ k)]2 + λ
Nu−1∑
k=0
[∆u(t+ k)]2 (2.33)
em que yˆ e´ a predic¸a˜o da sa´ıda do processo, ∆u e´ a variac¸a˜o do sinal de controle, w e´ a
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Figura 2.13: Estrate´gia de controle preditivo gpc
trajeto´ria de refereˆncia futura, λ e´ a ponderac¸a˜o do controle, Nu e´ o horizonte de controle,
N1 e N2 definem o horizonte de predic¸a˜o. Normalmente, N1 e N2 sa˜o dados por d+1 e d+N ,
em que d e´ o atraso do sistema e N a largura do horizonte de predic¸a˜o.
O valor da predic¸a˜o o´tima em, t + j, pode ser calculada por meio da equac¸a˜o Dio-
phantina4 [6]:
T (z−1) = Ej(z−1)∆A(z−1) + z−jFj(z−1) (2.34)
Usando esta equac¸a˜o e o modelo da planta (2.32), a sa´ıda futura da planta pode ser expressa
por:
y(t+ j) =
Fj(z−1)
T (z−1)
y(t) +
Ej(z−1)B(z−1)
T (z−1)
z−d∆u(t+ j − 1) + Ej(z−1)e(t+ j) (2.35)
A expressa˜o Ej(z−1)e(t+ j) da Equac¸a˜o (2.35) conte´m somente o ru´ıdo branco futuro,
dado que o grau de {Ej(z−1)} = (j − 1). Considerando que a melhor estimativa deste ru´ıdo
e´ zero, a predic¸a˜o o´tima (denotada por yˆ) e´ dada por [6]:
yˆ(t+ j|t) = Fj(z
−1)
T (z−1)
y(t) +
Ej(z−1)B(z−1)
T (z−1)
z−d∆u(t+ j − 1) (2.36)
Esta expressa˜o esta´ em func¸a˜o de valores passados e futuros das ac¸o˜es de controle. As
ac¸o˜es de controle passadas podem ser separadas das futuras usando, neste caso, a seguinte
equac¸a˜o Diophantina:
Ej(z−1)B(z−1)z−d = H∗j (z
−1)T (z−1) + z−jI∗j (z
−1) (2.37)
4A equac¸a˜o Diophantina e´ denominada uma equac¸a˜o polinomial do tipo P1(z−1) = P2j(z−1)P3(z−1) +
z−jP4j(z−1), em que P2j(z−1) e P4j(z−1) podem ser obtidas dividindo P1(z−1) por P3(z−1) ate´ que o resto
possa ser fatorado como z−jP4j(z−1). O quociente sera´ P2j(z−1).
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Com isto, a predic¸a˜o da sa´ıda pode ser escrita como:
yˆ(t+ j|t) = H∗j (z−1)∆u(t+ j − 1) +
Fj(z−1)
T (z−1)
y(t) +
I∗j (z
−1)
T (z−1)
∆u(t− 1)
= H∗j (z
−1)∆u(t+ j − 1) + Fj(z−1)yf (t) + I∗j (z−1)∆uf (t− 1)
(2.38)
em que yf (t) = y(t)
T (z−1) e ∆u
f (t − 1) = ∆u(t−1)
T (z−1) . Nota-se que j deve variar de t + d + 1 a
t + d + N . Por outro lado, os coeficientes nulos, devido aos atrasos de H∗j (z
−1) e I∗j (z
−1),
podem ser eliminados, tornando-se Hj(z−1) e Ij(z−1). Assim, a predic¸a˜o da sa´ıda e´ dada
por:
yˆ(t+ j|t) = Hj(z−1)∆u(t+ j − d− 1) + Fj(z−1)yˆf (t) + Ij(z−1)∆uf (t− 1) (2.39)
e sua representac¸a˜o vetorial por:
yˆ = G∆u + Fyf1 + Iu
f
1 (2.40)
onde:
yˆ =

yˆ(t+ d+ 1|t)
yˆ(t+ d+ 2|t)
...
yˆ(t+ d+N |t)
 , ∆u =

∆u(t)
∆u(t+ 1)
...
∆u(t+Nu− 1)
 ,
yf1 =

yˆ(t)
yˆ(t− 1)
...
yˆ(t− na)
 , u
f
1 =

∆uf (t− 1)
∆uf (t− 2)
...
∆uf (t− ni)
 , G =

h1 0 . . . 0
h2 h1 . . . 0
...
...
. . . . . .
hN hN−1 . . . hN−Nu+1
 ,
F =

f1+d,1 f1,2 . . . f1+d,na+1
f2+d,1 f2,2 . . . f2+d,na+1
...
...
. . .
...
fN+d,1 fN,2 . . . fN+d,na+1
 , I =

i1,1 i1,2 . . . i1,ni
i2,1 i2,2 . . . i2,ni
...
...
. . .
...
iN,1 iN,2 . . . iN,ni
 , ni = max(nb, nt).
Observa-se que os dois u´ltimos termos da Equac¸a˜o (2.40) dependem somente de medidas
passadas e podem ser agrupadas no vetor f , denominado resposta livre do sistema. Portanto,
a predic¸a˜o pode ser escrita como:
yˆ = G∆u + f (2.41)
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Uma vez conhecida a predic¸a˜o, a func¸a˜o custo (2.33) pode ser expressa como:
J = (G∆u + f −w)T (G∆u + f −w) + ∆uTQλ∆u (2.42)
em que Qλ = diag{λi}.
O valor mı´nimo de J (2.42), assumindo que na˜o ha´ restric¸o˜es nos sinais de controle,
pode ser encontrado igualando o gradiente de J a zero, o qual resulta na sequ¨eˆncia de controle
o´tima,
∆u = (GTG + Qλ)−1GT (w − f) (2.43)
Devido a estrate´gia de controle deslizante [9], o controle aplicado ao processo refere-se
somente ao primeiro elemento de ∆u, isto e´:
∆u(t) = k(w − f)
onde k = [k1, k2, ...,kN ] (ver figura 2.13). No pro´ximo per´ıodo de amostragem, todo o
processo de ca´lculo deve ser repetido considerando as novas medidas da sa´ıda do processo.
Uma propriedade importante e´ que a lei de controle do MPC para sistemas lineares
com atraso pode ser definida e implementada na estrutura 2DOF-DTC, onde o controlador
prima´rio e´ calculado, utilizando um procedimento o´timo. Na figura 2.14 e´ mostrada a estru-
tura do DTC equivalente para o GPC. A ordem das func¸o˜es de transfereˆncia que definem a
lei de controle W (z), C(z) e R(z) depende do grau dos polinoˆmios do modelo de predic¸a˜o e
o valor dos seus coeficientes depende dos paraˆmetros de ajuste do controlador, Nu, N , λ e
T (z−1) [25].
Figura 2.14: Diagrama de blocos do GPC
Nesta estrate´gia de controle, os paraˆmetros Nu, N e λ definem o desempenho de malha
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fechada no caso nominal e o polinoˆmio T (z−1) pode ser ajustado para melhorar a robustez.
Entretanto, o ajuste do polinoˆmio T (z−1) na˜o e´ ta˜o simples. Embora existam ajustes para
alguns casos espec´ıficos, na˜o ha´ um procedimento sistema´tico que possa ser usado de forma
geral [6]. Por outro lado, sabe-se que o GPC pode ser aplicado em processos integradores ou
insta´veis com atraso.
Como a estrutura do GPC e´ equivalente a` do DTC, e´ poss´ıvel realizar uma modificac¸a˜o
no ca´lculo das predic¸o˜es para obter um GPC apropriado para sistemas com atraso.
Em seguida, sera´ mostrado um compensador de atraso baseado no GPC no qual e´
poss´ıvel melhorar a robustez do sistema de forma simples e eficiente, atrave´s do uso de um
filtro.
2.5.2 O Compensador de atraso baseado no GPC
O Compensador de atraso baseado no GPC (DTC-GPC) utiliza o mesmo procedimento
de otimizac¸a˜o do GPC, mas calcula as predic¸o˜es de forma diferente. Estudos realizados em
[26], mostram que para processos lineares, esta´veis e com atraso, as propriedades do GPC
podem ser bastante melhoradas, utilizando um preditor de Smith, no lugar do preditor o´timo,
para calcular as predic¸o˜es ate´ o instante t+d. Com isto, pode-se obter o mesmo desempenho
nominal e melhor robustez que o GPC, principalmente, quando existem erros ao estimar o
atraso do processo.
No DTC-GPC, a predic¸a˜o da sa´ıda e´ calculada em duas etapas. Na primeira e´ calculada
a predic¸a˜o da sa´ıda ate´ o instante t + d e na segunda, no intervalo [t + d + 1, ..., t + d + N ].
Para calcular as predic¸o˜es ate´ o tempo t+ d, utiliza-se o modelo da planta em malha aberta
sem considerar perturbac¸o˜es e corrige-se a predic¸a˜o, usando-se as diferenc¸as entre a predic¸a˜o
calculada e a sa´ıda real: yˆ(t + d − i | t) ← yˆ(t + d − i | t) + y(t − i) − yˆ(t − i). Este erro
de predic¸a˜o pode ser filtrado antes de ser somado ao valor da predic¸a˜o em malha aberta, o
que permite melhorar a robustez do preditor de Smith em caso de sistemas com incertezas
no atraso [29]. Com este procedimento, a predic¸a˜o no instante t+ d e´ dada por:
yˆ(t+ d|t) = G(z)u(t) +R(z)[y(t)− P (z)u(t)] (2.44)
onde R(z) e´ um filtro passa baixa que deve ser ajustado junto com os outros paraˆmetros do
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controlador [26] e P e G representam o modelo da planta:
P (z) =
B(z−1)z−1−d
A(z−1)
= G(z)z−d
A predic¸a˜o a partir do instante t+d+1 e´ calculada, considerando o modelo de predic¸a˜o
da Equac¸a˜o (2.32) com T (z−1) = 1 [9] e usando a equac¸a˜o Diophantina 1 = Ej(z−1)A˜(z−1)+
Fj(z−1)z−j :
yˆ(t+ d+ j|t) = Gj(z−1)∆u(t+ j − 1) + Fj(z−1)yˆf (t+ d|t) (2.45)
em que Gj(z−1) = Ej(z−1)B(z−1). Separando as ac¸o˜es de controle futuras das ac¸o˜es passadas
e colocando-se da forma vetorial, obte´m-se:
yˆ = G∆u + f = G∆u + Gpu1 + Fy1 (2.46)
onde:
yˆ =

yˆ(t+ d+ 1|t)
yˆ(t+ d+ 2|t)
...
yˆ(t+ d+N |t)
 , ∆u =

∆u(t)
∆u(t+ 1)
...
∆u(t+Nu− 1)
 ,
y1 =

yˆ(t+ d|t)
yˆ(t+ d− 1|t)
...
yˆ(t+ d− na|t)
 , u1 =

∆u(t− 1)
∆u(t− 2)
...
∆u(t− nb)
 , G =

g1 0 . . . 0
g2 g1 . . . 0
...
...
. . . . . .
gN gN−1 . . . gN−Nu+1
 ,
F =

f1,1 f1,2 . . . f1,na+1
f2,1 f2,2 . . . f2,na+1
...
...
. . .
...
fN,1 fN,2 . . . fN,na+1
 ,Gp =

g′1,1 g′1,2 . . . g′1,nb
g′2,1 g′2,2 . . . g′2,nb
...
...
. . .
...
g′N,1 g
′
N,2 . . . g
′
N,nb
 .
Substituindo o valor de yˆ na func¸a˜o custo e minimizando-a, calcula-se o controle o´timo de
forma igual ao item anterior. Neste caso, o controle o´timo e´ dado por [26]:
∆u = (GTG + Qλ)−1GT (w − f) (2.47)
Nota-se que f esta´ em func¸a˜o da predic¸a˜o ate´ t+ d que e´ calculada pela Equac¸a˜o (2.44).
Observa-se que as soluc¸o˜es de controle do GPC e DTC-GPC, estruturalmente, sa˜o
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iguais (Equac¸o˜es 2.43 e 2.47). A u´nica diferenc¸a esta´ no ca´lculo da resposta livre f . No caso
do GPC, a resposta livre f e´ calculada com base em um preditor o´timo e no caso do DTC-
GPC, a resposta livre f e´ calculada com base em um preditor robusto (ate´ t + d). Assim,
este algoritmo usa as ide´ias dos DTC para a compensac¸a˜o do atraso e o ajuste da robustez e
os crite´rios de resposta o´tima do MPC para calcular o controle prima´rio da estrutura. Desta
forma, combina as vantagens das te´cnicas estudadas.
O ajuste do DTC-GPC segue as mesmas ide´ias do GPC no que se refere aos paraˆmetros
λ,Nu e N , mas adiciona o paraˆmetro R(z) como elemento para melhorar a robustez para
controlar sistemas com atraso.
Ajuste do filtro R(z)
Considerando os erros de modelagem e calculando a func¸a˜o de transfereˆncia em malha
fechada entre a entrada, a perturbac¸a˜o e a sa´ıda da estrutura da figura 2.14, obte´m-se:
Y (z)
Yr(z)
=
F (z)C(z)P (z)
1 + C(z)[P (z)R(z)− Pn(z)R(z) +Gn(z)] (2.48)
Y (z)
Q(z)
= P (z)
[
1 + C(z)Gn(z)− C(z)R(z)Pn(z)
1 + C(z)Gn(z)− C(z)R(z)Pn(z) + C(z)R(z)P (z)
]
(2.49)
onde P (z) = Pn(z)[1 + δP (z)] e sua equac¸a˜o caracter´ıstica e´:
1 + C(z)Pn(z)δP (z)R(z) + C(z)Gn(z)
Assim, a condic¸a˜o geral de estabilidade robusta e´ [37]:
|δP (z)| < dP (z) = |1 + C(z)Gn(z)||C(z)Pn(z)R(z)| z = e
jw ∀w ∈ [0, pi] (2.50)
onde dP (z) e´ o ı´ndice de robustez.
Desta equac¸a˜o, nota-se que o ı´ndice de robustez pode ser melhorado diminuindo o
mo´dulo do filtro e, da equac¸a˜o (2.49), que o filtro afeta tambe´m a rejeic¸a˜o de perturbac¸o˜es.
No caso nominal, tem-se:
Y (z)
Q(z)
= Pn(z)
[
1− C(z)R(z)Pn(z)
1 + C(z)Gn(z)
]
(2.51)
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O mo´dulo a` direita do segundo termo da equac¸a˜o (2.51) e´ o inverso do ı´ndice de robustez,
dP (z). Ou seja, melhorando o desempenho na rejeic¸a˜o de perturbac¸o˜es, o ı´ndice de robustez
e´ reduzido. E para garantir a rejeic¸a˜o da perturbac¸a˜o e a estabilidade interna, R(z) deve
verificar condic¸o˜es equivalentes a`s do filtro V (s). No caso do DO-DTC:
(R(z)− zdn)|z=z0 = 0
(R(z)− zdn)|z=1 = 0
d
dz (R(z)− zdn)|z=1 = 0
...
dm−1
dzm−1 (R(z)− zdn)|z=1 = 0
(2.52)
onde m = m1 + m2, m1 e´ a ordem da perturbac¸a˜o (1 para degraus, 2 para rampas...) e m2
e´ a ac¸a˜o integradora da planta (0 para plantas esta´veis, 1 para planta com um integrador, 2
para planta com duplo integrador...) e z0 sa˜o as raizes “insta´veis” da planta.
A implementac¸a˜o de R(z) deve garantir que R(z)Gn(z) seja causal e, finalmente, a lei de
controle se executa usando as ide´ias de resposta livre e forc¸ada.
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Cap´ıtulo 3
A Ferramenta
O Matlab (The Mathworks, Inc) e´ uma ferramenta poderosa e altamente otimizada
para a realizac¸a˜o de diversos procedimentos de processamento matema´tico. Especialmente
adequado para a´reas como engenharia, f´ısica e economia, este aplicativo dispo˜e de rotinas pre´-
programadas que representam economia significativa de tempo na resoluc¸a˜o de problemas.
Pesquisadores acadeˆmicos nos grandes centros universita´rios e empresas de tecnologia esta˜o,
cada vez mais, adotando o Matlab como ambiente de programac¸a˜o [19].
Apesar dos usua´rios do Matlab realizarem suas tarefas usando um sistema operacional
com recursos gra´ficos, uma parcela significativa destes programadores na˜o utiliza uma in-
terface gra´fica em seus co´digos. O foco tradicional dos programadores de ambiente Matlab
situa-se no processamento matema´tico apenas para a resoluc¸a˜o de problemas avanc¸ados.
Desta forma, a criac¸a˜o de ferramentas de aux´ılio ao engenheiro baseadas no proces-
samento matema´tico de Matlab e com uma interface gra´fica agrada´vel, com boto˜es intu-
itivos e todos os outros recursos tradicionais de programas do ambiente do sistema opera-
cional utilizado, e´ de grande interesse. Neste trabalho, estas caracter´ısticas tambe´m foram
consideradas. Nas pro´ximas sec¸o˜es, o software sera´ apresentado assim como sera˜o analisadas,
de forma geral, sua estrutura, navegac¸a˜o e aplicac¸o˜es.
3.1 Estrutura
A ferramenta foi desenvolvida em ambiente GUIDE (Graphic User Interface Design
Environment) do Matlab, mantendo todos os seus formatos (nu´meros, vetores, matrizes,
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Figura 3.1: Interface principal
func¸o˜es, etc) e facilitando a comunicac¸a˜o com o usua´rio. O pacote Simulink foi utilizado
para a gerac¸a˜o de sinais e implementac¸o˜es de algoritmos de controle e identificac¸a˜o. Nesta
primeira versa˜o, a ferramenta esta´ direcionada aos sistemas monovaria´veis, tendo como algu-
mas caracter´ısticas:
• os dados de entrada e sa´ıda sa˜o fornecidos atrave´s da interface gra´fica de forma simples
e ra´pida;
• para diferentes tipos de simulac¸a˜o, na˜o e´ necessa´rio abrir novas janelas principais;
• janelas de “erro” e de “atenc¸a˜o” procuram orientar o bom uso por parte do usua´rio;
• a ferramenta possui uma memo´ria onde o usua´rio pode salvar resultados, auxiliando
nas comparac¸o˜es das diferentes simulac¸o˜es;
• legendas sugestivas sa˜o geradas pela pro´pria ferramenta. No entanto, o usua´rio tem a
liberdade de altera´-las;
• os algoritmos foram desenvolvidos usando como base os me´todos apresentados no livro
Control of Dead-time Processes [25];
• o usua´rio na˜o precisa fazer readaptac¸o˜es para a implementac¸a˜o, tais como algoritmos e
ordem de vetores e matrizes, muito comuns em simulac¸o˜es no Matlab. Tudo e´ calculado
internamente pela ferramenta;
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• na˜o e´ utilizado o Workspace para o armazenamento de varia´veis.
O sistema ainda possui uma interface inicial onde o usua´rio se comunica com os dois
grupos de ferramentas: o de identificac¸a˜o e o de simulac¸a˜o, ana´lise e projeto de controladores
(ver figura 3.1). Em Resultados, o usua´rio podera´ fazer ana´lise e comparac¸o˜es dos seus
projetos. Isto sera´ visto mais adiante.
3.1.1 Aspectos de implementac¸a˜o
O fato da ferramenta permitir a interac¸a˜o do usua´rio com diversas estruturas de identi-
ficac¸a˜o, controle e comparac¸a˜o de forma fa´cil e ra´pida, tornou-se necessa´rio o desenvolvimento
de algoritmos que garantissem tanto a comunicac¸a˜o com todas as partes da ferramenta, assim
como as implementac¸o˜es corretas referentes a` teoria de sistemas de controle.
As leis ba´sicas de controle como a do PID e a do PS foram implementadas sem a
necessidade de uma programac¸a˜o mais sofisticada. Alguns comandos ja´ pro´prios do Matlab e
blocos de gerac¸a˜o de sinais do Simulink foram suficientes para atender as diversas situac¸o˜es de
ana´lise. Pore´m, para os controladores mais avanc¸ados, diversos algoritmos foram necessa´rios.
O resultado obtido e a dimensa˜o da ferramenta justificam a quantidade de algoritmos criada.
E´ importante frisar que as resoluc¸o˜es das equac¸o˜es e os requisitos de implementac¸o˜es
apresentados no cap´ıtulo 2 sa˜o alguns dos objetivos alcanc¸ados, ja´ que neste documento na˜o
foram apresentadas todas as teorias de controle e identificac¸a˜o correspondentes ao trabalho.
A implementac¸a˜o analo´gica dos DTCs cont´ınuos e´ dif´ıcil devido ao fato destes contro-
ladores inclu´ırem atrasos em sua estrutura. Isto tem motivado o uso de controladores digitais
no controle de sistemas com atraso. Desta forma, os controladores DO-DTC e o Preditor
de Smith Filtrado, desenvolvidos neste trabalho, em caso de sistema insta´vel, so´ podem ser
usados em tempo discreto.
Na ferramenta de identificac¸a˜o, no sentido de aproximar situac¸o˜es reais, os dados do
processo sa˜o simulados em tempo discreto, embora o usua´rio obtenha os modelos discreto e
cont´ınuo fornecidos pela ferramenta. Isto sera´ mostrado na pro´xima sec¸a˜o.
Implementac¸a˜o do DO-DTC
No cap´ıtulo 2 foram apresentadas todas as condic¸o˜es de implementac¸a˜o do DO-DTC.
Mostrou-se que tanto para modelos insta´veis como para modelos de fase na˜o-mı´nima (zeros
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no semi-plano direito no domı´nio s), e´ necessa´rio calcular um filtro V (s) que garanta a esta-
bilidade interna e a realizac¸a˜o do sistema; e um filtro F (s) que determine o filtro equivalente
Feq(z) com um ganho unita´rio, no caso de uma implementac¸a˜o discreta.
Nesta versa˜o da ferramenta, o usua´rio fica restrito a`s ana´lises de modelos de 1a ou 2a
ordem, esta´veis ou insta´veis e/ou de fase na˜o-mı´nima. Este u´ltimo para os modelos de 2a
ordem, ja´ que na˜o faz muito sentido, na pra´tica, um modelo de 1a ordem com zero. Assim,
o usua´rio ocupa-se apenas no ajuste de um paraˆmetro do filtro V (s) em func¸a˜o da robustez
e rejeic¸a˜o de perturbac¸a˜o, optando por uma implementac¸a˜o cont´ınua ou discreta
Implementac¸a˜o discreta do PS filtrado para plantas integradoras e insta´veis
Neste trabalho, a implementac¸a˜o do PS filtrado foi feita no tempo discreto, pois a
forma exata no domı´nio cont´ınuo e´ muito complexa para processos insta´veis, dado que o
controlador e´ internamente insta´vel [26]. Entretanto, o usua´rio pode ajustar os paraˆmetros
tanto no tempo cont´ınuo quanto diretamente no tempo discreto.
Os paraˆmetros do filtro de robustez sa˜o calculados em func¸a˜o do paraˆmetro α, ajustado
pelo usua´rio. Caso na˜o seja utilizado o ajuste discreto, o controlador e´ discretizado pelo
me´todo de Tustin.
3.1.2 Ferramenta de Identificac¸a˜o
A ferramenta de identificac¸a˜o de processos e´ constitu´ıda por treˆs me´todos: Me´todo
gra´fico, Me´todo dos Mı´nimos Quadrados e Me´todo dos Mı´nimos Quadrados Recursivo. Para
o uso de qualquer um dos me´todos, e´ necessa´rio apenas conhecimento ba´sico, no que diz
respeito a`s te´cnicas de identificac¸a˜o. O usua´rio tem tambe´m a opc¸a˜o de importar dados de
um processo real. Como a ferramenta na˜o opera em tempo real, o Me´todo dos Mı´nimos
Quadrados Recursivo so´ pode ser utilizado com processos simulados.
A ferramenta permite:
• capturar dados de sistemas reais ou de simulac¸o˜es de outros ambientes;
• filtrar os sinais antes da identificac¸a˜o;
• simular ru´ıdos no caso de plantas simuladas;
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• realizar os experimentos de identificac¸a˜o e validac¸a˜o;
• comparar resultados;
• exportar os modelos obtidos para as etapas de projeto de controladores.
Me´todo Gra´fico
O me´todo gra´fico utiliza a resposta ao degrau do sistema na vizinhanc¸a do ponto de
operac¸a˜o. Este me´todo e´ bastante usado na indu´stria para o ajuste de controladores PID. Os
dados podem ser importados de um ensaio real ou de uma simulac¸a˜o de outro ambiente. Se
a opc¸a˜o e´ gerar dados na ferramenta, o usua´rio cria um processo simulado, aplica um degrau
unita´rio na entrada e visualiza o gra´fico da resposta no tempo do processo. A ferramenta
indica quais os pontos que o usa´rio deve buscar no gra´fico para obter o modelo desejado
do processo (nesta versa˜o, o modelo e´ restrito a 1a ou 2a ordem com atraso). A func¸a˜o de
transfereˆncia do modelo identificado e seu erro quadra´tico sa˜o mostrados na tela, assim como
a plotagem da resposta ao degrau do modelo, que pode ser comparada com a do processo.
Na figura 3.2, e´ mostrada a janela correspondente a este me´todo e em seguida parte dos seus
co´digos desenvolvidos em Matlab.
Figura 3.2: Me´todo gra´fico
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Co´digo do MATLABr
% Pontos do processo
npt=size(yout);fim=npt(1);
ini=fix(fim*0.8);yest=yout(ini:fim);
npty=length(yest);soma=0;
for i=1:npty
if i==1
soma=yest(i);
else
soma=soma+yest(i);
end
end
limite=soma/npty;
y1 = 0.283*limite;
y2 = 0.632*limite;
y11 = 0.15*limite;
y22 = 0.45*limite;
y33 = 0.75*limite;
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Co´digo do MATLABr
% Calculo do Modelo de 1a ordem
Kp = str2num(get(handles.yfinal,’string’));
t1 = str2num(get(handles.t1,’string’));
t2 = str2num(get(handles.t2,’string’));
T = 1.5*(t2-t1);Ln = 1.5*(t1-1/3*t2);Pn = tf(Kp,[T 1],’inputdelay’,Ln);
% Modelo de 2a ordem
Kp2 = str2num(get(handles.yfinal2,’string’));
t11 = str2num(get(handles.t11,’string’));
t22 = str2num(get(handles.t22,’string’));
t33 = str2num(get(handles.t33,’string’));
x=(t22-t11)/(t33-t11);qsi=(0.0805-(5.547*(0.475-x)^ 2))/(x-0.356);
if qsi < 1
f2=(0.708)*(2.811)^ qsi;
else
f2=(2.6*qsi)-0.6;
end
wn=f2/(t33-t11);f3=(0.922)*(1.66^ qsi);Ln2=t22-(f3/wn);
if qsi < 1
tau1=sym(’tau1’);tau2=sym(’tau2’);
eq1=tau1*tau2-1/wn^ 2;eq2=tau1+tau2-2*qsi/wn;
[tau1,tau2]=solve(eq1,eq2);
tau1=eval(tau1(1));tau2=eval(tau2(1));
else
tau1=(qsi+sqrt(qsi^ 2-1))/wn;tau2=(qsi-sqrt(qsi^ 2-1))/wn;
end
opttest=simset(’SrcWorkspace’,’current’,’DstWorkspace’,’current’);
sim(’indicegraf’,[0 tsim],opttest);
npts=tsimip/Ts;
Ip=(1/npts)*Ipgraf(end);
Ip=num2str(Ip);
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Me´todo dos Mı´nimos Quadrados
Os dados podem ser importados de um ensaio real ou simulados em outro ambiente.
Para gerar dados na ferramenta, um sinal do tipo PRBS (Pseudo-random Binary Signal) e´
aplicado na entrada do processo simulado para a obtenc¸a˜o de dados. Para a identificac¸a˜o,
o usua´rio deve introduzir uma estimac¸a˜o do atraso do processo. Normalmente, este atraso
estimado pode ser obtido de um teste de identificac¸a˜o gra´fica num passo pre´vio. A partir
destes dados, a ferramenta cria o modelo identificado, tanto na sua representac¸a˜o cont´ınua
como discreta. Nesta versa˜o, o modelo e´ limitado a` 2a ordem com atraso dado que, na
pra´tica, estes modelos representam bem um conjunto muito grande de processos industriais
monovaria´veis. Apo´s obtido o modelo, o usua´rio pode fazer a validac¸a˜o do mesmo. O me´todo
dos mı´nimos quadrados recursivo funciona de maneira similar, fornecendo um modelo de 1a
ordem com atraso.
3.1.3 Ferramenta de Controle
A ferramenta de controle possibilita trabalhar com treˆs grupos de controladores:
1. PID: acadeˆmico, se´rie e paralelo.
2. Compensadores de atraso (DTCs): Preditor de Smith, Observador de Perturbac¸o˜es e
Preditor de Smith Filtrado.
3. Controladores Preditivos (MPCs): o GPC e o DTC-GPC.
As principais carater´ısticas sa˜o:
• todos os algoritmos de controle apresentam a mesma janela de interface;
• diferentes gra´ficos sa˜o plotados simultaneamente. Para cada controlador, o usua´rio
dispo˜e de gra´ficos de resposta no tempo e de gra´ficos no domı´nio da frequeˆncia para
ana´lise de robustez. Isto permite otimizar os ajustes para cumprir compromissos de
robustez e desempenho;
• em muitas situac¸o˜es da pra´tica industrial, os controladores sa˜o apresentados para o
operador em tempo cont´ınuo, mas implementados em tempo discreto. A ferramenta
conte´m esta opc¸a˜o, permitindo este tipo de ana´lise e projeto;
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• Para o ajuste de controladores, existem duas possibilidades: (i) o usua´rio avanc¸ado tem
total liberdade para escolha de paraˆmetros e ordem dos controladores e modelos; (ii) o
usua´rio iniciante pode usar os modelos e regras de ajustes sugeridas pelo programa;
• os dados podem ser salvos para uso em estudos comparativos (ver figura 3.3). Cada
controlador dispo˜e de uma memo´ria onde o usua´rio pode salvar resultados e decidir
aquele que lhe conve´m para uma posterior comparac¸a˜o entre os demais controladores;
• todos os algoritmos possuem estrutura de dois graus de liberdade;
• e´ poss´ıvel configurar os sinais de ru´ıdo a serem aplicados no processo sob controle.
Figura 3.3: Comparac¸a˜o de resultados
A ferramenta ainda permite ao usua´rio escolher ate´ treˆs mudanc¸as de refereˆncia no
tempo de simulac¸a˜o e o tipo da perturbac¸a˜o (degrau, rampa, seno´ide ou ru´ıdo), tanto na
entrada como na sa´ıda da planta, podendo esta passar por uma func¸a˜o de transfereˆncia. As
interfaces destas configurac¸o˜es sa˜o mostradas na figura 3.4.
A perturbac¸a˜o padra˜o e´ aplicada na sa´ıda do processo, mas existe uma opc¸a˜o que, ao
clicar, os dados do processo real sa˜o capturados automaticamente, fazendo com que a func¸a˜o
de transfereˆncia da perturbac¸a˜o seja igual a` do processo. O bota˜o correspondente a` essa
opc¸a˜o e´ mostrada na figura 3.5. De acordo com a teoria de sistemas lineares, isso e´ o mesmo
que aplicar a perturbac¸a˜o diretamente na entrada do processo. Caso o usua´rio na˜o utilize
nenhuma destas opc¸o˜es, a simulac¸a˜o e´ feita para um sinal de degrau unita´rio na entrada
de refereˆncia e sem perturbac¸a˜o. Na pro´xima sec¸a˜o sera´ mostrado um exemplo de uso da
ferramenta.
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(a) Refereˆncia (b) Perturbac¸a˜o
Figura 3.4: Interfaces de refereˆncia e perturbac¸a˜o
Figura 3.5: Func¸a˜o de transfereˆncia da perturbac¸a˜o
3.2 Aplicac¸a˜o
Nesta sec¸a˜o, sera´ ilustrado o uso da ferramenta para um processo simulado, abordando
dois me´todos de identificac¸a˜o e duas estruturas de controle para serem comparadas. Parte
da programac¸a˜o e do desenvolvimento da ferramenta tambe´m sera˜o mostrados.
3.2.1 Identificac¸a˜o do processo
Considere o processo simulado por:
P (s) =
1.5e−15s
(2s+ 1)5
que representa a dinaˆmica de um sistema de va´rios processos de baixa ordem em cascata com
um atraso de transporte. Supo˜e-se que o sinal de sa´ıda e´ afetado por um ru´ıdo branco de
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Figura 3.6: MMQ Recursivo
amplitude A = 10−3. Assim, projeta-se um filtro para o ru´ıdo Fpb = 11.5s+1 e escolhe-se um
per´ıodo de amostragem de Ts = 0.2 segundos. Utilizando o me´todo gra´fico para identificar
um modelo a ser usado no controle, medem-se dois pontos da resposta ao degrau,
t28.3% = 22.1s t63.2% = 25.8s
obtendo-se:
Pn =
1.5e−20.3s
5.6s+ 1
e validando o modelo, um erro quadra´tico: Ip = 1.18× 10−4.
Estes dados podem ser usados agora no me´todo MQR, informando o atraso aproximado
de 20 segundos ja´ calculado. Na figura 3.6 e´ mostrado o resultado da simulac¸a˜o do modelo
identificado e do processo. A validac¸a˜o do modelo obtido,
Pn =
1.49e−20.4s
3.27s+ 1
e´ mostrada na figura 3.7. O erro quadra´tico desta validac¸a˜o e´ Ip = 1.16× 10−4. Este modelo
sera´ usado nas simulac¸o˜es dos controladores.
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Figura 3.7: Validac¸a˜o
Co´digo do MATLABr
% Modelo de primeira ordem
d=get(handles.dest,’string’);%Estimac¸~ao do atraso
ga=str2num(get(handles.lambda,’string’));
u=u’;am=zeros(1,npts);
bm1=zeros(1,npts);er1=0;
er=0;th=[am(1);bm1(1)];
I=eye(2);P=I;
d=str2num(d);
for k=d+2:npts
y(k)=yout(k);fi=[y(k-1);u(k-1-d)];
l=(P/ga)*fi/(1+fi’*P*fi/ga);
th=th+l*(y(k)-fi’*th);P=(I-l*fi’)*P;
P=P/ga;
am(k)=th(1);bm1(k)=th(2);bm=bm1;
end;
ym=zeros(1,npts);n=npts;
for k=d+2:npts
ym(k)=am(n)*ym(k-1)+bm1(n)*u(k-1-d);
end;
b0 = bm1(end);a1 = am(end);
3.2.2 Controlador PID
O mo´dulo do controlador PID permite treˆs tipos de estrutura: acadeˆmica, se´rie, paralela.
Ale´m dos ajustes tradicionais das ac¸o˜es proporcional, integral e derivativa, o PID inclui um
filtro de refereˆncia e um filtro na sua parte derivativa, tornando-a realiza´vel.
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Diversos me´todos de ajuste para o PID, considerando o atraso do processo, sa˜o encon-
trados na literatura. Entretanto, ha´ alguns casos em que estes me´todos na˜o sa˜o va´lidos pelo
fato de haver um atraso dominante do sistema.
Na ferramenta, existem quatro opc¸o˜es de ajuste para o PID: Ziegler-Nichols [13], Cohen-
Coon [12], S-IMC (simple-Internal Model Control) [34] e o me´todo do PS equivalente, visto no
cap´ıtulo 2. O usua´rio tem tambe´m a opc¸a˜o de analisar o controlador no tempo discreto, o qual
e´ implementado internamente pela ferramenta utilizando o me´todo de Tustin; ou colocando
diretamente os paraˆmetros discretos do controlador.
Caso seja escolhido um ajuste na˜o apropriado ou na˜o recomendado para o modelo, o
usua´rio e´ alertado por uma janela de “erro” ou “atenc¸a˜o”. Neste caso, utilizou-se o me´todo
S-IMC, obtendo-se:
PID (Se´rie):
Kc = 0.05, TI = 3.27, TD = 0 α = 0.05
Figura 3.8: Simulac¸a˜o PID
Para a simulac¸a˜o, considera-se um degrau na refereˆncia em t = 0 e uma perturbac¸a˜o
do tipo degrau unita´rio na entrada do processo em t=150s. Treˆs gra´ficos sa˜o plotados: da
sa´ıda, do controle e o de robustez como sa˜o mostrados na figura 3.8. No de robustez, o
usua´rio visualiza o erro de modelagem e o ı´ndice de robustez, permitindo um melhor ajuste
do controlador.
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Co´digo do MATLABr
% Analise de robustez
% Caso Contı´nuo
ww=logspace(-2,2,500);
for ii=1:500
w=ww(ii);s=j*w;
Gn=polyval(numpn,s)/polyval(denpn,s);
Pn=Gn*exp(-Ln*s);
C=polyval(numc,s)/polyval(denc,s);
% robustness index
dP(ii)=abs((1+C*Pn)/(C*Pn));
% modeling error
Gr=polyval(nump,s)/polyval(denp,s);
Pr=Gr*exp(-L*s);
deltaP(ii)=abs(Pr/Pn-1);
end
loglog(ww,dP,ww,deltaP,’LineWidth’,1)
axis([10^ (-2) 10^ (2) minP maxP]);
Co´digo do MATLABr
% Analise de robustez
% Caso Discreto
ww=logspace(-2,log10(pi/Ts),500);
for ii=1:500
w=ww(ii);z=exp(j*w*Ts);
Gn=polyval(numpnd,z)/polyval(denpnd,z);
Pn=Gn*z^ (-dn);
C=polyval(numc,z)/polyval(denc,z);
% robustness index
dP(ii)=abs((1+C*Pn)/(C*Gn));
% modeling error
Gr=polyval(nump,j*w)/polyval(denp,j*w);
Pr=Gr*exp(-j*w*L);Pr=Pr*(1-1/z)/(j*w*Ts);
deltaP(ii)=abs(Pr/Pn-1);
end
loglog(ww,dP,ww,deltaP,’LineWidth’,1)
axis([10^ (-2) pi/Ts minP maxP]);
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3.2.3 Controlador DTC-GPC
O controlador e´ projetado a fim de minimizar uma func¸a˜o custo sobre o horizonte de
predic¸a˜o. O usua´rio tem como ajuste os seguintes paraˆmetros do controlador: horizonte de
predic¸a˜o, horizonte de controle, ponderac¸a˜o do controle (λ) e o paraˆmetro β do filtro de
robustez.
Como explicado no cap´ıtulo 2, a ide´ia do DTC-GPC e´ usar a estrutura de um DTC
para o ca´lculo das predic¸o˜es e a do GPC para o ca´lculo do controle o´timo. A estrutura do
DTC possui um filtro R(z) no erro de predic¸a˜o. O ajuste deste filtro atrave´s do paraˆmetro
β permite melhorar o ı´ndice de robustez do sistema [26].
Todas as condic¸o˜es de implementac¸a˜o do filtro R(z) apresentadas na sec¸a˜o 2.5.2 sa˜o
calculadas internamente pela ferramenta, como sua ordem e paraˆmetros associados ao β,
garantindo a estabilidade interna do sistema. Desta forma, o usua´rio apenas ocupa-se do
ajuste atrave´s da visualizac¸a˜o gra´fica do erro de modelagem e do ı´ndice de robustez.
Para o processo analisado, utilizam-se os seguintes dados de entrada, para um periodo de
amostragem Ts = 0.5:
Horizonte de predic¸a˜o: N = 10
Horizonte de controle: Nu = 10
λ = 2
β = 0.75
O filtro e´, neste caso:
R(z) =
(1− β)2
(z − β)2
E usam-se os mesmos sinais de entrada que no caso do PID.
Apo´s a ana´lise dos resultados apresentados na figura 3.9, o usua´rio pode, se desejar,
comparar as simulac¸o˜es numa nova janela onde sa˜o calculados os respectivos IAE e ISE
(ver figura 3.10). Como era esperado, o DTC-GPC apresenta melhor resultado, ja´ que o
controlador compensa o atraso da planta.
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Figura 3.9: Simulac¸a˜o do DTC-GPC
Figura 3.10: Resultados
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Co´digo do MATLABr
% Filtro de Robustez
beta = get(handles.beta,’string’);
switch beta
case ’Sem Fr’
Nf=1;Df=1;
otherwise
beta=str2num(beta);polos(1,:)=roots(A);
m11=length(A)-1;
for i=1:m11
if abs(polos(i))>=1 %verifica se tem po´los insta´veis
run(’filtro-fr’) %roda programa p/ calcular o filtro
break;
elseif m3==1 %p/ perturbac¸~ao do tipo seno´ide
run(’filtro-fr2’) %roda programa p/ calcular o filtro
else
Nf=(1-beta)^ 2;Df=[1 -2*beta beta^ 2];
end
end
% implementac¸~ao do bloco S
Dfz=[Df zeros(1,dn)];
dd=size(Dfz)-size(Nf);dd=dd(2);
numS1=Dfz-[zeros(1,dd) Nf];
aux1=numS1;aux2=A;
run(’mdc’) %roda programa que calcula MDC
[pol1,r1]=deconv(numS1,mcd);
[pol2,r2]=deconv(A,mcd);
numS=conv(B,pol1);denS=conv(Dfz,pol2);
end
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Cap´ıtulo 4
A Ferramenta aplicada em projetos
de controle em uma usina de
produc¸a˜o de ac¸u´car
A exemplo de outros setores industriais, a automac¸a˜o dos processos e´ evidente em uma
usina de produc¸a˜o de ac¸u´car. Atrave´s de sistemas digitais de controle, e´ poss´ıvel distribuir-se
geograficamente as facilidades oferecidas pelo computador a um custo aceita´vel, pois per-
mitem que o controle global e integrado de uma unidade industrial seja feito em etapas.
A incorporac¸a˜o de um sistema de armazenamento permite avaliar as variac¸o˜es dos dados
da usina ao longo do tempo, possibilitando um ajuste de controle que garanta um regime
razoavelmente uniforme no setor. Neste cap´ıtulo, sera´ mostrado um trabalho realizado em
parceria com a usina Ingenio La Unio´n, S.A, situada na cidade de Escuintla, na Guatemala.
Com os dados fornecidos pela usina, a ferramenta sera´ utilizada para modelar, projetar e
simular os lac¸os de controle de seus processos.
4.1 Introduc¸a˜o
A cristalizac¸a˜o por resfriamento constitui um importante processo na produc¸a˜o de
ac¸u´car onde e´ produzida a u´ltima extrac¸a˜o de sacarose do licor ma˜e e ma´ximo esgotamento
do mesmo. Como e´ conhecido nas fa´bricas de ac¸u´car, a cristalizac¸a˜o da sacarose ocorre,
fundamentalmente, em reatores a` va´cuo. No entanto, quando se trata de cozimento de massas
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Figura 4.1: Processo de cristalizac¸a˜o
de baixas purezas, nestes equipamentos, o esgotamento do licor ma˜e na˜o pode ser levado ate´ o
ponto desejado. Isto e´ devido ao fato de que, em cozimentos de baixas purezas, a velocidade de
cristalizac¸a˜o sofre uma brusca diminuic¸a˜o, em consequeˆncia das altas viscosidades produzidas
quando o licor ma˜e se aproxima do esgotamento. Por esta raza˜o, torna-se necessa´rio continuar
o processo de cristalizac¸a˜o atrave´s de outros me´todos e equipamentos, com o objetivo de
reduzir ao mı´nimo a quantidade de sacarose dissolvida no licor ma˜e.
Nos cristalizadores por esgotamento, prossegue a cristalizac¸a˜o iniciada no reator (ver
figura 4.1). A diferenc¸a e´ que neles a cristalizac¸a˜o se realiza pela diminuic¸a˜o da solubilidade
da sacarose, em func¸a˜o do esfriamento gradual no qual e´ submetida a massa cozida. A
solubilidade da sacarose no licor ma˜e se reduzira´ a` medida que a temperatura diminui. Uma
parte da sacarose dissolvida ficara´ em soluc¸a˜o supersaturada e a mistura, em condic¸o˜es
apropriadas, depositarar-se-a´ sobre os cristais ja´ existentes. Este tratamento assegura um
maior esgotamento do licor ma˜e, melhorando o ı´ndice de recuperac¸a˜o da fa´brica.
O cristalizador e´ um trocador de calor que utiliza a´gua fria para baixar a temperatura
da massa nele contida. Basicamente, dois fatores importantes influenciam na sua dinaˆmica
de troca de calor: a vaza˜o de a´gua fria na entrada e o n´ıvel de massa no qual se encontra.
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Figura 4.2: Cristalizador e componentes
4.2 Projeto do controle de n´ıvel
Em cada cristalizador e´ necessa´rio implementar um controle de n´ıvel que garanta tanto
o balanc¸o de massa como a eficieˆncia te´rmica do processo de esfriamento. O objetivo do
controle e´ manter o n´ıvel L do cristalizador de acordo com uma refereˆncia desejada atrave´s
da varia´vel manipulada, o fluxo de sa´ıda da massa Fs(s). As variac¸o˜es do fluxo de entrada da
massa Fe(s) constituem a perturbac¸a˜o principal cujo esquema do controle de n´ıvel e´ mostrado
na figura 4.2. A malha de controle e´ constitu´ıda pelos seguintes componentes: sensor de n´ıvel
(LT ), controlador (LC), variador, motor e bomba.
O processo de cristalizac¸a˜o por resfriamento em um conjunto de cristalizadores e´ um
processo cont´ınuo e como tal, seu rendimento o´timo se consegue com uma alimentac¸a˜o
constante. Partindo desta premissa, a melhor soluc¸a˜o seria implementar um controle de
fluxo de sa´ıda do receptor, ou seja, medir o fluxo de massa entrando no cristalizador e atuar
sobre a velocidade da bomba para garantir o fluxo desejado. No entanto, este tipo de controle
e´ dif´ıcil, pois exige que as massas de terceira (massas no terceiro esta´gio de processamento)
se produzam com uma periodicidade absolutamente constante ou que o receptor tenha uma
grande capacidade de volume, o que na˜o ocorre na maioria das vezes. O processo de produc¸a˜o
nos tanques e´ por etapa, o que gera uma descontinuidade do processo, tornando tambe´m a
periodicidade com que sucedem as massas de terceira varia´vel. Por estas razo˜es, uma alter-
nativa do sistema de controle de alimentac¸a˜o consiste em implementar um lac¸o de controle de
n´ıvel da massa cozida no receptor de massas de terceira, projetado para produzir o ma´ximo de
amortecimento poss´ıvel das oscilac¸o˜es do fluxo de alimentac¸a˜o e ao mesmo tempo garantindo
que o receptor na˜o transborde ou fique completamente vazio. Como os reatores a` va´cuo sa˜o
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do tipo batelada, a descarga no receptor e´ c´ıclica e, portanto, pode ser aproximada por uma
onda quadrada. Desta forma, e´ necessa´rio levar em conta que este sistema na˜o garante um
fluxo constante. Apenas garante um fluxo cont´ınuo que sera´ oscilato´rio ou perio´dico, ou seja,
o fluxo de massa de entrada do primeiro cristalizador sera´ c´ıclico ou perio´dico. Assim, quanto
maior a capacitaˆncia e o volume do receptor de massa, mais suaves sera˜o as variac¸o˜es c´ıclicas
do seu fluxo de entrada. Isto significa que tanto o controle de temperatura como o controle de
n´ıvel de cada cristalizador estara˜o submetidos a uma perturbac¸a˜o c´ıclica que, supostamente,
tem suas desvantagens.
4.2.1 Modelagem do n´ıvel do cristalizador
Considerando a equac¸a˜o de balanc¸o de massa de cada cristalizador, tem-se:
ρeFe(t)− ρsFs(t) = dm
dt
(4.1)
m(t) = AρpL(t) (4.2)
onde Fe e´ o fluxo de entrada da massa, Fs e´ o fluxo de sa´ıda da massa, m e´ a massa dentro do
cristalizador, A e´ a a´rea transversal do cristalizador e L e´ o n´ıvel. As densidades de entrada,
de dentro e de sa´ıda do cristalizador sa˜o, respectivamente, ρe, ρp e ρs.
Supondo ρe = ρp = ρs e substituindo (4.2) em (4.1), obte´m-se:
Fe(t)− Fs(t) = AdL
dt
(4.3)
Considerando as condic¸o˜es iniciais nulas e aplicando a transformada de Laplace, tem-se
a seguinte func¸a˜o de transfereˆncia do n´ıvel:
L(s) =
Fe(s)
As
− Fs(s)
As
(4.4)
O diagrama de blocos que descreve a dinaˆmica do n´ıvel sujeito a`s poss´ıveis variac¸o˜es
de fluxos de entrada e sa´ıda e´ mostrado na figura 4.3.
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Figura 4.3: Modelo dinaˆmico do n´ıvel de cada cristalizador
4.2.2 Modelagem do conjunto bomba-variador de frequeˆncia
A dinaˆmica do fluxo bombeado em func¸a˜o do sinal de controle, aplicado sobre o vari-
ador, pode ser representada com exatida˜o por uma equac¸a˜o diferencial de primeira ordem:
τa
dFs
dt
+ Fs(t) = kaU(t) (4.5)
onde U(t) e´ o sinal de controle.
Considerando as condic¸o˜es iniciais nulas e aplicando a transformada de Laplace, tem-se:
Fs(s) =
ka
τas+ 1
U(s) (4.6)
A constante de tempo τa e o ganho ka devem ser determinados experimentalmente.
Usando o fluxo ma´ximo (faixa de operac¸a˜o do variador a 100%), obteve-se um ganho de
0.615 m3/min% e de 0.518 m3/min% nos atuadores de sa´ıda e entrada, respectivamente; e
com a mesma constante de tempo, τa = 0.5 min.
4.2.3 Modelagem do sensor de n´ıvel
A dinaˆmica da sa´ıda do sensor em func¸a˜o das variac¸o˜es do n´ıvel pode ser representada
por uma equac¸a˜o de primeira ordem:
τm
dy
dt
+ y(t) = kmL(t) (4.7)
Considerando as condic¸o˜es iniciais nulas e aplicando a transformada de Laplace, tem-se:
Y (s) =
km
τms+ 1
L(s) (4.8)
Da mesma forma como no caso anterior, a constante de tempo τm e o ganho km devem
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Figura 4.4: Ensaio de identificac¸a˜o da dinaˆmica do n´ıvel
ser determinados experimentalmente. Para os sensores de n´ıvel, obteve-se um ganho unita´rio
e uma constante de tempo de 0.2 minutos.
Sendo assim, o modelo teo´rico final e´:
L(s)[%] =
k
s(τas+ 1)(τms+ 1)
[Ve − ksVs],
com
 ks = 0.5180.615k = 1/A
onde Ve e´ o variador de entrada e Vs e´ o variador de sa´ıda.
As dinaˆmicas do atuador e do medidor podem ser desprezadas, dado que sa˜o muito
mais ra´pidas que a dinaˆmica do n´ıvel. Logo, o modelo usado sera´:
L(s)[%] =
K
s
[Ve − ksVs]
Como o resultado teo´rico esta´ sujeito a` erros de medic¸a˜o, foi realizado um ensaio ex-
perimental de identificac¸a˜o para o ajuste da constante K, cuja dinaˆmica e´ mostrada na figura
4.4.
Com os dois variadores em 100% durante va´rios minutos, mediu-se a variac¸a˜o do n´ıvel.
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Desta forma, o ganho do sistema foi calculado como:
K = −1.06 10−3 [1/min],
obtendo-se o seguinte modelo:
Pn1(s)[%] =
L(s)[%]
Fs(s)[%]
=
−1.06 10−3
s
4.2.4 Simulac¸a˜o
A estrutura do lac¸o de controle e´ mostrada na figura 4.5. Observa-se que a ac¸a˜o do
controle e´ inversa devido ao fato do ganho do processo ser negativo.
Como visto no cap´ıtulo 3, a estrutura de controle implementada na ferramenta e´
diferente da estrutura da usina. Pore´m, e´ poss´ıvel, atrave´s de algumas manipulac¸o˜es, tornar
a estrutura da usina equivalente a` da ferramenta como ilustrada na figura 4.6, onde Gn(s) e´
a func¸a˜o de transfereˆncia do sensor e o controlador tem ganho negativo.
Assim, as configurac¸o˜es do processo e perturbac¸a˜o utilizadas na ferramenta sa˜o, respec-
tivamente:
Figura 4.5: Diagrama de blocos do controle de n´ıvel de cada cristalizador
P (s) =
−1
As
ka
(τas+ 1)
km
(τms+ 1)
(4.9a)
Q(s) =
1
As
k′a
(τas+ 1)
km
(τms+ 1)
(4.9b)
Substituindo os valores das dinaˆmicas dos medidores e atuadores, obtidos experimen-
talmente, e as dimenso˜es dos cristalizadores (A = 66m2,Lmax = 9.85m) nas equac¸o˜es (4.9a)
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Figura 4.6: Diagrama de blocos equivalente do controle de n´ıvel
e (4.9b), a relac¸a˜o de entrada e sa´ıda, em %, e´ dada por:
P (s)[%] =
−9.46× 10−4
s(0.5s+ 1)(0.2s+ 1)
(4.10)
e a func¸a˜o de transfereˆncia da perturbac¸a˜o e´
Q(s)[%] =
7.97× 10−4
s(0.5s+ 1)(0.2s+ 1)
(4.11)
Ajuste do controlador
Considerando um modelo integrativo, Pn2(s)[%] = −9.46 10
−4
s , que pode ser obtido a
partir de (4.10), o controlador de n´ıvel e´ ajustado, impondo uma dinaˆmica de malha fechada
com um tempo de resposta de 20 minutos e sem oscilac¸o˜es. Para isto, e´ utilizado um contro-
lador PI com um filtro de refereˆncia.
O controlador PI Foxboro, utilizado pela usina, tem a seguinte lei de controle:
u =
100
P
[(
1
Is
+Ac)r − ( 1
Is
+ 1)cf ]fr + b (4.12)
onde P e´ a banda proporcional, I e´ o tempo integrativo em minutos, r e´ a refereˆncia, Ac e´ a
ponderac¸a˜o da refereˆncia, cf e´ a medic¸a˜o filtrada, fr e´ um filtro passa-baixa e b e´ o bias.
Considerando b = 0 e fr = 1, esta estrutura equivale a um controlador PI tradicional
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Gc(s) com um filtro de refereˆncia, Gf (s), dados por:
Gc(s) = 100P
Is+1
Is
Gf (s) = AcIs+1Is+1
Com este controle e o modelo identificado anteriormente, a func¸a˜o de transfereˆncia em
malha fechada e´ dada por:
MF =
AcIs+ 1
PI
100K s
2 + Is+ 1
, onde K = 9.46 10−4
e sua equac¸a˜o caracter´ıstica para To = 20:
∆(s) = T 2o s
2 + 2Tos+ 1
∆(s) = 400s2 + 40s+ 1
Calculando-se os paraˆmetros em MF, obte´m-se:
I = 40 P = 0.95
Por fim, o valor de Ac e´ calculado para evitar o efeito de um dos po´los (p1 = p2 = −0.05)
de malha fechada:
AcIs+ 1 = 0
Ac.40.(−0.05) + 1 = 0
Ac = 0.5
Para representar a perturbac¸a˜o c´ıclica na ferramenta, utilizou-se uma perturbac¸a˜o
senoidal com 35% de amplitude e per´ıodo de 40 minutos.
A simulac¸a˜o do comportamento do sistema para esse ajuste de controle e´ mostrada na
figura 4.7. E´ importante salientar que, ale´m dos valores de sa´ıda do processo e do sinal de
controle serem dados em valores percentuais, os mesmos tambe´m sa˜o incrementais, ja´ que e´
considerado que o sistema esteja atuando pro´ximo ao ponto de operac¸a˜o. Na tentativa de
aproximar ainda mais da situac¸a˜o pra´tica, foi assumido que o modelo Pn1 correspondia ao
processo real operado, de fato, na usina. Observa-se que e´ obtida uma resposta bastante
satisfato´ria com poucos desvios em relac¸a˜o ao setpoint desejado.
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Figura 4.7: Simulac¸a˜o do controle de n´ıvel
4.2.5 Experimentos realizados
Para ilustrar os benef´ıcios do novo ajuste do controle de n´ıvel, sera˜o mostrados, em
seguida, alguns experimentos realizados na usina.
Figura 4.8: Controle de n´ıvel anterior
Experimento 1: Controle de n´ıvel antes do ajuste do controlador. Com o PI que estava
sendo utilizado na usina, o sistema oscilava bastante em torno do setpoint de 88% de acordo
com os resultados da figura 4.8. Conforme constatado, existe uma protec¸a˜o do sistema que
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Figura 4.9: Controle de n´ıvel atual
impede que a vaza˜o seja inferior a 25%. Isto evita um interrompimento das bombas devido
a` viscosidade da massa.
Experimento 2: Controle de n´ıvel com o novo ajuste do controlador. Os resultados da figura
4.9 comprovam o que havia sido simulado pela ferramenta. O controlador mante´m o n´ıvel
em torno do setpoint de 88% com uma oscilac¸a˜o muito menor. Observa-se que a vaza˜o de
entrada e´ quase uma onda quadrada, perturbando o sistema de forma c´ıclica.
Experimento 3: Controle de n´ıvel com o novo ajuste do controlador. Na figura 4.10, e´
mostrado como o sistema rejeita as perturbac¸o˜es geradas pelas oscilac¸o˜es de entrada de
massa.
4.3 Projeto do controle de temperatura
O controle de temperatura implementado consiste em medir a temperatura de massa
cozida na sa´ıda de cada cristalizador e atuar sobre o fluxo de a´gua na entrada. O sistema de
esfriamento opera como um trocador de calor.
O processo de esgotamento do mel, do ponto de vista de controle, conte´m as seguintes
perturbac¸o˜es que afetam a temperatura da massa cozida: (a) as trocas do fluxo de massa
cozida fornecida na entrada do cristalizador; (b) as variac¸o˜es de temperatura de entrada da
massa nos tanques; (c) da temperatura ambiente; (d) da temperatura da a´gua de resfriamento.
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Figura 4.10: Rejeic¸a˜o de perturbac¸o˜es no cristalizador
As variac¸o˜es da temperatura ambiente e da temperatura da a´gua de resfriamento teˆm um
efeito desprez´ıvel no sistema, salvo em per´ıodos frios do ano.
A dinaˆmica da temperatura de massa cozida, decorrente das mudanc¸as de fluxo de a´gua,
e´ extremamente lenta devido a`s altas capacidades de massa e energia que os cristalizadores
verticais possuem. Para otimizar o processo de cristalizac¸a˜o por resfriamento, e´ necessa´rio
garantir uma supersaturac¸a˜o constante durante todo o processo de resfriamento, aumentando
o ma´ximo poss´ıvel sua velocidade e evitando, assim, a formac¸a˜o de falsos gra˜os de ac¸u´car.
Para isto, deve-se garantir uma velocidade de resfriamento constante da massa cozida nos
cristalizadores. A primeira soluc¸a˜o e´ avaliar e projetar o sistema de controle atual implemen-
tado pela usina. O crite´rio do projeto e´ reduzir as variac¸o˜es da temperatura em torno do seu
valor o´timo, ajustado pelo controlador.
4.3.1 Modelagem e identificac¸a˜o do sistema
O processo e´ basicamente um trocador de calor que, com atuac¸a˜o na vaza˜o de a´gua fria
na entrada, controla-se a temperatura da massa na sa´ıda.
Para a modelagem do sistema de resfriamento, foi aplicado um degrau, variando de 50%
para 100% o fluxo de a´gua na entrada do cristalizador, onde observou-se o comportamento
de sua dinaˆmica durante um per´ıodo de 2000 minutos. A entrada (em gal/min) e resposta
(em oF ) do sistema esta˜o representadas na figura 4.11.
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Figura 4.11: Resposta ao degrau
Importando os dados e ajustando os paraˆmetros do processo na ferramenta, de acordo
com as figuras 4.12 e 4.13, foi obtido o seguinte modelo:
Gt(s) =
−1.883× 10−2
240s+ 1
e−925s
Figura 4.12: Dados de entrada
Estes dados mostram que o sistema tem um ganho muito pequeno, o que indica que sua
capacidade de refrigerac¸a˜o compromete um desempenho satisfato´rio do controle. Todavia,
sera˜o feitas algumas simulac¸o˜es nas quais servira˜o como base para um projeto futuro do
controle, ja´ que no momento, pelo fato da usina ainda estar construindo um melhor sistema
de resfriamento, o controle e´ operado em modo manual.
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Figura 4.13: Identificac¸a˜o da dinaˆmica da temperatura
4.3.2 Simulac¸a˜o
Como a ferramenta permite diversos tipos de ajuste automa´tico e estrutura, tendo o
PID como controlador, foram feitas apenas duas comparac¸o˜es de resultados obtidos. Na
figura 4.14, e´ mostrado o comportamento do sistema para um PID-PS com um T0 = 20 e
na figura 4.15, compara-se com a resposta cujo controle e´ ajustado com o PID S-IMC. Em
ambos os casos, o setpoint e´ configurado para que a temperatura caia 3oF . Considera-se
uma perturbac¸a˜o do tipo degrau em t = 4500 min e que o sistema esteja atuando no ponto
de operac¸a˜o T = 160oF . Portanto, os dados de sa´ıda (oF ) e controle (gal/min) sa˜o valores
incrementais.
Nota-se que o PID tem ganho negativo. Assim, deve ser implementado no PID Foxboro
com modo inverso. Os resultados mostram que o PID S-IMC obte´m uma resposta sem
oscilac¸o˜es, pore´m muito lenta. Ja´ o PID-PS apresenta uma resposta bem mais ra´pida com
algumas oscilac¸o˜es. Um reajuste do PID-PS, na pra´tica, pode levar a um melhor compromisso
tempo-oscilac¸o˜es.
71
Figura 4.14: Ajuste PS
Figura 4.15: Comparac¸a˜o
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Cap´ıtulo 5
Concluso˜es
A evoluc¸a˜o do ambiente acadeˆmico torna sua relac¸a˜o com a a´rea tecnolo´gica ainda mais
estreita, o que implica em voca´bulos como produtividade, qualidade e custo, cada vez mais
presentes no cotidiano dos profissionais envolvidos nesse meio. Pensando nisso, a ferramenta
foi desenvolvida, objetivando uma junc¸a˜o entre os aspectos teo´ricos relacionados aos sistemas
com atraso de transporte e a realidade industrial, garantindo, consequentemente, um melhor
rendimento para o engenheiro ou estudante.
Foram feitos diversos testes de funcionalidade e aplicac¸o˜es, tanto na a´rea acadeˆmica
quanto na a´rea industrial, com uma aceitac¸a˜o bastante satisfato´ria por parte dos usua´rios,
em decorreˆncia dos resultados obtidos. Todavia, nenhum proto´tipo de software esta´ imune
a erros e, portanto, este projeto na˜o esta´ isento de tal fator, o que se torna ainda mais
justifica´vel frente ao nu´mero de algoritmos envolvidos no trabalho.
Do ponto de vista de controle, neste documento, o usua´rio tem acesso aos principais
to´picos de assuntos relacionados aos processos com atraso. Foram revisados alguns ajustes do
PID, do DTC, assim como abordados algumas estrate´gias de controle preditivo, mostrando
suas vantagens e desvantagens. A fim de ajudar o usua´rio a se familiarizar com a ferramenta,
foram ilustrados diversos exemplos com os co´digos do Matlab expostos.
Destaca-se a importaˆncia da simulac¸a˜o como aux´ılio na ana´lise e estudo de novas
te´cnicas de controle aplicadas. Ha´ um desenvolvimento mu´tuo entre as ferramentas com-
putacionais e as novas metodologias aplicadas no que diz respeito a`s teorias de controle, em
func¸a˜o da relac¸a˜o simbio´tica entre programas e usua´rios, estes atra´ıdos a descobrir os recursos
implementados.
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Atualmente, este trabalho esta´ publicado no site do livro Control of Dead-time Processes
e um artigo foi aceito no “XVII Congresso Brasileiro de Automa´tica (CBA 2008)” . Pore´m, a
tendeˆncia e´ ainda publica´-lo em algumas revistas destinadas a` comunidade de controle e no
site da Mathworks, fabricante do Matlab.
Concluir este trabalho significa marcar um ponto de continuidade no desenvolvimento
de ferramentas de aux´ılio ao engenheiro de controle, permitindo uma integrac¸a˜o maior entre
as soluc¸o˜es computacionais e a a´rea de Engenharia de Controle. O fato da ferramenta conter
co´digo aberto evita a perda de rotinas implementadas, facilitando suas reutilizac¸o˜es e pos-
sibilitando uma extensa˜o que permita integrar algumas ferramentas ja´ existentes, podendo
gerar um produto ainda mais poderoso.
Sendo assim, fica, enta˜o, como perspectivas de trabalhos futuros os seguintes to´picos
relacionados abaixo:
• diminuic¸a˜o de erros;
• otimizac¸a˜o dos algoritmos;
• desenvolvimento de novas interfaces;
• extensa˜o da ferramenta para os casos de sistemas multivaria´veis e na˜o-lineares;
• implementac¸o˜es de novos pacotes, contendo outros me´todos de identificac¸a˜o e outras
estruturas de controle;
• abordagens que envolvam ana´lises da resposta no domı´nio da frequeˆncia.
E´ importante salientar que esta´ associado ao trabalho um manual, produzido com o
intuito de permitir a aplicac¸a˜o correta da ferramenta. Esta que tem uma interface agrada´vel e
de uso intuitivo, facilitando a simulac¸a˜o e comparac¸a˜o de controladores, dos mais simples aos
mais avanc¸ados; e ainda permitindo ao estudante ou engenheiro o aprendizado e utilizac¸a˜o
adequada dos controladores.
Enfim, por integrar as principais estruturas de controle no meio industrial, assim como
algoritmos de identificac¸a˜o, torna-se um produto u´nico: Uma Ferramenta de Apoio ao
Projeto de Sistemas de Controle para Processos com Atraso.
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Apeˆndice A
Manual
Ale´m de ser necessa´rio um conhecimento ba´sico a respeito da teoria de sistemas de
controle, e´ indispensa´vel um manual que descreva detalhadamente as func¸o˜es e propriedades
de qualquer software destinado a` a´rea de Engenharia de Controle, tornando seu uso fa´cil e
correto. A seguir, o usua´rio tera´ acesso aos nomes dos acesso´rios, fucionamento e descric¸a˜o
de cada parte da ferramenta desenvolvida neste trabalho.
A.1 Objetos de uma interface gra´fica
Segue abaixo os principais objetos utilizados para a construc¸a˜o das interfaces da ferra-
menta, devidamente identificados na figura (A.1).
1. Menu Bar : conte´m alguns itens cujas func¸o˜es podem ser selecionadas.
2. Push Button : quando se deseja executar uma func¸a˜o ja´ programada, basta clicar
nesse bota˜o.
3. Edit Text : permite o usua´rio entrar com dados. Neste trabalho, foi utilizado tambe´m
como sa´ıda de alguns dados.
4. Axes: a´rea da interface onde sa˜o plotados os gra´ficos das simulac¸o˜es.
5. Radio Button : marcadores que podem ou na˜o ser selecionados. Esse aplicativo e´ u´til
quando o usua´rio deve selecionar um item dentro de algumas opc¸o˜es.
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6. Checkbox : e´ bastante semelhante ao “radiobutton”. Permite a selec¸a˜o de um ou mais
itens desejados. Tambe´m e´ poss´ıvel que nenhum “checkbox” seja selecionado.
Figura A.1: Elementos de uma interface
A.2 Instalando e iniciando a ferramenta
Para que a ferramenta seja utilizada, e´ necessa´rio que o usua´rio tenha o Matlab instalado
no seu computador. Os arquivos da ferramenta devem ser salvos na pasta onde deseja-se
trabalhar.
Para comec¸ar o uso da ferramenta e´ muito simples. E´ preciso apenas abrir o arquivo
“home.m” atrave´s do Matlab e clicar em Run. Desta forma, abrira´ a Interface Inicial onde o
usua´rio tera´ acesso a`s partes de Identificac¸a˜o, Controladores e Resultados da ferramenta.
A.3 Ferramenta de identificac¸a˜o
Na parte de identificac¸a˜o, existem algumas opc¸o˜es que sa˜o comuns nos me´todos uti-
lizados: Importar dados, Ru´ıdo, Validac¸a˜o e Exportar modelo. E´ importante lembrar que o
formato dos dados de entrada e sa´ıda e´ o mesmo do pro´prio Matlab. A interface padra˜o de
qualquer parte da ferramenta ja´ vem com a maioria dos “Edit Text’s” preenchida no sentido
de orientar o usua´rio.
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Clicando em Importar dados, abrira´ uma janela onde a ferramenta pode carregar um
arquivo que conte´m os dados de entrada e sa´ıda de um processo real e fazer a sua devida
plotagem. O arquivo deve estar no formato “.mat” e com a 1a coluna da matriz com os dados
de entrada e a 2a com os de sa´ıda. Desta forma, a identificac¸a˜o deve ser feita, definindo os
paraˆmetros indicados pela ferramenta e clicando em Identificac¸a˜o ou Modelo. Este u´ltimo
para o me´todo gra´fico. OBS1: independentemente do nome do arquivo (“nome.mat”), a
matriz que conte´m os dados deve ser nomeada como “medidas”. OBS2: o Sinal de entrada
na˜o pode ser clicado. Caso seja, e´ necessa´rio importar novamente os dados.
Clicando em Ru´ıdo, a ferramenta permite configurar um ru´ıdo que afeta a leitura de
sa´ıda do processo simulado. Abrira´ uma nova janela onde o usua´rio pode digitar a amplitude
deste ru´ıdo e a func¸a˜o de transfereˆncia de sua filtragem.
Clicando em Validac¸a˜o, abrira´ uma nova janela onde o usua´rio pode simular uma
validac¸a˜o do u´ltimo modelo obtido. O tempo padra˜o sera´ treˆs vezes maior que o tempo
utilizado na identificac¸a˜o de um processo simulado, entretanto o usua´rio pode modificar.
Nesta nova janela, basta o usua´rio clicar em Simular para fazer uma nova plotagem e calcular
o seu ı´ndice de erro quadra´tico. Caso o usua´rio tenha importado os dados reais de um
determinado processo, ao inve´s de tempo, o nu´mero de pontos que devera´ ser ajustado. O
nu´mero padra˜o corresponde ao total de pontos dispon´ıveis do arquivo importado.
Clicando em Exportar modelo, a ferramenta armazena na memo´ria o u´ltimo modelo
obtido para ser usado no projeto dos controladores.
A.3.1 Me´todo Gra´fico
Primeiramente, o usua´rio deve preencher os dados da func¸a˜o de transfereˆncia do pro-
cesso. Caso o “Checkbox”d esteja selecionado, estes dados sera˜o lidos como paraˆmetros de
um processo discreto. Caso contra´rio, paraˆmetros de um processo cont´ınuo. Feito isso, deve-
se escolher o tempo de simulac¸a˜o e de amostragem e clicar em Step para aplicar um degrau
unita´rio da entrada do processo. Assim, alguns dados sera˜o fornecidos pela ferramenta jun-
tamente com a plotagem do processo. Estes dados sa˜o os valores de sa´ıda do processo, os
quais suas respectivas constantes de tempo devera˜o ser buscadas pelo usua´rio.
O usua´rio deve, enta˜o, preencher os “Edit Text’s” correspondentes ao modelo desejado:
(i) Para o modelo cont´ınuo de 1a ordem, e´ necessa´rio preencher o Yinicial, o Yfinal e suas
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constantes de tempo, T128.3% e T263.2%. Para o modelo cont´ınuo de 2a ordem, e´ necessa´rio
preencher o Yinicial, o Yfinal e suas constantes de tempo, T115%, T245% e T375%.
Clicando em Modelo, os paraˆmetros do modelo cont´ınuo sera˜o fornecidos e uma nova
plotagem e´ feita, comparando o modelo obtido com o processo real.
Uma particularidade ocorre quando o usua´rio opta por uma importac¸a˜o de dados. Neste
me´todo, uma nova janela sera´ aberta. Nesta janela, deve-se preencher os dados, indicados
pela ferramenta, do degrau aplicado na entrada e clicar em “Ok” . Feito isso, os “Edit
Text’s”devem ser preenchidos como no caso de um processo simulado. E´ importante o usua´rio
estar atento a` qualidade dos dados importados para uma boa identificac¸a˜o.
A.3.2 Me´todos dos Mı´nimos Quadrados e dos Mı´nimos Quadrados Recur-
sivo
Os dois me´todos funcionam de forma similar. As u´nicas diferenc¸as sa˜o no ganho de
ponderac¸a˜o λ que existe no MMQ recursivo e nos modelos fornecidos.
Igualmente ao me´todo gra´fico, os dados da func¸a˜o de transfereˆncia do modelo cont´ınuo
devem ser preenchidos. Feito isso, os dados do sinal do tipo PRBS que sera´ aplicado na
entrada do processo tambe´m devem ser preenchidos. Para aplicar o sinal, basta clicar em
Sinal de entrada e, clicando em Identificac¸a˜o, os modelos sa˜o fornecidos para cada atraso
estimado.
OBS: Para cada atraso estimado, na˜o e´ necessa´rio aplicar um novo sinal de entrada,
exceto se o sinal de entrada na˜o foi muito bem escolhido.
A.4 Ferramenta de Controle
Na ferramenta de controle existem alguns “Push Button’s” ba´sicos que sa˜o comuns nos
controladores:
Clicando em Importar Modelo, a ferramenta carrega o modelo dispon´ıvel na sua memo´ria,
obtido pelo processo de identificac¸a˜o. Caso o “Checkbox” d do modelo esteja selecionado, o
modelo discretizado e´ carregado.
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Clicando em Refereˆncia, uma janela para a configurac¸a˜o da refereˆncia sera´ aberta. Esta
opc¸a˜o permite a escolha de ate´ treˆs mudanc¸as nas amplitudes da refereˆncia. Para isto, basta
preencher os valores das amplitudes com seus respectivos tempos de aplicac¸a˜o.
Clicando em Perturbac¸a˜o, uma janela para a configurac¸a˜o da perturbac¸a˜o sera´ aberta.
Nesta nova janela, o usua´rio pode escolher o tipo de perturbac¸a˜o a ser aplicado e abrir uma
nova janela para a configurac¸a˜o da func¸a˜o de transfereˆncia da perturbac¸a˜o. Caso o usua´rio
apenas escolha o tipo da perturbac¸a˜o, sua func¸a˜o de transfereˆncia assume seu valor padra˜o,
Q(s) = 1.
Clicando em Diagrama, uma figura com diagramas de blocos que representa a imple-
mentac¸a˜o do sistema e´ aberta.
Clicando em Start, inicia a simulac¸a˜o.
Clicando em Stop, interrompe a simulac¸a˜o.
Apo´s preencher os dados do processo e do modelo (este u´ltimo pode ser importado!),
o usua´rio deve ajustar o controlador. Um “Menu Bar” que permite salvar resultados e uma
melhor visualizac¸a˜o das plotagens, e´ o mesmo para todos os controladores.
A.4.1 Controlador PID
Existem treˆs configurac¸o˜es implementadas na ferramenta para o PID: acadeˆmica, se´rie
e paralela. Para escolher, basta clicar no “Radio Button” desejado.
Clicando em ZN, Cohen, S-IMC ou PS, o usua´rio opta por um ajuste automa´tico. No
PS, o ajuste e´ feito em func¸a˜o do tempo de resposta desejado To.
Na a´rea dos Filtros, o usua´rio pode configurar um filtro de refereˆncia no sistema de
controle, clicando em Refereˆncia; e ajustar o paraˆmetro α do filtro da parte derivativa do
controlador mostrado nas equac¸o˜es (2.12), (2.13) e (2.14).
O usua´rio tambe´m pode implementar o controle no tempo discreto. Para isto, e´ so´
clicar no “Checkbox” Discretizar PID e uma janela onde deve ser escolhido o per´ıodo de
amostragem, sera´ aberta. Em todos os controladores a discretizac¸a˜o e´ feita pelo me´todo
de Tustin. Caso o usua´rio deseje fazer o ajuste diretamente no discreto, existe a a´rea PID
Discreto e um “Radio Button” que deve ser selecionado.
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IMPORTANTE: embora a ferramenta tenha um sistema de ajuda atrave´s de janelas
de “Erro” e “Atenc¸a˜o” , e´ fundamental o usua´rio ficar atento no tipo de implementac¸a˜o do
modelo para ana´lise da robustez.
A.4.2 Preditor de Smith
O ajuste do PS e´ feito determinando as func¸o˜es de transfereˆncia do controlador prima´rio
e do filtro de refereˆncia. A implementac¸a˜o do controle pode ser feita de treˆs formas: (i)
no tempo cont´ınuo; (ii) no tempo discreto a partir de uma discretizac¸a˜o do controlador,
selecionando o “Radio Button” Discretizar ; (iii) diretamente no tempo discreto, selecionando
o “Checkbox” d.
A.4.3 Observador de Perturbac¸o˜es
Nesta versa˜o da ferramenta, o DO-DTC limita-se a analisar sistemas de 1a ou 2a ordem.
Este u´ltimo podendo ter um zero. O ajuste do controle e´ feito determinando o filtro de
refereˆncia e o paraˆmetro Tv do controlador, cujas implementac¸o˜es podem ser de duas formas:
(i) no tempo cont´ınuo; (ii) no tempo discreto a partir de uma discretizac¸a˜o, selecionando o
“Radio Button”Discretizar.
A.4.4 Preditor de Smith Filtrado
O ajuste do PSF e´ feito determinando as func¸o˜es de transfereˆncia do controlador
prima´rio, do filtro de refereˆncia e do paraˆmetro α do filtro de robustez. O usua´rio tem
tambe´m duas formas de ajuste automa´tico: (i) clicando em FOPDT,, o ajuste e´ programado
para modelos de 1a ordem com atraso e (ii) clicando em IPDT, o ajuste e´ programado para
modelos de plantas integradoras. Em ambos os casos, o usua´rio deve definir o tempo de
resposta em malha fechada desejado em Tr.
A implementac¸a˜o do controle e´ feita apenas no tempo discreto atrave´s de uma dis-
cretizac¸a˜o ja´ programada ou um ajuste direto no tempo discreto, clicando no “Checkbox” d.
O tempo de amostragem deve ser definido antes da simulac¸a˜o.
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A.4.5 GPC
O GPC tem como paraˆmetros de ajuste o Horizonte de predic¸a˜o, Horizonte de controle,
o valor de λ e o Polinoˆmio T. O algoritmo de controle foi desenvolvido para implementar
numa estrutura de DTC discreto, portanto so´ e´ va´lido para modelos que tenham um atraso
dn ≥ 1.
A.4.6 DTC-GPC
O DTC-GPC tem como paraˆmetros de ajuste o Horizonte de predic¸a˜o, Horizonte de
controle, o valor de λ, Polinoˆmio T e o valor de β do filtro de robustez. Como o controlador
e´ implementado no tempo discreto, β deve ser menor que 1.
A.4.7 Salvando resultados
Em cada controlador, o usua´rio pode salvar ate´ cinco plotagens para comparar resul-
tados. A raza˜o do limite ser cinco e´ de evitar uma poluic¸a˜o visual. Com mais de cinco
resultados salvos, as plotagens va˜o se renovando em ordem, a` medida que forem salvas. Por
exemplo: se o usua´rio salvar sete resultados, a partir da 5a plotagem, as primeiras (1a e 2a)
dara˜o lugar a`s u´ltimas salvas (6a e 7a), automaticamente. Surgira˜o tambe´m legendas suges-
tivas e que podem ser alteradas em cada plotagem, conforme a prefereˆncia do usua´rio. Isto
pode ser feito para cada simulac¸a˜o seguindo a ordem: File → Salvar → Plotar resultados.
Clicando em Limpar, apagara´ a memo´ria que conte´m as plotagens.
Com o bota˜o Exportar resultado ativo, a u´ltima plotagem para cada controlador ficara´
dispon´ıvel para outro tipo de comparac¸a˜o que pode ser feita na sec¸a˜o Resultados da ferra-
menta.
A.5 Comparando resultados finais
Clicando em Resultados na Interface Inicial, o usua´rio tera´ acesso a uma sec¸a˜o bastante
u´til. Esta parte da ferramenta deve ser utilizada na comparac¸a˜o de resultados armazenados
dos controladores. O usua´rio tem a total liberdade de definir quais os controladores lhe
conve´m comparar. A ferramenta fornecera´ a plotagem e os ı´ndices, ISE e IAE, somente de
cada controlador selecionado, atrave´s do seu respectivo “Checkbox”.
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