In order to effectively predict wind farm power with non-linear and non-stationary characteristics, a prediction model based on empirical mode decomposition (EMD) and radial basis function neural networks(RBFNN) was designed. The forecast model uses EMD to decompose the wind power into several intrinsic mode functions (IMF) and one residue. The RBFNN was used to construct a prediction model for each IMF component and the residue, the input variables of the prediction model are triple: wind speed, wind direction, and history wind power. All the prediction results of components were aggregated to obtain the ultimate prediction result. The simulation results show that compared with the traditional prediction method based on artificial neural networks, this method has high prediction precision and strong adaptability.
Introduction
Today, wind power has become an important component of smart grid and it will meet 12% of global electricity demand by 2020 [1] . Due to the characteristics of wind (unstable, intermittent and uncontrollable, etc.), the integration of wind power plants with traditional power grid suffer serious challenges and so restrict the scale of wind power development. One of the most important issues solving this problem is to accurately predict for wind power [2] [3] [4] .
For this reason, a lot of wind power forecast methods have been proposed in recent years. These prediction methods can be divided into two categories: A. Prediction methods based on historical data. The basic idea is to construct a mapping between historical wind farm data (such as power, wind speed, wind direction, etc) and future power output. These forecast methods include: Kalman filter method [5] , Least squares method [6] , random statistical autocorrelation moving average ARMA (p, q) method [7] , kernel density estimation [8] , adaptive fuzzy logic algorithm [9] and others. B. Prediction methods based on numerical weather prediction. The main idea is using numerical weather provided by the meteorological department to predict weather conditions (including wind speed, wind direction, air temperature, air pressure and other parameters) of wind farms, and then put these parameters as the input of forecast model to get the predictive value of power. These methods include: a combination prediction model of neuro-fuzzy and artificial neural network [10] , artificial neural network [11] , adaptive fuzzy inference system [12] , complex-valued neural network [13] , recurrent high order neural networks [14] and so on. Due to the strong complexity, non-linear and non-stationary characteristics of wind power, it is very difficult to improve prediction accuracy for these traditional forecasting methods.
A reasonable approach to improve prediction accuracy would be to decompose the wind power and parse out the components which represent its changeable characteristics, and then forecast according to the regularity of each component is a reasonable approach. EMD is a method of breaking down a signal without leaving the time domain. The process is useful for analyzing natural signals, especially for nonlinear and non-stationary signals, compared to other analysis methods like Fourier Transforms and Wavelet Decomposition. Using EMD to decompose non-stationary and non-linear signal into several intrinsic mode functions (IMF) with different oscillation periods, despite some components still being non-linear and non-stationary to a degree, the mutual influence among them has been isolated. Therefore, using this isolation can reduce the predicted impacts of non-stationary and non-linear behavior and so improve prediction accuracy.
This paper attempts to combine EMD and radial basis function neural networks (RBFNN) to forecast short-term wind power. The process is as follows: first, to use EMD to decompose wind power into several IMFs with different characteristic scales and a residue and to analyze the regularity of these IMFs and the residue; and secondly, to build RBFNN forecast models for each IMF and residue and aggregative all the predictive values of IMFs and the residue to obtain the final predictive value.
Empirical Mode Decomposition Principles
Empirical mode decomposition (EMD) is a new method for analyzing non-linear and non-stationary signals, it was proposed by Norden E. The Huallg et al. in 1998 [l5] . The decomposition process is based on the following assumptions: 1)the signal has at least a maximum value and a minimum value; 2)the interval between extreme values is in characteristic time degrees; 3)if a signal only has an inflection point not extreme point, the extreme point can be obtained by one or several differential calculation, and get the decomposition result by integral calculation.
Using the EMD method, a signal can be decomposed into several intrinsic mode functions (IMF) and a residue. And each intrinsic mode function is defined by: 1) Equal number of extreme and zero crossings (at most more or less one); 2)The envelopes (defined by all the local maxima and minima) are symmetrical with respect to zero. This implies that the mean value of each IMF is zero.
Given a signal ( ) x t , the decomposition process is as follows:
1) Calculate all the local maxima and minima of ( ) x t . Interpolate between maxima and connect them by a cubic spline curve. The same applies for the minima in order to obtain the upper and lower envelopes max ( ) e t and min ( ) e t , respectively. 2) Compute the mean value of the envelopes: 
where the first 1 ( ) c t extracted are the lower order IMFs which captures the fast oscillation modes while the last IMFs ( ) i c t produced are the higher order IMFs which represent the slow oscillation modes. The residue ( ) r t reveals the general trend of the time series ( ) x t .
Forecast Model for Wind Power Farms
Artificial neural network has been widely used in the prediction of non-linear systems due to its strong adaptability and learning ability. And many factors(such as wind speed, wind direction, air temperature, air pressure, etc) make wind power non-linear and non-stationary. The forecast results are often unsatisfactory when using neural network directly to predict. In order to further improve prediction accuracy, this paper use EMD to decompose wind power signal into several intrinsic mode functions (IMF) and a residue, despite some IMFs still being non-stationary to a degree, the mutual influence among them has been isolated. Therefore, using this isolation can reduce the predicted impact of nonstationary and non-linear behavior and then improve the prediction accuracy. According to the feature of each IMF to build RBFNN forecast models and then aggregate all the predictive values of IMFs and residue to obtain the final predictive value. And the structure of the forecasting model is shown in Fig. l . 
Preprocess and Normalization
In our case, the wind farm has recorded detailed data sequentially even in the maintenance state or shut down by sudden gust, and thus, the raw data has not been helpful as such for the training of RBFNN. And the raw data need to pre-process to get rid of abundant or un-required data.
Kalman filter is used to eliminate noise [16] . However, the extracted data cannot be fed directly into the forecast model, because the range of the data has been very large while considering different operation parameters of the wind turbine. This problem has been solved by normalizing the data to uniform space mapping. In this paper, the data were normalized according to (2) , whose values ranged from 0.0 to1.0.
where: ( ) l x t and ( ) x t are time series data(wind power, wind speed and wind direction) non-normalized and normalized, respectively; and max ( ) x t and min ( ) x t are the maximum and the minimum absolute value of time series data, respectively. Now there are a lot of samples and we need to choose a subset that contains the least number of key features contributing to accuracy while discarding the remaining unimportant features. The mutual information theory [17] which is based on entropy concept is used to select the subset and then use the subset as the input of the RBFNN model.
Forecasting Method Based on RBFNN
Radial basis function neural networks(RBFNN) was proposed by Moddy and Darken in 1988 [18] .
RBFNN is a kind of feed-forward neural network of three layers (input layer, hidden layer and output layer), it can approximate continuous function with any precision and particularly suit to solve classification and forecast problems. The basic idea is: to use radial basis function as a base unit to construct hidden layer, the input vector is directly mapped to hidden space without right connections. When radial basis function centre point is determined, then the mapping is identified.
Compared with other neural networks: ①The output of RBFNN is the linear weighted sum of hidden unit output and its learning rate is faster; and ②RBFNN use radial basis function (usually Gaussian function) as activation function, and neurons in the input space area are very small, so RBFNN need more radial basis neurons.
In the forecast model of this paper, the forecast model train algorithms as follows : 1) 
where max c is the max distance among selected cluster centers.
Evaluation criteria
In order to evaluate performance of forecast model in this paper, select the following four indicators as a basis of evaluation [15] : 1) Mean absolute error 
2) Mean square error 
3) Mean absolute percent error 
where t y is the real wind farm power, l t y is the predicted power, and N is the test samples number for prediction model.
Results and Analysis
In this paper, the experimental data is from Zhejiang Provincial Electric Power Test Research Institute. The output power of a wind turbine is selected to verify the proposed forecast model. The power output is sampled per 60 min in this model, and chose 974 points to analyse. The actual wind turbine output power time series has some abnormal data, Kalman filter is used to eliminate noise. The de-noised wind turbine output power curve is shown in Fig. 2 . Fig. 3 shows the IMFs and residue decomposed by empirical mode decomposition method, with all of the IMFs ordered by frequency from high to low.
It can be observed from Fig. 3 , that IMF1 fluctuates frequently and the variation is not obvious. It reflects the high frequency part of wind power and can be seen as a small random interference, and it is excluded in the forecast. IMF7 and IMF8 are the low frequency component and their cycle is big. The residue RES represents the wind power trend, and its mean value is close to the mean value of the overall wind power, reflecting the overall trend of wind power. Based on the above analysis, according to the RBFNN model that described in PART 3 to build a forecast model for all the IMFs and residue RES. All the models include three layers: input layer, hidden layer and output layer, and each input sample consists of three parameters: wind power, wind speed, and wind direction, using the method purposed by literature [20] to determine the number of hidden layer neurons. In our forecast model, choose 900 samples to train the model and use the rest 74 samples to test the model. And all the prediction results can be seen in Fig. 4 .
Based on the above analysis, according to the RBFNN model that described in PART 3 to build a forecast model for all the IMFs and residue RES. All the models include three layers: input layer, hidden layer and output layer, and each input sample consists of three parameters: wind power, wind speed, and wind direction, using the method purposed by literature [20] to determine the number of hidden layer neurons. In our forecast model, choose 900 samples to train the model and use the rest 74 samples to test the model. And all the prediction results can be seen in Fig. 4 . Aggregate all the prediction components to obtain the final prediction value of wind power. In order to check the performance of the forecast model purposed in this paper, a model based on RBFNN has been constructed to test the same experimental data, and the prediction comparison can be seen in Fig. 5 and Table 1 . 
Conclusion
In this paper, a short-term wind power forecast method based on empirical mode decomposition (EMD) and radial basis function neural networks(RBFNN) is purposed. Decomposing wind power by EMD into components with different characteristics, reducing non-stationary and non-linear influence of wind power, which make these components are easier to analyze and predict compared to the original wind power analyses method. Then building RBFNN forecast models for each component and aggregating all the predictive values of the components to obtain the ultimate predictive result. After simulation of a wind power turbine, the results show the proposed prediction model has better prediction accuracy than the direct prediction method based on RBFNN. The simulation results also show the prediction model in this paper is an effective short-term wind power prediction method.
