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Abstract. A heteroskedastic semiparametric regression model consists of two main 
components, i.e. parametric component and nonparametric component. The model assumes 
that any data (x̰i
′, ti, yi) follows yi = x̰i
′β̰ + f(ti) + σiεi, where i = 1,2,… , n, x̰i
′ =
(1, xi1, xi2, … , xir) and ti 
is the predictor variable. Parameter vector β̰ = (β1, β2, … , βr)
′ ∈
ℜr is unknown and f(ti) is also unknown and is assumed to be in interval of C[0,π]. 
Random error εi is independent on zero mean and variance σ
2. Estimation of the 
heteroskedastic semiparametric regression model was conducted to evaluate the parametric 
and nonparametric components. The nonparametric component f(ti) regression was 
approximated by Fourier series F(t) = bt +
1
2
α0 +∑ αk 𝑐𝑜𝑠 kt
K
k=1 . The estimation was 
obtained by means of Weighted Penalized Least Square (WPLS): min
f∈C(0,π)
{n−1(y̰ − Xβ̰ −
f̰)
′






}. The WPLS solution provided nonparametric 
component f̰̂λ(t) = M(λ)y̰
∗ for a matrix M(λ) and parametric component β̰̂ =
[X′T(λ)X]−1X′T(λ)y̰. 
Keyword: Fourier Series, Heteroskedastic Semiparametric Regression, Bandwith 
Parameter, WPLS 
Abstrak. Suatu model regresi semiparametrik heteroskedastis terdiri atas dua komponen 
utama, yaitu komponen parametrik dan komponen nonparametrik. Model ini 
mengasumsikan bahwa sebarang data (?̰?̰
𝑖
′ , 𝑡𝑖 , 𝑦𝑖) dengan 𝑦𝑖 = ?̰?̰𝑖
′?̰? + 𝑓(𝑡𝑖) + 𝜎𝑖𝜀𝑖, untuk 
𝑖 = 1,2,… , 𝑛, ?̰?̰
𝑖
′ = (1, 𝑥̰𝑖1, 𝑥̰𝑖2, … , 𝑥̰𝑖𝑟) dan 𝑡𝑖 merupakan variabel prediksi. Vektor 
parameter ?̰? = (𝛽1 , 𝛽2, … , 𝛽𝑟)
′ ∈ ℜ𝑟 tidak diketahui dan 𝑓(𝑡𝑖) adalah fungsi yang tidak 
diketahui bentuknya dan diasumsikan termuat dalam ruang fungsi kontinu 𝐶[0, 𝜋]. Error 
random 𝜀𝑖 independen dengan mean nol dan variansi 𝜎
2. Estimasi dari model regresi 
semiparametric heteroskedastik dilakukan untuk mengevaluasi komponen parametrik dan 
nonparametrik. Kurva regresi komponen nonparametrik 𝑓(𝑡𝑖) dihampiri dengan deret 
Fourier 𝐹(𝑡) = 𝑏𝑡 +
1
2
𝛼0 +∑ 𝛼𝑘 𝑐𝑜𝑠 𝑘𝑡
𝐾
𝑘=1 . Estimasi kurva regresi semiparametric 
heteroskedastik diperoleh dari menyelesaikan optimasi Weighted Penalized Least Square 
(WPLS): 𝑚𝑖𝑛
𝑓∈𝐶(0,𝜋)
{𝑛−1(?̰? − 𝑋?̰? − ?̰?)
′






}. Solusi dari 
WPLS di atas memberikan estimator komponen nonparametric dalam bentuk ?̰?𝜆(𝑡) =
𝑀(𝜆)𝑦̰∗ untuk suatu matriks 𝑀(𝜆) dan komponen parametrik ?̰̂? = [𝑋′𝑇(𝜆)𝑋]−1𝑋′𝑇(𝜆)𝑦.̰ 
Kata Kunci: Deret Fourier, Regresi Semiparametrik Heteroskedastik, Parameter 
Bandwidth, WPLS 
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1. Introduction 
Regression analysis is an important method in statistics. The objectives are to investigate the 
relationship between the predictor and response variables and to evaluate the contribution of the 
predictor variable ?̰?̰
𝑖
′ = (1, 𝑥̰𝑖1, 𝑥̰𝑖2, … , 𝑥̰𝑖𝑟) and 𝑡𝑖 to the response variable 𝑦𝑖. When the 
relationship of the variables is known, the regression is called parametric regression [1]. 
Otherwise, the regression is identified as nonparametric regression.  
In many cases, the response variable has linear relationship with one of the predictor variables, 
but with other predictor variables, it remains unknown. If this happens, Wahba [2] suggested the 
use of semiparametric regression approach. It is a combination of parametric and nonparametric 
regressions. According to [3] and [4], semiparametric regression model assumed that data 
(?̰?̰
𝑖
′ , 𝑡𝑖 , 𝑦𝑖) follows model 𝑦𝑖 = ?̰?̰𝑖
′?̰? + 𝑓(𝑡𝑖) + 𝜎𝑖𝜀𝑖 where 𝑖 = 1,2, … , 𝑛, and ?̰?̰𝑖
′ and 𝑡𝑖 are the 
predictor variables. ?̰?̰
𝑖
′?̰? is the parametric component and 𝑓(𝑡𝑖) is the nonparametric component. 
The semiparametric regression has been widely used with various smoothing approaches. Some 
researches applied Spline function [5], [2], Wavelet [6], Kernel [7], [8], [9], [10], or local 
polynomial on the nonparametric component.  
In fact, some data have periodic properties which are in a good agreement with Fourier series 
function. Fourier series is a trigonometric polynomial that is very “flexible” to effectively 
approximate complicated functions. The Fourier series is best applied to describe any function 
whose terms is sines and cosines. The Fourier series estimator, in general, is used when the data 
in question is unknown and periodic [11], [12]. A nonparametric regression by means of Fourier 
series has been developed by Bilodeau [12] to represent periodic functions with the same trend 
and variance (homoskedastic). However, a serious problem arises when it is applied to a 
heteroskedastic function; a periodic function with different random error variance 
(heteroskedastic). Therefore, it is crucial to develop an estimator based on Fourier series which 
includes elements of the trend, and the variance of the error in heteroskedastic semiparametric 
regression model. 
In this report, a Fourier series estimator was derived to estimate the parametric and 
nonparametric components of a heteroskedastic function by means of semiparametric 
regression. The result could be an alternative model to the data pattern recurring/ periodic with 
trends in semiparametric regression heteroskedastic. 
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2. Semiparametric Regression Model 
A semiparametric regression model is a combination of parametric and nonparametric 
regression models. The model is employed when the relationship between the predictor variable 




′ = (𝑥̰𝑖1, 𝑥̰𝑖2, … , 𝑥̰𝑖𝑟) is the predictor variables that the relationship with the response 
variable 𝑦𝑖 is known, and ?̰?𝑖 = (𝑡i1, 𝑡i2, … , 𝑡𝑝𝑖)
′
 is the predictor variable that the relationship 
with the response variable is unknown. The relationship of the variables (?̰?𝑖 , ?̰?̰𝑖
′, 𝑦𝑖) is assumed 
to follow a heteroskedastic semiparametric regression model:  
 𝑦𝑖 = ?̰?̰𝑖
′?̰? + 𝑓(𝑡𝑖) + 𝜎𝑖𝜀𝑖   ,     𝑖 = 1,2, … , 𝑛 (1) 
The parameter ?̰? = (𝛽1, 𝛽2, … , 𝛽𝑟)
′ ∈ ℜ𝑟 is a vector parameter of the unknown parametric 
component with size of 𝑟 × 1. The random error 𝜀𝑖, 𝑖 = 1,2, … , 𝑛 is mutually independent with 
zero mean and variance 𝜎2. 𝑓(𝑡𝑖) is the nonparamteric component with unknown function and 
is assumed to be defined in
 
𝐶[0, 𝜋], where 𝐶[0, 𝜋] =
{𝑓, 𝑓 is a continuous function in the interval of [0, 𝜋]}. 
2.1. Estimation of Fourier Series-Based Heteroskedastic Semiparametric Regression 
Model 
Estimating the semiparametric regression model by Fourier series is to define the parametric 
component ?̰?̰
𝑖
′?̰? as well as the nonparametric component 𝑓(𝑡𝑖). The nonparametric component 
of the heteroskedastic semiparametric regression curve can be approached using Fourier series 
as follows: 
 
𝐹(𝑡) = 𝑏𝑡 +
1
2




The estimators for regression curve 𝒇 and parameter ?̰? can be obtained by solving Weighted 




{𝑛−1(?̰? − 𝑋?̰? − ?̰?)
′







where the weighted matrix 𝑊 = diag(𝜎1
2, 𝜎2
2, … , 𝜎𝑛
2), ?̰? = (𝑦1, 𝑦2, … , 𝑦𝑛)′ and ?̰? have size of 
(𝑛 × 1) and 𝜆 is the bandwith parameter. The WPLS optimization was executed by taking 
goodness of fit 𝐺(𝑓) and penalty 𝑃(𝑓) of the Eq. 3. 
Where 𝐺(?̰?) = 𝑛−1(?̰? − 𝑋?̰? − ?̰?)
′
𝑊−1(?̰? − 𝑋?̰? − ?̰?) (4) 







the heteroskedastic semiparametric regression model from Eq. 1 can be rewritten in the form of: 
?̰? = 𝑋?̰? + 𝐵(?̰?)?̰? +𝑊1 2⁄ ?̰? 




1 𝑥̰11 𝑥̰21 𝐿 𝑥̰𝑟1
1 𝑥̰12 𝑥̰22 𝐿 𝑥̰𝑟2
𝑀 𝑀 𝑀 𝑀 𝑀
1 𝑥̰1𝑛 𝑥̰2𝑛 𝐿 𝑥̰𝑟𝑛
) , B(?̰?) = (
𝑡1 1 𝑐𝑜𝑠 𝑡1 𝑐𝑜𝑠 2𝑡1 𝐿 𝑐𝑜𝑠𝐾𝑡1
𝑡2 1 𝑐𝑜𝑠 𝑡2 𝑐𝑜𝑠 2𝑡2 𝐿 𝑐𝑜𝑠𝐾𝑡2
𝑀 𝑀 𝑀 𝑀 𝑀 𝑀
𝑡𝑛 1 𝑐𝑜𝑠 𝑡𝑛 𝑐𝑜𝑠 2𝑡𝑛 𝐿 𝑐𝑜𝑠𝐾𝑡𝑛
), 
𝑊1 2⁄ = diag(𝜎1, 𝜎2, … , 𝜎𝑛) and ?̰? = (𝑏,
1
2
𝛼0, 𝛼1, 𝛼2,… , 𝛼𝐾)
′
∈ ℜ(𝐾+2).  
The goodness of fit from Eq. 4 can be defined as: 
 𝐺(?̰?) = 𝑛−1(?̰? − 𝑋?̰? − 𝐵(?̰?)?̰?)
′
𝑊−1(?̰? − 𝑋?̰? − 𝐵(?̰?)?̰?̰ ) (6) 
Since 𝐹(𝑡) = 𝑏𝑡 +
1
2
𝛼0 + ∑ 𝛼𝑘 cos 𝑘𝑡
𝐾













































0 0 0 𝐿 0
0 0 0 𝐿 0
0 0 14 𝐿 0
𝑀 𝑀 𝑀 0 𝑀
0 0 0 𝐿 𝐾4)
 
 
?̰? = 𝜆?̰?′𝐷?̰? (7) 
with matrix 𝐷 = diag(0,0,14, 24 , … , 𝐾4). If the goodness of fit (4) and penalty (5) are 






{𝑛−1(?̰? − 𝑋?̰? − 𝐵(?̰?)?̰?)
′












+ ?̰?′(𝑛−1𝐵′(?̰?)𝑊−1𝐵(?̰?) + 𝜆𝐷)?̰?} 
(9) 
The normal solution of the Eq. (9) is  
−2𝑛−1𝐵′(?̰?)𝑊−1?̰?∗ + 2(𝑛−1𝐵′(?̰?)𝑊−1𝐵(?̰?) + 𝜆𝐷)?̰? = 0̰ 
−2(𝑛−1𝐵′(?̰?)𝑊−1𝐵(?̰?) + 𝜆𝐷)?̰? = −2𝑛−1𝐵′(?̰?)𝑊−1?̰?∗ 
The estimator for ?̰? is given as: 
?̰̂?𝜆 = (𝑛
−1𝐵′(?̰?)𝑊−1𝐵(?̰?) + 𝜆𝐷)−1𝑛−1𝐵′(?̰?)𝑊−1(?̰? − 𝑋?̰̂?). 
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The Fourier series estimator for the estimation curve of the nonparametric component in the 
heteroskedastic semiparametric regression is define as: 
?̰?𝜆(𝑡) = 𝐵(𝑡)?̰̂?𝜆  
= 𝐵(𝑡)(𝑛−1𝐵′(𝑡)𝑊−1𝐵(𝑡) + 𝜆𝐷)−1𝑛−1𝐵′(𝑡)𝑊−1(?̰? − 𝑋?̰̂?)  
= 𝐻(𝜆)?̰?∗ (10) 
where ?̰?∗ = ?̰? − 𝑋?̰̂? and 𝐻(𝜆) = 𝐵(𝑡)(𝑛−1𝐵′(𝑡)𝑊−1𝐵(𝑡) + 𝜆𝐷)−1𝑛−1𝐵′(𝑡)𝑊−1. 
The nonparametric component ?̰?𝜆(𝑡) is somewhat depending on the parametric component ?̰̂?.  
To search for the parametric component estimator ?̰?, a least mean square method was used: 
?̰? = 𝑋?̰? + 𝐵?̰? + ?̰? 
?̰? = 𝑋?̰? + ?̰?𝜆(𝑡) + ?̰? 
?̰? = 𝑦 − 𝑋?̰? − ?̰?𝜆(𝑡) 
?̰?𝑖 = 𝑦𝑖 − 𝑥̰𝑖
′












𝜀′𝜀 = (𝑦𝑖 − 𝑥̰𝑖
′




̰ ?̰? − ?̰?𝜆(𝑡))) 
= [?̰? − 𝑋?̰? − (𝐻(𝜆)(𝑦 − 𝑋?̰?))]
′
[?̰? − 𝑋?̰? − (𝐻(𝜆)(𝑦 − 𝑋?̰?))] 
= ?̰?′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))?̰? − 2?̰?′𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))?̰?







(𝐼 − 𝐻(𝜆))?̰? − 2?̰?′𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))?̰?
+ ?̰?′𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))𝑋?̰? = 𝑄(?̰?)
 








(𝐼 − 𝐻(𝜆))?̰? − 2?̰?′𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))?̰?
+ ?̰?′𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))𝑋?̰?} 
= −2?̰?′𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))?̰? + 2𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))𝑋?̰? 
−2?̰?′𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))?̰? + 2𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))𝑋?̰? = 0 
−2𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))𝑋?̰? = −2?̰?′𝑋′(𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆))?̰? 






(𝐼 − 𝐻(𝜆))?̰? 
?̰̂? = [𝑋′𝑇(𝜆)𝑋]−1𝑋′𝑇(𝜆)?̰?
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which is the parametric component estimator, where 𝑇(𝜆) = (𝐼 − 𝐻(𝜆))
′
(𝐼 − 𝐻(𝜆)). 
Furthermore 
?̰?𝜆(𝑡) = 𝐻(𝜆)(𝑦 − 𝑋?̰?)  
= 𝐻(𝜆)?̰? − 𝐻(𝜆)𝑋[𝑋′𝑇(𝜆)𝑋]−1𝑋′𝑇(𝜆)?̰?  
= 𝐻(𝜆)?̰?{𝐼 − 𝑋[𝑋′𝑇(𝜆)𝑋]−1𝑋′𝑇(𝜆)}  
= 𝑀(𝜆)?̰? (11) 
is the nonparametric component estimator with 𝑀(𝜆) = 𝐻(𝜆){𝐼 − 𝑋[𝑋′𝑇(𝜆)𝑋]−1𝑋′𝑇(𝜆)}. 
Hence, the heteroskedastic semiparametric regression model for the Eq. (1) is: 
?̰̂? = 𝑋?̰̂? + ?̰?𝜆(𝑡)  
= 𝑋[𝑋′𝑇(𝜆)𝑋]−1𝑋′𝑇(𝜆)?̰? + 𝑀(𝜆)?̰?  
= {𝑋[𝑋′𝑇(𝜆)𝑋]−1𝑋′𝑇(𝜆) +𝑀(𝜆)}?̰?  
= 𝑁(𝜆)?̰? (12) 
where: 𝑁(𝜆) = 𝑋[𝑋′𝑇(𝜆)𝑋]−1𝑋′𝑇(𝜆) +𝑀(𝜆).
 
3. Conclusions 
Given that a heteroskedastic semiparametric regression model 𝑦𝑖 = ?̰?̰𝑖
′?̰? + 𝑓(𝑡𝑖) + 𝜎𝑖𝜀𝑖, 𝑖 =
1,2, … , 𝑛. The form of the nonparametric regression component 𝑓 is unknown and is assumed to 
be smooth; it is defined in a continuous function space 𝐶[0, 𝜋]. The random error 𝜀𝑖 is mutually 
independent on the zero mean and variance 𝜎2. The nonparametric component regression curve 
𝑓(𝑡) was approached by Fourier series (2). The estimation curve of the nonparametric 




{𝑛−1(?̰? − 𝑋?̰? − ?̰?)
′







a). The solution of the WPLS optimization gave the Fourier series-based nonparametric 
component estimator, which was described in ?̰?𝜆(𝑡) = 𝑀(𝜆)?̰?, for matrix 𝑀(𝜆) and 
parametric component ?̰̂? = [𝑋′𝑇(𝜆)𝑋]−1𝑋′𝑇(𝜆)?̰?.      
b). The finest estimator for nonparametric component by Fourier series in the heteroskedasticity 
semiparametric regression model is strongly dependent on the optimum values of bandwith 
parameter 𝜆 and 𝐾 that can be obtained by various methods, for instance by means of 
generalized cross validation (GCV). 
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