Angle-domain repetitive disturbances refer to disturbances that are periodic in a generic angle variable which is monotonically increasing with time but not uniformly. This paper extends the classical prototype repetitive control methodology for time periodic disturbances to this situation. Instead of using an internal model approach to derive the control, an affine parameterization approach is adopted which reduces the control design methodology to one of estimating and canceling the disturbance. While the resulting control architectures are similar to the classical time-domain periodic case, the stability conditions are different and depend on the choice of signal norms. Compensator design for non-minimum phase plants also need to be modified. Robustness is also considered in the L 2 setting and an affine Qfilter concept is introduced to achieve robust stability.
INTRODUCTION
Repetitive control is a popular method for compensating for periodic disturbances or for tracking periodic trajectories by learning from previous cycles. In recent years, a new class of repetitive control problems has arisen in which the disturbances or desired trajectories are periodic in an alternate domain that is not time. A typical example is a system with a rotational element, such as the drive-shaft of a power-train, a flywheel, or a rotary valve that do not necessarily operate at constant speeds. If disturbances or desired trajectories are functions of the angular position of the rotational element, they are periodic in the angular rotation. However, the disturbances and the desired trajectories are periodic in time only if the rotational speed is constant.
Historically, repetitive control has been developed from an internal model perspective [1] by embedding the characteristic polynomial of the disturbance in the denominator of the controller and by ensuring that the closed loop system is stable. A difficulty with repetitive control relative to other internal model controls is that the internal model can have a high order since the time delay can be large compared to the sampling time. Thus, designing and implementing gains for stabilizing the system by means such as pole-placement or LQ will be computationally prohibitive.
Prototype repetitive control in [2] avoids this difficulty by assuming that the plant has been sufficiently compensated by an inner loop controller, so that most of its dynamics can be cancelled out. This allows the closed loop to be stabilized using only a scalar gain in conjunction with the internal model. This greatly simplifies the control design and implementation.
With angle-domain repetitive disturbances, both time-and angle-domain dynamics are involved. Adaptive control is used in [3] to render the system as an angle-domain invariant system so that an internal model based repetitive control can be applied in the angle-domain. Recently, these systems have been treated generally as linear time varying (LTV) systems. For example, in [4, 5] , the controller design uses a time varying polynomial description and solves a Diophantine-like equation that can be computationally intensive. In [6] , a robust controller is obtained for LTV systems using a robust controller design methodology. Interestingly, in all these works, the angle domain periodic disturbances are not treated directly. Rather, only the first few modes are used in the design.
In this paper, the affine parameterization or innovation feedback approach [7] is applied to the angle domain repetitive disturbance rejection problem to obtain a straightforward design methodology. The relationship between this approach and time-domain repetitive control is briefly discussed previously in [8] . In this framework, the controller design is reduced to one of estimating and canceling the angle domain periodic disturbance (thus is sometimes called disturbance observer). Estimators for invertible and non-minimum phase plants are proposed that result in control structures similar to the classical time-domain repetitive control. Stability conditions are derived based upon the various induced norms of the angle delay operator. Since these conditions are more stringent than the time-periodic case and cannot be satisfied with a zero-phase error compensator, an alternate methodology for compensating for non-minimum phase zeros is proposed. Moreover, a shaping filter (affine Q-filter) can be incorporated to affinely shape the complementary sensitivity to improve system robustness. This serves a similar role as the classical Q-filter in [2] but has the added advantages of affineness and unconditional nominal system stability.
Notation: For a system G : x(·) → y(·) between time (or angle domain) signals, we use the notation
) is used to denote an angle domain signal, a signal with no subscript (e.g. x(t)) is used to denote a time domain signal.
ANGLE DOMAIN REPETITIVE CONTROL PROBLEM
Consider a non-time domain variable θ that we generically refer to as the (unwound) angle. We assume that θ (t) is monotonically increasing but not necessarily uniformly with time such thatθ
θ (t) and ω(t) are assumed known or measured. To ensure that the periodicity of the disturbance is captured, we assume that ω(t) > 0 is upper and lower bounded: ∃ω, ω, such that
Since θ (t) is monotone increasing, it is invertible. i.e. for every angle α, we can uniquely find t s.t. α = θ (t). Therefore a signal can be represented in terms of t or θ . A subscript θ is used to denote the angle domain representation of a time domain signal. Hence, for a time domain signal x and an angle α = θ (t),
We consider a linear time invariant plant perturbed by a sandwiched angle domain periodic disturbance:
where G o and G i are linear time invariant (time domain) operators, and d is a angle domain Γ-periodic signal satisfying:
The control objective then, is to design a controller to generate control input u so that y → 0 in (4).
Remark 1
If d is a time domain periodic disturbance, the sandwiched disturbance system can be transformed into a simpler input disturbance system
with x such that G i [x] = d, being the input disturbance which is also time periodic. This transformation however is not meaningful if d is angle domain periodic since the resulting x is generally neither angle-nor time-periodic.
ANGLE DELAY OPERATOR
Let e s θ Γ be the angle-invariant, angle domain operator that represents a Γ− (angle) delay:
where s θ is the Laplace variable for angle-domain signals. The corresponding time delay (from time t) to achieve a Γ angle is:
Therefore, the time-domain operator corresponding to e −s θ Γ is the time-varying delay operator e −sT (·) :
with T (t) given by (6) . Hence, the angle domain periodicity of a disturbance can be expressed in either the angle domain or in the time domain as:
Note that since e −sT (·) is time varying, it does not generally commute with other LTI operators.
The following theorem derives the induced norms of e −sT (·) which are useful for stability and robustness analysis.
Theorem 1 Suppose that the angle θ satisfies (1)- (2) . The angle-domain delay operator has the following properties in the time-domain: for all time-domain signal x(·), for p = 1, 2, 3, . . .,
where x p := ( Moreover, the bounds are tight in that there exist angular speed trajectory ω(·) satisfying (2) and time domain signal x(·) such that the bounds are achieved. (9) .
Consider now p = 1, 2, . . .,
where
Differentiating this w.r.t. t, we get 
To show the bounds are tight, let x(t) be the time-domain signal such that its angle domain representation is:
where θ 1 << 2π is a small number. To achieve the upper bound in (8) , define ω(t) such that the duration of the pulse in x(t) is the shortest while the duration of pulse in e −sT (·) [x] is the longest:
p . To achieve the lower bound in (8), define ω(t) with the roles ofω and ω swapped, such that
The desired lower bound is obtained by integration of x p (t) and y p (t). 
. If the signal is in discrete time, the delayed signal x(t k − T (t k )) may not correspond to any past values. In this case, a linear interpolation can be used. For example, if
Affine parameterized control structure with innovation feedback
Relationship between output feedback and innovation feedback where λ = (t k − T (t k ) − t j )/T s and T s is the sampling time. 4. We will have for all discrete time sequence x(t k ),
A sequence can easily be constructed so that the above is an equality. Hence, the induced l ∞ norm of e s θ T (·) as a mapping between discrete time sequences will also be 1. 5. Moreover, if the sampling time T s is small compared to the variation of ω(t), then the induced L p norm for the continuous time signals can be used as a close approximation of the induced l p norm for the discrete time sequence. Fig. 1 shows an affine parameterization of the control for the plant (4). Here, the feedback signal is the innovation ε:
PROTOTYPE ANGLE-DOMAIN REPETITIVE CONTROLLER
Instead of designing an output feedback controller directly, we design the controller Q a which acts on the innovation ε:
If we denoted
Since G i and G o are stable, the closed loop system is stable if and only if the affine parameterization controller Q a is stable [7] . Moreover, from (14), in order for y(t) → 0, we must
Because of this structure, Q a has been referred to as a disturbance observer. 
, but typically non-causally. However, as T (t) is usually large compared to the acausality of
) is often available. Thus, one option is to specifyd θ (θ (t)) as the first order filtered version of d θ (θ (t) − Γ) in the angle domain:
Thus, for λ ∈ (−1, 1), the first order (angle-domain) filter is exponentially stable. Since G o is stable, we also have, as t → ∞.
For λ = 0, this corresponds to a deadbeat finite settling time response, and the estimator (15) is just an angle delay Γ or a variable time delay T (t).
The disturbance estimator/controller in (15) can be implemented in the innovation feedback form as in Fig. 3 with
o are the causal inverses of G i and G o up to time delays, i.e.
B o = 1 reflects the residual in inverting G o , for example when G o is non-minimum phase (see Case B below). The time leads in Fig. 3 -top can be absorbed into the feedback loop as in Fig. 3 -bottom where P(τ 1 , τ 2 ) : x(·) → y(·) is the mixed domain-delay time-domain operator,
It can be unpacked using (5) as:
Or using T (t) := t − θ −1 (θ (t) − Γ) from (6) in (7) y
Notice that P(τ 1 , τ 2 ) requires knowledge of θ up to τ 1 ahead of time.
Using the relation
, and (16)-(17), the innovation feedback control can be converted into output feedback form in Fig. 4 . In this form, the controller consists of inverses of G i and G o and an angle-domain internal model of disturbance. This is exactly the internal model based prototype repetitive control in [2] .
In time domain, the controller in output feedback form ( 1) or k ∈ (0, 2) as specified. In angle domain, the exponential convergence rate is ln(λ )/Γ. Since ω(t) ≥ ω, convergence rate in time will be greater than ω ln(λ )/Γ.
4) is:
m(t) = P(−τ o , τ o )[m](t) + kḠ −1 o [y](t) = m(t − T (t − τ o )) + kḠ −1 o [y](t) u 1 (t) = P(τ i , τ o )[m](t) = m(t + τ i + τ o − T (t + τ i )) u(t) = −(Ḡ −1 i • P(τ i , τ o ))[m](t) = −Ḡ −1 i [u 1 ](t)
Case B: G i invertible, G o not invertible
When G i can be perfectly cancelled out but G o may not be, letḠ i andḠ o be given in (16)-(17) withB o = 1 typically containing non-minimum phase terms. The issue is that we cannot recover d directly from ε and onlyB o [d] can be used as input to the estimator. To proceed, we note that for the invertible G o , G i case, (15) can be written in an error feedback form:
which is a Γ-angle periodic integrator with a Γ-delayed error as input. Mimicking this and usingB
, the disturbance estimator is defined as:
which involve both time-and angle-domain operators but uses
as input as intended. From (22) and d(t − T (t)) = d(t), the disturbance estimation errord :=d − d satisfies:
The disturbance estimator in (22) where Z i,p and Z i,∞ denote the induced p-norm and the induced ∞−norm of the time domain operator Z.
Proof: From (24), the disturbance estimation errord =d − d satisfies:
whose stability can be viewed as a feedback loop between e sT (·) and (1 − kB o ) (see the feedback loop in Fig. 3 ). From small gain theorem, the feedback loop is stable if the loop gain, as time domain operator, with the respective induced norm, is less than 1:
From Theorem 1, e sT (·) i,p ≤ (ω/ω) 1/p ; and e sT (·) i,∞ = 1. Therefore, conditions in (25) and (26) ensure that loop gains are less than 1 in the p-norm and the ∞-norm respectively. Remark 3 1. Recall that Z i,2 is the maximum frequency response gain of Z and Z i,∞ is the L 1 norm of the impulse response of Z. 2. Theorem 3 generalizes Theorem 2 in that k ∈ (0, 2) is equivalent to |1 − k| < 1 which is the ∞−norm condition in Theorem 3. 3. The p−norm stability condition is significantly stronger than but converges to the time-periodic disturbance case when (ω − ω) → 0. 4. Compared to the invertible G o case whenB o = 1, the induced p-norm condition for theB o = 1 case is stronger. Moreover, the condition does not converge to theB o = 1 case asB o → 1. On the other hand, the induced ∞−norm conditions for both theB o = 1 andB o = 1 are the same. 5. G i being invertible is necessary for asymptotic convergence with the current architecture in which the disturbance is estimated as an angle-domain periodic signal. Invertibility is not necessary for the time-domain repetitive control case since the sandwiched system can be converted into a system with periodic input disturbance as discussed in Remark 1. When G i is not invertible, an acausal stable approximation of the inverse can be used and the residual can be absorbed into the robustness filter. This will be described in the next sections.
ROBUST STABILITY
We consider now the robust stability problem with angle domain repetitive control systems. A key advantage of affine parameterization concept is that complementary sensitivity function can be shaped affinely. We shall now make use of this feature to design affine Q-filters to ensure robust stability (at the expense of convergence). We shall see that the affine Q-filter will be equivalent to the conventional Q-filter in [2] when kB 0 = 1.
For robust stability, the plant uncertainty is assumed to be given in terms of multiplicative uncertainty in the frequency domain, i.e.
where ∆ is any LTI operator such that ∆ ∞ = sup ω |∆( jω)| < 1 and W u is the uncertainty weighting. Since the maximum frequency gain is the induced 2-norm of the operator, such a description imposes that stability robustness must be analyzed using 2-norm of the time signals.
Let the compensators in the repetitive controller in (16)-(17). These choices define an affine Q-filter:
Note that from the perspective of robustness, Q shape can be implemented either inḠ
Theorem 4 For a given multiplicative plant uncertainty ∆( jω)W u ( jω), the repetitive controller in Fig. 3 with compensators defined using (27)-(28) will be robustly stable in the L 2 sense if Q shape is stable and:
where Q shape is given in (29).
Proof: The feedback loop containing the model uncertainty is shown in Fig.5 . The output y and input x to the angle delay operator e sT (·) are related by:
Since ∆( jω) can have arbitrary phase,
, from small gain theorem, the feedback loop in Fig. 5 is stable if:
The desired relation is an rearrangement of the above.
. Output feedback form of the repetitive controller with affine Q-Filter. Top: before absorbing the time-advance terms; Bottom: after absorbing the time-advance terms.
Remark 4 1. A necessary condition for robust stability is that the nominal system satisfies the L 2 stability condition in Theorem 3. This means that even if the nominal system can be shown to be stable with the induced ∞−norm condition, we cannot show that it is robust to any size of multiplicative uncertainty using the frequency description. 2. The right hand side of (30) is maximized when kB o = 1.
Thus, from the perspective of robust stability, the compensator kĜ −1 o should aim to approximate G −1 o (up to a delay). 3. Because Q shape enters affinely in (30), Q shape can be computed directly to achieve robust stability and distributed in (27)-(28). 4. How Q shape is distributed between (27) and (28) has no effect on robust stability but can result in different performances because angle and time domain operators do not commute.
The affine Q-filter has the advantage that the nominal system remains stable as long as the Q-filter is also stable. With the affine Q-filter, the output feedback form of the innovation feedback controller in Fig. 3 is shown in Fig. 6 instead of Fig. 4 . From Fig.6 , we see that this reduces to the conventional Q-filter in [2] only if kB o = 1. Conversely, unless kB o = 1, the conventional Q-filter shapes the complementary sensitivity functions in a non-affine way.
COMPENSATOR DESIGN
Based on Theorem 4, the compensatorsḠ
i andḠ −1 o are designed according to (27)-(29) and (30). As the notation suggests, they would nominally be inverses of G i and G o . Case 1: If G i and G o are invertible, then we can take kB o = 1 and design Q shape to satisfy (30). We can then design
Case 2: Even if G i and/or G o is non-minimum phase and thus not invertible, we can still take kB o = 1 but consider the nonminimum phase zero terms as part of the affine Q-filter. This is appropriate if the zeros are important only at high frequencies where the plant uncertainty W u is also large. As an example, suppose that the G i and G o are discrete time LTI systems with sufficiently fast sampling. If G i is invertible
where A(q −1 ) is a monic polynomial of q −1 with stable roots, we can designḠ
and use Q shape = Q so (1 − 9q −1 ) in (30) to ensure robust stability. A similar approach can be taken if G i is not invertible.
Case 3:
Finally if G i is invertible and G o has non-minimum phase zeros that cannot be considered fast, the non-minimum phase zeros need to be compensated. Suppose that
where b > 1. Unfortunately, the use of zero-phase compensator as suggested in time domain repetitive control in [2] cannot be used. By choosing k sufficiently small, this approach can only ensure that 1 − kB o ∞ < 1 but for angle domain repetitive control, we must, for nominal L 2 stability, have at least
We can use the forward series expansion approach in [9] instead. Here, the inverse of the non-minimum phase zero term is approximated as in:
Then define:
where the q −n term is to keepḠ −1 o causal. Hence,
Compared to (28), kB o = (1 + q n b n ) and τ o = T s (n o + n). This way, by using larger n, we can make
arbitrarily small to satisfy the nominal stability in Theorem 3. Q shape can then be chosen to further satisfy the robust stability condition in Theorem 4.
The forward series expansion approach is only one way of generating an acausal FIR approximation to the inverse of the non-minimum phase terms. This can be combined with the affine Q − f ilter design to reduce filter length. Other acausal filter design methodologies can also be applied.
SIMULATIONS
To illustrate the control design, we assume that the angular frequency ω(t) =θ (t) is shown in Fig. 7 withω/ω = 4. The disturbance in angle domain (d θ (θ )) and in time domain (d(t)) are shown in Fig. 8 .
The sandwich plant is given by two LTI discrete time systems with sampling of 0.002s:
so that G i is invertible but G o is non-minimum phase. We define the compensators as: o as in (28). The frequency response of the the affine Q-filter is shown in Fig. 11 . The phase of the filter is accounted for by increasing the time delay to τ o = (1 + 3 + 10)T s .
Figs. 12 and 13 show that the robustified controller is also effective in estimating and canceling out the disturbance. Compared with Figs. 9 and 10, the error is only slightly degraded.
