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Introduzione
Questo lavoro di tesi vuole andare a studiare il comportamento critico di sistemi
in presenza di un potenziale confinante. Sistemi atomici intrappolati sono infatti
sistemi di grande interesse sperimentale: per esempio, la condensazione di Bose-
Einstein, prevista teoricamente nel 1924-1925, e` stata osservata solo nel 1995 in un
vapore di atomi di rubidio (87Rb) e sodio (23Na) in cui gli atomi erano confinati
in trappole magnetiche. La presenza della trappola nello studio di questi sistemi
e` importante perche`, mentre un gas di Bose libero la condensazione avviene so-
lo nello spazio dei momenti, gas intrappolati si condensano sia nello spazio delle
coordinate che in quello degli impulsi.
Recentemente e` stato studiato sperimentalmente il comportamento critico di un
gas di Bose intrappolato, e si e` osservato un andamento della lunghezza di correla-
zione compatibile con il comportamento atteso ad una transizione continua nella
classe di universalita` del modello XY tridimensionale. La presenza della trappola
pero` cambia fortemente la fenomenologia delle transizioni di fase osservate in as-
senza di trappola, per esempio, non ci si aspetta che le lunghezze di correlazione
divergano in presenza di un potenziale confinante: da qui la necessita` di avere una
descrizione teorica del comportamento critico dei sistemi intrappolati.([5])
Si considera un potenziale confinante della forma
U(r) = vp |~r|p ≡
( |~r|
l
)p
con v e p costanti positive e con l che rappresenta le dimensioni della trappola:
questo potenziale puo` venire accoppiato, per esempio, al numero di particelle o
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all’energia. Questo potenziale cambia in maniera efficace il valore locale del po-
tenziale chimico, creando un effetto di confinamento. Se settiamo i parametri del
sistema ai valori corrispondenti al regime critico del sistema libero, l’usuale anda-
mento della funzione di correlazione G(r) sara` osservabile vicino all’origine solo
per valori della funzione di correlazione ξ ∼ t−ν molto piu` piccoli della dimensione
della trappola ma comunque grandi abbastanza affinche sia visibile lo scaling. Se
la ξ invece non e` molto piu` piccola della dimensione della trappola lo scaling vie-
ne modificato dalla presenza del potenziale, ma possono comunque nascere effetti
universali controllati dalla classe di universalita` del sistema privo della trappola.
Con tecniche di gruppo di rinormalizzazione si puo` associare al potenziale un espo-
nente θ e si vede che per una generica quantita` S ci si aspetta uno scaling della
forma
S = l−θySfS
(
tl
θ
ν
)
dove yS e` la dimensione di GR di S.
Si e` cercato di verificare questo scaling con modelli di teorie di campo con questo
potenziale confinante: l’interesse fisico di teorie di questo genere e` dato ad esem-
pio dal voler studiare la condensazione di Bose-Einstein in presenza di trappola.
L’energia di tale sistema puo` essere infatti scritta come ([9])
E[Φ] =
∫
ddr
[
~
2
2m
|∇Φ|2 + U(r) |Φ|2 + g
2
|Φ|2
]
dove Φ(r, t) =
〈
Ψˆ(r, t)
〉
e` il valore di aspettazione dell’operatore di campo bo-
sonico ed e` spesso chiamato funzione d’onda del condensato. Nel lavoro di tesi,
abbiamo calcolato le funzioni di correlazione per il modello gaussiano g = 0 ed
abbiamo verificato lo scaling previsto dal gruppo di rinormalizzazione: in partico-
lare, abbiamo considerato i casi di potenziale armonico p = 2 ed il caso di sistema
intrappolato in una scatola p = +∞.
Infine, abbiamo verificato lo scaling in un modello esplicito: abbiamo preso il
modello XY in 2 dimensioni accoppiato al potenziale confinante scritto sopra, ed
abbiamo effettuato una simulazione Monte Carlo del sistema nella sua fase a basse
temperature, che nel caso in assenza di trappola e` in una fase di Quasi-Long Range
Order (QLRO). In questo modo abbiamo verificato che i risultati ottenuti sono
in accordo con una teoria di trap-size scaling con esponente di trappola θ = 1:
inoltre, abbiamo verificato che, al variare della temperatura sempre al di sotto del
suo valore critico, il Trap-size scaling e` indipendente dalla temperatura.
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Il lavoro di tesi e` strutturato nel seguente modo:
Capitolo 1 In questo capitolo viene data una breve introduzione alla teoria dei fenomeni
critici: si definisce il concetto di universalita` e si da un breve sommario della
teoria di Landau-Ginzburg
Capitolo 2 Si presenta brevemente la teoria del gruppo di rinormalizzazione
Capitolo 3 Viene esposta la teoria del trap-size scaling e le previsioni che si ottengono
usando il gruppo di rinormalizzazione
Capitolo 4 Vengono considerate teorie di campo gaussiane con potenziale accoppiato o
al termine φ2 o al termine cinetico (∂µφ)
2. Vengono calcolate la funzione di
correlazione ed altre grandezze interessanti
Capitolo 5 In questo capitolo, dopo aver brevemente introdotto il modello XY in due
dimensioni, si espongono e commentano i risultati della simulazione Monte
Carlo effettuata.
Appendice A In questa appendice si da` una breve introduzione alla teoria della simulazione
Monte Carlo
Mentre i capitoli 1, 2, 3 e l’appendice sono una breve introduzione a risultati gia`
noti in letteratura, i capitoli 4 e 5 presentano risultati originali.
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CAPITOLO 1
Introduzione ai fenomeni critici
In questo capitolo si vuole dare una breve introduzione ai fenomeni critici. Nella
prima parte verranno introdotti i concetti di punto critico, di universalita` e ver-
ranno definiti gli esponenti critici, nella seconda si mostrera` la teoria di Landau-
Ginzburg ed un suo utilizzo nell’aprossimazione di campo medio. Il materiale di
questo capitolo e` preso da [20] e [14]
1.1 Concetti Fondamentali
Nel descrivere le proprieta` macroscopiche di un sistema si e` interessati a grandezze
quali l’energia totale, il momento magnetico totale ed altre quantita` definite come
un totale su tutti i costituenti, e, se il sistema e` omogeneo, e` utile dividere queste
quantita` per il volume del sistema e considerare quindi delle densita`: questo tipo
di variabili sono usualmente dette meccaniche. Ci sono inoltre altre quantita` che
non sono definite come totale sui costituenti, e sono chiamate campi applicati e
caratterizzano l’ambiente con cui il sistema e` in contatto: esempi sono la tempera-
tura T , la pressione applicata p, il campo magnetico esterno h, etc. Nella maggior
parte dei casi, le variabili meccaniche sono definite in maniera univoca per valori
dei campi applicati fissati.
Ci sono pero` delle eccezioni, per particolari valori dei campi applicati, e l’esempio
piu` comune e` il punto di ebollizione dell’acqua: a T = 373◦K e p = 1atm, la
densita` dell’acqua non e` fissata, puo` scegliere fra due valori, uno maggiore (fase
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liquida) ed uno minore (fase aeriforme). Nel piano p− T , il punto corrispondente
a questi valori e` detto punto critico liquido-vapore.
In generale, si ha un punto critico quando si ha nel sistema una transizione di fase:
nel caso dell’acqua, la transizione e` detta del primo ordine perche´ coinvolge un
calore latente. Sono dette del secondo ordine o transizioni di fase continue quelle
in cui non vi e` un calore latente ma e` presente una lunghezza di correlazione diver-
gente ed un decadimento a potenza delle funzioni di correlazione: esempi sono la
transizione ferromagnetica, la superconduttivita` e la superfluidita`. Con il termine
di fenomeni critici si intende il comportamente dei sistemi nelle vicinanze di un
punto critico. Grandezze fisiche che, al punto critico, non sono univocamente de-
terminate (come la densita` nella transizione liquido vapore) sono dette parametri
d’ordine.
Nelle transizioni di fase si hanno dunque bruschi cambiamenti nelle proprieta`
macroscopiche del sistema, quando invece le interazioni microscopiche sono per-
fettamente note a priori e non presentano discontinuita`: le transizioni di fase sono
quindi fenomeni di natura globale. In particolare, si possono avere transizioni di
fase solo per sistemi trattabili in maniera macroscopica, e quindi costituiti da un
grande numero di particelle: per la precisione, il teorema di Lee e Yang ci dice
che un modello che vuole descrivere le transizioni di fase partendo dalle intera-
zioni microscopiche necessita di un numero infinito di gradi di liberta`. Inoltre,
se siamo interessati solo al comportamento macroscopico del sistema, non tutti
i dettagli delle interazioni a livello microscopico sono rilevanti (per comprendere
meglio cosa si intende per rilevante o irrilevante si veda il capitolo sul gruppo di
rinormalizzazione), e sistemi con interazioni fisicamente diverse possono avere una
descrizione macroscopica ed un comportamento critico uguali fra loro: si parla
quindi di universalita`, e si intendera` con classe di universalita` l’insieme di tutti
quei modelli miscroscopici che possono essere mappati l’uno nell’altro a meno di
termini irrilevanti. All’interno della stessa classe di universalita` tutti i modelli
presenteranno lo stesso comportamento critico.
Andiamo a considerare come modelli guida quelli di spin interagenti: in un siste-
ma di questo tipo i campi applicati sono in genere la temperatura T ed il campo
magnetico esterno h. Spesso, visto che la quantita` interessante piu` che la tem-
peratura assoluta e` quanto il sistema e` distante dal punto critico, si utilizza la
temperatura ridotta t = T−TCTC .
In generale, per la magnetizzazione M e l’energia libera F valgono delle relazione
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della forma
h =M δg (M, t)
F (t, h) = t2−αf (h, t)
Un’ipotesi ben verificata sperimentalmente e che trova un’elegante formulazione
nella teoria del gruppo di rinormalizzazione e` l’ipotesi di scaling, la quale consiste
nel postulare che valga
h =M δg
(
t
M
1
β
)
F (t, h) = t2−αf
(
t
h
1
βδ
)
con f e g funzioni omogenee, ovvero tali per cui
f (λx1, . . . , λxn) = λ
qf (x1, . . . , xn)
In questa ipotesi, valgono per varie quantita` fisiche delle leggi a potenza che ci
permettono di definire un insieme di esponenti critici, i quali saranno gli indicatori
della classe di universalita` considerata
α L’esponente α descrive l’andamento del calore specifico rispetto alla tempe-
ratura, C = A |t|−α
β Lega la magnetizzazione spontanea alla temperatura, M ∼ (−t)β
γ Lega la suscettivita` alla temperatura, χ ∼ |t|−γ
δ Lega la magnetizzazione al campo magnetico esterno quando T = TC , M ∼
h
1
δ
ν Lega la lunghezza di correlazione alla temperatura, ξ ∼ |t|−ν
η Descrive l’andamento della funzione di correlazione con la distanza, G(r) =
1
rd−2+η
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Questi esponenti non sono fra loro indipendenti, e valgono le relazioni
γ = β(δ − 1) (1.1)
α+ 2β + γ = 2 (1.2)
γ = ν(2− η) (1.3)
νd = 2− α (1.4)
per cui solo due esponenti sono indipendenti, per esempio ν ed η. Questo ha
un’importanza fisica notevole: vuol dire infatti che per determinare la classe di
universalita` del sistema sono necessari solo due esperimenti.
1.2 Teoria di Landau-Ginzburg
Per teoria di Landau-Ginzburg ([12]) si intende un metodo fenomenologico utile
per descrivere le transizioni di fase del secondo ordine: si utilizzano solo quantita`
macroscopiche, disinteressandosi di quel che avviene a livello microscopico, ed il
suo uso e` pensato in un intorno del punto critico, dove il parametro d’ordine e`
piccolo.
Vediamo come funziona: si consideri un sistema macroscopico in uno spazio a d
dimensioni, e sia φ(x) la densita` a grana grossa del parametro d’ordine, ovvero
la densita` mediata su distanze atomiche. Per questo motivo, non ci sono in φ(x)
fluttuazioni con lunghezza d’onda piu` piccola della distanza atomica a, e quindi
non ci sono componenti di Fourier con vettore d’onda maggiore di Λ ∼ 1a . Possiamo
scrivere per la funzione di partizione Z (e per l’energia libera F ), col formalismo
dell’integrale funzionale
Z (h, T ) = e−βF (h,T ) = N
∫
[dφ] e−βH(φ,h)
con H hamiltoniana del sistema, che posso scrivere come
H (φ, h) =
∫
ddxF (φ(x), h(x))
dove F e` chiamata energia libera di Landau. L’idea alla base della teoria di
Landau-Ginzburg e` di sviluppare, vicino al punto critico, questo funzionale in
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potenze di φ e delle sue derivate
F (φ(x), h(x)) = 1
2
|∇φ(x)|2 − φ(x)h(x) + 1
2
r0φ
2(x) + s0φ
3(x) + u0φ
4(x)
Il campo esterno h(x) appare solo linearmente perche´ assumiamo che esso sia mol-
to debole; inoltre abbiamo assunto che φ sia un singolo campo reale.
Il coefficiente del termine cinetico e` fissato a 12 per fissare la scala di φ, il coef-
ficiente di φ e` fissato essere h perche´ torni che la magnetizzazione sia −∂F∂h , gli
altri coefficienti sono parametri fenomenologici che possono dipendere dalla tem-
peratura e da Λ: un ulteriore vincolo e` che il coefficiente s0 del termine cubico si
annulli per sistemi invarianti per traformazioni m→ −m.
1.2.1 Teoria di campo medio
Vediamo adesso l’approssimazione di campo medio per la teoria di Landau-Ginzburg:
essa consiste nel sostituire l’energia libera di Landau con il suo valore minimo, ov-
vero nel fare un approssimazione di punto sella. Consideriamo il caso h costante
nello spazio: la forma di φ che rende minima l’energia libera e` una costante φ¯
determinata da
∂F (φ, h)
∂φ
∣∣∣∣
φ=φ¯
= 0
∂2F (φ, h)
∂φ2
∣∣∣∣
φ=φ¯
≥ 0
L’approssimazione di campo medio consiste nel considerare, come sola configu-
razione importante, quella a densita` costante, trascurando quindi le fluttuazioni:
essa non da` risultati quantitativamente corretti, ma ci permette di studiare qua-
litativamente le strutture di fase di un sistema.
Prendiamo
F (φ, h) = 1
2
r0φ
2 + u0φ
4 − 1
kBT
hφ
con u0 > 0 e r0 = a0t. La condizione che determina φ¯ e`
r0φ¯+ 4u0φ¯
3 − h
kBT
= 0 (1.5)
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che ha per h = 0 come soluzione reale
φ¯ =


0 (t > 0)
±
(
a0
4u0
) 1
2 |t| 12 (t < 0)
che implica β = 12 .
Per calcolare la suscettivita`, differenziamo la 1.5 rispetto ad h, ottenendo
χ =
1
kBT
(
r0 + 12u0φ¯2
) =
{
(kBTa0)
−1 |t|−1 (t > 0)
1
2 (kBTa0)
−1 |t|−1 (t < 0)
per cui γ = 1.
L’equazione di stato a T = Tc ( e quindi t = 0) si ottiene da (1.5) ponendo r0 = 0,
ottenendo
φ¯ (0, h) = (4u0kBTc)
− 1
3 h
1
3
quindi δ = 3.
Si ha inoltre che il valore minimo dell’energia libera di Landau a campo esterno
nullo e`
F (φ¯, 0) =
{
0 (t > 0)
3a20
16u0
t2 (t < 0)
da cui si ricava che la capacita` termica ha una discontinuita` finita in t = 0
C
V
=
{
0 (t > 0)
3a20kBT
2
c
8u0
(t < 0)
da cui α = 0.
Per ottenere, in questa approssimazione, la lunghezza di correlazione ξ, conside-
riamo la risposta di φ(x) ad una sorgente test h(x) = −λδ(x):
H(φ) =
∫
ddx
[
−1
2
φ(x)∇2φ(x) + 1
2
r0φ
2(x) + u0φ
4(x) + λφ(x)δ(x)
]
(1.6)
L’approssimazione di punto sella in questo caso da luogo ad una equazione alle
derivate parziali (∇2 − r0)φ(x)− 4u0φ3(x) = λδ(x)
Consideriamo separatamente i casi (t > 0) e (t < 0): nel primo caso, in assenza
di sorgenti avevamo che la soluzione era φ¯ = 0, per cui ci aspettiamo che, in
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questo caso, φ sia dell’ordine di λ. Possiamo quindi trascurare il termine cubico,
e passando in trasformata di Fourier si puo` scrivere
φ˜(k) =
λ
k2 + r0
da cui
φ¯(x) = λ
∫
ddk
eik·x
k2 + r0
x→∞−→ x2−de−xξ
ξ = r
− 1
2
0 = (a0t)
− 1
2
Per t < 0, il caso di assenza di sorgente aveva un φ¯ finito diverso da zero, per cui
andiamo a sostituire in (1.6) φ(x) = φ¯+δφ(x), ed andiamo a cercare un’equazione
lineare in δφ(x). Si ottiene un’equazione della stessa forma del caso t > 0, ma con
r0 → −2r0, per cui abbiamo la stessa forma per ¯φ(x) con ξ data da
ξ =
{
(a0t)
− 1
2 (t > 0)
(−2a0t)−
1
2 (t < 0)
e quindi si ha ν = 12 e η = 0.
1.2.2 Approssimazione Gaussiana
Si parla di approssimazione Gaussiana quando, nell’energia libera di Landau, si
tengono solo i termini fino all’ordine φ2(x): il modello ha senso solo per r0 > 0 ed
ha il pregio di essere esattamente solubile. Si ha infatti in questo caso
H(φ, h) =
∫
ddx
[
−1
2
φ(x)∇2φ(x) + 1
2
r0φ
2(x)− φ(x)h(x)
]
e quindi, per la funzione di partizione, si ha
Z(h) = Z(0)e 12
R
ddxddyh(x)G(x,y)h(y)
con
G(x, y) =
∫
ddk
(2π)d
e−ik·(x−y)
k2 + r0
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La funzione di correlazione G0(x) e` data da
G0(x) =
1
Z(0)
δ2
δh(x)δh(0)
Z(h)
∣∣∣∣
h=0
si ha percio`
G0(x) = G(x, 0) ∼ x2−de−
r
ξ
ξ = (a0t)
− 1
2
da cui si ha quindi ν = 12 e η = 0. Tramite (1.1)-(1.4) possiamo ricavarci tutti gli
altri esponenti. Riportiamo in una tabella i valori degli esponenti per l’approssi-
mazione di campo medio e per quella gaussiana
Esp. Campo Medio Gauss.
α 0 4−d2
β 12
d−2
4
γ 1 1
δ 3 d+2d−2
ν 12
1
2
η 0 0
Vediamo che gli esponenti della teoria di campo medio coincidono con quelli della
teoria gaussiana per d = 4.
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CAPITOLO 2
Gruppo di Rinormalizzazione
In questo capitolo diamo una breve introduzione al gruppo di rinormalizzazione.
Il capitolo e` diviso in quattro sezioni: nella prima, mostriamo quali sono le idee di
questa teoria, successivamente mostriamo come queste si possono mettere in pra-
tica in un esempio pratico quale il modello di Ising. Diamo poi una presentazione
generale della teoria per passare infine a parlare dello scaling.
Tutto il materiale di questo capitolo e` tratto da [4]: per gli articoli originali si
vedano [15] e [26]
2.1 Introduzione
Con il nome di Gruppo di Rinormalizzazione si intende tutto un insieme di metodi
tesi ad estrapolare, partendo da una teoria microscopica, una teoria efficace che
descriva solo gli aspetti cui siamo interessati, trascurando dettagli irrilevanti del
modello, attraverso la ridefinizione dei parametri che definiscono il sistema attra-
verso altri piu` semplici.
Per quanto riguarda i fenomeni critici questa modifica dei parametri avviene so-
litamente attraverso un processo di coarse-graining dei gradi di liberta` a piccole
distanze: si media su una certa scala microscopica e questo porta ad una modifica
dei parametri del sistema. L’iterazione di questo processo di media porta ad un
flusso di rinormalizzazione dei parametri della teoria, il cui studio e` cio` a cui si e`
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interessati.
Questo processo di coarse-graining e` chiaro se applicato ad una teoria definita su
un reticolo n-dimensionale caratterizzata da interazioni a corto raggio: si divide
il sistema in blocchi di spin (indichiamoli con s) di uguale dimensione, e ad ogni
blocco si associa una nuova variabile (s′) che abbia le stesse caratteristiche dello
spin di partenza (per esempio, se sto agendo sul modello di Ising, la nuova va-
riabile s′ potra` assumere valori ±1) ed il cui valore viene scelto con un metodo
definito a priori (per esempio, assegnandogli il valore maggiormente presente nel
blocco di partenza; piu` in generale avremo s′ = G ({si}), con si appartenente al
blocco considerato). Quali conseguenze ha questa trasformazione?
Innanzitutto, cambia la forma dell’interazione: partendo da un’hamiltoniana H(s)
si arriva ad un’altra H′(s′) (in questo capitolo considereremo sempre Hamiltonia-
ne ridotte, ovvero assorbiremo il parametro β dentro altri parametri della teoria,
quali il coefficiente di accoppiamento o il campo magnetico esterno). Quest’ultima
non e` piu`, in generale, un Hamiltoniana fra siti vicini, ma un’assunzione fonda-
mentale del gruppo di rinormalizzazione e` che l’interazione dominante rimanga
a corto raggio: la correttezza di questa assunzione, sebbene non rigorosamente
dimostrata, e` stata testata in molte simulazioni numeriche e verificata nei modelli
che si sanno risolvere esattamente.
Ma come e` legata H′(s′) a H(s)? Definiamo, per ogni blocco, T (s′, {si}) come
T
(
s′, {si}
)
=
{
1 se s′ = G ({si})
0 altrimenti
La nuova hamiltoniana e` definita allora da
e−H
′(s′) ≡ Trs
∏
blocchi
T
(
s′, {si}
)
e−H(s) (2.1)
Come prima conseguenza si ha che, poiche´
∑
s′ T (s
′, {si}) = 1, allora
Z ′ = Trs′e−H(s
′) = Trse
−H(s) = Z
ovvero, questo processo di blocking, anche iterato a livelli successivi, lascia inva-
riata la funzione di partizione. Inoltre, grazie all’equazione (2.1) si verifica che
in questa procedura si conserva anche la distribuzione di probabilita` di quantita`
dipendenti da spin s′, s′′, s′′′..., fra cui ci sono anche tutti i gradi di liberta` a grande
lunghezza d’onda, per cui tutta la fisica che descrive i fenomeni di grande scala e`
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lasciata invariata dalla procedura di gruppo di rinormalizzazione.
Possiamo inoltre pensare agli accoppiamenti di H come ad un vettore {K} =
(K1,K2, ...) dove, se e` presente solo un accoppiamento fra siti vicini, l’unico ele-
mento non nullo sara` K1. Il gruppo di rinormalizzazione agisce su questo vettore
e, come detto prima, eventualmente potrebbe creare anche nuovi tipi di accop-
piamento (ovvero elementi che prima erano nulli potrebbero diventare non nulli).
Possiamo quindi schematizzare l’azione del gruppo di rinormalizzazione come un
applicazione su questo spazio dei parametri, i.e.
{
K ′
}
= R{K}
Iterando la procedura, otteniamo quello che abbiamo chiamato flusso di rinorma-
lizzazione, che si puo` schematizzare come
{
K(n)
}
= Rn {K}
Quanto detto e` generale e spiega, a grandi linee, in cosa consiste il gruppo di
rinormalizzazione tramite la procedura del blocking. Sfortunatamente, questa
procedura e` spesso irrisolvibile esattamente e deve essere accompagnata da dei
metodi di approssimazione: esistono comunque dei modelli di cui si riesce a dare
una trattazione esatta, e puo` essere utile esaminare uno di questi per capire come
funziona, in pratica, tutto cio` che e` stato detto.
2.2 Modello di Ising
2.2.1 Caso 1-dimensionale
Il modello di Ising 1-dimensionale e` un esempio in cui la procedura spiegata pre-
cedentemente puo` essere fatta esplicitamente.
Consideriamo il caso di campo esterno nullo: il sistema e` allora descritto dall’Ha-
miltoniana ridotta
H = −K
∑
i
sisi+1
con ogni spin che puo` assumere valori si = ±1.
Consideriamo, per fare il blocking, dei gruppi di 3 spins, ed assegnamo alla nuova
variabile s′ il valore dello spin centrale, che corrisponde a prendere T (s′; s1, s2, s3) =
δs′,s2. Da un punto di vista pratico, questa trasformazione di gruppo di rinorma-
16
lizzazione corrisponde a fare la traccia solo sugli spins alla fine di ogni blocco ed
a lasciare invariati gli spins al centro. Questo processo e` chiamato decimazione e
funziona bene in una dimensione (mentre presenta dei problemi in dimensione piu`
alta).
Consideriamo due blocchi vicini come in figura (2.1): supponiamo quindi di som-
Figura 2.1: Due blocchi di spin vicini: da [4]
mare sugli spin s3 e s4, mantenendo s
′
1 ≡ s2 e s′2 ≡ s5. I fattori nella somma (2.1)
che coinvolgono questi gradi di liberta` sono
eKs
′
1s3eKs3s4eKs4s
′
2 (2.2)
Dall’identita` eKab = coshK (1 + xab), con x = tanhK, possiamo riscrivere (2.2)
come
(coshK)3
(
1 + xs′1s3
)
(1 + xs3s4)
(
1 + xs4s
′
2
)
Se adesso espandiamo quest’espressione, quando sommiamo su s3 ed s4 rimangono
solo i termini con potenze pari di questi spin, che sono uguali ad 1, per cui si ottiene
22 (coshK)3
(
1 + x3s′1s
′
2
)
che puo` essere riscritto come
e
2 log 2+log
„
(coshK)3
coshK′
«
eK
′s′1s
′
2
dove
tanhK ′ = (tanhK)3 (2.3)
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Sommando quindi sull’intero reticolo di partenza, possiamo scrivere la funzione di
partizione come Z = Trs′e
−H′(s′), dove
H′(s′) = N
[
−2
3
log 2− 1
3
log
(
(coshK)3
coshK ′
)]
−K ′
∑
i
s′is
′
i+1
≡ Ng(K)−K ′
∑
i
s′is
′
i+1 (2.4)
dove N indica il numero di siti del reticolo di partenza.
In questo caso quindi l’Hamiltoniana rinormalizzata ha la stessa forma dell’Hamil-
toniana di partenza, eccezion fatta per il termine proporzionale a g(K) che non
dipende dagli spin e quindi non influenza il calcolo di nessun valore di aspettazio-
ne, mentre contribuisce all’energia libera del sistema: esso infatti rappresenta il
contributo all’energia libera dato dai gradi di liberta` a piccola lunghezza d’onda
che sono stati risommati nel processo di rinormalizzazione.
L’azione del gruppo di rinormalizzazione e` contenuta nell’equazione (2.3), che,
espressa in termini della variabile x = tanhK, si legge x′ = x3. Considerando
che all’interno di K vi e` un fattore β = 1kBT , vediamo che il limite di T → 0+
corrisponde a x→ 1−, mentre il limite di alte temperature corrisponde a x→ 0+.
Ora, suponiamo di iterare il processo di rinormalizzazione: a meno di non partire
esattamente da x = tanhK = 1, il valore della costante rinormalizzata x′ tendera`
a 0. Questo vuol dire che la fisica di grande scala e` descritta da un’hamiltoniana
in cui la temperatura effettiva e` alta, e ci aspettiamo quindi che il sistema sia in
uno stato paramagnetico, mentre questo non e` vero solo per T esattamente uguale
a 0.
In termine dell’equazione di gruppo di rinormalizzazione, si dice che ci sono due
punti fissi : uno , a T = 0 (x = 1) instabile, poiche´ ogni piccola perturbazione
da questo punto viene amplificata dall’azione del gruppo di rinormalizzazione, e
l’altro, a T = +∞ (x = 0), che e` stabile ed e` il punto fisso attrattivo per l’intera
regione 0 ≤ x < 1, per cui ogni punto in questa regione si trova nella stessa fase,
che e` paramagnetica. Il flusso del gruppo di rinormalizzazione va dal punto fisso
instabile a quello stabile, come mostrato nella figura (2.2).
Oltre che per studiare le fasi del sistema, il gruppo di rinormalizzazione e` utile
anche per calcolare grandezze fisiche, come ad esempio la lunghezza di correlazio-
ne. Per poterla considerare un numero puro, misuriamola in funzione dello spazio
paricolare: con queste unita` puo` dipendere solamente dalla costante di accoppia-
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Figura 2.2: Flusso del gruppo di rinormalizzazione in d = 1: da [4]
mento ridotta K.
Dopo aver effettuato una trasformazione di gruppo di rinormalizzazione, la fisica
di grande scala rimane invariata, per cui la lunghezza di correlazione dimensionata
deve rimanere la stessa: la lunghezza reticolare e` stata pero` aumentata (in questo
esempio) di un fattore b = 3, per cui, in unita` dello spazio reticolare, la lunghezza
di correlazione trasforma come
ξ(x′) = b−1ξ(x)
dove x′ = xb. Quest’equazione ha per soluzione
ξ(x) =
A
log x
=
A
log tanhK
dove A e` una costante. Questo coincide con il risultato esatto per la lunghezza
di correlazione del modello di Ising in una dimensione: come ci aspettavamo, ξ e`
finita per ogni T > 0, mentre, per T → 0, ξ ∼ eAT , che diverge a T = 0, come ci
aspettiamo, dovendo essere il sistema in una fase ordinata.
2.2.2 Dimensioni piu` alte
In dimensioni maggiori di uno non e` piu` possibile portare avanti analiticamente
le trasformazioni che abbiamo discusso nel caso unidimensionale: si possono fare
delle approssimazioni semplificatrici, ma in questo contesto ci limiteremo a fare
delle osservazioni generali.
Da (2.3) segue che, a basse temperature (M → +∞), l’equazione diventa K ′ ∼
K − const. Possiamo dare una spiegazione fisica a questo: a basse temperature
gli spins nei blocchi sono quasi sempre allineati nello stesso modo. L’interazione
fra blocchi vicini e` mediata dagli spin sul bordo, per cui possiamo scrivere
K ′ ∼ K 〈s3〉s′1=1 〈s4〉s′4=1
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dove 〈s3〉s′1=1 rappresenta la magnetizzazione dello spin sul bordo sapendo che lo
spin rinormalizzato di quel blocco e` +1: a basse temperature 1 questa magnetiz-
zazione vale 1, per cui K ′ ∼ K.
Consideriamo adesso il caso di due blocchi vicini, ma in dimensione due: adesso
l’interazione fra due blocchi vicini e` mediata non da una, ma da tre coppie di spins,
per cui ci aspettiamo, per K → ∞, che K ′ ∼ 3K. In generale, in dimensione d e
in blocchi contenenti bd spins ci aspettiamo che K ′ ∼ bd−1K per K →∞: questo
vuol dire che, per d > 1 si ha K ′ > K, per cui il punto fisso di temperatura nulla
K−1 = 0 e` localmente stabile, contrariamente a quello che succedeva nel caso uni-
dimensionale. D’altra parte, ad alte temperature il sistema deve essere in una fase
paramagnetica, per cui anche il punto fisso K = 0 deve essere stabile: ci si aspet-
ta quindi, nel limite in cui il flusso del gruppo di rinormalizzazione possa essere
considerato unidimensionale, che esista 0 < K∗ < +∞ punto fisso instabile (come
mostrato in figura (2.3)), corrispondente al punto critico del modello. Per vedere
Figura 2.3: Flusso del gruppo di rinormalizzazione in d > 1: da [4]
che K∗ corrisponde effettivamente ad un punto critico, calcoliamoci la lunghezza
di correlazione sapendo che
ξ(K) = bξ(K ′) (2.5)
Supponiamo che, nella regione ad alte temperature, ci sia un punto K0 in cui
ξ(K0) = ξ0 = O(1): partendo da K < K
∗, arriveremo a K0 dopo n(K) iterazioni
della procedura di rinormalizzazione, per cui ξ(K) = ξ0b
n(K). Piu` K e` vicino a
K∗, piu` n(K) sara` maggiore, e, nel limite K → K∗, n(K) → +∞, da cui segue
che ξ(K∗) = +∞, che e` caratteristico di un punto critico.
Dalla conoscenza di come K ′ dipende da K vicino al punto critico possiamo cal-
colarci l’esponente critico ν.
Supponiamo che K ′ = R(K), dove il punto fisso K∗ risolve K∗ = R(K∗): per
K −K∗ piccolo possiamo scrivere
K ′ ≈ R(K∗) + (K −K∗)R′(K∗) ≡ K∗ + by(K −K∗)
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dove abbiamo definito l’esponente y ≡ logR′(K∗)log b . Ora, vicino al punto critico ci
aspettiamo che ξ(K) ∼ A(K −K∗)−ν . Usando quindi (2.5), si ha
A(K −K∗)−ν = bA(K ′ −K∗)−ν = bA [by(K −K∗)]−ν
che e` possibile solo nel caso in cui ν = 1y .
La nostra discussione del problema ha pero` trascurato un importante aspetto che
Figura 2.4: Interazione fra blocchi in d = 2: da [4]
non si presenta nel caso unidimensionale: se si considerano tre blocchi come in
figura (2.4), sommare sugli spin nell’angolo evidenziato porta ad un accoppiamento
fra il blocco 1 ed il blocco 3, dando luogo quindi, nel reticolo rinormalizzato, ad
un interazione che va oltre a quella fra siti vicini (interazione che era spenta nel
reticolo di partenza). Non ci dobbiamo stupire di questo effetto: come avevamo
detto, la rinormalizzazione genera nuovi tipi di accoppiamento, ed in particolare
in questo caso iterare le trasformazioni dei blocchi porta alla creazione di tutti i
i tipi di interazione oltre a quelli fra blocchi vicini, e quindi la rappresentazione
unidimensionale del flusso di gruppo di rinormalizzazione e` in realta` una grande
semplificazione del fenomeno.
2.3 Teoria Generale
Vogliamo adesso esaminare che cosa implica assumere semplicemente l’esistenza
di un punto fisso del flusso del gruppo di rinormalizzazione nello spazio di tutti i
possibili accoppiamenti del sistema.
La trasformazione ha la forma K′ = R (K)(K indica il vettore di tutti gli accop-
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piamenti del sistema), dove R dipende, in generale, dalla specifica trasformazione
scelta ed, in particolare, dal parametro b di riscalamento delle lunghezze. Suppo-
niamo che esista un punto fisso K =K∗. Assumiamo che R sia differenziabile nel
punto fisso, in maniera tale da poter riscrivere, in un intorno di K∗, le equazioni
del gruppo di rinormalizzazione come
K ′a −K∗a =
∑
b
Tab (Kb −K∗b )
Tab =
∂K ′a
∂Kb
∣∣∣∣
K=K∗
Indichiamo con λi gli autovalori di Tˆ e con ei gli autovettori sinistri, cioe` tali da
risolvere ∑
a
eiaTab = λ
ieib
Osservazione: Non ci sono motivi per cui possiamo suppore che Tˆ sia simmetrica,
per cui i suoi autovettori sinistri saranno in genere diversi da quelli destri: non
possiamo neanche supporre che gli autovalori siano reali, anche se, come vedremo,
se non lo fossero succederebbero cose strane.
Definiamo adesso delle variabili scalanti (il motivo di questo nome sara` chiaro tra
poco) ui tali che
ui ≡
∑
a
eia (Ka −K∗a)
Si vede facilmente che queste variabili, vicino al punto fisso, trasformano moltipli-
cativemente sotto l’azione del gruppo di rinormalizzazione: infatti
u′i =
∑
a
eia
(
K ′a −K∗a
)
=
∑
a,b
eiaTab (Kb −K∗b )
=
∑
b
λieib (Kb −K∗b ) = λiui
Si e` soliti definire gli autovalori del gruppo di rinormalizzazione come gli esponenti
yi tali che λ
i ≡ byi : a seconda del segno della parte reale degli yi si distinguono
tre casi:
R(yi) > 0: ui e` detto rilevante, in quanto, anche partendo da un intorno dello zero (che
rappresenta il punto fisso), l’iterazione del procedimento di rinormalizzazione
22
lo allontanera` da esso
R(yi) < 0: ui e` detto irrilevante, in quanto, partendo sufficientemente vicini al punto
fisso, l’iterazione del procedimento di rinormalizzazione portera` ui a zero
R(yi) = 0: ui e` detto marginale, e si deve andare oltre alla forma lineare delle equazioni
di gruppo di rinormalizzazione per vedere se questa variabile cadra` nel punto
fisso o si allontanera` da esso sotto l’azione del gruppo di rinormalizzazione
Consideriamo un punto fisso che abbia n autovalori rilevanti ed n′ − n irrilevanti
(escludiamo il caso di autovalori marginali e prendiamo quindi n′ come dimen-
sione totale dello spazio dei parametri attorno al punto fisso, anche se in realta`
questo sarebbe uno spazio infinito-dimensionale): ci sara` quindi un’ipersuperificie
(n′ − n)-dimensionale di punti attratti verso il punto fisso. Questa e` chiamata
superficie critica, in quanto tutti i sistemi corrispondenti a punti su di essa hanno
le proprieta` di grande scala caratterizzate da quelle del punto fisso.
Consideriamo le costanti di accoppiamento Ka: esse dipenderanno da una serie di
parametri fisici, quali la pressione, la temperatura, etc.. , i quali andranno regolati
in maniera opportuna per fare andare il sistema sulla superificie critica: siccome
siamo partiti da uno spazio n′-dimensionale per finire su uno di dimensione n′−n,
dobbiamo fissare esattamente un numero di parametri corrispondente al numero
di variabili rilevanti, ovvero n. Nell’esempio del modello di Ising, i parametri da
aggiustare sono due, la temperatura T ed il campo magnetico esterno H,cos`ı come
accade per un fluido semplice, in cui i parametri in questione sono la temperatura e
la pressione: ci aspettiamo percio` che il punto fisso corrispondente a questa classe
di universalita` abbia esattamente due variabili rilevanti. Poiche´ il punto critico nel
modello di Ising si ha per campo esterno nullo, il punto fisso corrispondente deve
essere nel sottospazio in cui tutti gli accoppiamenti non invarianti sotto parita`
sono nulli, che, algebricamente, significa che la matrice Tˆ deve essere diagonale
a blocchi, disconnettendo completamente gli accoppiamenti pari da quelli dispari:
possiamo usare la parita` anche per classificare come pari o dispari gli autovettori.
In conclusione, una delle variabili rilevanti deve essere quindi come la temperatura
e giacere nel sottospazio pari, e sara` chiamata variabile scalante termica, mentre
l’altra dovra`, come il campo magnetico, giacere nel sottospazio dispari, e sara`
chiamata variabile scalante magnetica.
Questa descrizione puo` essere presa come una semplice spiegazione dell’univer-
salita`: una classe di universalita` consiste quindi in tutti quei modelli critici che,
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sotto l’azione del gruppo di rinormalizzazione, fluiscono sul medesimo punto fisso.
Si deve pero` capire quali quantita` sono universali e come calcolarle.
2.4 Funzioni Scalanti
2.4.1 L’energia Libera e gli esponenti critici
Andiamo a studiare le proprieta` dell’energia libera: per semplicita`, continuiamo a
considerare la classe di universalita` del modello di Ising. Come detto precenden-
temente, ci sono due variabili rilevanti, una termica ut con autovalore yt ed una
magnetica uh con autovalore yh, oltre ad un numero infinito di variabili irrilevanti
u3, ...
Il punto critico del modello cui siamo interessati stara`, nello spazio delle costanti
d’accoppiamento, ad una distanza finita dal punto fisso, e in un numero finito di
iterazioni del processo di rinormalizzazione verra` mandato in un intorno del punto
fisso, in cui vale la forma linearizzata delle equazioni del gruppo di rinormaliz-
zazione: qui i valori ui delle variabili scalanti dipenderanno in maniera analitica
da (t, h) (che rappresentano le deviazioni della teoria originale rispetto al proprio
punto critico), questo perche´ la procedura stessa di rinormalizzazione e` analitica,
e quindi lo e` anche il risultato dell’iterazione della procedura. Inoltre, le variabili
rilevanti devono annullarsi per t = h = 0, per cui possiamo scrivere
ut =
t
t0
+O(t2, h2)
uh =
h
h0
+O(th)
dove t0 ed h0 sono costanti non universali: possiamo percio`, in prossimita` del
punto critico, prendere ut e uh proporzionali a t ed h rispettivamente.
Consideriamo l’energia libera per sito f (K) = N−1 logZ: poiche´ il gruppo di
rinormalizzazione lascia invariata la funzione di partizione, si ha
e−Nf(K) = e−Ng(K)−N
′f(K′)
dove g (K) e` il termine costante che il processo di rinormalizziazione aggiunge
all’energia libera come in (2.4). Poiche´ N ′ = b−dN , si ha quindi che f trasforma
come
f (K) = g (K) + b−df
(
K′
)
(2.6)
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Vediamo quindi che l’energia libera trasforma in maniera non omogenea: se pero`
siamo interessati solo al comportamento singolare di f , perche´ per esempio vo-
gliamo calcolare il valore degli esponenti critici, possiamo ignorare il termine non
omogeneo g e da (2.6) ricaviamo la seguente equazione omogenea per la parte
signolare dell’energia libera fs
fs (K) = b
−dfs
(
K′
)
Vicino al punto fisso, si puo` scrivere quest’equazione in termine delle varibili
scalanti ui, ovvero, considerando n iterazioni,
fs (ut, uh) = b
−ndfs (bnytut, bnyhuh) (2.7)
dove abbiamo ignorato le variabili irrilevanti: poiche´ sotto il processo di rinorma-
lizzazione ut ed uh crescono, non possiamo prendere n troppo grande altrimenti
la forma linearizzata delle equazioni del gruppo di rinormalizzazione non varrebbe
piu`. Scegliamo quindi m tale che |bmytut| = ut0 , dove ut0 e` arbitrario ma fissato
una volta deciso m, e sufficientemente piccolo in maniera tale che l’approssimazio-
ne lineare rimanga valida. Possiamo quindi ricavare bm =
∣∣∣ut0ut
∣∣∣1/yt e, sostituendolo
in (2.7), ottenere
fs (ut, uh) =
∣∣∣∣ utut0
∣∣∣∣
d/yt
fs
(
±ut0 , uh
∣∣∣∣ utut0
∣∣∣∣
−yh/yt
)
Riscrivendo il tutto in termie di t ed h, inglobando ut0 in una ridefinizione di t0,
otteniamo
fs (t, h) =
∣∣∣∣ tt0
∣∣∣∣
d/yt
Φ
(
h/h0
|t/t0|yh/yt
)
(2.8)
dove Φ e` detta funzione scalante: questa funzione e` universale e l’unica dipendenza
dal particolare sistema si ha attraverso i parametri t0 e h0.
Da (2.6) si ricavano tutti gli esponenti critici: infatti
α: Il calore specifico va come ∂
2f
∂t2
∣∣∣
h=0
∝ |t| dyt−2, per cui
α = 2− d
yt
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β: Per la magnetizzazione spontanea si ha ∂f∂h
∣∣∣
h=0
∝ (−t)
d−yh
yt , per cui
β =
d− yt
yh
γ: La suscettivita` e` ∂
2f
∂h2
∣∣∣
h=0
∝ |t|
d−2yh
yt , dal quale quindi
γ =
2yh − d
yt
δ: Dobbiamo esprimere h in funzione della magnetizzazione, la quale vale M =
∂f
∂h =
∣∣∣ tt0
∣∣∣ d−yhyt Φ′ ( h/h0|t/t0|yh/yt
)
. Dobbiamo invertire l’espressione in t ∼ 0 ⇒
affinche´ M abbia un limite finito per t→ 0 si deve avere Φ′(x) ∼ x
d
yh
−1
per
x→ +∞. Per cui, a t = 0, M ∝ h
d
yh
−1
, e quindi
δ =
yh
d− yh
Abbiamo quindi riscritto i quattro principali esponenti termodinamici in funzione
dei due autovalori del gruppo di rinormalizzazione: esistono percio` delle relazioni
di scaling fra questi esponenti, come ad esempio
α+ 2β + γ = 2
α+ β(1 + δ) = 2
2.4.2 Funzioni di Correlazione
Lo scaling dell’energia libera segue direttamente dall’invarianza della funzione di
partizione sotto l’azione del gruppo di rinormalizzazione: come abbiamo pero` gia`
detto il gruppo di rinormalizzazione preserva tutta la fisica di grande scala, e
quindi ci aspettiamo di poter trovare analoghe proprieta` anche per le funzioni di
correlazione.
Per iniziare, consideriamo la funzione a due punti dello spin nel modello di Ising,
definita da
G (r1 − r2,H) = 〈s(r1)s(r2)〉H − 〈s(r1)〉H 〈s(r2)〉H
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che puo´ essere scritta in un formalismo funzionale come
G (r1 − r2,H) = δ
δh(r1)δh(r2)
logZ (h)
∣∣∣∣
h(r)=0
dove Z (h) = Trse
−β(H−Pr h(r)s(r)).
Supponiamo che h(r) vari in maniera significativa solo su grande scala, cos`ı da
poter assumere che, sotto il processo di rinormalizzazione, esso trasformi co-
me h(r) → h′(r′) = byhh(r). L’Hamiltoniana rinormalizzata sara` quindi H′ −∑
r′ h
′(r′)s′(r′) e, poiche´ la funzione di partizione e` invariante, avremo
G
(
r′1 − r′2,H′
)
=
δ
δh′(r′1)δh′(r
′
2)
logZ ′ (h) =
δ
δh′(r′1)δh′(r
′
2)
logZ (h) (2.9)
Ora, in unita` della scala reticolare, le distanze fra punti sono ridotte di un fat-
tore b dal processo di rinormalizzazione, per cui G (r′1 − r′2,H′) = G
(
r1−r2
b ,H′
)
.
Consideriamo ora l’ultimo membro della serie di uguaglianze (2.9): effettuare una
variazione infinitesima locale h′(r′1)→ h′(r′1) + δh′(r′1) corrisponde a variare tutti
gli spin originali del blocco 1 di una quantita` δh(ri) = b
−yhδh′(r′1), per cui questo
membro corrisponde a
b−2yh
〈(
s
(1)
1 + s
(1)
2 + ...
) (
s
(2)
1 + s
(2)
2 + ...
)〉
H
dove indichiamo con s
(j)
i gli spin facente parte del blocco j. Espandendo il pro-
dotto, questo e` uguale alla somma di b2d funzioni a due punti che, nel limite in cui
|r1 − r2| ≫ b, possono essere considerate tutte uguali a G (r1 − r2,H). Per cui si
ottiene infine
G
(
(r1 − r2)/b,H′
)
= b2(d−yh)G (r1 − r2,H) (2.10)
Nell’ipotesi d’interazione isotropica, a distanze sufficientemente grandi, la funzione
a due punti dipende solo dalla distanza r = |r1 − r2|, questo perche´ i campi scalanti
che rompono la simmetria per rotazioni dello spazio in quella del reticolo sono
irrilevanti. Mettendo quindi h = 0, vicino al punto critico (2.10) diventa
G(r, t) = b−2(d−yh)G (r/b, bytt) (2.11)
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Lavoriamo quindi come abbiamo fatto per l’energia libera: iteriamo la trasforma-
zione n volte in maniera tale che bnyt
(
t
t0
)
= 1, ricaviamo b ed otteniamo
G (r, t) =
∣∣∣∣ tt0
∣∣∣∣
2
d−yh
yt
Ψ
(
r
|t/t0|−
1
yt
)
(2.12)
Da questa espressione possiamo ricavarci l’esponente ν: infatti, ci aspettiamo che a
grandi distanze G ∼ e− rξ , per cui possiamo vedere che la lunghezza di correlazione
va come ξ ∝ |t|− 1yt , da cui ν = 1yt .
Dallo studio dello scaling della funzione a due punti dello spin possiamo anche
ricavarci l’esponente η: infatti mettiamoci a t = 0 e riconsideriamo l’equazione
(2.11), iteriamo il procedimento fino ad m tale che rbm = r0, con r0 una distanza
fissata molto maggiore dello spazio reticolare a o del range dell’interazione, in
maniera che tutte le approssimazioni fatte continuino ad essere valide. In questo
modo, sostituendo b, ricaviamo che G(r) ∝ r−2(d−yh), da cui si ricava che η =
d+ 2− yh.
Quanto detto sulla funzione a due punti del campo di spin nel modello di Ising
puo` essere generalizzata ad un’arbitraria funzione di correlazione.
Vicino ad un generico punto fisso, come abbiamo visto la variabili scalanti ui sono
combinazioni lineari delle deviazioni Ka − K∗a degli accoppiamenti di partenza
dal loro valore al punto fisso. Ognuno di questi accoppiamenti e` associato ad un
termine d’interazione Sa nell’Hamiltoniana, che sara` in genere espresso in termine
dei gradi di liberta` fondamentali della teoria (per il modello di Ising, la variabile
di spin s(r)) e a cui storicamente e` dato il nome di operatore.
Dato quindi un insieme completo di operatori, possiamo definire delle combinazioni
lineari φi, detti operatori scalanti, ognuno di questi accoppiato ad un ui, in maniera
tale che ∑
i
uiφi =
∑
a
(Ka −K∗a)Sa
Si puo` quindi generalizzare l’argomento adottato per la funzione di correlazione
della variabile di spin per mostrare che, per |r1 − r2| → +∞, 〈φi(r1)φi(r2)〉 ∝
|r1 − r2|−2(d−yi) ≡ |r1 − r2|−2xi . La quantita` xi e` detta dimensione di scaling del-
l’operatore φi.
Possiamo capire l’origine di xi supponendo di fare un limite del continuo sull’Ha-
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miltoniana, ovvero
∑
i
ui
∑
r
φi(r)→
∑
i
ui
∫
ddr
ad
φi(r)
Se effettuiamo una rinormalizzazione in cui a → ba e ui → byiui e chiediamo che
la funzione di partizione rimanga invariata, questo e` assicurato dal chiedere che
φi trasformi secondo φi(r)→ bxiφi(r), dove xi e` la dimensione di scaling definita
prima.
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CAPITOLO 3
Trap-Size Scaling
Siamo interessati a dare una descrizione teorica a sistemi vicini al punto critico e
soggetti alla presenza di un potenziale confinante, anche detto trappola. Questo
problema ha un interesse sperimentale notevole: infatti, le trappole sono utilizzate
in esperimenti in cui si vuole andare a studiare la condensazione di Bose-Einstein.
Recentemente ([11]) e` stato studiato il comportamento nel regime critico di un gas
di bosoni interagenti, ad una temperatura lievemente sopra a quella di condensa-
zione ed in presenza di una trappola magnetica armonica. Gli sperimentatori sono
stati in grado di misurare la lunghezza di correlazione al variare di t = T−TcTc , ed
hanno verificato che il comportamento era in accordo con quanto previsto dalla
classe di universalita` del modello XY in tre dimensioni (si veda la fig. 3.1).
Da questi risultati sembra che la lunghezza di correlazione diverga per t → 0,
cos`ı come nelle transizioni di fase per sistemi omogenei : ci si aspetta pero` che la
presenza della trappola modifichi sostanzialmente quanto osservato per il sistema
libero, ad esempio non dovrebbero essere presenti lunghezze divergenti. Il fatto e`
che queste misure sono state prese per lunghezze di correlazione piccole rispetto
alla dimensione tipica della trappola, ed in questo regime il sistema si comporta
sostanzialmente come quello libero: abbassando quindi ulteriormente la tempera-
tura, ci si aspetta di vedere delle deviazioni dalla teoria per sistemi senza trappola
Vogliamo dare una descrizione teorica del fenomeno (per l’articolo originale si ve-
da [5]), facendo particolare attenzione alle proprieta` di scaling. Consideriamo un
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Figura 3.1: Lunghezza di correlazione in un gas di bose intrappolato al variare di t: da [11]
potenziale confinante
U(r) = vp |~r|p ≡
( |~r|
l
)p
(3.1)
dove v e p sono costanti positive e l = v−1 rappresenta la dimensione della trappo-
la: sperimentalmente vengono realizzati di solito potenziali armonici (i.e. p = 2).
L’effetto di un potenziale del genere e` quello di modificare localmente il valore
del potenziale chimico in maniera tale da impedire alle particelle di allontanarsi
troppo, creando quindi un effetto di confinamento.
Consideriamo un sistema in cui tutti i parametri quali la temperatura, la pressio-
ne, etc. sono stati scelti in maniera tale da essere nella regione critica del sistema
senza trappola, in cui la lunghezza di correlazione ha un andamento ξ ∼ t−ν e la
funzione di correlazione va come G(r) ∼ 1
rd−2+η per t = 0 (t =
T−Tc
Tc
, temperatura
ridotta); se accendiamo il potenziale confinante, gli andamenti tipici del sistema
omogeneo possono essere osservati solo se ξ e` piu` piccolo della grandezza della
trappola, ma sempre sufficientemente grande da mostrare il comportamento criti-
co. Nel caso in cui la lunghezza di correlazione diventi piu` grande della trappola,
il comportamento critico viene distorto dalla presenza del potenziale, anche se
possono comunque esserci degli effetti universali controllati dalla classe di univer-
salita` del sistema libero. Cerchiamo adesso di dare una descrizione quantitativa
di quanto detto, usando tecniche tipiche del gruppo di rinormalizzazione.
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Come esempio, consideriamo l’Hamiltoniana del gas su reticolo d-dimensionale,
cui accoppiamo il potenziale (3.1) all’operatore densita` locale, ovvero
Hlg = −4J
∑
〈ij〉
ρiρj − µ
∑
i
ρi + 2
∑
i
U(ri)ρi (3.2)
dove ρi = 1 se il sito i-esimo e` occupato, ρi = 0 altrimenti e µ e` il potenziale
chimico. A grandi distanze dall’origine il potenziale diverge, per cui i siti lontani
tenderanno ad essere vuoti, dando l’effetto di un sistema di particelle confinato.
Definendo si ≡ 1− 2ρi, il sistema puo` essere mappato esattamente nel modello di
Ising: infatti, in termine delle nuove variabili si ha
H = −J
∑
〈ij〉
ρiρj + h
∑
i
si −
∑
i
U(ri)si (3.3)
dove h = 2νJ + µ2 (ν e` il numero di collegamenti che partono da ogni sito) rap-
presenta il campo magnetico esterno.
Come sappiamo, in assenza di trappola questo modello ha il suo punto critico per
T = Tc (t = 0) e h = hc = 0, in cui la lunghezza d’onda diverge: la presenza
di una trappola, a fissato v > 0, fa rimanere questa lunghezza finita. Si vuole
vedere come ξ e` distorta dalla presenza della trappola e come la situazione libera
e` recuperata nel limite v → 0 (l→ +∞).
Innanzitutto, assumiamo che le leggi di scaling del gruppo di rinormalizzazione,
che abbiamo visto per la teoria dei fenomeni critici in assenza di trappola (per si-
stemi invarianti per traslazioni) valga anche in presenza del potenziale: sappiamo
che esistono due campi scalanti rilevanti nel modello di Ising, uno di tipo termico
(ut) ed uno magnetico (uh), noi ne inseriamo anche un terzo associato alla trappo-
la, uv, e scriviamo quindi per la densita` di energia libera un’equazione di scaling
della forma
F (uh, ut, uv, x) = b
−dF
(
uhb
yh , utb
yt , uvb
yv ,
x
b
)
(osserviamo che, non essendo piu` il sistema omogeneo, la densita` di energia libera
non e` piu` costante in tutto lo spazio ma dipende dalla coordinata).
Come gia` detto quando abbiamo descritto le proprieta` fondamentali del gruppo
di rinormalizzazione, questi campi scalanti sono funzioni analitiche dei parametri
del sistema ed inoltre uh ∼ h, ut ∼ t e uv ∼ v per h, t, v → 0. Sappiamo come
sono legati yt ed yh agli esponenti termodinamici (yt = ν
−1, yh = d+2−η2 ), cosa
possiamo dire su yv?
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Fissiamo uvb
yv = 1: possiamo allora riscrivere, per v piccoli, in funzione di l = v−1
e definendo l’esponente della trappola θ ≡ y−1v ,
F = l−θdF(utlθyt, uhlθyh)
Da questa espressione possiamo poi ricavarci il trap-size scaling delle altre osser-
vabili: per una generica quantita` S avremo, per |t| → 0 e per l sufficientemente
grande, definendo ys come la sua dimensione di gruppo di rinormalizzazione,
S = l−θysfs
(
tl
θ
ν
)
= l−θys f¯s
(
ξl−θ
)
(3.4)
dove ξ va come ξ ∼ lθ a T = Tc e come ξ = t−ν per l → +∞. Siccome vo-
gliamo che per l → +∞ si riottenga il caso di potenziale spento, si deve avere
che f¯s(x) ∼ x−ys per x → 0, in maniera tale che, nel limite suddetto, S ∼ ξ−ys .
Osserviamo che tutti questi risultati sono generali e si applicano anche ad altri
sistemi oltre al gas sul reticolo: la dipendenza dal modello viene dagli esponenti.
Per ricavarci il valore di θ, andiamo a studiare il termine corrispondente al poten-
ziale confinante nell’Hamiltoniana: nel limite continuo, in questo modello questo
termine e` rappresentato da PU =
∫
ddxU(x)φ(x), dove φ e` il campo della teoria
φ4 che descrive il comportamento critico del sistema. Se indichiamo con yU ed yφ
le dimensioni di rinormalizzazione rispettivamente di U e di φ, esse sono legate
dalla relazione yU + yφ = d (per capire meglio questo risultato, si veda la discus-
sione fatta nel paragrafo 4.1): dalla forma (3.1) del potenziale, possiamo scrivere
yU = pyv − p, inoltre sappiamo che yφ = βν = d−2+η2 , si ricava quindi per θ
θ =
1
yv
=
2p
d+ 2− η + 2p
Osserviamo che θ → 1 per p → +∞: questo e` consistente con il fatto che, per
p = +∞, la trappola degenera in una scatola di lato L = l, portando il sistema al
caso standard di finite-size scaling con condizioni al bordo fissate.
Piu` in generale, il termine hamiltoniano associato al potenziale avra` la forma∫
ddxU(x)F (φ), con F (φ) che puo` essere una funzione di φ o delle sue derivate
(per esempio, F (φ) = φ2 , (∂µφ)2) ed a cui si associa una dimensione di rinorma-
lizzazione yF , e dalle stesse relazioni scritte prima si ricava θ = pd+p−yF .
Possiamo quindi ricavarci le proprieta` di scaling di varie osservabili: rimanendo
nel caso studiato, possiamo considerare la magnetizzazione e la densita` di energia
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al centro della trappola (ovvero nell’origine)
M0 = 〈s0〉 E0 = 〈s0s1〉
e la funzione di correlazione connessa
G0(r) = 〈s0sr〉 − 〈s0〉 〈sr〉
Da (3.4) possiamo ricavare il trap-size scaling di queste osservabili
M0 = l
−θyφfm
(
tlθ/ν
)
= l−θyφ f¯m
(
ξl−θ
)
(3.5)
G0(r) = l
−2θyφfg
(
tlθ/ν , rl−θ
)
= l−2θyφ f¯g
(
ξl−θ, r/ξ
)
(3.6)
E0 = Ens(t) + l
−θ(d− 1ν )fe
(
tlθ/ν
)
(3.7)
dove Ens rappresenta una funzione non singolare di t: il comportamento al punto
critico lo si ottiene ponendo t = 0
Dallo scaling della funzione di correlazione possiamo ricavarci altre grandezze, ad
esempio lo scaling della lunghezza di correlazione. Possiamo infatti definire la
lunghezza di correlazione come
ξ2 =
∫
ddx |x|2G0(x)∫
ddxG0(x)
Sfruttando (3.6) ed effettuando il cambio di variabili xl−θ = y, si ottiene
ξ2 = l2θ
∫
ddy |y|2 fg(tlθ/ν ,y)∫
ddyfg(tlθ/ν ,y)
≡ l2θA(t)⇒
⇒ ξ ∼ lθ
che e` lo scaling che ci aspettavamo.
Vogliamo andare a verificare la validita` di questi risultati: nel prossimo capitolo
andremo a considerare delle teorie gaussiane con trappola per vedere se questo
scaling risulta nelle osservabili che possiamo calcolare, ed infine andremo a fare
una simulazione montecarlo del modello XY 2D con trappola armonica per vedere
se questo scaling e` verificato.
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CAPITOLO 4
Modelli Gaussiani con Trappola
Siamo interessati a studiare modelli di teorie di campo bosonico spin-less in cui e`
presente un potenziale confinante della forma (3.1). Questo e` ad esempio di inte-
resse nello studio della condensazione di Bose-Einstein, in cui, in termini della fun-
zione d’onda del condensato Φ(x, t), nell’approssimazione di interazione puntuale
fra particelle, il funzionale energia puo` essere scritto come ([9])
E [Φ] =
∫
ddr
[
~
2
2m
|∇Φ|2 + U(r) |Φ|2 + g
2
|Φ|4
]
Nel nostro lavoro, ci siamo concentrati nel caso di particelle non interagenti (g =
0), ed abbiamo calcolato la funzione di correlazione G0(r) dei modelli gaussiani
risultanti. In questo capitolo, prima considereremo modelli in cui il potenziale e`
accoppiato al termine φ2, e ci limiteremo ai casi p = 2 e p = +∞ che sappiamo
risolvere esattamente, infine considereremo il caso in cui un potenziale armonico
e` accoppiato al termine cinetico (∂µφ)
2.
4.1 Potenziale accoppiato a φ2
Siamo interessati a studiare la teoria definita dall’azione
S(φ) =
∫
ddx
{
1
2
(∂µφ(x))
2 +
1
2
(
t+ 2
(x
l
)p)
φ(x)2
}
(4.1)
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in cui φ e` un campo scalare reale con una componente.
Osserviamo innanzitutto che la forma del potenziale ci richiede che φ(x)→ 0 per
x→ +∞ (di piu`, nel caso p = +∞ e` richiesto che il campo vada a zero per |x| ≥ l).
Questo, unito al fatto che la teoria e` invariante per φ → −φ, ci permette di dire
che 〈φ(x)〉 = 0.
Andiamo a vedere questa teoria che valore ci da` per l’esponente θ della trappola:
andiamo ad effettuare una rinormalizzazione delle lunghezze x → x′ = xa , ed im-
poniamo che l’azione rimanga invariata, in particolare concentriamoci sul termine
di trappola. La misura andra` in ddx → adddx mentre il potenziale confinante
ed il termine φ2 trasformeranno rispettivamente come (si veda il formalismo del
capitolo 2)
U(x)→ a−yUU(x′)
φ2(x)→ a−yφ2φ2(x′)
Per cui il corrispondente termine dell’azione andra` in∫
ddxU(x)φ2(x)→
∫
ddx′U(x′)φ2(x′)ad−yφ2−yU
per cui, richiedendo l’invarianza di questo termine, si ottiene la relazione yU+yφ2 =
d. L’invarianza deve essere richiesta per tutti i termini dell’azione, in particola-
re anche per il termine
∫
ddxtφ2(x): ragionando in maniera analoga a prima,
otteniamo la relazione yφ2 = d − yt ≡ d − 1ν . Per vedere come e` fatto l’esponen-
te yU , consideriamo esplicitamente la forma dell’esponenziale: se effettuiamo la
rinormalizzazione su di esso otteniamo
vp |x|p → (a−yvv)pap ∣∣x′∣∣p = a−(pyv−p)v ∣∣x′∣∣p
da cui si ricava yU = pyv − p. Si ottiene quindi
θ =
1
yv
=
pν
1 + pν
Vogliamo andare a ricavarci la funzione di correlazione G0(x), definita da
G0(x) = 〈φ(x)φ(0)〉 (4.2)
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Osserviamo che, poiche` 〈φ(x)〉 = 0, G0(x) e` proprio la funzione di correlazione
connessa. A partire da essa, vogliamo ricavare altre grandezze cui siamo interessati
quali
ξ2 =
∫
ddxx2G0(x)∫
ddxG0(x)
(4.3)
χ =
∫
ddxG0(x) (4.4)
χ4 =
∫
ddx1d
dx2d
dx3 〈φ(0)φ(x1)φ(x2)φ(x3)〉 (4.5)
R4 = l−dθχ4
χ2
(4.6)
f(X) =
G0(x)ξ
d
χ
(4.7)
Andiamo a studiare separatamente i casi p = +∞ e p = 2.
4.1.1 p = +∞
L’azione in questo caso si riduce a
S(φ) =
∫
ddx
{
1
2
(∂µφ)
2 +
1
2
tφ2
}
=
1
2
∫
ddxφ (−△+t)φ
Consideriamo il sistema definito per x ∈ [− l2 , l2]d: vogliamo svilupparci il cam-
po in autofunzioni dell’operatore quadratico in maniera tale che il campo sia
identicamente nullo sul bordo del dominio, ovvero riscriviamo il campo come
φ =
∑
k∈Nd0
ϕkfk(x)
fk(x) = 2
d/2
d∏
i=1
sin
[
π
l
ki
(
xi +
l
2
)]
∫
ddxfk1(x)fk2(x) = l
dδk1,k2
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Possiamo allora riscrivere l’azione come
S(φ) =
1
2
∑
k1,k2
ϕk1ϕk2
∫
ddxfk1(x) (−△+t) fk2(x)
=
1
2
∑
k1,k2
ϕk1ϕk2
(
π2
l2
|k|2 + t
)∫
ddxfk1(x)fk2(x)
=
1
2
∑
k1,k2
ϕk1ϕk2 l
d−2 (π2|k|2 + tl2) δk1,k2
≡ 1
2
∑
k
ϕ2kλk
dove λk = l
d−2 (π2|k|2 + tl2).
Possiamo quindi calcolarci G0(x), ottenendo
G0(x) = 〈φ(0)φ(x)〉 =
∫
[dφ]φ(0)φ(x)e−S(φ)∫
[dφ]e−S(φ)
=
∑
k1,k2
fk1(0)fk2(x)
∫ ∏
dϕrϕk1ϕk2e
− 1
2
P
k
ϕ2
k
λk∫ ∏
dϕre
− 1
2
P
k
ϕ2
k
λk
=
∑
k1,k2
fk1(0)fk2(x)
δk1,k2
λk1
= l2−d
∑
k
fk(0)fk(x)
π2|k|2 + tl2
per cui, andandoci a sostituire l’espressione per fk, si ottiene
G0(x) = l
2−d∑
k
1
π2|k|2 + tl2 2
d
d∏
i=1
sin
(π
2
ki
)
sin
(π
l
kixi +
π
2
ki
)
= l2−d
∑
k
1
π2|k|2 + tl2
d∏
i=1
{
cos
(π
l
kixi
)
− cos
(π
l
kixi + kiπ
)}
= l2−d
∑
k
1
π2|k|2 + tl2
d∏
i=1
(1− (−1)ki) cos
(π
l
kixi
)
Possiamo quindi andare a calcolarci la lunghezza di correlazione: sapendo che
∫ pi
2
−pi
2
dyi cos(kiyi) =
1− (−1)ki
ki∫
ddyy2
d∏
i=1
(1− (−1)ki) cos(kiyi) =
d∑
j=i
(
π2
4
− 2
k2j
)
d∏
i=1
(1− (−1)ki)2
ki
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si ottiene
ξ2 =
l2
π2
∑
k
1
pi2|k|2+tl2
∏d
i=1
(1−(−1)ki )2
ki
∑d
j=1
(
pi2
4 − 2k2j
)
∑
k
1
pi2|k|2+tl2
∏d
i=1
(1−(−1)ki )2
ki
Per la χ si ha
χ =
l2
πd
∑
k
1
π2|k|2 + tl2
d∏
i=1
(1− (−1)ki)2
ki
Prima di calcolare χ4, notiamo che
〈ϕn1ϕn2ϕn3ϕn4〉 =
δn1,n2δn3,n4
λn1λn3
+
δn1,n3δn2,n4
λn1λn2
+
δn1,n4δn2,n3
λn1λn2
Si ha quindi
χ4 = 2
2d
∑
n1,n2,n3,n4
〈ϕn1ϕn2ϕn3ϕn4〉
d∏
i=1
sin
(π
2
n4i
) 3∏
a=1
∫ l
2
− l
2
dxai sin
(π
l
naixai +
π
2
nai
)
= 22d3l4−2d
∑
n,m
1
λnλn
d∏
i=1
sin
(π
2
n4i
)
×
×
∫ l
2
− l
2
dxi sin
(π
l
nixi +
π
2
ni
)[∫ l
2
− l
2
dyi sin
(π
l
miyi +
π
2
mi
)]2
=
2d3l4+d
π3d
∑
n,m
1
π2|n|2 + tl2
1
π2|m|2 + tl2
d∏
i=1
(1− (−1)ni)2
ni
(
1− (−1)mi
mi
)2
da cui si ottiene, andandoci a calcolare il rapporto universale R4 al punto critico
(t = 0)
R4(t = 0) = 2
d3
πd
∑
m
1
|m|2
∏d
i=1
(
1−(−1)mi
mi
)2
∑
n
1
|n|2
∏d
i=1
(1−(−1)ni )2
mi
Si ottiene inoltre per la funzione f(X) (X = xl−θ), sempre al punto critico
f(X) =
[∑
k
1
|k|2
∏d
i=1
(1−(−1)ki )2
ki
∑d
j=1
(
pi2
4 − 2k2j
)] d
2
(∑
k
1
|k|2
∏d
i=1
(1−(−1)ki )2
ki
)1+ d
2
∑
k
1
|k|2
d∏
i=1
(1−(−1)ki) cos (πkiXi)
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Valori Numerici
Possiamo vedere numericamente quanto valgono, al punto critico, le grandezze
studiate. Possiamo scrivere
χ =
l2
πd+2
∑
k
1
|k|2
d∏
i=1
(1− (−1)ki)2
ki
=
l2
πd+2
4d
∑
m
1
|2m+ 1|2
d∏
i=1
1
2mi + 1
≡ l
2
πd+2
4dΞd
Il numeratore di ξ2 possiamo riscriverlo come
Num[ξ2] =
4d
π2
∑
m
1
|2m + 1|2
d∏
i=1
1
2mi + 1
d∑
j=1
(
π2
4
− 2
(2mi + 1)2
)
=
4d
π2
(
d
π2
4
∑
m
1
|2m+ 1|2
d∏
i=1
1
2mi + 1
− 2d
∑
m
1
|2m+ 1|2
1
(2m1 + 1)3
d∏
i=2
1
2mi + 1
)
≡ 4
d
π2
(
d
π2
4
Ξ− 2d∆
)
da cui, si ha quindi per ξ2
ξ2 =
l2
π2
dpi
2
4 Ξd − 2d∆d
Ξd
Per quanto riguarda R4, possiamo riscriverla come
R4 = 32
d
πd
∑
m
1
|2m+1|2
∏d
i=1
1
(2mi+1)2∑
m
1
|2m+1|2
∏d
i=1
1
2mi+1
≡ 3 2
d
πd
Γd
Ξd
Di seguito riportiamo una tabella contenente i valori di Ξ, ∆ e Γ per d = 1, 2, 3, 4
valutati con Mathematica (fra parentesi il valore massimo a cui e` arrivata la va-
lutazione della serie)
d 1 2 3 4
Ξ 1.0518 (N = +∞) 0.6147 (N = 1000) 0.536 (N = 100) 0.59 (N = 100)
∆ 1.0045 (N = +∞) 0.5531 (N = 1000) 0.448 (N = 100) 0.45 (N = 100)
Γ 1.01468 (N = +∞) 0.5279 (N = 1000) 0.374 (N = 100) 0.30 (N = 50)
Per il rapporto R4 si ottiene dunque
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d 1 2 3 4
R4 1.84246 1.0442 0.540 0.25
Di sequito mettiamo due grafici della funzione f(X) in d = 1 e d = 2.
-0.4 -0.2 0.2 0.4 x
0.05
0.10
0.15
0.20
0.25
0.30
f HxL
Figura 4.1: f(X) in d = 1
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Figura 4.2: f(X) in d = 2
Trappola in una dimensione
Nell’eventualita` di voler studiare le correzioni alla teoria gaussiana, e` conveniente
studiare il caso in cui la trappola e` presente solo in una direzione, mentre le altre
sono libere. In questo caso l’azione per potenziale generico diventa
S(φ) =
∫
dd−1xdz
{
1
2
(∂µφ(x))
2 +
1
2
(
t+ 2
(z
l
)p)
φ(x)2
}
Nel caso p = +∞ ci sviluppiamo il campo nella maniera seguente
φ(x, z) =
∫
dd−1k
(2π)d−1
∑
n
e−ik·x
√
2 sin
(π
l
nz
)
ϕk,n ≡
∫
dd−1k
(2π)d−1
∑
n
fk,n(x, z)ϕk,n
per cui l’azione diventa
S(φ) =
1
2
∫
dd−1k
(2π)d−1
∑
n
ϕk,nϕ−k,nλk,n
λk,n = l
−1 [|k|2l2 + tl2 + π2n2]
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Per la funzione a due punti si ottiene
G(x1, z1;x2, z2) = 〈φ(x1, z1)φ(x2, z2)〉
=
∫
dd−1k1
(2π)d−1
dd−1k2
(2π)d−1
∑
n,m
fk1,n(x1, z1)fk2,m(x2, z2) 〈ϕk1,nϕk2,m〉
= 2l
∫
dd−1k
(2π)d−1
∑
n
e−ik·(x1−x2)
|k|2l2 + tl2 + π2n2 sin
(π
l
nz1
)
sin
(π
l
nz2
)
= 2l2−d
∫
dd−1k
(2π)d−1
∑
n
e−ik·
x1−x2
l
|k|2 + tl2 + π2n2 sin
(π
l
nz1
)
sin
(π
l
nz2
)
Vediamo che lo scaling e` identico al caso in cui la trappola e` presente in tutte le
dimensioni.
Per praticita`, conviene scrivere questa funzione a due punti nella rappresenzazione
(p, z), ovvero passando in trasformata di Fourier nelle direzioni libere e rimanendo
nello spazio delle cordinate nella direzione intrappolata. Si ottiene (definiamo
b2 = |p|2 + t)
G˜(p, z1, z2) =
∫
dd−1x‖eip·x‖G(x‖, z1; 0, z2)
= 2l
∑
n
1
l2b2 + π2n2
sin
(π
l
nz1
)
sin
(π
l
nz2
)
=
1
2b
(
e−b|z1−z2| − e−b(z1+z2) + e
−b(z1−z2) + e−b(z2−z1) − e−b(z1+z2) − eb(z1+z2)
e2bl − 1
)
Osserviamo che il risultato e` in accordo con [16].
4.1.2 p = 2
In questo caso, l’azione e`
S(φ) =
∫
ddx
{
1
2
(∂µφ)
2 +
1
2
(
t+ 2
x2
l2
)
φ2
}
=
1
2
∫
ddxφ
(
−△+t+ 2x
2
l2
)
φ
43
Andiamo a lavorare esattamente come nel caso p = +∞: andiamo quindi a
sviluppare il campo in autofunzioni dell’operatore quadratico, ovvero
φ =
∑
n∈Nd
ϕnhn
hn(x) = L
d/2
d∏
i=1
(√
2
lπ
)1/4 (
1
2nini!
)1/2
Hni


√√
2
l
xi

 e− x2i√2l ≡ L d2 l− d4 fn(x)
∫
ddxhn(x)hm(x) = L
dδn,m
In questo caso il volume e` infinito: tutte le formule scritte vanno intese come limite
per L→ +∞
Polinomi di Hermite Si definiscono i Polinomi di Hermite dalla funzione
generatrice
S(ξ, s) = e−s
2+2sξ = eξ
2−(s−ξ)2 =
+∞∑
n=0
sn
n!
Hn(ξ)
Dalla funzione generatrice, considerando espressioni della forma
∫ +∞
−∞ dξe
−αξ2S(ξ, s1) . . . S(ξ, sM ),
si possono ottenere delle relazioni sui polinomi di hermite che ci saranno utili in
seguito∫
dξe−ξ
2
Hn(ξ)Hm(ξ) = δn,m
√
π2nn!
∫
dξe−ξ
2/2Hn(ξ) =
{
2m(2m− 1)!!√2π n = 2m
0 n = 2m+ 1
=
(−1)n + 1
2
2
n
2 (n− 1)!!
√
2π∫
dξe−2ξ
2
Hn(ξ)Hm(ξ) =
{
(−1) 3m+n2 (m+ n− 1)!!√pi2 n+m pari
0 n+m dispari
=
(−1)n+m + 1
2
(−1) 3m+n2 (m+ n− 1)!!
√
π
2∫
dξe−2ξ
2
Hn(ξ) =
{
(−1)m(2m− 1)!!√pi2 n = 2m
0 n = 2m+ 1
=
(−1)n + 1
2
(−1)n2 (n− 1)!!
√
π
2
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In questo caso l’azione diventa
S =
1
2
∑
n
λnϕ
2
n
λn = L
dl−1
[√
2
(
2
d∑
i=1
ni + d
)
+ tl
]
= Ldl−1αn
Lavorando come prima, possiamo calcolarci la funzione G0(x), ottenendo
G0(x) = l
1− d
2
∑
n
fn(0)fn(x)√
2
(
2
∑d
i=1 ni + d
)
+ tl
= l1−
d
2
(√
2
π
) d
2 ∑
n
1
√
2
(
2
∑d
i=1 ni + d
)
+ tl
d∏
i=1
Hni(0)
2nini!
Hni(
√√
2
l
xi)e
− 1
2
“√
2
l
x2i
”
Per la lunghezza di correlazione si ottiene
ξ2 =
l1√
2
∑
n
1√
2(2
Pd
i=1 ni+d)+tl
∫
ddyy2
∏d
i=1
Hni(0)
2nini!
Hni(yi)e
− 1
2
y2i
∑
n
1√
2(2
Pd
i=1 ni+d)+tl
∫
ddy
∏d
i=1
Hni(0)
2nini!
Hni(yi)e
− 1
2
y2i
Per quanto riguarda χ e χ4 si ha invece
χ = 2d/2l1
∑
n
1
√
2
(
2
∑d
i=1 ni + d
)
+ tl
d∏
i=1
Hni(0)
2
ni
2 ni!!
(−1)ni + 1
2
χ4 = l
2+ d
2 2
5d
4 π
d
2
∑
n,m
1
√
2
(
2
∑d
i=1 ni + d
)
+ tl
1
√
2
(
2
∑d
i=1mi + d
)
+ tl
×
×
d∏
i=1
Hni(0)
2
ni
2 ni!!
(−1)ni + 1
2
(
(−1)mi + 1
2
)2 (mi − 1)!!
mi!!
Nel caso p = 2 χ4 diverge: non si puo` quindi definire il rapporto R4. Il fatto
che χ4 diverga non e` comunque un problema: fisicamente, le quantita` interessanti
sono valori di aspettazione connessi, mentre χ4 e` sconnessa.
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Per quanto riguarda la f(X) si ha (al punto critico)
f(X) = (2π)−
d2
4
− d
2
(∑
n
1
2
Pd
i=1 ni+d
∫
ddyy2
∏d
i=1
Hni (0)
2nini!
Hni(yi)e
− 1
2
y2i
) d
2
(∑
n
1
2
Pd
i=1 ni+d
∏d
i=1
Hni (0)
2
ni
2 ni!!
(−1)ni+1
2
)1+ d
2
×
×
∑
n
1
2
∑d
i=1 ni + d
d∏
i=1
Hni(0)
2nini!
Hni(X)e
− 1
2
X2
Valori Numerici
Come per il caso p = +∞, possiamo cercare di dare delle stime numeriche alle
grandezze studiate quando valutate al punto critico. Possiamo scrivere
χ = 2
d−1
2 l
∑
m
1
4
∑
imi + d
d∏
i=1
H2mi(0)
22mimi!
≡ 2d−12 lΞd
Num[ξ2] =
∑
m
d
4
∑
imi + d
H2m1(0)
22m1(2m1)!
(∫
dxx2H2m1(x)e
− 1
2
x2
) d∏
i=2
H2mi(0)
22mimi!
≡ (2π) d+12 Γd
Den[ξ2] = (2π)
d
2Ξd
Γ e Ξ sono state valutate con Mathematica (arrivando fino a 2mi = 100), otte-
nendo
d 1 2 3 4
Ξd 0.9272 0.3929 0.2121 0.125
Γd 1.8717 1.3976 1.043 0.779
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Riportiamo di seguito la funzione f(X) per d = 1 e d = 2. Rispetto al caso
p = +∞, la somma di polinomi di Hermite converge in maniera molto piu` lenta.
Riportiamo per il caso d = 1 prima un grafico in un domino ristretto attorno
all’origine con le funzioni ottenute troncando la somma ai primi 20, 40, 60 e 100
polinomi: vediamo che la funzione converge, in un intorno dell’origine, ad una
decrescita lineare, come ci aspettiamo. Riportiamo poi la funzione troncata dopo
100 polinomi in un dominio piu` esteso.
-0.4 -0.2 0.2 0.4 x
0.9
1.0
1.1
1.2
f HxL
Figura 4.3: f(X) in d = 1, troncata a 20, 40, 60, 100 polinomi, attorno all’origine. Piu`
polinomi si considerano nell’approssimazione, piu` la funzione nell’origine cresce ed approssima
una decrescita lineare.
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Figura 4.4: f(X) in d = 1 troncata al 100esimo polinomio
Abbiamo lo stesso problema nel caso d = 2. Riportiamo solamente il caso di
somma troncata al 100esimo polinomio
-5
0
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-5
0
5y
0
2
4
6
f Hx, yL
Figura 4.5: f(X) in d = 2 troncata al 100esimo polinomio
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Trappola in una dimensione
Scriviamo il campo come
φ(x, z) =
∫
dd−1k
(2π)d−1
∑
n
e−ik·x
(√
2
lπ
) 1
4 ( 1
2nn!
) 1
2
Hn


√√
2
l
z

 e− z2√2lϕk,n
≡
∫
dd−1k
(2π)d−1
∑
n
fk,n(x, z)ϕk,n
da cui l’azione diviene
S(φ) =
1
2
∫
dd−1k
(2π)d−1
∑
n
ϕk,nϕ−k,nλk,n
λk,n = l
−1
[
|k|2l + tl +
√
2(2n + 1)
]
mentre per la funzione a due punti si ha
G(x1, z1;x2, z2) = l
1− d
2
(√
2
π
) 1
2 ∑
n
∫
dd−1k
(2π)d−1
e
−ik·x1−x2√
l
|k|2 + tl +√2(2n+ 1) ×
×Hn


√√
2
l
z1

Hn


√√
2
l
z2

 e− z21+z22√2l
ed anche in questo caso vediamo lo stesso scaling del caso in cui la trappola e` in
tutte le dimensioni.
4.2 Potenziale accoppiato a (∂µφ)
2
Limitiamoci al caso armonico. L’azione che vogliamo considerare e`
S(φ) =
∫
ddx
1
2
(
1 +
(x
l
)2)
(∂µφ(x))
2 (4.8)
Siamo interessati a questa teoria perche´, come vedremo, e` una candidata a descri-
vere il limite continuo del modello XY intrappolato.
Osserviamo che la presenza del potenziale comporta che ∂µφ(x)→ 0 per x→ +∞,
ma non ci porta dei vincoli sul valore del campo all’infinito: per questo, nonostan-
te l’invarianza sotto la trasformazione φ → −φ, in generale 〈φ(x)〉 6= 0. Se pero`
chiediamo come condizione al bordo φ(x) → 0 per x → +∞, abbiamo anche in
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questo caso che 〈φ(x)〉 = 0, e percio` G(x, y) = 〈φ(x)φ(y)〉 coincide con la funzione
di correlazione connessa.
Andiamo a calcolarci l’esponente θ per questa teoria: come prima, avremo d =
yU + y(∂µφ)2 . Considerando il termine senza potenziale, vediamo che y(∂µφ)2 = d,
per cui yU = pyv − p = 0, da cui θ = 1 per ogni valore di p.
Vorremmo calcolare G(x, y) = 〈φ(x)φ(y)〉: possiamo riscriverci l’azione come
S(φ) = −1
2
∫
ddxφ(x)
{[
1 +
(x
l
)2]∇2 + 2
l2
xµ∂µ
}
φ(x)
Sappiamo che allora G risolve
{
−
[
1 +
(x
l
)2]
∇2 − 2
l2
xµ∂µ
}
G(x, y) = δd(x− y) (4.9)
Mostriamo la soluzione per il caso particolare di d = 2 ed y = 0 ( G(x, 0) = G0(x)).
Si puo` semplificare l’equazione (4.9) sfruttando il fatto che G0(x) puo` dipendere
solo da |x|, essendo la teoria invariante per rotazioni; e` possibile inoltre isolare la
parte che mi da` il comportamento singolare nell’origine: la parte restante, per come
e` scritta l’equazione, puo` dipendere solamente dal rapporto a ≡ |x|l . Scriviamo
allora G0(x) = − 12pi log |x| + g(a), si ottiene che g risolve la seguente equazione
differenziale ordinaria
−a(1 + a2)g′′(a)− (1 + 3a2)g′(a) + 1
π
a = 0
la cui soluzione e`
g(a) = c2 + c1 log a+
(1− 2πc1) log(1 + a2)
4π
Poiche´ il comportamento singolare e` gia` stato isolato, si fissa c1 = 0, ottenendo
quindi in definitiva
G0(x) = A− 1
2π
log |x|+ 1
4π
log
(
1 +
x2
l2
)
Imponendo quindi la condizione al bordo φ(x)→ 0 per x→ +∞, si deve richiedere
che anche G0(x)→ 0, e questo fissa A = 12pi log l. Si ottiene percio` infine
G0(x) =
1
4π
log
(
1 + x
2
l2
x2
l2
)
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per cui, come previsto dal trap-size scaling, la funzione di correlazione dipende
dal rapporto xl . Osserviamo che, nel caso d = 2, potevamo nell’azione (4.8) fare il
cambio di variabili xl → y, ottenendo
S (φ) =
1
2
∫
d2y
(
1 + y2
)
∂µφ(y)
da cui si ricavava immediatamente che la funzione di correlazione dipende solo dal
rapporto xl .
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CAPITOLO 5
Modello XY bidimensionale intrappolato
Vogliamo andare ad applicare quanto studiato sul trap-size scaling ad un modello
specifico. Abbiamo scelto di andare a studiare il Modello XY in 2 dimensioni
nella sua fase di Quasi-Long Range Order (vedere in seguito). Il modello XY e`
interessante sia per il vasto campo di applicazioni che ha (dalla superconduttivita`
alla teoria dei difetti nei solidi, etc.), sia per la peculiarita` della transizione di fase
che si osserva in 2 dimensioni (transizione di Kosterlitz-Touless).
In questo capitolo, dopo aver dato una breve introduzione al modello XY in 2
dimensioni concentrandoci sul comportamento a basse temperature, mostreremo
i risultati ottenuti tramite una simulazione Monte Carlo del suddetto modello
accoppiato ad una trappola armonica.
5.1 Modello XY senza trappola
Il modello XY in due dimensioni consiste di un reticolo bidimensionale in cui su
ogni sito posizioniamo un vettore unitario a due componenti si = (cosφi, sinφi):
l’Hamiltoniana ridotta del modello e` data da
H = −Jβ
∑
〈i,j〉
si · sj = −Jβ
∑
〈i,j〉
cos(φi − φj) (5.1)
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Questo modello ha delle peculiarita` interessanti: infatti, nonostante il teorema di
Mermin-Wagner-Hohenberg ([21], [13]) ci garantisce che il modello non presenti
una fase ordinata, in realta` questo sistema ha una transizione di fase particolare.
Andiamo a considerare il limite continuo di (5.1): a basse temperature, ci si aspetta
che φi − φj sia piccolo, cos`ı da poter fare una espansione in serie del coseno,
ottenendo
H ≈ const.+ 1
2
K
∫
d2r (∂µφ(r))
2 (5.2)
dove K = βJ : gli ordini piu` alti in ∂µφ(r) sono irrilevanti al punto fisso Gaussiano,
e quindi questo punto fisso controlla le proprieta` di bassa temperatura. Osserviamo
che, essendo φ una variabile angolare di periodo 2π, non possiamo riscalarla per
fare in modo che K sia 1: in ogni caso, K e` adimensionale e non e` influenzata
dal processo di rinormalizzazione, per questo si puo` dire che K e` esattamente
marginale e parametrizza una linea di punti fissi
Andiamo a considerare la funzione di correlazione della variabile di Spin: possiamo
passare al piano complesso e scrivere s(r) = eiφ(r). La funzione a due punti
diventera` allora 〈s(r1) · s(r2)〉 = Re
〈
ei(φ(r1)−φ(r2))
〉
= e−[G(0)−G(r12)] (si veda [4],
[27]) dove G(r12) = 〈φ(r1)φ(r2)〉. Si ha ([4])
G(r)−G(0) ∼ − 1
2πK
log(r/a) + const. (5.3)
da cui
〈s(r1) · s(r2)〉 ∼ const.|r1 − r2| 12piK
(5.4)
La funzione a due punti decade con una legge a potenza, come ci si aspetta ad un
punto fisso, ma l’esponente η ≡ 12piK non e` universale e varia in maniera continua
lungo la linea di punti fissi parametrizzata da K. Questa funzione a due punti
tende a zero, consistentemente con l’assenza di una magnetizzazione spontanea,
ma questa fase di basse temperature non ha il decadimento esponenziale tipico
delle fasi paramagnetiche di alta temperatura: questa fase e` chiamata di Quasi-
Long Range Orderd (QLRO).
Questa fase non puo` pero` rimanere per temperature arbitrariamente alte, perche´,
per T sufficientemete grande, la funzione di correlazione deve esibire un decadi-
mento di tipo esponenziale: la nostra descrizione del sistema ha quindi delle falle.
Il problema e` che non abbiamo mai tenuto in considerazione il fatto che φ sia ua
variabile periodica, che andrebbe identificata modulo 2π: il punto e` che possono
esistere configurazioni di bassa energia in cui φ varia poco fra siti vicini ma se
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seguiamo il suo valore attorno ad una curva chiusa sufficientemente grande esso
varia di un multiplo non nullo di 2π. Queste configurazioni sono dette vortici,
ed il numero di avvolgimenti attorno al centro del vortice e` usualmente indicato
con n e viene chiamato vorticita`: l’energia di una configurazione di tipo vortice e`
E ∼ πn2K log (La ), dove L e` la grandezza lineare del sistema. Nel limite termodi-
namico, l’energia di un vortice e` quindi infinita, ma viene fuori che configurazioni
con multipli vortici hanno energia finita fintanto che la vorticita` totale e` nulla.
Il criterio di Kosterlitz e Thouless fornisce un semplice argomento per vedere
quando le configurazioni di vortice diventano importanti: supponiamo che questi
vortici siano diluiti con distanza tipica L0 l’uno dall’altro: allora l’energia libera
ridotta del sistema sara` F ∼ (πn2K−2) log (L0a ). Per K > 2pi si ha che F > 0, per
cui queste configurazioni sono soppresse: se invece K < 2pi le configurazioni con
n = ±1 possono proliferare, e quindi il nostro modello gaussiano non e` piu` predit-
tivo. Il vincolo su K ci da` un vincolo sulle temperature: possiamo quindi definire
una temperatura TKT tale per cui, se T < TKT , l’approssimazione gaussiana e`
buona e siamo in una fase QLRO, se invece T > TKT le configurazioni con vortice
sono favorite, e queste daranno luogo ad una lunghezza di correlazione finita.
5.2 Modello XY Intrappolato: Simulazione Monte Car-
lo
Consideriamo adesso lo stesso modello accoppiato ad un potenziale armonico:
l’Hamiltoniana diventera`
H = −Jβ
∑
〈i,j〉
(
1 +
r2ij
l2
)
si · sj (5.5)
dove rij rappresenta la distanza dall’origine del punto medio fra i siti i e j dal-
l’origine. Vogliamo studiare l’effetto della trappola nella fase QLRO che, come
abbiamo visto, nel limite continuo e` descritta da una teoria gaussiana: la trappola
puo` essere accoppiata al modello gaussiano in due modi, o al termine (∂µφ)
2 (cui
corrisponde un esponente θ = 1) o al termine φ2 (cui corrisponde θ = 12). Per
farlo, abbiamo fatto una simulazione Monte Carlo del sistema.
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5.2.1 Simulazione Monte Carlo
Per un’introduzione alla simulazione Monte Carlo rimandiamo all’appendice A
Andiamo a considerare in maniera specifica la simulazione del Modello XY intrap-
polato: siccome eravamo interessati a studiare la fase QLRO abbiamo preso la
temperatura inferiore a quella critica TKT , in particolare abbiamo scelto β = 2.5.
Abbiamo considerato reticoli quadrati di dimensione (2L + 2) × (2L + 2), con
L = 8 , 16 , 32 , 64 , 128 e 256, e su ogni sito (x, y) abbiamo definito una varia-
bile complessa s(x, y) che ci rappresenta lo spin: abbiamo inoltre fissato il valore
dello spin al bordo (in particolare, abbiamo fissato il valore a sb = (1, 0)) (questo
perche´ ci aspettiamo, che a grandi distanze dall’origine, la trappola abbia l’effetto
di congelare gli spin). Il potenziale accoppiato ai punti vicini (xi,xj) e` stato preso
della forma
U(xi,xj) = cf
( |xij |
L+ 0.5
)2
per cui, confrontando questa con (5.5) si ha
l =
L + 0.5√
cf
(5.6)
Abbiamo scelto cf = 3.0. Sono stati fatti fare nel Monte Carlo 10000 iterazioni
prima di considerare il sistema in equilibrio, e successivamente abbiamo preso i dati
su 300000 iterazioni. In ogni iterazione, aggiornavamo l’intero sistema una volta,
la meta` del sistema piu` vicina all’origine due volte e il quarto piu` vicino tre volte.
Ogni aggiornamento e` stato effettuato scegliendo in maniera random o l’algoritmo
di metropolis o il microcanico (per la teoria della simulazione montecarlo si veda
[23] ). Per l’analisi dati, abbiamo effettuato sia delle medie a blocchi che un
jackknife.
Siamo andati a misurare la magnetizzazione M(x) e la funzione di correlazione
G0(x): per calcolarle, abbiamo sfruttato la simmetria per rotazioni considerando
la variabile s¯(x) = 14 (s(x, 0) + s(−x, 0) + s(0, x) + s(0,−x)), ed abbiamo quindi
definito le variabili di nostro interesse come
M0 = Re (s(0, 0)) (5.7)
M(x) = Re (s¯(x)) (5.8)
G0(x) = Re (s¯(x) · s(0, 0)) −Re (s¯(x)) ∗Re (s(0, 0)) (5.9)
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e ci siamo interessati ad x = 1, . . . , L4 .
Visto che siamo in dimensione d = 2 abbiamo yφ =
η
2 , per cui ci aspettiamo uno
scaling della forma
M0 = l
− θη
2 m (5.10)
M(r) = l−
θη
2 m(rl−θ) (5.11)
G0(r) = l
−θηg(rl−θ) (5.12)
(5.13)
Eravamo interessanti anche a calcolarci la suscettivita` χ e la lunghezza di corre-
lazione ξ definite da
χ =
∫
d2xG0(x) (5.14)
ξ2 =
∫
d2x|x|2G0(x)∫
d2xG0(x)
(5.15)
Dato lo scaling di G0, ci aspettiamo per queste due grandezze χ ∼ l2−ηA e
ξ2 = l2B, con A e B indipendenti da l.
Il calcolo diretto di queste grandezze e` problematico, perche´ l’errore e` molto
grande. Per stimarle, abbiamo sfruttato la simmetria per rotazioni del sistema.
Possiamo infatti scrivere per la suscettivita`
χ = 2π
∫
drrG0(r)
che sul reticolo puo` essere approssimato da
χret = 2π
∑
n
nG0(n) (5.16)
Un procedimento analogo e` stato seguito per ξ2, che puo` quindi essere approssi-
mata da
ξ2ret =
∑
n n
3G0(n)∑
n nG0(n)
(5.17)
Nel calcolare esplicitamente queste grandezze, non abbiamo considerato tutto il
reticolo ma solo il quarto di reticolo piu` vicino all’origine: ci si aspetta comunque
che anche il limitarsi a questa zona di reticolo dia un risultato scalante, perche´
facendo una somma per n ≤ L4 si sta facendo una somma, nella variabile scalante
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X = n/l nella zona X ≤ L4l =
√
cf
4 − 18l ∼
√
cf
4 che e` uguale per tutti i reticoli.
Piu` precisamente il termine 18l , che abbiamo trascurato, nei reticoli piu` piccoli e`
maggiore, per cui ci aspettiamo che per L piccoli si possano vedere deviazioni allo
scaling.
Prima di analizzare i risultati, abbiamo controllato che la simulazione fosse du-
rata per un tempo sufficientemente lungo, ed anche che il tempo considerato per
raggiungere l’equilibrio fosse sufficiente: abbiamo percio` considerato i risultati ot-
tenuti per il caso L = 128 e li abbiamo confrontati con quelli di una simulazione
in cui l’equilibrio veniva raggiunto dopo 20000 iterazioni e che veniva poi succes-
sivamente iterata 600000 volte, concludendo che la durata della simulazione era
sufficiente.
5.2.2 Risultati
Abbiamo quindi considerato la magnetizzazione nell’origine: abbiamo fittato i dati
di M0 al variare di l con una funzione del tipo M0 = l
− ρ
2A per ottenere il valore
di ρ, collegato all’esponente critico η come si puo` vedere dalla (5.10): abbiamo
ottenuto il grafico in Fig. 5.1, cui corrisponde un valore ρ = 0.0715 ± 0.0003.
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Figura 5.1: Fit della magnetizzazione nell’origine al variare di l con funzione della forma
M0 = l
− ρ
2A: la temperatura e` fissata a β = 2.5
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Per capire qual e` il θ giusto, abbiamo graficato lρG0 (usando il ρ ottenuto dal
fit) contro rl−θ al variare di L (e quindi di l, secondo (5.6)), per θ = 1, 12 : se lo
scaling e` corretto, tutte le curve dovrebbero cadere una sopra l’altra. Al variare
di θ abbiamo ottenuto i risultati in Fig. 5.2 e in Fig. 5.3.
0 0,1 0,2 0,3 0,4 0,5
xl-1
0
0,01
0,02
0,03
0,04
0,05
0,06
lρ G
L = 8
L = 16
L = 32
L = 64
L = 128
L = 256
Figura 5.2: Plot di lρG0 vs rl−θ al variare della grandezza del reticolo, e quindi di l; caso θ = 1
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Figura 5.3: Plot di lρG0 vs rl−θ al variare della grandezza del reticolo, e quindi di l; caso θ = 12
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Il risultato ottenuto va ad indicare che l’esponente corretto e` probabilmente
θ = 1. In questo modo, poiche´ ρ = ηθ, si ricava η = 0.0715 ± 0.0003, che e` in
accordo con la letteratura [1], in cui η = 0.074±0.006. Riportiamo in Fig. 5.4,per
il caso θ = 1, lηG0 vs rl
−1 in scala logaritmica.
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Figura 5.4: Plot lηG0 vs rl−1 per diverse dimensioni del reticolo: Scala Logaritmica
Abbiamo inoltre considerato la funzione magnetizzazione, per la quale ci aspet-
tiamo lo scaling 5.11 e per la quale abbiamo ottenuto il risultato riportato in Fig.
5.5: in questo caso lo scaling e` meno preciso rispetto alla funzione G0, e sono
maggiormente visibili le correzioni allo scaling.
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Figura 5.5: Plot di l
η
2 M vs rl−1 per diverse dimensioni del reticolo
Un questione da controllare era se la grandezza della trappola (ovvero l) era
sufficientemente piccola rispetto alla dimensione del reticolo: per verificarlo, ab-
biamo considerato la funzione a due punti nei reticoli con L = 8, 16, 32, 64 facendo
variare cf per vedere se ottenevamo lo stesso scaling. Abbiamo considerato quindi
cf = 3.0, 4.0, 5.0, ottenendo i risultati riportati in Fig. 5.6, 5.7, 5.8 e 5.9.
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Figura 5.6: Plot per diversi cf a L = 8 fissato: stiamo quindi andando a considerare trappole
a dimensione diversa tenendo fissa la dimensione del reticolo.
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Figura 5.7: Plot per diversi cf a L = 16 fissato
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Figura 5.8: Plot per diversi cf a L = 32 fissato
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Figura 5.9: Plot per diversi cf a L = 64 fissato
Come ulteriore verifica dello scaling, abbiamo considerato χ e ξ2, definiti ri-
spettivamente da (5.14) e (5.15) e calcolati rispettivamente come (5.16) e (5.17):
abbiamo graficato lη−2χ e l−2ξ2 al variare di l , ottenendo i risultati mostrati nelle
Fig. 5.10 e 5.11.
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Figura 5.10: Plot di lη−2χ al variare di l
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Figura 5.11: Plot di l−2ξ2 al variare di l
Abbiamo infine studiato cosa succedeva al variare della temperatura: cos`ı come
nel modello senza trappola abbiamo una sola teoria che descrive tutte le tempera-
ture nella fase di QLRO, ci aspettiamo che lo stesso accada anche in presenza di
trappola, quindi, risultati ottenuti in simulazioni fatte sullo stesso reticolo ma a
temperature diverse dovrebbero dare gli stessi risultati a meno di un riscalamento
totale dipendente solo dalle temperature. Abbiamo quindi confrontato i risultati
ottenuti per β = 2.5 con quelli a β = 5.0: anche in questo caso, abbiamo fatto un
fit della magnetizzazione nell’origine per trovare η corrispondente a questa nuova
temperatura, trovando η = 0.0336 ± 0.0003. Abbiamo poi confrontato i risultati
per L = 32, 128 ed abbiamo visto che i due grafici vanno uno sopra all’altro a meno
di un riscalamento di un fattore 2.5: i risultati ottenuti sono riportati in Fig. 5.12
e 5.13
Per il reticolo L = 64 abbiamo considerato anche il caso β = 3.33,(abbiamo tro-
vato η = 0.0519 ± 0.0004): anche in questo caso i tre grafici andavano uno sopra
l’altro, riscalando i risultati ottenuti a β = 5.0 di un fattore 2.5 e quelli a β = 3.33
di un fattore 1.85: il risultato ottenuto e` riportato in Fig. 5.14.
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Figura 5.12: Plot di lηG0 vs xl−1 per β = 2.5, 5.0 a dimensione del reticolo fissata L = 32:
nel grafico sono riportati anche i valori della funzione di correlazione per β = 5.0 riscalati di un
fattore 4.2, e si puo` vedere come essi vadano a sovrapporsi a quelli della funzione di correlazione
per β = 5.0
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Figura 5.13: Plot di lηG0 vs xl−1 per β = 2.5, 5.0 a dimensione del reticolo fissata L = 128:
come nel caso per L = 32, nel grafico sono riportati anche i valori della funzione di correlazione
per β = 5.0 riscalati di un fattore 4.2, ed anche in questo caso si puo` vedere la sovrapposizione
con i dati a β = 5.0
Possiamo quindi ipotizzare che esista una teoria che descriva la fase QLRO
del modello XY in presenza di trappola, e che questa teoria sia unica, ovvero non
dipenda dalla precisa temperatura a cui si trova il modello. La candidata per
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Figura 5.14: Plot di lηG0 vs xl−1 per β = 2.5, 3.3, 5.0 a dimensione del reticolo fissata L = 64:
sono riportati anche i valori della funzione di correlazione per β = 5.0 riscalati di un fattore 4.2
e quelli per β = 3.3 riscalati di un fattore 1.85. Si puo` vedere come i dati per β = 5.0 ed i due
riscalamenti si vadano a sovrapporre.
descrivere il limite continuo della teoria e` quindi
H = 1
2
K
∫
d2r
(
1 +
x2
l2
)
(∂µφ(r))
2
Un modo per testare se questa teoria e` giusta sarebbe di confrontare la funzione
di correlazione trovata nella simulazione con quella che ci darebbe questa teoria:
il problema e` che non e` chiaro come collegare la variabile spin al campo φ (nel
caso senza trappola, questo era fatto considerando s(x) = eiφ(x)).
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APPENDICE A
Simulazione Monte Carlo
Con questa appendice si vuole brevemente illustrare cosa e` una simulazione Monte
Carlo: una guida piu` estesa puo` essere trovata in [23].
Lo scopo della simulazione montecarlo e` quello di calcolarsi grandezze della forma
〈O〉 = 1
Z
∑
{σ}
O ({σ}) e−βH({σ})
Per calcolare un’espressione del genere, si puo` pensare di generareN configurazioni
random del sistema {σ}i=1,...,N e quindi calcolarsi
〈O〉
∑N
i=1O ({σ}i) e−βH({σ}i)∑N
i=1 e
−βH({σ}i)
Questo metodo e` detto Monte Carlo Statico ma non e` molto efficiente, soprattut-
to per β 6= 0. Il metodo cha abbiamo utilizzato anche noi, detto Monte Carlo
Dinamico, invece di considerare distribuzioni random considera distribuzioni ge-
nerate con probabilita` π ({σ}) = e−βH({σ})Z , e successivamente calcola 〈O〉 come
1
N
∑N
i=1O ({σ}i).
Nel Monte Carlo Dinamico non si cerca piu` di creare configurazioni indipendenti
l’una con l’altra, bens`ı la conifgurazione scelta al passo t dipende da quella pre-
cedente, e la scelta viene effettuata in maniera che i punti finali siano distribuiti
secondo la probabilita` π richiesta: per fare questo, si sfrutta il concetto di Catena
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Di Markov
Definizione A.0.1. Una Catena di Markov con spazio degli stati S e` una succes-
sione di variabili aleatorie X0,X1, . . . a valori in S tali che le transizioni Xt →
Xt+1 sono statisticamente indipendenti
Questo vuol dire che la Catena di Markov e` un processo memory-less, ovvero
tale per cui la probabilita` della transizione Xt → Xt+1 dipende solo da Xt e non
dalle variabili a tempi precedenti: l’intero processo e` percio` interamente definito
da una matrice di probabilita` di transizione P = 〈pij〉i,j∈S, che deve rispettare le
condizioni pij ≥ 0 ∀i, j e
∑
j∈S pij = 1. Inoltre, una catena e` detta irriducibile se
da ogni stato e` possibile raggiungere qualunque altro in un numero finito di passi,
ovvero esiste n ≥ 0 tale che la probabilita` Prob (Xt+n = j|Xt = i) = (Pnij) > 0∀i, j.
La teoria delle catene di Markov ci dice che esiste il limite asisntotico di (Pnij) e
limn→+∞(Pnij) = π(j) indipendente da i: inoltre, se lo spazio degli stati e` finito,
valgono
∑
j∈S π(j) = 1 e
∑
i∈S π(i)pij = π(j).
Per effettuare una simulazione Monte Carlo Dinamica di data probabilita` π(i) si
lavora nel seguente modo: si sceglie casualmente una configurazione e si inventa
una matrice di transizione P = 〈pij〉 che soddisfa
1 Irreducibilita`: per ogni coppia i, j ∈ S esiste n ≥ 0 tale che (Pnij) > 0.
2 Stazionarieta`: Per ogni i ∈ S ∑j∈S π(j)pij = π(i).
Spesso, invece della condizione di tazionarieta` si ne richiede una piu` forte ma piu`
facile da implementare
2a Bilancio Dettagliato: Per ogni coppia i, j ∈ S π(j)pji = π(i)pij
La complicazione di questo metodo e` che i successivi stati della catena sono cor-
relati e quindi deve essere fatta particolare cura nell’analisi dati per stimare cor-
rettamente la varianza delle grandezze che siamo interessati a calcolare: inoltre,
partendo da uno stato qualunque le prime configurazioni date dalla simulazione
non saranno distribuite secondo la probabilita` all’equilibrio π, e non vanno quindi
considerate nell’analisi.
Per scegliere la matrice di transizione pij uno dei metodi piu` usati e` l’algoritmo di
Metropolis ([22]), ed e` quello che abbiamo utilizzato anche noi. Si parte da una
P (0) matrice di transizione su S irriducibile ed arbitraria, e si definisce la P come
pij = p
(0)
ij aij per i 6= j
pii = p
0
ii +
∑
j 6= ip(0)ij (1− aij)
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con aij ≤ 1. Si vede quindi che P soddisfa la condizione di bilancio dettagliato se
e solo se
aji
aij
=
πjp
0
ji
πip0ij
Questo si ottiene facilmente scegliendo
aij = F
(
πjp
0
ji
πip0ij
)
con F : [0,+∞[→ [0, 1] tale che F (z)F (1/z) = z ∀z. La scelta di Metropolis e`
F (z) = min(z, 1)
Se si sceglie (come abbiamo ad esempio fatto noi) la matrice P (0) simmetrica,
allora per le a abbiamo la piu` semplice espressione
aij = F
(
π(j)
π(i)
)
Se quindi π e` l’usuale distribuzione di Gibbs, avremo aij = F (e
−β(Ej−Ei)), e
quindi, per Metropolis
aij = min
(
e−β(Ej−Ei), 1
)
Si ha quindi il seguente algoritmo per la scelta delle configurazioni:
1 Se i e` la configurazione attuale, scegliere j con probabilita` p
(0)
ij
2 Calcolare Ei ed Ej , le energie dalla configurazone di partenze e di arrivo
3 Se Ej ≤ Ei, accettare la proposta, ovvero prendere j come nuova configura-
zione
4 Se Ej > Ei accettare la proposta con probabilita` e
−β(Ej−Ei), ovvero, pren-
dere un numero random U distribuito uniformemente in [0, 1], se allora
U ≤ e−β(ej−Ei) accettare la proposta, altrimenti fare una transizione nulla,
ovvero prendere i come nuova configurazione
Come abbiamo detto, bisogna stare attenti nell’analisi dati per stimare in maniera
corretta l’errore sulle medie: un metodo, che abbiamo seguito anche noi, e` quello
della batched means, o medie sui sottogruppi. L’idea e` che, se abbiamo fatto n
misurazioni fi, dividiamo questo gruppo in T sottogruppi di elementi consecutivi,
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ognuno con b = nT elementi, e consideriamo la media Yi su ognuno di questi
sottogruppi
Yi =
1
b
ib∑
j=(i−1)b+1
fj
Per b sufficientemente grande, questi Yi saranno approssimativamente indipendenti
e gaussiani, con varianza conosciuta: a questo punto, essendo la media su tutti
i dati uguale alla media delle Yi possiamo stimare la varianza sull’insieme totale
come la varianza dell’insieme delle Yi.
Un altro metodo e` quello del jackknifing, in cui l’idea di base e` di calcolare le
medie su sottoinsiemi sempre piu` piccoli dell’insieme di dati (questi sottoinsiemi
ognuno contenuto nel precedente), e stimare la varianza dei dati come la varianze
delle medie nei diversi sottoinsiemi.
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