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In this paper, we aim to maximize the sum rate of a full-duplex cognitive femtocell network
(FDCFN) as well as guaranteeing the quality of service (QoS) of users in the form of a required
signal to interference plus noise ratios (SINR). We ﬁrst consider the case of a pair of channels,
and develop optimum-achieving power control solutions. Then, for the case of multiple
channels, we formulate joint duplex model selection, power control, and channel allocation
as a mixed integer nonlinear problem (MINLP), and propose an iterative framework to solve it.
The proposed iterative framework consists of a duplex mode selection scheme, a near-optimal
distributed power control algorithm, and a greedy channel allocation algorithm. We prove the
convergence of the proposed iterative framework as well as a lower bound for the greedy
channel allocation algorithm. Numerical results show that the proposed schemes effectively
improve the sum rate of FDCFNs.
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The femtocell technology is initially proposed as an effective
solution for enhancing coverage by deploying indoor femtocell
base stations (FBS) that are connected through wired links such
as cable modem or Digital Subscriber Line (DSL). The short
transmit–receive distance results in high signal to interference
plus noise ratio (SINR), and the small coverage area enables
dense spatial spectrum reuse, which both contribute to high
spectrum utilization. Recently it has been recognized as a key
technology by Qualcomm for meeting the 1000 data chal-
lenge, i.e., the predicted astounding 1000 increase in mobile
data in the near future [2]. However, due to the current
spectrum scarcity problem, femtocells are more likely to
operate on the same spectrum band with the existing macro-
cells, resulting in cross-tier interference (between femtocells
and macrocells) and inter-femtocell interference (among fem-
tocells). Interference management is critical for the success of
this technology.
The cognitive femtocell network (CFN) was proposed as a
solution to the interference problem [3,4]. In general, the
macrocell users (MU) are regarded as primary users (PU) and
the femtocell users (FU) are regarded as secondary users (SU).
The FBS's periodically sense the spectrum usage of MUs and
allocate the unoccupied channels to FUs. The previous research
works aim to improve the performance (such as throughput,
capacity, and energy efﬁciency) of CFN as well as guaranteeing
the QoS of both MUs and FUs. In [5,6], spectrum and power
allocations in a CFN are formulated as optimization problems,
with the objectives to maximize capacity and energy efﬁciency,
respectively. In [7], a strategic game model was introduced by
setting the payoff of a femtocell as the expected number of
resource blocks (RB) without interference. With this mechan-
ism, each femtocell makes rational decisions on the spectrum
usage pattern and the interference between femtocells is
mitigated. Another game theoretic mode was proposed in [8],
where the penalty of a femtocell is determined by excessive
usage of RBs and transmission power. The femtocells are thus
discouraged to occupy excessive RBs and transmit with high
power, resulting in mitigated interference.
A general approach to address the interference problem is to
restrict the spectrum and power usage of femtocells. However,
when the number of MUs or the number of femtocells in the
CFN is large (e.g., in a hotspot), the spectrum allocated to each
femtocell could be limited. As the femtocell technology is
expected to provide high data rate services to FUs, the limited
spectrum resource may be insufﬁcient to guarantee their QoS.
To remedy this disadvantage, more efﬁcient spectrum reuse is
required. With the recent development of self-interference
suppression technology, a wireless transceiver is able to
simultaneously transmit and receive signals on the same
channel, yielding a full-duplex (FD) transmission pattern [9].
Theoretically, an FD transmission could double the system
capacity, making it a promising approach to improve spectrum
utilization. In [10], an FD OFDMA based multi-cell network was
investigated, in which the FD empowered BS simultaneously
serves two cellular users on the same channel. Despite the
presence of inter-cell and intra-cell interference, the results
show that the capacity can be enhanced by 86% in the uplink
and 99% in the downlink.
The successful use of FD in cellular network motivates us
to integrate this technology into the CFN. This is a morechallenging case due to the more complicate interference
scenarios in a CFN. Similar to the cellular network, an FBS in
the CFN can simultaneously serve a pair of FUs on the same
channel, resulting in the improved spectrum utilization.
However, due to the limited processing capability and
battery capacity of mobile device, self-interference sup-
pression may not be applicable to femtocell user equip-
ments (FUE). For the two users that use the same channel,
the uplink signal of one user causes interference to the
downlink of the other user. To control such intra-femtocell
interference, it is necessary to carefully schedule the FUs
that are paired for FD transmission. When the intra-
femtocell interference is strong between FUEs, the half-
duplex (HD) would be a better choice. Therefore, the
duplex mode selection strategy and channel allocation of
femtocells should be carefully designed to achieve high
capacity as well as mitigating intra-femtocell interference.
In this paper, we consider a CFN integrated with FD
functionality. In such a full-duplex cognitive femtocell net-
work (FDCFN), we aim to maximize the sum rate of FUs as
well as guaranteeing the QoS of both FUs and MUs in the
form of a minimum SINR requirement. The goals are
achieved through duplex mode selection, distributed power
control, and channel allocation. The main contributions of
this paper are summarized as follows: We incorporate the FD and CR technologies into femto-
cell networks, and develop a holistic formulation of the
joint duplex mode selection, power control, and channel
allocation problem in an FDCFN. We ﬁrst consider power control over a pair of channels,
and propose two optimal power allocation schemes that
can be used in sparse and dense femtocell deployment
scenarios, respectively. For the case of multiple channels, we propose an
iterative framework that jointly solve the duplex selec-
tion, power control, and channel allocation problems,
and obtain the near optimal solution. We also prove the
guaranteed convergence of the proposed framework. We propose a duplex mode selection strategy for FDCFN.
The FUE pairing is formulated as a roommate matching
problem, and we develop an effective algorithm to solve
the matching problem. The duplex mode selection is
based on the pairing result to achieve high capacity
gains. We employ the SCALE (Successive Convex Approximation
for Low-complExity) algorithm to solve the power control
in FDCFN with a distributed approach. We propose a greedy channel allocation algorithm for the
FDCFN based on the pairing result and derive a perfor-
mance lower bound. The proposed schemes are evaluated with simulations
and comparison with several benchmark schemes, where
superior performance of the proposed schemes is
observed.The remainder of this paper is organized as follows. The
problem formulation is described in Section 2. The power
control over a pair of channels is discussed in Section 3. The
joint duplex mode selection, power control, and channel
M. Feng et al.32allocation over multiple channels are investigated in Section
4. The performance evaluation is presented in Section 5.
Section 6 discusses related works and Section 7 concludes
the paper.
2. Problem formulation
We consider a cognitive femtocell network with one MBS
and F femtocells, as shown in Fig. 1. The FUs are treated as
SUs while the MUs act as PUs. All the femtocells operate on
the same spectrum band as the macrocell. Both the macro-
cell and femtocells are based on OFDMA, where a channel
consists of several sub-carriers with bandwidth W. Without
loss of generality, we assume that only the FBS's can operate
in the FD mode, while the FUEs cannot. The macrocell
adopts frequency division duplexing (FDD), i.e., the MBS
assigns two channels for an MUE for uplink and downlink
transmissions, respectively.
2.1. SINR analysis
Let binary variables auf;i nð Þ; adf;i nð ÞA 0; 1f g be the channel
allocation indicators, where auf;i nð Þ ¼ 1 (adf;i nð Þ ¼ 1) indicates
that channel n is allocated to FUE i in femtocell f for uplink
(downlink) transmission, and auf;i nð Þ ¼ 0 (or, adf;i nð Þ ¼ 0)
otherwise. The corresponding transmit powers on the
channels are denoted as puf;i nð Þ and pdf;i nð Þ.
Let γMUEðnÞ denote the received SINR of an MUE on
channel n, which is given by
γMUE nð Þ ¼
pbHb;mðnÞ
IfðnÞþN0
; ð1Þ
where pb is the MBS transmit power on the channel, Hb;mðnÞ
is the channel gain between the MBS and the MUE, and N0 is
the noise power on the channel. Let πf be the set of FUEs in
femtocell f. Let Huf;i;m nð Þ be the channel gain between FUE i
in femtocell f and MUE m on channel n, Hdf;i;m nð Þ be the
channel gain between FBS f and MUE m on channel n.
Denote If ðnÞ as the interference caused by all the femtocell: Cross-tier interference 
: Inter-femtocell interference 
MBS
FBS
FBS
MUE
FUE
FUE
FUE
FUE
: Desired signal
: Intra-femtocell interference 
Fig. 1 The system model for an FD cognitive femtocell
network.transmissions on channel n, given as
If ðnÞ ¼
XF
f ¼ 1
X
iAπf
fauf;iðnÞpuf;iðnÞHuf;i;mðnÞþadf;iðnÞpdf;iðnÞHdf;i;mðnÞg:
ð2Þ
Similarly, let pm be the transmit power of the MUE.
Assuming channel reciprocity, the SINR at the MBS for the
MUE on channel n, denoted as γMBSðnÞ, is given by
γMBS nð Þ ¼
pmHb;mðnÞ
If ðnÞþN0
: ð3Þ
As shown in Fig. 1, there are three types of interference
in an FDCFN, namely the cross-tier interference, inter-
femtocell interference, and intra-femtocell interference.
The SINR at FUE i in femtocell f on channel n is given by
γFUEf;i nð Þ ¼
pdf;iðnÞHdf;iðnÞ
Iof ðnÞþ IffðnÞþ IpfðnÞþN0
; ð4Þ
where Hdf;iðnÞ is the channel gain between FUE i and FBS f on
channel n. IofðnÞ is the interference caused by FUEs and FBS's in
other femtocells operating on channel n, which can be derived
as
IofðnÞ ¼
XF
k ¼ 1;ka f
X
lAπk
fauk;lðnÞpuk;lðnÞHuf;i;k;lðnÞþadk;lðnÞpdk;lðnÞHdf;i;kðnÞg;
ð5Þ
where Huf;i;k;lðnÞ is the channel gain between FUE l in femtocell
k and FUE i in femtocell f on channel n, and Hdf;i;kðnÞ is the
channel gain between FBS k and FUE i in femtocell f on channel
n. Denote Iff ðnÞ as the intra-femtocell interference caused by
FUE j to FUE i. Assuming that FUE j and FUE i are paired to
operate in the FD mode, Iff ðnÞ can be written as
Iff ðnÞ ¼ auf;jðnÞpuf;jðnÞHf;i;jðnÞ; ð6Þ
where Hf;i;j is the channel gain between FUE i and FUE j on
channel n. Ipf ðnÞ is the cross-tier interference caused by the
MUE or MBS using channel n, which is
IpfðnÞ ¼ pmHuf;i;mðnÞ or Ipf ðnÞ ¼ pbHuf;i;bðnÞ; ð7Þ
where Huf;i;m and H
u
f;i;b are the channel gains between FUE i in
femtocell f and MUEm, and the MBS on channel n, respectively.
The SINR at FBS f on channel n is given by
γFBSf;i nð Þ ¼
puf;iðnÞHuf;iðnÞ
IofðnÞþ Isf ðnÞþ IpfðnÞþN0
: ð8Þ
Isf nð Þ is the residual self-interference on channel n at the
FBS. The self-interference suppression coefﬁcient 0oκo1 is
deﬁned as the ratio of residual self-interference power to
the original self-interference power. Isf nð Þ is given as
Isf ðnÞ ¼ κpdf;jðnÞ: ð9Þ
2.2. Sum rate maximization
Based on the SINR analysis, the sums of the achievable rates
for the uplink and the downlink are given by
CFUE ¼
XF
f ¼ 1
XN
n ¼ 1
adf;iðnÞW log2ð1þγFUEf;i ðnÞÞ; ð10Þ
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XF
f ¼ 1
XN
n ¼ 1
auf;iðnÞW log2ð1þγFBSf;i ðnÞÞ; ð11Þ
respectively. We formulate the sum rate maximization
problem for the FD cognitive femtocell network as follows:
arg max
fauf;iðnÞ;adf;iðnÞ;puf;iðnÞ;pdf;iðnÞg
CFBSþCFUEf g ð12Þ
subject to
γMUEðnÞZΓ1; γMBSðnÞZΓ1; 8 n; ð13Þ
γFUEf;i ðnÞZΓ2; γFBSf;i ðnÞZΓ2; 8 n; f; iAπf ; ð14Þ
auf;iðnÞþauf;jðnÞr1; 8 n; f; i; jAπf ; ð15Þ
adf;iðnÞþadf;jðnÞr1; 8 n; f; i; jAπf ; ð16Þ
auf;iðnÞþadf;jðnÞr2; 8 n; f; 8 i; jAπf : ð17Þ
XN
n ¼ 1
puf;iðnÞrPm1; 8 f; 8 iAπf ; ð18Þ
XN
n ¼ 1
pdf;iðnÞrPm2; 8 f; 8 iAπf : ð19Þ
In (13) and (14), Γ1 and Γ2 are the minimal SINRs to satisfy
the QoS requirements of the macrocell and femtocell
operations, respectively. Inequalities (15) and (16) are due
to the fact that a channel cannot be shared by two FUEs for
uplink or downlink transmissions. Inequality (17) is because
in the best case, a channel can be shared by two FUs: one
FU uses the channel for uplink transmission and the other FU
uses the channel for downlink transmission. In power
constraints (18) and (19), Pm1 and Pm2 are the maximal
powers of an FUE and an FBS, respectively.3. Optimal power control scheme over a pair
of channels
In this section, we consider the case of a pair of channels,
which are shared by a pair of FUEs. Problem (12) is then
reduced to power control over these two channels. In the
following, we discuss two cases and develop efﬁcient
methods to this power control problem.
3.1. Case of sparse femtocell deployment
We ﬁrst consider the case of sparse femtocell deployment,
where femtocells are apart from each other with enough
distance so that inter-femtocell interference can be
neglected. Since the inter-femtocell interference is
neglected, the powers of different FBS's and FUEs do not
impact with each other, so power control can be indepen-
dently performed for each femtocell. Thus, the problem is
to ﬁnd the optimal power control scheme to maximize the
sum rate of each femtocell. We assume that with proper
channel allocation (which will be discussed in Section 4.3),
FBS's and FUEs utilize different channels with nearby MUEsor MBS, such that the QoS requirements of MUs are satisﬁed.
We also assume that with proper user pairing method (which
will be described in Section 4.1), the intra-femtocell
interference is effectively controlled. Thus, with the short
distance of femtocell transmissions, the FBS and FUE are
expected to operate in the high SINR region.
Without loss of generality, we consider two FUs, FU 1 and
FU 2. One channel is used by FU 1 for uplink transmissions and
by FU 2 for downlink transmissions; the other channel is used
by FU 1 for downlink transmissions and by FU 2 for uplink
transmissions. Denote p1
u and p2
u as the uplink powers, and p1
d
and p2
d the downlink powers of the two FUEs. H11 and H22 are
the channel gains between the FBS and the two FUEs,
respectively, and H12 is the channel gain between two FUEs.
Let Ip0 be the interference power from primary users (i.e. the
MBS or MUE) at the FBS, and Ip1 and Ip2 be the interference
power at FUE 1 and FUE 2, respectively. In the high SINR
region, the original problem (12) can be approximated as
arg max
fpu1 ;pd1 ;pu2 ;pd2 g
log2
pd1H11
Ip1 þpu2H12þN0
 
þ log2
pd2H22
Ip2 þpu1H12þN0
 
þ log2
pu1H11
Ip0 þpd2κþN0
 !
þ log 2
pu2H22
Ip0 þpd1κþN0
 !)
: ð20Þ
Since only a pair of channels are considered, inter-femtocell
and cross-tier interference are neglected, the constraints
become
pu1rPm1; pu2rPm1; ð21Þ
pd1þpd2rPm2: ð22Þ
Although the objective function (20) is non-convex, it can be
rewritten as
arg max
fpu1 ;pd1 ;pu2 ;pd2 g
log2
H211H
2
22
T pu1 ; p
d
1 ; p
u
2 ; p
d
2
 
 !
; ð23Þ
where
T pu1 ; p
d
1 ;p
u
2 ;p
d
2
 ¼ N0þ Ip0
 2 N0þ Ip1  N0þ Ip2 
pu1p
d
1p
u
2p
d
2
þ N0þ Ip0
 2 N0þ Ip1 H12
pd1p
u
2p
d
2
þ N0þ Ip0
 2 N0þ Ip2 H12
pu1p
d
1p
d
2
þ N0þ Ip0
 
N0þ Ip1
 
N0þ Ip2
 
κ 1
pu1p
u
2p
d
2
þ 1
pu1p
u
2p
d
1
 !
þ N0þ Ip0
 2H212
pd1p
d
2
þ N0þ Ip0
 
N0þ Ip1
 
H12κ
1
pu2p
d
2
þ 1
pu2p
d
1
 !
þ N0þ Ip1
 
N0þ Ip2
 
κ2
pu1p
u
2
þ N0þ Ip0
 
H212κ
1
pd2
þ 1
pd1
 !
þ N0þ Ip0
 
N0þ Ip2
 
H12κ
1
pu1p
d
2
þ 1
pu1p
d
1
 !
þ N0þ Ip1
 
H12κ2
pu2
þ N0þ Ip2
 
H12κ2
pu1
þH212κ2:
ð24Þ
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maximizing (20) is equivalent to minimizing T pu1; p
d
1 ; p
u
2 ; p
d
2
 
.
Lemma 1. T pu1 ; p
d
1 ; p
u
2 ; p
d
2
 
is a strictly convex function over
pd1 ; p
u
1; p
d
2 ; p
u
2.
Proof. T pu1 ; p
d
1 ; p
u
2 ; p
d
2
 
is a weighted sum of functions
f x1;…; xnð Þ ¼ 1=∏ni ¼ 1xi, x1; x2;…; xn40. Let Xnn be the
Hessian matrix of f x1;…; xnð Þ, given as:
Xnn ¼
1
x1⋯xn
1
x21
…
1
x1xn
⋮ ⋱ ⋮
1
x1xn
⋯
1
x2n
0
BBBBB@
1
CCCCCA: ð25Þ
Let y¼ y1;…yn
 T
; ya0 be an arbitrary non-zero vector,
then yTXy can be calculated by
yTXy¼
Pn
i ¼ 1
yi
xi
 2
þ Pni ¼ 1 yixi
 2
∏ni ¼ 1xi
40; iA 1;…; nf g: ð26Þ
Therefore, we conclude that the Hessian matrix is positive
deﬁnite, and f x1;…; xnð Þ is a convex function. Since
T pu1 ; p
d
1 ; p
u
2 ; p
d
2
 
is a weighted sum of convex functions, it
is also a convex function. □
Obviously, both constraints (21) and (22) are linear. Thus,
minimizing (24) with constraints (21) and (22) is a convex
optimization problem. Let V pu1 ; p
d
1 ; p
u
2 ; p
d
2 ; ν1; ν2; ν3
 
be the
Lagrangian function with Lagrange multipliers ν1, ν2, and ν3
corresponding to the three constraints. Applying the KKT
conditions, we have
∂V
∂pd1
¼ ∂V
∂pu1
¼ ∂V
∂pd2
¼ ∂V
∂pu2
¼ 0
ν1 Pm1pu1
 ¼ ν2 Pm1pu2 ¼ 0
ν3 Pm2pd1pd2
 ¼ 0:
8>><
>>>:
ð27Þ
We derive the optimal solution as
pu1 ¼ pu2 ¼ Pm1;
pd1 ¼ pd2 ¼
Pm2
2
:
8<
: ð28Þ
It is counter-intuitive that the optimal powers are
independent of the channel gains. This is because the
objective is to maximize the sum uplink and downlink rates
of two users, and the powers present a symmetric pattern in
the objective function.
3.2. Case of dense femtocell deployment
With dense deployment pattern, femtocells are close to
each other, inter-femtocell interference become a major
factor that impacts the system performance. Therefore, theFBS and FUE may not always operate in the high SINR region,
and the approximation used in Section 3.1 may not be
applicable. To this end, we leverage the SCALE (Successive
Convex Approximation for Low-complExity) algorithm [11]
to transform the power control problem into a convex
problem. As in Section 3.1, we assume that with proper
channel allocation scheme, the cross-tier interference and
the inter-femtocell interference are controlled within
acceptable levels such that the QoS requirements of both
MUs and FUs are satisﬁed.
Let channel n1 and n2 be the pair of channels to be
considered. Denote Πn1 and Πn2 as the set of FBS-FUE links
that operate on channel n1 and n2, respectively. Then, the
sum rate maximization problem of all femtocells on channel
n1 and n2 can be formulated as
arg max
fpuf;i nð Þ;pdf;i nð Þg
X
f
X
n
log2 1þγFUEf;i nð Þ
	 

þ log2 1þγFBSf;i nð Þ
	 
on
ð29Þ
subject to nA n1; n2f g ð30Þ
f; i
 
A Πn1 [ Πn2
 
Power constraints ð18Þ and ð19Þ; ð31Þ
where γFUEf;i nð Þ and γFBSf;i nð Þ are given by (4) and (8), respec-
tively. The sets Πn1 and Πn2 are determined by a
u
f;i nð Þ and
adf;i nð Þ, respectively. With the assumption that the QoS
requirements of MUs and FUs are satisﬁed through channel
allocation, only the power constraints (18) and (19) are
considered in this part.
The objective function of (29) can be expressed as the
difference of two concave functions, which is a well-known
NP-hard problem. To deal with such problems, an effective
approximation for the function log2 1þzð Þ had been
employed to transform the original problem to a convex
approximation [11–13]. For zZ0, a lower bound of the
logarithm function is given by
log2 1þzð ÞZαlog2zþβ: ð32Þ
The coefﬁcients are given by
α¼ z0
1þz0
β¼ log2 1þz0ð Þ
z0
1þz0
log2z0
8><
>>: ð33Þ
where z0Z0. It can be easily veriﬁed that this lower bound
is tight when z¼ z0. Thus, we can maximize the lower
bound of (29), then tighten this bound by iteratively
updating α and β according to the newly calculated SINR
values. The lower bound can be expressed as
B¼
X
f
X
n
αFUEf;i nð Þlog2 γFUEf;i nð Þ
	 
n
þβFUEf;i nð ÞþαFBSf;i nð Þlog2 γFBSf;i nð Þ
	 

þβFBSf;i nð Þ
o
: ð34Þ
To simplify notation, we use matrices in the following.
Denote α½t, β½t, and γ½t as the matrices for lower bound
coefﬁcients and SINR values at the tth iteration. Let p½tu and
p½td be the matrices for the uplink and downlink powers,
respectively, and p½t is the matrix for all the powers.
35Joint duplex mode selection, channel allocation, and power control for full-duplex cognitive femtocell networksNote that (34) is still a difference of concave functions.
However, we can apply a logarithmic transform of variables
by deﬁning substitution variables q½t ¼ lnfp½tg, to convert
it into a convex problem. The maximization of the lower
bound for the tth iteration can be expressed as
arg max
fq½tg
B q½t;α½t; β½t
  ð35Þ
subject to q½tu r lnfPm1g ð36ÞX
n ¼ n1 ;n2
exp q½td
n o
rPm2: ð37Þ
Since (35) is a convex problem [11], it can be effectively
solved in the dual domain. The dual problem is given by
min
fλ;μg
g λ; μð Þ; ð38Þ
where λ and μ are Lagrange multipliers and g λ; μð Þ is the
Lagrangian dual function deﬁned as
g λ; μð Þ ¼ max
fqu ;qd ;λ;μg
BþλT lnfPm1gqu
 
þμT Pm2
X
nA fn1 ;n2g
exp qd
  !)
: ð39Þ
Since problem (35) is a special case for the problem that
will be discussed in Section 4.2, we will present the detail
procedures to solve the problem in Section 4.3. With the
solution to problem (35) solved, we then apply the SCALE
algorithm to obtain the ﬁnal solution to the power control
problem, as presented in Algorithm 1.
Algorithm 1. SCALE algorithm.1 Initialize t=1, α 1½  ¼ 1, β 1½  ¼ 0;
2 do
3
4
5
6Solve ð35Þ to obtain q½tu ; q½td ;
Compute p½tu ¼ eq
½t
u ; p½td ¼ eq
½t
d ; γ½t;
Update α tþ1½ ; β tþ1½  using γ½t as in ð33Þ;
t’tþ1;

7 while jγ½tþ1 γ½tjZϵDenote Ts as the number of iterations required to solve
(35) in the dual domain. Given the channel allocation result,
the complexity of each iteration of the SCALE algorithm is
O TsFNð Þ (with N=2 in this section). The convergence
property of the SCALE algorithm is given by the following
lemma.
Lemma 2. The objective function of the SCALE algorithm
monotonically increases at each iteration, and ﬁnally
converges.
Proof. Let C p½t
 
be the objective value of (29) at the tth
iteration. The following inequalities and equalities hold:
⋯C p½t
 ¼1ð Þ B q½t;α½t; β½t r2ð Þ B q tþ1½ ;α½t; β½t 
r
3ð Þ
C p tþ1½ 
 ¼1ð Þ B q tþ1½ ;α tþ1½ ; β tþ1½  ⋯: ð40Þ
Equality (1) is because the lower bound is tight by setting
α½t and β½t according to the current SINR values. Inequality(2) is due to the fact that problem (35) is convex and the
updated powers either increase or maintain the objective
value. Inequality (3) is derived from (32). Since C p½t
 
is
ﬁnite, the SCALE algorithm converges. □4. Duplex mode selection, power control and
channel allocation over multiple channels
In this section, we consider joint duplex mode selection,
power control and channel allocation over multiple chan-
nels. We propose an iterative framework to solve problem
(12), by decomposing the original problem into three
subproblems: duplex mode selection, power control, and
channel allocation, and solving each subproblem by ﬁxing
the solution of the other two subproblems. The subproblems
are iteratively solved until the solution converges. We prove
that the proposed iterative framework converges.
4.1. Duplex mode selection and FUE pairing based
on stable roommate matching
To achieve FD transmissions, an FBS needs to schedule a pair
of FUEs to simultaneously operate on the same channel:
with one FUE using the channel for uplink transmission and
the other FUE using the channel for downlink transmission
[10]. Although the FBS can adopt effective self-interference
cancellation, the intra-femtocell interference caused by the
uplink of one FUE to the downlink of the other FUE remains
a critical problem. Under some circumstances, such intra-
femtocell interference can severely degrade the QoS of the
FUs. As a result of the low data rates, the FD mode would be
inefﬁcient compared to the traditional HD mode.
To fully harvest the potential of FD transmission in the
presence of interference between FUEs, a desirable
approach is to schedule two users who are relatively far
from each other to use the same channel. When multiple
FUEs are served by an FBS, it is necessary to design a pairing
strategy to ﬁnd the pair of FUEs for the FD mode. From the
perspective of an FUE, there are preferred and undesired
FUEs to be paired with, since pairing with different FUEs
results in different interference and QoS. This observation
motivates us to utilize the model of stable roommate
matching to characterize the FUE pairing problem [14].
In the stable roommate matching problem, we consider a
group of people who wish to ﬁnd a satisfactory roommate.
Each person has a preference list selected from all other
people in the group. The preference list indicates the
willingness of a person to choose other people as roommate.
Then, a stable matching is deﬁned as follows [14].
Deﬁnition 1. In a stable matching, there is no such pair of
people who are not matched as roommates, while both of
them prefer each other to their current partners. In other
words, there is no such a pair of people that both of them
have a better choice than their current partners.
By deﬁnition, a stable matching offers a desirable pairing
strategy for a group of people. In our model, we regard each
FUE in a femtocell as a person, who will pick another person
in the same femtocell as roommate. The preference list of
M. Feng et al.36an FUE is determined by the level of interference caused by
other FUEs. We then employ the effective algorithm pro-
posed in [14] to solve the matching problem, and use the
pairing result to select the duplex mode for the FUEs.
The proposed FUE paring strategy consists of three
stages. In the ﬁrst stage, each FUE proposes to and rejects
other FUEs according to its preference list, and reduces its
preference list by removing some undesired FUEs. In the
second stage, the preference list of each FUE is further
reduced, so that there is only one or no person in the list,
which yields a stable matching solution. In the third stage,
the matching solution is used by the FBS to determine the
duplex mode selection strategy. The detailed procedure is
presented in the following.
4.1.1. First stage
First, each FUE establishes the preference list according to
the interference power received from other FUEs. To
implement this procedure, all FUEs send out pilot signals
using a speciﬁc time slot. Then, the FUEs identify and
measure the signal powers from other FUEs. Afterwards,
each FUE inserts the other FUEs into the preference list in
the descending order of received interference.
Initially, each FUE proposes to other FUEs following the
order of the preference list. When an FUE i receives a
proposal from another FUE j, the following strategy is
adopted: FUE i rejects FUE j if it already holds a better proposal
from another FUE. FUE i holds FUE j for consideration if FUE j is better than
the one that it currently holds. Then, FUE i rejects the
FUE that it currently holds.
An FUE stops to propose until a promise of consideration is
received. If it receives a rejection, it will continue to
propose to other FUEs following the order in its preference
list. The propose and reject actions terminate when either
of the following two conditions are satisﬁed: Every FUE holds a proposal.
 One FUE has been rejected by every other FUE.FBS
FUE1
FUE2
FUE3
FUE4
FUE5
FUE6
Preference lists:
1: 4 5 6 2 3
2: 4 6 3 5 1
3: 5 4 2 1 6
4: 1 2 3 6 5
5: 3 1 6 2 4
6:  1  5  2  4  3
Fig. 2 Example of preference lists for the six FUEs in a
femtocell.In the second case, every FUE but the rejected FUE holds
a proposal. This is because they all rejected him as they
already have a better choice. Then, the following lemma
can be applied to reduce the preference lists of the FUEs.
Lemma 3. If FUE i rejects FUE j in the proposal sequence
described above, then FUE i and FUE j cannot be partners in
a stable matching.
Proof. Among all the rejections that involve two FUEs who
are partners in a stable matching M, there must be a
rejection that happens at the ﬁrst time, we denote it as
FUE y rejects FUE x.
Since y rejects x, y must already have held or later
received a better proposal than x, denoted by z. For
stability of matching M, z must prefer its own partner w
to y (otherwise both y and z prefer each other to their
current partner). Since z proposed to y, he must be rejectedby w, and this rejection must happen before z proposes to y,
so it is also before y rejects x. This contradicts to our
assumption that y rejects x happens at the ﬁrst time. □
From Lemma 3, we derive the following useful corollary.
Corollary 1. At any stage of the proposal process, if FUE i
proposes to FUE j, we have that in a stable matching(i) FUE i cannot have a better partner than FUE j.
(ii) FUE j cannot have a worse partner than FUE i.Proof. Since FUE i proposes to FUE j, it has been rejected
by everyone better than FUE j. According to Lemma 3, FUE i
cannot be partner with them. Thus part (i) is true.
Assume that FUE j has a worse partner FUE k. So FUE j
prefers FUE i to FUE k. According to part (i), FUE i prefers
FUE j to its own partner, which violates the deﬁnition of
stable matching. Thus, the assumption does not hold. We
thus conclude that part (ii) is also true. □
According to Lemma 3, for the case that one FUE is
rejected by everyone else, there is no stable matching exits
since this FUE does not have a partner. To deal with this
case, we set this FUE to work in the HD mode, i.e., it does
not pair with any other FUEs for FD transmission. Then, the
reduced problem can be solved as discussed earlier. With
every FUE holds a proposal, the following corollary can be
used to reduce the preference lists.
Corollary 2. The preference list of FUE i, who holds a
proposal from FUE j, can be reduced by deleting All those to whom FUE i prefers FUE j.
 All those who hold a proposal from a person whom they
prefer to FUE i (including all those who have rejected
FUE i).
Proof. According to Corollary 1, the FUEs described above
cannot be partners with FUE i in a stable matching. They
can be removed from the preference list of FUE i. □
In Fig. 2, we show an example of the preference lists in a
femtocell with 6 FUEs. We have the following events:1 proposes to 4, 4 holds 1,
2 proposes to 4, 4 rejects 2,
2 proposes to 6, 6 holds 2,
3 proposes to 5, 5 holds 3,
37Joint duplex mode selection, channel allocation, and power control for full-duplex cognitive femtocell networks4 proposes to 1, 1 holds 4,
5 proposes to 3, 3 holds 5,
6 proposes to 1, 1 rejects 6,
6 proposes to 5, 5 rejects 6,
6 proposes to 2, 2 holds 6.The preference lists can be reduced as
The purpose of reducing the preference lists is given in
the following lemma.
Lemma 4. If the preference list of every FUE contains just
one FUE, then the lists specify a stable matching.
Proof. Suppose that an FUE x prefers FUE y to the only FUE
on its list. According to the propose strategy, x must be
rejected by y, due to the fact that y has received a better
proposal. However, the ﬁnal proposal held by y is the only
person on the reduced list of y, so y prefers this person to x
(otherwise y would not reject x). Therefore, it is impossible
that a pair of FUEs prefer each other to their own partners,
which speciﬁes a stable matching. □
Although the preference lists are reduced in the ﬁrst
stage, some lists may still contain more than one person.
This brings us to the second stage of the algorithm.
4.1.2. Second stage
In the second stage, we further reduce the preference lists
until each FUE holds only one proposal. The key is to ﬁnd a
cyclic sequence and initiate more rejections based on the
sequence. We can prove that, with such rejections, a stable
matching can be achieved.
An all-or-nothing cyclic sequence is deﬁned as follows.
Deﬁnition 2. Let fa1;…; arg be a set of FUEs satisfying the
following conditions: For i¼ 1;…; r1, the second person in ai's current
reduced preference list is the ﬁrst person in aiþ1's,
denote this person as biþ1. The second person in ar's current reduced preference list
is the ﬁrst in a1's, denote this person as b1.
Then, we adopt the algorithm presented in Algorithm 2 to
ﬁnd an all-or-nothing cyclic sequence. With the all-or-
nothing sequence, we force each bi to reject the proposal
from ai. Thus, each ai turns to propose to biþ1, the second
favored FUE for ai. With these rejections and proposals, all
successors (those who rank after) of ai can be deleted from
the list of biþ1, and biþ1 can be deleted from their lists. We
continue the search of all-or-nothing circles and force
rejections until each FUE holds only one proposal. However,
whether these rejections cause instability to a stable
matching remains uncertain. Next, we show that the
rejections within an all-or-nothing circle would not causeinstability to a matching that derived from reduced pre-
ference lists.
Algorithm 2. Find an all-or-nothing cyclic sequence.
In a stable matching, if every FUE is partnered by
someone on its reduced list, we say that such a matching
is contained in the reduced lists. We have the following
lemma.
Lemma 5. Let fa1;…; arg be an all-or-nothing circle, and bi
be the ﬁrst person in ai's reduced list, 1r irr. Then, in any
stable matching contained in these reduced lists, either ai
or bi are partners for all values of i or for no value of i.
Proof. Suppose for some i, ai and bi are partners in a stable
matching that is contained in the reduced lists. Since ai is
last on bi's reduced list, and bi is second on ai1's, ai1 must
be present in bi's reduced list. Thus, bi prefers ai1 to ai.
For stability, ai1 must be partnered by someone he prefers
to bi, and the only such person in his reduced list is bi1.
Repeating this argument shows that ai and bi must be
partners for all values of i. □
To show that the rejection within an all-or-nothing circle
does not cause instability to a stable matching contained in
the reduced lists, we need to consider the case that ai and
bi are partners for all values of i in the circle.
Lemma 6. Let A¼ fa1;…; arg and B¼ fb1;…; brg. Suppose
M is a stable matching contained in the reduced lists, with
ai and bi being partners for all 1r irr. Denote M
0
as the
matching in which each ai is partnered by biþ1, and any FUE
not in A [ B has the same partner as in M. Then, M0 is
stable.
Proof. As shown in the proof for Lemma 5, each FUE in B
obtains a better partner in M
0
than the one he had in M,
while the every FUE in A gets a less favorable partner. Thus,
the potential instability of M
0
must involve ai. Suppose M
0
is
not stable, since ai prefers x, to biþ1 (his partner in M
0
),
then there are three cases to consider.1. ai and x were partners in M (i.e., x is bi). In this case, x
prefers his new partner ai1 to ai, so there is no
instability.
M. Feng et al.382. ai prefers x to bi. Since bi is the ﬁrst remaining choice for
ai, x is not in ai's reduced list. Thus, x must have willingly
rejected or has been forced to reject ai. In the ﬁrst case,
x must have received a proposal from an FUE better than
ai. In the second case, x has received a better proposal
due to the rejection. Therefore, x must prefer his
partner in M
0
to ai.3. ai prefers bi to x. Hence, x is between bi and biþ1 in ai's
original preference list. Since biþ1 is the second in ai's
reduced list, x must not be on ai's reduced list. For the
same argument in (b), x must prefer his partner in M
0
to
ai. □
Lemma 6 demonstrates that the rejections and proposals
introduced in Stage 2 maintain the stability of a matching
contained in the reduced lists. Thus, we can ﬁnd a stable
matching adopting the procedure described earlier in
Stage 2.4.1.3. Third stage
Based on the FUE matching result, we determine the FD/HD
mode selection for the FUEs in Stage 3. Note that the mode
selection discussed in this part is regarded as an initial
solution that does not consider the effect of inter-femtocell
interference and cross-tier interference. The duplex modes
may be reﬁned due to inter-femtocell and cross-tier inter-
ferences in the greedy channel allocation algorithm
described in Section 4.3.
For a pair of FUEs that are paired in the matching,
denoted as FUE 1 and FUE 2, let H11 and H22 be the channel
gains between the FBS and the two FUEs, respectively, and
let H12 be the channel gain between the two FUEs. Denote
p1
u, p2
u as the uplink powers, and p1
d and p2
d are the downlink
powers of the two FUEs. The sum capacity of this pair of
users with FD and HD modes can be derived as in (41) and
(42), respectively
C FDð Þ ¼ log2 1þ
pd1H11
pu2H12þN0
 
þ log2 1þ
pd2H22
pu1H12þN0
 
þ log2 1þ
pu1H11
pd2κþN0
 !
þ log2 1þ
pu2H22
pd1κþN0
 !
ð41Þ
C HDð Þ ¼ 1
2
log2 1þ
pd1H11
N0
 
þ log2 1þ
pd2H22
N0
 
þ log2 1þ
pu1H11
N0
 
þ log2 1þ
pu2H22
N0
 
: ð42Þ
For each FUE pair, we compare the sum capacities of FD and
HD as given in (41) and (42). We then select the duplex
mode that achieves a higher capacity for the pair of FUEs.4.2. Distributed power control scheme
The power control problem under multiple channels can be
extended from that in Section 3.2. In this part, we present
the distributed implementation procedure for power control
with the SCALE algorithm. In particular, we focus on how to
distributively obtain the solution that maximizes the lower
bound (34).Given the channel allocation and duplex mode selection
results, the power control problem can be formulated as
arg max
fpuf;i nð Þ;pdf;i nð Þg
X
f
X
n
log2 1þγFUEf;i nð Þ
	 

þ log2 1þγFBSf;i nð Þ
	 
on
ð43Þ
subject to
XN
n ¼ 1
puf;i nð ÞrPm1; 8f; 8 iAπf ð44Þ
XN
n ¼ 1
pdf;i nð ÞrPm2; 8 f; 8 iAπf ð45Þ
nA 1;…;Nf g ð46Þ
f; i
 
AΠ1 [ Π2 [ ⋯ [ Πn [ ⋯ΠN; ð47Þ
where Πn ¼ 1; 2;…; k;⋯f g is the set of FBS-FUE links f; i
 
that operate on channel n.
Applying the approximation method in Section 3.2, we
transform the original problem into the following problem
that maximizes the lower bound of the objective function
arg max
fqk nð Þg
X
n
X
kAΠn
(
αkðnÞ
log2
eqk nð ÞHkk nð ÞP
lAΠn;lake
ql nð ÞHlk nð ÞþN0
 !
þβk nð Þ
)
ð48Þ
subject to
XN
n ¼ 1
eqk nð ÞrPm1; kAρn ð49Þ
XN
n ¼ 1
eqk nð ÞrPm2; kAθn; ð50Þ
where ρn is the set of FBS-FUE uplinks that operate on channel
n, θn is the set of FBE-FUE downlinks that operate on channel
n, Hkk is the channel gain of link k, and Hlk is the channel gain
between the transceiver of link l and the receiver of link k.
The Lagrangian of the transformed problem is
L q; λ; μð Þ ¼
X
n
X
kAΠn
αk nð Þlog2
eqk nð ÞHkk nð Þ
N0þ
P
lA∏n ;lake
ql nð ÞHlk nð Þ
 !
þβk nð Þþ
X
kAρn
λk Pm1
XN
n ¼ 1
eqk nð Þ
 !
þ
X
kAθn
μk Pm2
XN
n ¼ 1
eqk nð Þ
 !
: ð51Þ
According to the ﬁrst-order necessary condition, we have
that ∂L q; λ; μð Þ=∂qk nð Þ ¼ 0, for all kAρn, and ∂L q; λ; μð Þ=
∂qk nð Þ ¼ 0, for all kAθn. Thus, the following equations hold:
pk nð Þ ¼ αk nð Þ
ln 2λk þ
P
lA∏n ;la k
αl nð ÞHkl nð Þ
N0þ
P
jA∏n ;ja lpj nð ÞHjl nð Þ
; kAρn
pk nð Þ ¼ αk nð Þ
ln 2μk þ
P
lA∏n ;la k
αl nð ÞHkl nð Þ
N0þ
P
jA∏n ;ja lpj nð ÞHjl nð Þ
; kAθn:
8>>>><
>>>:
ð52Þ
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iteratively obtained through a gradient descent search
λ tþ1½ k ¼ λ½tk þτ
XN
n ¼ 1
pk nð ÞPm1
 !" #þ
; kAρn
μ tþ1½ k ¼ μ½tk þτ
XN
n ¼ 1
pk nð ÞPm2
 !" #þ
; kAθn;
8>>><
>>>:
ð53Þ
where ½ þ ¼max 0; ð Þ, τ is the step size for each iteration, t
is the index of iteration for the dual variables update. Thus,
each FBS or FUE can locally update the dual variable λk or μk
for link k.
Given the values of λk and μk, we obtain the solution for
pk nð Þ using (52). Note that these two equations are not
closed-form expressions and pk nð Þ also appears at the right
hand side (RHS). We propose a distributed algorithm to
obtain the solution to problem (48).
Based on the expressions in (52), the power at iteration t
can be updated as
p tþ1½ k nð Þ ¼ αk nð Þ
ln 2λ½tk þ
P
la k;lAΠn
αl nð ÞHkl nð Þ
N0þ
P
jAΠn ;ja lpj nð ÞHjl nð Þ
; kAρn
p tþ1½ k nð Þ ¼ αk nð Þ
ln 2μ½tk þ
P
la k;lAΠn
αl nð ÞHkl nð Þ
N0þ
P
jAΠn ;ja lpj nð ÞHjl nð Þ
; kAθn:
8>>>><
>>>:
ð54Þ
In (54), λk and μk can be locally updated by the FBS or FUE on
link k. The term
P
jAΠn ;ja lpj nð ÞHjl nð Þ is the interference
received by the receiver of link l, which can also be measured
locally as
P
jAΠn ;ja lpj nð ÞHjl nð Þ ¼ pl nð ÞHll nð Þ=SINRl nð Þ. We
assume that Hlk nð Þ can be locally estimated by link k through
pilot signaling.
After measuring
P
jAΠn;ja lpj nð ÞHjl nð Þ and Hlk nð Þ, all the
FBS's send these information to MBS. The MBS then calcu-
latesX
la k;lAΠn
αl nð ÞHlk nð Þ
N0þ
P
jAΠn;ja lpj nð ÞHjl nð Þ
for FBS-FUE link k, and sends the results back to each FBS.
With the information from the MBS, each FBS or FUE can
distributively update the Lagrangian multiplier and power.
Repeating the process until converge, we obtain the solu-
tion to problem (48). The procedure of link k on channel n is
described in Algorithm 3.
Algorithm 3. Distributed algorithm for maximization of
lower bound (48).With the distributed power control solution that max-
imizes the lower bound (48), we then apply the SCALE
algorithm described in Algorithm 1 to obtain the solution for
the power control solution over multiple channels.4.3. Greedy channel allocation algorithm
4.3.1. Greedy algorithm
Given the duplex mode selection results and power control
solution, the channel allocation problem formulated in (12)–(19)
becomes an integer programming problem. Solving it through
exhaustive search incurs prohibitive high complexity.
In this section, we propose a greedy algorithm to allocate
channels to FBS-FUE links. First, for each femtocell, we select
the link with largest capacity, and denote f1; 2;…; s;…g as the
set of selected links. If link s is in the FD mode, we denote sðuÞ
and sðdÞ as the paired uplink and downlink that compose the FD
link s. Denote ηðnÞ as the set of FBS-FUE links that are allocated
with channel n, εðnÞ as the set of links that are not allocated
with channel n. Let RðηðnÞþsÞ and RðηðnÞÞ be the sum rates of
link sets ηðnÞþs and ηðnÞ operate on channel n, respectively.
Then, we deﬁne ΔðηðnÞþs; ηðnÞÞ ¼ RðηðnÞþsÞRðηðnÞÞ. Thus,
ΔðηðnÞþs; ηðnÞÞ is the increment of objective value by allocat-
ing channel n to link s.
Algorithm 4. Greedy channel allocation algorithm.
M. Feng et al.40The procedure of the greedy channel allocation algorithm
is given in Algorithm 4. For each channel, the FBS-FUE link
that achieves the largest performance gain is chosen. If
allocating the channel to such a link does not result in
violation of the QoS requirements for all FUs and MUs, the
channel is allocated to the link and we continue to search
the link with the largest performance gain in the remaining
links. If the allocation violates the QoS requirement of an
MU or FU, we consider two cases depending on the duplex
mode of the link. If the link is in the HD mode, the link
cannot access the channel. If the link is in the FD mode, we
ﬁrst compare the performance gains of the two links that
form the FD link, and forbidden the one with the lower gain
to access the channel. Then, we update the SINRs of FUs
and MUs. If the QoS requirements are satisﬁed, we move to
the next round to ﬁnd the link with the next largest capacity
gain. If the QoS requirements are not satisﬁed, both links
that form the FD link are not allowed to access the channel.
This process terminates when all the links are examined or
the allocation cannot achieve a positive performance gain.
4.3.2. Performance bound
We next derive a lower performance bound for the proposed
greedy channel allocation algorithm. Suppose that the
channel allocation algorithm takes L steps. Denote e lð Þ as
the lth link-channel pair chosen by the greedy algorithm.
Let τl ¼ e 1ð Þ; e 2ð Þ;…; e lð Þ
 
be the sequence of channel
allocation. The increase of objective value with the l the
link-channel allocation is given as
Δl ¼ Δ τl; τl1ð Þ ¼ R τlð ÞR τl1ð Þ: ð55Þ
Sum up Δl from l=1 to l=L, we have
XL
l ¼ 1
Δl ¼ R τLð ÞR τL1ð Þþ⋯þR τ1ð ÞR τ0ð Þ
¼ R τLð ÞR τ0ð Þ ¼ R τLð Þ:
Let GI be the interference graph, where each vertex
represents a link. When allocating a channel to an FUE–FBS
link results in the violation of the SINR requirement of
another FUE–FBS link, there will be an edge between these
two links in the graph, indicating that they cannot simulta-
neously utilize the same channel due to inter-femtocell
interference. For two link-channel pairs e lð Þ and eðl0 Þ, we
say e lð Þ conﬂicts with eðl0 Þ when there is an edge between
the two links. Denote Φ as the optimal solution of channel
allocation, we deﬁne φl as the subset of Φ that conﬂicts
with allocation e lð Þ but not with the previous allocations
e 1ð Þ; e 2ð Þ;…; e l1ð Þ .
For two feasible allocations τ1 and τ2, we show that their
performance difference Δ τ2; τ1ð Þ ¼ R τ2ð ÞR τ1ð Þ has the fol-
lowing properties.
Property 1. For feasible link-channel pairs ω1, ω2 and χ, if
ω1Dω2 and χ \ ω2 ¼ |, then Δ ω2 [ χ;ω1 [ χð ÞrΔ ω2;ω1ð Þ.
Property 2. For feasible link-channel pairs ω, χ1 and χ2,
if ω \ χ1 ¼ |, ω \ χ2 ¼ | and χ1 \ χ2 ¼ |, then
Δ φ [ χ1 [ χ2;ω
 
rΔ ω [ χ1;ω
 þΔ ω [ χ2;ω .
In Property 1, considering the left hand side (LHS) of the
inequality, the link-channel pairs in ω2ω1 receive addi-
tional interference from the links in χ, resulting in a smaller
increase in the objective value. In Property 2, consideringthe LHS of the inequality, the links in χ1 and χ2 interfere
with each other, resulting in a smaller increase in the
objective value than the case on the RHS.
Since the link-channel pair with the maximum perfor-
mance improvement is chosen in each step of the greedy
algorithm, for any χAφl, we have
Δ τl1 [ χ; τl1ð ÞrΔl: ð56Þ
Suppose the greedy algorithm stops in L steps, the
following lemma can be derived.
Lemma 7. R Φð ÞrR τLð Þþ
PL
l ¼ 1
P
χAφl
Δ τl1 [ χ; τl1ð Þ.
Proof. Based on the properties of Δ ; ð Þ function, we have
the following inequalities:
R [Li ¼ lþ1φi
  [ τl ¼ R [Li ¼ lþ2φi  [ τl 
þΔ [Li ¼ lþ1φi
  [ τl; [Li ¼ lþ2φi  [ τl 
r
1ð Þ
R [Li ¼ lþ2φi
  [ τl þΔ φlþ1 [ τl; τl 
r
2ð Þ
R [Li ¼ lþ2φi
  [ τlþ1 þΔ φlþ1 [ τl; τl 
r
3ð Þ
R [Li ¼ lþ2φi
  [ τlþ1 þ X
χAφlþ 1
Δ χ [ τl; τlð Þ: ð57Þ
Inequality (1) results from Property 1; Inequality (2) is
because the (l+1)th allocation increases the objective
value; Inequality (3) is an application of Property 2.
Rewrite (57) as
R [Li ¼ lþ1φi
  [ τl R [ Li ¼ lþ2φi  [ τlþ1 
r
X
χAφlþ 1
Δ χ [ τl; τlð Þ: ð58Þ
By deﬁnition, φLþ1 does not conﬂict with the previous L
allocations, indicating that the greedy algorithm takes at
least Lþ1 steps, which is a contradiction. Thus, φLþ1 ¼∅.
It is obvious that τ0 ¼∅. Then, with induction on (58) from
l=0 to l¼ L1, we have R Φð ÞrR τLð Þþ
PL
l ¼ 1P
χAφl
Δ τl1 [ χ; τl1ð Þ. □
Lemma 8. The maximum size of φl is equal to the degree of
the link selected in step l in the interference graph GI,
denoted as D lð Þ.
Proof. By deﬁnition, φl conﬂicts with the link-channel
allocation selected by e lð Þ, the number of allocations that
possibly conﬂict with e lð Þ is the degree of the node that
represents the selected link in the interference graph. □
Theorem 1. The solution solved by the greedy algorithm is
at least 1=ð1þDmaxÞ of the global optimum, where Dmax is
the maximum node degree in the interference graph GI.
Proof. Applying Lemma 7, Lemma 8 and (56), we have
R Φð ÞrR τLð Þþ
XL
l ¼ 1
D lð ÞΔl ¼ R τLð ÞþD
XL
l ¼ 1
Δl
¼ 1þD R τLð Þ;
where D ¼ PLl ¼ 1 D lð ÞΔl=PLl ¼ 1 Δl. Since D lð ÞrDmax, we
have DrPLl ¼ 1 DmaxΔl=PLl ¼ 1 Δl ¼ Dmax. Thus, the lower
bound of R τLð Þ is derived and we have
1
1þDmax
R Φð ÞrR τLð ÞrR Φð Þ: □ ð59Þ
41Joint duplex mode selection, channel allocation, and power control for full-duplex cognitive femtocell networks4.4. Convergence analysis
In this section, we prove that the proposed iterative
framework converges to a ﬁnal solution.
Theorem 2. The proposed iterative framework for joint
duplex mode selection, power control, and channel alloca-
tion converges to a ﬁnal solution.
Theorem 3. The number of iterations required to converge
is upper bounded by U¼max U1;U2f g, where
U1 ¼max
n
F pbHb;mðnÞN0Γ1
Γ1max Pm1 ;Pm2
 

XF
s ¼ 1
HsmðnÞ
2
6666666
3
7777777
8>><
>>>:
9>>=
>>>;
U2 ¼max
n
F1 p
½1
s ðnÞHssðnÞN0Γ2  Ipf ðnÞΓ2
Γ2max Pm1 ;Pm2
 

XF
r ¼ 1;ra s
HrsðnÞ
2
6666666
3
7777777
8>><
>>:
9>>=
>>;
;
8>>>>>>>>><
>>>>>>>>:
ð60Þ
where HsmðnÞ is the channel gain between the transmitter
of link s to the MUE, HrsðnÞ is the channel gain between the
transmitter of link r and the receiver of link s, p½1s ðnÞ is the
transmit power of link s at the ﬁrst iteration.
Proof. In the greedy channel allocation algorithm, to
guarantee that the SINRs of MUs and FUs operate on channel
n are no less than the predeﬁned threshold, some FBS-FUE
links will be forbidden to access channel n.
We ﬁrst consider the MU that uses channel n. Without loss
of generality, suppose channel n is used for downlink
transmission. Then, the SINR of the MUE should satisfy
γMUE nð Þ ¼
pbHb;mðnÞ
N0þ
PF
s ¼ 1
asðnÞpsðnÞHsmðnÞ
ZΓ1; ð61Þ
which can be re-written as
XF
s ¼ 1
as nð Þps nð ÞHsm nð Þr
pbHb;mðnÞ
Γ1
N0: ð62Þ
It follows the power constraints that
psðnÞrmax Pm1 ; Pm2
 
: ð63Þ
Also note that the inequality
XF
s ¼ 1
asðnÞHsmðnÞr
XF
s ¼ 1
asðnÞ
XF
s ¼ 1
HsmðnÞ ð64Þ
holds. Applying these two inequalities, we have
XF
s ¼ 1
asðnÞpsðnÞHsmðnÞ
rmax Pm1 ; Pm2
 XF
s ¼ 1
HsmðnÞ
XF
s ¼ 1
asðnÞ: ð65ÞIf the following equality (66) is satisﬁed, (62) must be
satisﬁed
max Pm1 ; Pm2
 XF
s ¼ 1
Hsm nð Þ
XF
s ¼ 1
as nð Þr
pbHb;mðnÞ
Γ1
N0: ð66Þ
Inequality (66) shows that when
PF
s ¼ 1 asðnÞ equals to any
integer less than
pbHb;mðnÞN0Γ1
Γ1  max Pm1 ; Pm2
  PFs ¼ 1 HsmðnÞ ;
the SINR constraint (62) must be satisﬁed. Thus, the largest
feasible value of
PF
s ¼ 1 asðnÞ isXF
s ¼ 1
as nð Þ ¼
pbHb;mðnÞN0Γ1
Γ1  max Pm1 ; Pm2
  PFs ¼ 1 HsmðnÞ
& ’
: ð67Þ
Eq. (67) reveals that when the number of links operate on
channel n is equal to
pbHb;mðnÞN0Γ1
Γ1 max Pm1 ; Pm2
  PFs ¼ 1 HsmðnÞ ;
the SINR requirement of the MU is always satisﬁed. Thus,
the number of links that are forbidden to access channel n is
no larger than
Θ nð Þ ¼ F pbHb;mðnÞN0Γ1
Γ1  max Pm1 ;Pm2
  PFs ¼ 1 HsmðnÞ
& ’
: ð68Þ
Thus, by forbidding at most ΘðnÞ links to access channel
n, the SINR requirement of the MU using channel n is always
satisﬁed. Therefore, with the greedy channel allocation
algorithm, the links chosen to access channel n would
remain the same and the solution converges. To forbid
ΘðnÞ links to access channel n, we need to execute the
algorithm at most ΘðnÞ times. Considering all the N chan-
nels, the number of iterations required to converge is given
by U1 ¼maxn ΘðnÞ
 
.
We next consider the s th FBS-FUE link operating on
channel n. To meet the SINR requirement, we have
XF
r ¼ 1;ra s
ar nð Þpr nð ÞHrs nð Þr
psðnÞHssðnÞ
Γ2
N0 Ipf nð Þ: ð69Þ
According to the greedy channel allocation algorithm, the
number of channels operating on channel n is non-increasing
at each iteration (i.e., the inter-femtocell interference on
channel n is non-increasing). Then, from (54), psðnÞ is non-
decreasing at each iteration, and psðnÞZp½0s ðnÞ.
Recall the other two inequalities (63) and (64). If the
following inequality (70) is satisﬁed, the SINR constraint (69)
must hold
max Pm1; Pm2f g
XF
r ¼ 1;ra s
Hrs nð Þ
XF
r ¼ 1;ra s
ar nð Þ
r p
½0
s ðnÞHssðnÞ
Γ2
N0 Ipf nð Þ: ð70Þ
Adopting the similar procedure described earlier, the
number of iterations required to converge is thus given by
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, where
Ξ nð Þ ¼ F1
p½0s
	
nÞHss
	
nÞΓ2 N0þ Ipf ðnÞ
 
Γ2 max Pm1; Pm2f g
PF
r ¼ 1;ra s HrsðnÞ
2
666
3
777:
Since the SINR requirements of both MUs and FUs should
be satisﬁed, the ﬁnal upper bound of number of required
iterations is U¼max U1;U2f g.
5. Simulation study
In this section, we validate the performances of the
proposed duplex mode selection (DMS) strategy, power
control (PC), and channel allocation (CA) algorithms with
Matlab simulations. We consider a macrocell overlaid with
multiple femtocells, as shown in Fig. 1, and evaluate the
sum rate of all the femtocells. The radius of the macrocell is
500 m. We consider a total bandwidth of 4 MHz that are
divided into 160 channels. The transmit power of the MBS is
set as 35 dBm, while the transmit power of the MUEs has
ﬁve levels ranging from 10 dBm to 30 dBm according to the
distance between the MUE and MBS. The power budget of an
FBS and an FUE is set to 30 dBm and 25 dBm, respectively.
The noise power spectrum density is assumed to be 174
dBm/Hz. We employ the ITU path loss model for both indoor
and outdoor environments [15]. All channels experience
Rayleigh block fading.
We ﬁrst present the performance of the proposed DMS
strategy and PC algorithm in Figs. 3–6. In Fig. 3, we compare
the performances of ﬁve schemes: (i) applying both the
proposed DMS strategy and PC algorithm, (ii) proposed DMS
strategy without PC, (iii) all FD with the proposed pairing
strategy without PC, (iv) all FD with a random pairing
strategy without PC, and (v) all HD without PC. In
scheme (iii), all pairs of FUEs that are matched with the
proposed matching strategy adopt FD transmission. In
scheme (iv), FUEs are randomly paired, and all the paired
FUEs adopt FD transmission. In scheme (v), all FUEs adopt
HD transmission. Comparing the performance of schemes
(i) and (ii), a considerable gain can be achieved with the0 10 20 30 40 50
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43Joint duplex mode selection, channel allocation, and power control for full-duplex cognitive femtocell networksobserved that the FD transmission achieves higher sum rates
than HD transmission due to improved spectrum utilization.
With the proposed DMS strategy, scheme (ii) achieves better
performance than the all-FD and all-HD schemes, since we
dynamically adjust the duplex mode for each pair of FUEs by
choosing the mode that offers a higher rate. It can also be
observed that the pairing strategy based on stable room-
mate matching outperforms the random pairing strategy,
indicating that the stable matching provides a relatively
better solution by pairing the FUEs with small interference
to each other.
In Fig. 4, we present the performances under different
numbers of FUEs. With the same reasons discussed above,
the proposed DMS and PC schemes outperform the other
schemes. With random pairing strategy, the performance of
FD transmission is only slightly better than that of HD
transmission (as in Fig. 3), since the intra-femtocell inter-
ference degrades the data rates of FUEs. The FD transmis-
sion with proposed pairing strategy achieves better
performance than the one with random pairing, since the
intra-femtocell interference is mitigated by properly pairing
the FUEs for FD transmission. As the number of FUE
increases, the gain of the proposed pairing strategy
becomes more signiﬁcant, since more pairs of FUEs beneﬁt
from the reduced intra-femtocell interference.
In Fig. 5, we evaluate the performances under different
radii of a femtocell. As the radius of a femtocell increases,
the average distance between an FUE and an FBS also
increases, resulting in the performance degradations of all
schemes. With random pairing, the performance of FD
transmission is even worse than the HD transmission when
the radius of a femtocell is small, i.e., the size of cell is small.
When the size of a femtocell is small, FUEs are close to each
other, the intra-femtocell interference becomes the dominating
factor that impacts the SINR. Thus, the FD transmission with
random pairing achieves worse performance than HD transmis-
sion. With the proposed FUE pairing and DMS strategy, the
performance can be signiﬁcantly improved, the advantage of FD
over HD can be maintained.
In Fig. 6, we evaluate impact of κ. With a large κ, the
performance of FD transmission with random pairing can be
worse than that of HD. This shows that when the self-
interference cancellation cannot be well performed, FD
transmission losses its advantage over HD transmission. With
the proposed pairing, DMS, and PC schemes, the perfor-
mances of FD transmissions are improved as discussed
before.
Fig. 7 compares the performance of different channel
allocation schemes. We employ a heuristic algorithm with
the idea proposed in [16] as a benchmark. In this heuristic
algorithm, the FBS-FUE link that causes the smallest inter-
ference to the MUE or MBS on a channel is ﬁrstly chosen to
access to the channel, and such process is continued until
the QoS requirement of an MU or FU is violated. For the
random allocation scheme, we randomly choose an FBS-FUE
link at each step until the QoS requirement of an MU or FU is
violated. It can be seen that the proposed scheme outper-
forms the other two schemes, since the links with higher
channel gains are always ﬁrstly chosen, and whenever the
QoS requirements are not satisﬁed, we continue to search
for the link with the maximal gain among the other
possible links.6. Related work
This work is related to many prior works on CR networks. For
example, see [16–18]. In [17], a power control problem was
formulated to maximize the sum rate of SUs, subject to
constraints on the interference power caused to PUs. Since
the objective and constraints can be transformed into
posynomials, the problem can be modeled as a geometric
programming and solved with existing methods. With the
same constraint for protecting PU transmissions, the objec-
tive of [16] is to maximize the number of SUs that can be
supported, and the problem was formulated as a mixed
integer linear programming (MILP). Due to the prohibitive
high complexity of MILP, a heuristic algorithm was proposed,
in which channels would ﬁrst be allocated to the secondary
base station (SBS) with less interference to PU, and the SBS
would ﬁrst allocate channels to the SU with least channel
gain. This way, the allocation that contributes less to the
interference would ﬁrst be selected, so that the secondary
BS could serve more SUs. In [18], a two stage power and
channel allocation scheme was proposed to maximize the
throughput of SUs and guaranteed the SINR requirements of
all the PUs and SUs. In the ﬁrst stage, the SBS dynamically
adjusts the transmission power on each channel to control
the interference and guarantee the SINRs of PUs. In the
second stage, the maximal bipartite matching algorithm is
applied for SBS to allocate channels to SUs. Compared to
these works, we consider a FD-empowered femtocell net-
work with more complicated interference scenario.
The application of FD in wireless communication has
drawn lots of interests, with recent advances reported in
[13,19–23]. Most of these works consider the scenario of
relay assisted communication since a relay network directly
beneﬁt from the FD operations of relay nodes. In [19], a
cooperative cognitive radio network was considered where
SUs relay the signals of PUs with the FD pattern. Taking the
residual self-interference into account, this paper aims to
maximize the sum rate of cognitive users and reduce the
self-interference. The outage probability of FD relaying
cognitive radio network was analyzed in [20], and the
optimal power allocation strategy that minimizes the out-
age probability of SUs was proposed. In [21], the authors
M. Feng et al.44considered relay selection in a FD amplify-and-forward
cooperative communication with the objective to maximize
the channel capacity. In [22], the concept of effective
capacity was introduced as the QoS provisioning measure-
ment. Then, dynamic resource allocation schemes were
proposed to maximize the effective capacity, under both
amply-forward and decode-forward scenarios. Another per-
spective to improve the performance to relay network is to
dynamically switch between half duplex (HD) and FD [23].
The authors analyzed the spectral efﬁciencies of both
modes and proposed a power control scheme to optimize
the performance. In [13], the capacities of FD transmissions
with different interference suppression techniques were
derived, then the sum rate maximization problem was
formulated and solved with efﬁcient algorithms.
7. Conclusion
In this paper, we investigated the problem of joint duplex
mode selection, channel allocation, and power control for
FDCFNs. We employed stable roommate matching to model
the FUE pairing problem, and proposed a duplex selection
strategy based on the pairing result. We also developed a
distributed power control algorithm and a greedy algorithm
for channel allocation with proven performance bound. The
convergence of the proposed iterative framework was
proved. Our simulation study showed the proposed schemes
outperform several other benchmark schemes with consid-
erable capacity gains.
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