The eigenvector-dependent nonlinear eigenvalue problem (NEPv) A(P )V = V Λ, where the columns of V ∈ C n×k are orthonormal, P = V V H , A(P ) is Hermitian, and Λ = V H A(P )V , arises in many important applications, such as the discretized Kohn-Sham equation in electronic structure calculations and the trace ratio problem in linear discriminant analysis. In this paper, we perform a perturbation analysis for the NEPv, which gives upper bounds for the distance between the solution to the original NEPv and the solution to the perturbed NEPv. A condition number for the NEPv is introduced, which reveals the factors that affect the sensitivity of the solution. Furthermore, two computable error bounds are given for the NEPv, which can be used to measure the quality of an approximate solution. The theoretical results are validated by numerical experiments for the Kohn-Sham equation and the trace ratio optimization.
Introduction
In this paper, we study the perturbation theory of the following eigenvector-dependent nonlinear eigenvalue problem (NEPv)
where V ∈ C n×k has orthonormal column vectors, P = V V H , A(P ) is a continuous Hermitian matrix-valued function of P , and Λ = V H A(P )V ∈ C k×k is Hermitian, the eigenvalues of Λ are also eigenvalues of A(P ). Usually, in practical applications, k n, and the eigenvalues of Λ are the k smallest or largest eigenvalues of A(P ). In this paper, we restrict our discussions to the case of the k smallest eigenvalues. Furthermore, we consider A(P ) in the following form A(P ) = A 0 + A 1 (P ) + A 2 (P ),
where A 0 , A 1 (P ) and A 2 (P ) are all Hermitian, A 0 ∈ C n×n is a constant matrix, A 1 (P ) is a homogeneous linear function of P , and A 2 (P ) is a nonlinear function of P . Notice that if V is a solution (1), then so is V Q for any k × k unitary matrix Q. Therefore, two solutions V , V are essentially the same if R(V ) = R( V ), where R(V ) and R( V ) are the subspaces spanned by the column vectors of V and V , respectively. Throughout the rest of this paper, when we say that V is a solution to (1), we mean that the class {V Q | Q H Q = I k } solves (1) .
Perhaps, the most well-known NEPv of the form (1) is the discretized Kohn-Sham (KS) equation arising from density function theory in electronic structure calculations (see [3, 11, 14] and references therein). NEPv (1) also arises from the trace ratio optimization in the linear discriminant analysis for dimension reduction [12, 20, 21] , and the Gross-Pitaevskii equation for modeling particles in the state of matter called the Bose-Einstein condensate [1, 5, 6] . We believe that more potential applications will emerge.
The most widely used method for solving NEPv (1) is the so-called self-consistent field (SCF) iteration [11, 14] . Starting with orthonormal V 0 ∈ C n×k , at the lth SCF iteration, one computes an orthonormal eigenvector matrix V l associated with the k smallest eigenvalues of A(V l−1 V H l−1 ), and then V l is used as the approximation in the next iteration. Convergence analysis of SCF iteration for the KS equation is studied in [9, 10, 19] , for the trace ratio problem in [21] . Quite recently, in [2] , an existence and uniqueness condition of the solutions to NEPv (1) is given, and the convergence of the SCF iteration is also studied.
In practical applications, A(P ) is usually obtained from the discretization of operators or constructed from empirical data, thus, contaminated by errors and noises. As a result, the NEPv (1) to be solved is in fact a perturbed NEPv. So, it is natural to ask whether we can trust the approximate solution obtained by solving the perturbed NEPv via certain numerical methods, say the SCF iteration. To be specific, let the perturbed NEPv be of the form
where V has orthonormal column vectors, P = V V H , Λ = V H A( P ) V ∈ C k×k , and
is a continuous Hermitian matrix-valued function of P , A 0 is a constant Hermitian matrix, A 1 and A 2 are perturbed functions of A 1 and A 2 , respectively, and A 1 ( P ), A 2 ( P ) are still Hermitian. Assume that the original NEPv (1) has a solution V * . Then we need to answer the following two fundamental questions:
Q1. Under what conditions the perturbed NEPv (3) has a solution V * nearby V * ?
Q2. What's the distance between R(V * ) and R( V * )?
Let X and Y be two k-dimensional subspaces of C n . Let the columns of X form an orthonormal basis for X and the columns of Y form an orthonormal basis for Y. We use sin Θ(X , Y) 2 to measure the distance between X and Y, where
Here, θ j (X , Y)'s denote the k canonical angles between X and Y [15, p. 43], which can be defined as
where σ j 's are the singular values of X H Y . In this paper, we will focus on Q1 and Q2. The results are established via two approaches. One is based on the well-known sin Θ theorem in the perturbation theory of Hermitian matrices [4] and Brouwer's fixed-point theorem [7] ; The other is inspired by J.-G. Sun's technique (e.g., [8, 16, 17, 18] ) -finding the radius of the perturbation by constructing an equation of the radius via the fixed-point theorem. Two perturbation bounds can be obtained from these two approaches, and each of them has its own merits. Based on the perturbation bounds, a condition number for the NEPv (1) is introduced, which quantitatively reveals the factors that affect the sensitivity of the solution. As corollaries, two computable error bounds are provided to measure the quality of the computed solution. Theoretical results are validated by numerical experiments for the KS equation and the trace ratio optimization.
The rest of this paper is organized as follows. In section 2, we use two approaches to answer Q1 and Q2, followed by some discussions on the condition number and error bounds for NEPv (1) . In section 3, we apply our theoretical results to the KS equation and the trace ratio optimization problem, respectively. Finally, we give our concluding remarks in section 4.
Main results
In this section we provide two approaches to answer Q1 and Q2. A condition number and error bounds for NEPv will also be discussed. Before we proceed, we introduce the following notation, which will be used throughout the rest of this paper.
C n×m stands for the set of all n×m matrices with complex entries. The superscripts "· T " and "· H " take the transpose and the complex conjugate transpose of a matrix or vector, respectively. The symbol · 2 denotes the 2-norm of a matrix or vector. Unless otherwise specified, we denote by λ j (H) for 1 ≤ j ≤ n the eigenvalues of a Hermitian matrix H ∈ C n×n and they are always arranged in nondecreasing order:
Let V * , V * ∈ V k be the solutions to (1) and (3), respectively. For any ξ > 0, define
Denote P * = V * V H * , P * = V * V H * , ∆A 0 = A 0 − A 0 , and also
Note here that δ can be used to measure the magnitude of the perturbation, and d is a "local Lipschitz constant" such that
for all P ∈ P ξ . Thus, we may use d to measure the sensitivity of A(P ) within P ξ .
Approach one
In this subsection, we use the famous Weyl Theorem [15, p.203 ], Davis-Kahan sin Θ theorem [4] , and Brouwer's fixed-point theorem [7] to answer questions Q1 and Q2.
Theorem 2.1 Let V * ∈ V k be a solution to (1), P * = V * V H * , and
then the perturbed NEPv (3) has a solution V * ∈ V ξ * with ξ * = 2δ
Proof: Using (13), we know that ξ * given by (14) is a positive constant. Then it is easy to see that P ξ * is a nonempty bounded closed convex set in C n×k . For any V ∈ V ξ * , letting
, whereṽ φj is an eigenvector of A( P ) corresponding with λ j ( A( P )) for j = 1, . . . , k and φ( P ) ∈ P ξ * . If we can show that (a) λ k+1 ( A( P )) − λ k ( A( P )) > 0 (which implies that the mapping φ(·) is well-defined in the sense that φ( P ) is unique);
(b) φ(·) is a continuous mapping within P ξ * ;
(c) φ( P ) ∈ P ξ * , then by Brouwer's fixed-point theorem [7] , φ( P ) has a fixed point in P ξ * . Let P * = V * V H * be the fixed point, where V * ∈ V ξ * . Then V * is a solution to the perturbed NEPv (3) . Hence the conclusion follows immediately. Next, we show (a), (b) and (c) in order.
Proof of (a) First, using (13) and (14), we have ξ * < 2δ
Second, direct calculations give rise to
where (16a) uses (10), (16b) uses P − P * 2 = sin Θ(R(V * ), R( V )) 2 and V ∈ V ξ * . Third, by the famous Weyl Theorem [15, p.203], we have
Then it follows that
where (18a) uses (17) , (18b) uses (16), (18c) uses (15) and (13) .
Proof of (b) We verify that φ(·) is a continuous mapping within P ξ * by showing that for any
, and
and hence
Using (15)- (17), we have
By Davis-Kahan sin Θ theorem [4] , we have
Letting P 1 − P 2 2 → 0, we know that R 2 → 0 since A(·) is continuous. Then it follows from (19) and (20) that
Proof of (c) Define
Using (16) and (17), we have
where (23a) uses Davis-Kahan sin Θ theorem [4] , (23b) uses (21) and (22), (23c) uses (16), (23d) uses (14) . Therefore, φ( P ) ∈ P ξ * . This completes the proof.
Remark 2.2
The above approach is inspired by [22] and is also used in [2] , where the existence and uniqueness of the solution to (1) and the convergence of the SCF iteration are studied.
Approach two
In this subsection, we use another approach to answer questions Q1 and Q2, which is inspired by J.-G. Sun's technique, see e.g., [8, 16, 17, 18] . (12) , and
Assume that δ is sufficiently small such that
has positive roots, and its smallest positive root, denoted by η * , is smaller than ζ. Then the perturbed NEPv (3) has a solution V * ∈ V τ * with
where
Then that the perturbed NEPv (3) has a solution V * is equivalent to that there exists a unitary
where Λ * is Hermitian and its eigenvalues are the k smallest eigenvalues of A( P * ).
Without loss of generality 1 , we let
where Z ∈ C (n−k)×k is a parameter matrix, Q * ∈ C k×k and Q c ∈ C (n−k)×(n−k) are arbitrary unitary matrices. Substituting (29) into (28), we get
Then the perturbed NEPv (3) has a solution V * is equivalent to (a) there exists Z such that (30c) holds;
Next, we first prove (a) then (b).
Proof of (a) It follows from (27), (30c) and (31) that
Note that since g defined in (12) is positive, L(·) is an invertible linear operator with
1 Note that k n and thus 2k ≤ n. By the CS decomposition [15, Chapter 1, Theorem 5.1], we know that there exist unitary matrices diag(U1, U2) and diag(U3, Therefore, we may define a mapping µ :
By (29), we have
Then it follows from (32), (16) and (35) that
Denote
Note that B η * is a nonempty bounded closed convex set, µ(·) defined in (34) is a continuous mapping, and for any Z ∈ B η * , by (36) and (25), it holds
i.e., µ(Z) maps B η * into itself. So by Brouwer's fixed-point theorem [7] , µ(Z) = Z has a fixed point Z * in B η * . In other words, (30c) has a solution Z * ∈ B η * . This completes the proof of (a).
then by Weyl Theorem [15] , we have |λ
Therefore, we only need to show (37), under the assumption Z ∈ B η * . We get by (16) , (26), and (31) that
Let the singular value decomposition (SVD) of
Then using (30a), (38), (39), we have
Similarly,
Direct calculations give rise to
where (42a) uses the fact η * is a root of (25), (42b) uses η * < ζ, (42c) uses (24). Combining (40), (41) and (42), we get (b). This completes the proof.
Note that g > d is a necessary condition for that f (η) = 0 has positive roots. Otherwise, f (η) is always negative, and hence, f (η) = 0 has no roots. Next, we have several remarks in order.
Remark 2.4 When the perturbation is sufficiently small, i.e., δ
Note that f (0) = −δ < 0. Therefore, f (η) = 0 has at least one positive root within interval (0,
In other words, the assumption of Theorem 2.3, which requires f (η) = 0 has a positive root within (0, ζ), is satisfied if g > d, provided that the perturbation is sufficiently small. For the assumption of Theorem 2.1, no matter how small the perturbation δ is, it requires g > 2d. Claim (2) can be verified as follows. Using the second order Taylor's expansion of
, we have by calculations,
, which leads to
Remark 2.5 Note that h > g, then ζ defined in Theorem 2.3 is less than
, and τ * is less
≈ 0.3827. Therefore, when δ is not sufficiently small, Theorem 2.3 may not be applicable since sin Θ(R(V * ), R( V * )) 2 can be larger than 0.3827, meanwhile Theorem 2.1 can be still applicable as long as g > 2d.
Remark 2.6 Consider the following perturbation problem of a Hermitian matrix: Given a Hermitian matrix A 0 , a perturbation matrix ∆A 0 , which is also Hermitian. Let the eigenvalues of A 0 be λ 1 ≤ · · · ≤ λ n , the column vectors of V * and V * be the eigenvectors of A 0 and A 0 + ∆A 0 associated with their k smallest eigenvalues, respectively. Assume
Note that since d = 0, (25) becomes a quadratic equation of η. It is easy to see that it has positive roots if and only if g ≥ 2δ. And when g ≥ 2δ, it has two positive roots, and the smaller one is
. Then Theorem 2.3 can be rewritten as:
This conclusion is similar to the perturbation theorems in [15, Chapter V, subsection 2.2].
Condition number
In this subsection, we provide a condition number for NEPv (1) . Recall the theory of condition developed by Rice [13] , also note that
We may define a condition number as
sin Θ(R(V * ), R( V * )) 2 δ ≤ , V * , V * are the solutions to (1) and (3),
respectively, δ is defined in (10) .
Now using the second-order Taylor's expansion of (1 + x) 1/2 , by (14), we have
Combining it with Theorem 2.1, we can obtain the first order absolute perturbation bound for the eigenvector subspace V * :
Then it follows sin Θ(R(V * ), R(
Therefore, we may define a condition number for NEPv (1) as
This form can also be derived from Theorem 2.3. In fact, letting δ → 0 in (25), by (43), we know that η * is less than 
from which we may define a condition number as in (47).
Recall that g is the gap between the kth and k + 1st smallest eigenvalues of A(P * ), and d is a local Lipschitz constant for the inequality A(P ) − A(P * ) 2 ≤ d P − P * 2 . Thus, the newly defined condition number κ, which can be used to measure the sensitivity of NEPv at V * , depends on the eigenvalue gap as well as the sensitivity of A(P ) at P = P * . A large g and a small d will ensure a good conditioned NEPv (1).
Remark 2.7
Notice that δ can be used to measure the magnitude of the backward error (see (49) below). Then using the rule of thumb -"forward error backward error × condition number", we may use 
Error bounds
In this subsection we give two error bounds for NEPv (1), which can be used to measure the quality of approximate solutions to NEPv (1).
Let V ∈ V k be an approximate solution to NEPv (1), and denote the residual by
where P = V V H ∈ P k . It is easy to verify that (48) can be rewritten as
Now we take (1) as a perturbed NEPv of (49), where only the constant matrix A 0 is perturbed, the matrix functions A 1 and A 2 remain unchanged. Noticing that δ 0 = R V H + V R H 2 = R 2 , δ 1 = δ 2 = 0 and δ = R 2 , we can rewrite Theorems 2.1 and 2.3 as the following two corollaries.
Corollary 2.8 Let V be an approximate solution to NEPv (1), P = V V H , R be given by (48). Defined as d in (10) by replacing P * by P , and assumê
Corollary 2.9 Let V be an approximate solution to NEPv (1), P = V V H , R be given by (48). Assume (50), defined as in Corollary 2.8, and denotê
Suppose that R 2 is sufficiently small such that
has positive roots, and its smallest positive root, denoted byη * , is smaller thanζ. Then the NEPv (1) has a solution V * ∈ Vτ * withτ * =η * 1 +η 2 * .
It is worth mentioning here that both (52) and (55) are computable as long asĝ andd are available.
Remark 2.10 By (49), we can use δ = ∆A 0 2 = R 2 to measure the magnitude of the backward error. Recall the condition number κ we defined in (47) and the thumb rule, we may use
as an approximate error bound, whereĝ is given by (50).
Applications
In this section, we apply our theoretical results to two practical problems: the Kohn-Sham equation and the trace ratio optimization. All numerical experiments are carried out using MATLAB R2016b, with machine epsilon ≈ 2.2 × 10 −16 .
The exact solution V * to NEPv (1) is approximated by V * , which is obtained by solving NEPv (1) via SCF iteration with stopping criterion
And the exact solution V * to NEPv (3) is approximated similarly. At the lth SCF iteration, an approximate solution V l is obtained. Then we can use V l to validate our error bounds, which will tell us how far away the approximate solution V l from the exact solution V * .
The following notations will be used to illustrate our results. The solution perturbation sin Θ(R(V * ), R( V * )) 2 , the perturbation bound given by Theorems 2.1 and 2.3, and Remark 2.7 are denoted by χ * , ξ * , τ * and γ * , respectively. For the approximate solution V l , the solution error sin Θ(R(V * ), R(V l )) 2 and the error bounds given by Corollaries 2.8, 2.9 and Remark 2.10 are denoted byχ * ,ξ * ,τ * andγ * , respectively.
Application to the Kohn-Sham equation
We consider the perturbation of the discretized KS equation:
where V ∈ R n×k is orthonormal, the discretized Hamiltonian H(V ) ∈ R n×n is a matrix function with respect to V , and Λ ∈ R k×k is a diagonal matrix consisting of k smallest eigenvalues of H(V ). In particular, we consider the discretized Hamiltonian in the form of
where L is a finite dimensional representation of the Laplacian operator, V ion is the ionic pseudopotentials sampled on the suitably chosen Cartesian grid, L † denotes the pseudoinverse of L, ρ = diag(V V T ) denotes the vector containing the diagonal elements of the matrix V V T , and Diag(x) denotes a diagonal matrix with x on its diagonal. The last term of (57) is derived from e xc (ρ) defined in [10, equation (2.11)].
where P = V V T . Then the discretized Hamiltonian H(V ) can be rewritten as
Thus, the KS equation (56) with H(V ) given by (57) can be written in the form of (1) with (2), indeed. Next, we set the perturbed KS equation as in the form (3) with
Then according to (10), we have
In our numerical tests, L, V ion , ∆L and ∆V ion are generated by using the MATLAB built-in functions eye, diag, ones, zeros, and sprandsym as follows:
Here n is the matrix size, h denotes the step size, 1 , 2 are two parameters used to control the magnitude of the perturbation. Set n = 50, k = 8, 1 = 2 = = 10 −j with j = 3, 4, . . . , 12. In Figure 1 , we plot χ * , ξ * and τ * versus for four different step sizes h = 0.05, 0.06, 0.07, 0.08. In Table 1 , we lists
χ * , ξ * , τ * , and γ * for different . We can observe that the perturbation bounds ξ * , τ * and γ * are good upper bounds for the solution perturbation χ * , while τ * is sharper, especially when as a result, the perturbation bounds become less sharp. Also note that, when h = 0.08, the assumption of Theorem 2.1 does not hold since g d < 2, thus, ξ * is no longer available (denoted by "-" in Table 1 ) and we can only use Theorem 2.3 in this case.
Set n = 50, k = 4, h = 0.04. Figure 2 displaysχ * , the error boundsξ * andτ * . We can see from Figure 2 that as SCF iterations converge,χ * ,ξ * andτ * decrease linearly. The error boundŝ ξ * andτ * are good upper bounds forχ * , and the latter one is sharper. Also note thatτ * is applicable from the second iteration, meanwhileξ * is applicable from the third, which indicates that Corollary 2.9 has weaker assumption than that of Corollary 2.8 in this case.
Application to the trace ratio optimization
We consider the following maximization problem of the sum of the trace ratio: As shown in [20] , any critical point V of (58) is a solution to the following nonlinear eigenvalue problem
and for any symmetric matrix S, φ S (V ) is defined as φ S (V ) := tr(V T SV ). Moreover, if V is a global maximizer, then it is an orthonormal eigenbasis of E(V ) corresponding to its k largest eigenvalues. Let P = V V T , and note that φ A (V ) = tr(AP ) and φ B (V ) = tr(BP ) are functions of P , then by setting
, the Problem (59) can be rewritten as
which is of the form (1) with A 1 (P ) ≡ 0.
Suppose that A, B, C are perturbed slightly, we have the following perturbed equation of (60):
, and ∆A, ∆B, ∆C are real symmetric matrices. Then by calculations, we have
Here, {λ j (W )} n j=1 are the eigenvalues of a Hermitian matrix W ∈ C n×n with
To illustrate our theoretical results, we randomly generate the real symmetric matrices A, B, C, ∆A, ∆B, ∆C, by using the MATLAB built-in functions rand, randn, orth, diag and ones: A = rand(n, n); A = (A + A)/2; Q = orth(randn(n, n)); B = Q * diag(50 + β * (2 * rand(n, 1) − ones(n, 1))) * Q ; B = (B + B)/2; C = randn(n, n); C = (C + C)/2; ∆A = * (2 * rand(n, n) − ones(n, n)); ∆A = (∆A + ∆A)/2; ∆B = * (2 * rand(n, n) − ones(n, n)); ∆B = (∆B + ∆B)/2; ∆C = * (2 * rand(n, n) − ones(n, n)); ∆C = (∆C + ∆C)/2.
For simplicity, we fix n = 100, k = 5, and β = 10. Figure 3 plots χ * , and the perturbation bounds ξ * and τ * for varying . Figure 4 showsχ * versus the error boundsξ * andτ * for different β in terms of the SCF iterations.
We observe from Figure 3 that when g d > 2, both the assumptions of Theorem 2.1 and Theorem 2.3 hold. In this case, the perturbation bounds ξ * and τ * are good upper bounds for the solution perturbation χ * when δ is small, while the perturbation bound τ * is slightly sharper than ξ * and γ * . However, when 1 < g d < 2, only the assumption of Theorem 2.3 holds. In this case, the perturbation bound τ * is good upper bounds for the solution perturbation χ * . We have the similar observation for Figure 4 onχ * and the error boundsξ * andτ * in terms of the SCF iterations.
To further illustrate our theoretical results, in Table 2 , we report the estimated values of g−d , the solution perturbation χ * , the perturbation bounds ξ * , τ * , and γ * for fixed δ and varying β, where the symbol "-" means the upper bound ξ * is not a valid estimation value since the assumption of Theorem 2.1 does not hold. Also, Table 3 , the solution perturbationχ * , the error boundsξ * ,τ * , andγ * for varying β in terms of the SCF iterations, where the symbol "-" means the corresponding error bound is not a valid estimation value since the assumption of Corollary 2.8 or Corollary 2.9 does not hold or the perturbation R 2 is not sufficiently small.
We see from Table 2 that, for a fixed δ and different β, the estimated values of ξ * , τ * , and γ * are valid upper bounds for the solution perturbation bound χ * . We also see that τ * is shaper than ξ * and γ * and the assumption of Theorem 2.3 is weaker than that of Theorem 2.1. We have the similar observation for Table 3 onχ * and the error boundsξ * ,τ * , andγ * in terms of the SCF iterations. 
Conclusion
In this paper, we have studied the perturbation theory of NEPv (1). Two perturbation bounds are established, based on which the condition number for the NEPv can be introduced. Furthermore, two computable error bounds are also obtained. Theoretical results are applied to the KS equation and the trace ratio problem. Numerical results show that both the perturbation bounds and the error bounds are fairly sharp, especially the perturbation bound in Theorem 2.3 and the error bound in Corollary 2.9. 
