Abstract-The growing demand for mobile multicast services, such as Internet Protocol television (IPTV) and video streaming, requires effective radio resource management (RRM) to handle traffic with strict quality-of-service constraints over Long-Term Evolution (LTE) and beyond systems. Special care is needed to limit system performance degradation when multiple multicast streams are simultaneously transmitted. To this aim, this paper proposes an RRM policy based on a subgrouping technique for the delivery of scalable multicast video flows in a cell. Our proposal enhances the legacy multicast transmission over LTE systems by exploiting multiuser diversity and the users' channel quality feedbacks. Moreover, it is designed to take advantage of the frequency selectivity in the subgroup formation. Simulation results demonstrate the effectiveness of the proposed scheme, which outperforms existing approaches from the literature. It succeeds in achieving higher spectral efficiency and guaranteeing adequate video quality to all multicast receivers and improved quality to those with good channel conditions.
conferencing, and Internet video streaming, are expected to be massively exchanged over LTE (fourth-generation) and future systems [2] . In this scenario, multicast transmissions are gaining importance, in the view of simultaneously delivering data toward multiple destinations [3] , and the Multimedia Broadcast Multicast Service (MBMS), as part of the Third-Generation Partnership Project (3GPP) LTE standard [4] , represents an attractive solution for their deployment in LTE systems [5] .
Nevertheless, it is well known from the literature [6] that the resource allocation of multicast services raises several issues, which could affect the performance of wireless systems. Among them, a very critical issue turns out to be the design of radio resource management (RRM) policies that operate on a per-group basis, due to the interest of multiple destinations in receiving the same data traffic, which is conveyed through point-to-multipoint (PtM) transmissions. The groupbased management limits system spectral efficiency mainly caused by cell-edge users, which force the group to be served with low data rate (robust) modulation and coding schemes (MCSs) due to their poor-channel-quality conditions. As a result, the high potential of OFDMA resource allocation is only partially exploited.
Moreover, multicast applications such as mobile TV are typically resource hungry. This poses additional challenges to the effective utilization of the scarce available spectrum and may severely limit the overall capacity of the LTE system, particularly when multiple multicast services are delivered in a single cell (as shown in Fig. 1 ). The presence of several multicast groups increases the system design criticalities, due to the high heterogeneity of channel conditions experienced by users belonging to different groups and to the dissimilar qualityof-service (QoS) requirements of the different video streams. Accordingly, serving preferably multicast groups whose members experience high channel quality improves system spectral efficiency at the expense of groups whose members are in bad channel conditions. In addition, starvation may occur for groups requiring videos with lower throughput constraints if, to increase the system capacity, preference is given to those asking for a higher throughput. Such issues are exacerbated by the potential differences in the size of the multicast groups; for example, giving preference to large groups may improve the system throughput at the expense of groups with fewer members.
This paper contributes to supplying an answer to the highlighted issues by proposing a novel RRM algorithm for the efficient resource allocation of multiple multicast video streams 0018 -9545 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. in LTE and beyond systems. The basic idea is to extend the LTE/MBMS capabilities by introducing a link adaptation procedure, which is based on the channel quality feedback transmitted by multicast users. According to such a feedback, the proposed RRM exploits a subgrouping technique and splits each multicast group into different subgroups, with beneficial effects on both the user and the network sides. Through the joint use of a scalable video coding (SVC) [7] , [8] technique, the proposed subgroup formation leverages multiuser diversity and guarantees "basic" quality to all multicast receivers and "improved" quality only to those with better channel conditions. Frequency selectivity is exploited by scheduling the assignment of each frequency resource to the subgroup that guarantees the highest spectral efficiency over such a resource. The result of the presented research is the definition of the multicast subgrouping scheme for multilayer video applications, which proves to be suitable for practical implementations due to its low computational cost. We present and analyze two different cost functions exploited by our schemes, both achieving high spectral efficiency and utilization, since they require a lower amount of radio resources for high-quality video delivery compared with other policies in the literature.
The remainder of this paper is organized as follows. Section II provides an overview of multicast service provisioning techniques in current LTE systems. In Section III, we briefly discuss the main literature related to our research work. The reference system model is described in Section IV, and our proposed policy with related cost functions is discussed in Section V. Simulation settings and results are illustrated in Sections VI and VII, whereas conclusive remarks are summarized in Section VIII.
II. LONG-TERM EVOLUTION SYSTEM
Motivated by the increasing demand for high-quality mobile broadband services, the 3GPP carried out several activities, under the LTE and System Architecture Evolution projects, which were finalized to define the radio access and the core network for the next generation of cellular systems [1] . Furthermore, being designed to natively support MBMS [9] , the LTE system is one of the most promising wireless technologies to support the demand of high-quality group-oriented services. The LTE/MBMS architecture [9] is shown in Fig. 2 . The access network [1] is composed of the LTE base station (i.e., the eNodeB) and the multicell/multicast coordination entity, which are responsible for the transmission parameter configuration in single-and multicell modes, respectively. The core network [4] includes the mobility management entity, which is responsible for authentication, security, and mobility management procedures; the MBMS gateway, which is a logical entity whose principal function is data packet forwarding to eNodeBs; and the broadcast multicast service center, which is the MBMS traffic source that also accomplishes service announcement and group membership functions. The MBMS traffic is delivered to interested users through two PtM downlink channels: the multicast traffic channel (MTCH), which is designed for data delivery, and the multicast control channel, which carries signaling information regarding one or several MTCHs (including the subframe allocation and MTCH transmission parameters).
LTE/MBMS is typically used in multicast-broadcast singlefrequency network (MBSFN) mode; with the aim of enlarging the coverage and improving the performance of users located at the cell edge, all cells in the MBSFN area use the same physical resources (where the cyclic prefix duration of orthogonal frequency-division multiplexing (OFDM) symbols is properly set to reduce the interference between adjacent cells) at the same time with the same MCS. In our scenario, we consider that each multicast stream is separately transmitted within each cell (i.e., each base station performs the MCS adaptation according to the channel conditions measured by its own multicast receivers).
The LTE downlink air interface is based on OFDMA. The spectrum is managed in terms of resource blocks (RBs), which are the smallest frequency resource unit that can be assigned to user equipment (UE). Each RB corresponds to 12 consecutive and equally spaced subcarriers in the frequency domain and lasts 0.5 ms in the time domain. The overall number of available RBs depends on the channel bandwidth configuration; it can vary from 6 (1.4-MHz channel bandwidth) to 100 (20 MHz). To allow broadband wireless access, the 3GPP defined the LTEAdvanced (LTE-A) system to support channel bandwidth of up to 100 MHz through a carrier aggregation scheme that guarantees higher spectrum utilization and backward compatibility with LTE devices.
The LTE resource allocation for unicast transmission is handled by the packet scheduler, whose detailed specifications are not defined by the 3GPP; hence, it is up to implementation to [10] define the preferred policy at the eNodeB. The packet scheduler can be decomposed into a time-domain and a frequency-domain scheduler [11] . In any scheduling frame, the time-domain packet scheduler selects the flows to serve according to their QoS constraints. In every transmission time interval (TTI; lasting 1 ms), the frequency-domain packet scheduler assigns to each scheduled flow the adequate number of RBs (with relevant MCSs) on an RB-pair basis (i.e., two contiguous RBs in the time domain) by taking into account the status of the link. The assigned MCS is selected on the basis of a channel quality indicator (CQI) feedback message transmitted by the UE to the eNodeB as an indication of the maximum supported MCS for a target block error rate (BLER) value (as referred to in Table I ). Frequency selectivity can be exploited during the resource allocation procedures to improve spectral efficiency. It consists in selecting, in the frequency domain, the most adequate portion of the spectrum to assign to each served user.
III. RELATED WORK
In a single-cell scenario, group-oriented data services can be delivered toward multiple destinations in two modalities: point-to-point (PtP) and PtM. According to the former mode, data traffic is delivered to each group member by using a dedicated channel; thus, transmission parameters (i.e., MCS) are optimized on a per-user basis. On the contrary, the PtM mode feeds the whole multicast group with a single transmission. A performance analysis of PtP and PtM modes for grouporiented services in LTE systems is available from [12] , where Zhang et al. clearly show that the PtP solution is unsuitable to handle multicast services, due to the large number of dedicated channels that shall be activated and that severely limits the number of group members, which can be served. PtM improves the resource utilization compared with PtP, and the achievable gain increases with the number of UEs. Nevertheless, the main disadvantage of PtM is that the MCS of the transmitted multicast flow should be selected to guarantee successful reception to all the multicast subscribers in the cell, and hence, it is typically a low-data-rate MCS. This implies a session performance degradation, which affects the service quality perceived by the terminals.
To overcome this problem, the use of channel-aware frequency-domain packet scheduling has been considered in several works. For instance, the works [13] and [14] extend the legacy LTE/MBMS baseline by introducing the CQI feedback transmission by the group members; this feature allows an MCS selection at the eNodeB that complies with the users' channel state variations. In general, we can say that the transmission of channel quality information by group members enables the design of enhanced RRM policies, which are specifically tailored to multicast services. The numerous studies addressing RRM strategies in OFDMA-based systems [6] can be classified into three categories: conservative, opportunistic, and subgrouping. The conservative strategies select the single MCS for the group based on the multicast group member(s) with the worst channel condition (i.e., the lowest CQI among those collected) [6] . The performance of all group members will be bounded by the celledge multicast users that typically measure the poorest channel quality, with consequent resource allocation inefficiencies [6] , [15] . The conservative approach is at the basis of the proposal in [16] , where Bakanoglu et al. propose a single-rate policy for subchannel allocation in multigroup scenarios.
The opportunistic strategies [17] follow the idea of dynamically changing the MCSs (and, consequently, the portion of served users) within each scheduling frame, either by adopting threshold-based solutions [17] [18] [19] [20] or by optimizing a given objective cost function, such as spectral efficiency or throughput [21] , [22] . For instance, Huschke in [22] optimized the rate selections for all the system resources to maximize the throughput of the user with the worst quality, even in the general case that the channel quality conditions of terminals are nonidentically distributed. As proposed in [23] and [24] , opportunistic-based schemes can support multirate applications by exploiting multiple description coding. The data stream is fragmented into several substreams (or descriptors), and the received data quality depends on the number of successfully received descriptors. In [23] , a weighted sum-rate maximization method is proposed, whereas in [24] , the focus is on the fairness issue, although fairness is only considered as a constraint on the minimum number of subchannels to assign to the groups. Validating the assumption that any combination of received subcarriers can be decoded at the receiver is still an open issue. A coding algorithm is required to efficiently map the original data onto the assigned subchannels, while avoiding high complexity on the receiver side [25] . Furthermore, as the portion of terminals served by the scheduler dynamically changes within the scheduling frame, opportunistic-based solutions need to work with rateless coding schemes [21] ; this adds further issues of computational burden, buffer size, decoding delay, and shortterm fairness [20] .
Finally, subgrouping [6] strategies, which are based on the multirate approach, have been proposed in the literature. To reduce the bottleneck effects of cell-edge users, these split the multicast members into different subgroups, each one including users with similar channel conditions, and serve the whole multicast group within every scheduling frame. For instance, in [26] , the subgroup formation problem is outlined in a single-group scenario with the aim of maximizing the system throughput. For multicast video streaming applications, subgrouping could take advantage of SVC techniques that organize the original video stream into a base layer (BL) and multiple enhancement layers. The goal of SVC is to improve the perceived video quality in scenarios where users experience heterogeneous channel conditions, at the cost of a bit-rate increase of at least 10% compared with a single stream [7] . SVC can effectively work with subgroup-based scheduling strategies, as shown in Fig. 3 : The BL, which is essential for decoding the whole video frame, is received by all of the multicast group members (e.g., users in both subgroups in Fig. 3 ), whereas each enhancement layer is delivered only to a subgroup of users (e.g., the enhancement layer E1 is transmitted to users in subgroup 2 only).
As shown, for instance, in [27] , finding the optimal subgroup configuration, which is based on the maximization of a given objective function, is an NP-hard problem; in fact, the complexity of the subgroup formation exponentially depends on the available system resources and on the number of multicast members. Complexity increases in multigroup environments. To overcome this issue, RRM policies based on heuristic solutions, which run in polynomial time, as addressed in [27] and [28] , are preferred in practical systems. More in detail, the works in [29] and [28] focus on a policy that maximizes the total system throughput, but they do not account for any fairness issue. On the contrary, the work in [27] proposes a scheduling policy only based on proportional fairness.
A. Step Forward
In this paper, we propose a novel RRM scheme that exploits frequency selectivity for the resource allocation of multiple multicast groups in LTE and beyond systems. The proposed solution extends our previous work in [26] , which focused on subgrouping techniques applied to a single-group scenario without accounting for frequency selectivity. Likewise in [26] , our scheme enhances the current LTE/MBMS baseline by considering the transmission of CQI feedback by MBMS subscribers, as addressed, for instance, in other research such as [13] and [14] . We also advance our work presented in [30] , in which five proposed policies to manage multiple SVC streams in an LTE cell are compared. These differ in the subgroup formation approach implemented and in the logic followed to select the multicast stream to serve and were representatives of the cited conservative, opportunistic, and subgrouping strategies. These techniques will be considered for performance comparison in this paper and will be briefly detailed in Section VII.
From [30] , it emerged that there is not any single solution that can satisfy both the system and the user requirements; specifically, those solutions that guarantee multicast members with higher session quality require a great amount of radio resources; conversely, the policies that offer higher spectral efficiency and lower resource consumption cannot always guarantee adequate user quality. In this paper, we advance the study presented in [30] by designing a novel RRM policy that is able to offer high video quality to multicast users while also guaranteeing high spectral efficiency. The proposed multicast subgrouping for multilayer video applications (MSML) scheme outperforms the previous approaches by improving both the subgroup formation and group selection policies. As for the former issue, MSML adopts a novel subgrouping technique that creates subgroups for the purpose of guaranteeing intragroup spectral efficiency, i.e., the subgroup that offers the highest spectral efficiency improvement is enabled. Spectral efficiency is also taken into account for group selection, where we propose two different cost functions designed to guarantee intergroup fairness by considering the ratio of received data (i.e., previously scheduled layers) and the overall amount of data relevant to a given group (i.e., all layers of the video stream). Due to the aforementioned features, we demonstrate that MSML (exploiting both proposed cost functions) is able to outperform the schemes in [30] in terms of spectrum utilization and service quality. As a consequence, the proposed solution is suitable for implementation in practical systems wherein multicast streams share the available bandwidth with unicast services.
IV. SYSTEM MODEL
In this paper, we refer to a single-cell scenario, similar to that in Fig. 1 , where the eNodeB exploits PtM transmissions to serve multiple multicast groups in the cell.
Let us denote by G the multicast group set, which includes all the groups served by the eNodeB. Let K g be the user set that collects the users that joined the multicast group g ∈ G.
The set of available resources in a frame, i.e., the RB set, is denoted with N . The channel quality perceived over each RB is represented by an integer value that indicates the maximum supported MCS [10] (see Table I ). Let us denote by C the CQI set and by c g,k,n ∈ C the CQI value, relevant to RB n ∈ N experienced by user k belonging to group g (i.e., k ∈ K g ). Finally,c g,k ∈ C is the mean CQI achieved by such a user over the whole available spectrum. 1 Each multicast group is served with a video flow encoded through SVC techniques. Let L g be the number of layers of the video flow delivered to group g. We indicate by K g,l ⊆ K g the subset of users that joined the multicast group g and that receive 
, where l = 0 indicates the BL, l = 1 is the first enhancement layer, and so on. Let d g,l denote the number of bits related to the lth layer relevant to the multicast flow g. Finally, N g,l ⊆ N represents the set of RBs selected for the transmission of such a layer (see Table II ).
A. System Constraints
The proposed RRM scheme must meet a number of constraints to suitably perform resource allocation in a multicast scenario and to successfully exploit SVC techniques. These constraints are briefly discussed.
1) Resource Constraints:
The RBs allocated in a scheduling frame shall not exceed the number of those available, i.e.,
Each scheduled resource shall be assigned for the transmission of one layer toward one multicast group, i.e.,
The MCSs related to the RBs assigned to group g for the transmission of the lth layer can be supported by all users selected to receive such a layer, i.e.,
where m n ∈ C is the index of the selected MCS for the transmission over RB n.
2) Layer Constraints:
The BL shall be delivered to all the multicast receivers of a given group, i.e.,
Finally, the users selected for the reception of a given layer shall be already scheduled for the reception of previous layers, i.e.,
The proposed MSML scheme is designed to guarantee high spectral efficiency, high video quality, and intra-and intergroup fairness. Similarly to [27] , we assume that video layers are synchronized and that data are grouped on a per-layer basis, i.e., bits relevant to a given video layer are managed by the packet scheduler as a single data unit. According to this model, the data unit corresponding to a given layer is scheduled only if the units associated to the preceding layers have been already scheduled. We also consider that MBMS members update their CQI values every scheduling frame to allow MSML to select the most suitable subgroup configuration for video delivery according to the channel quality variations. 2 The proposed MSML is designed to assign resources to the subgroups by considering frequency selectivity. An example is shown in Fig. 4 , where the channel quality experienced on each RB is drawn for four sample users; one can observe that, according to our algorithm, the scheduled users have assigned the RBs in which they experience the highest channel quality. Users in subgroup 1 are assigned the RB1-RB4 resources that allow adopting a high-rate MCS according to the experienced channel conditions. This way, the available resources are more efficiently exploited.
MSML is carried out in two phases, which are described in detail in the following sections. First, the algorithm provides each scheduled multicast group with the resources needed to deliver the BL. Subsequently, the perceived quality is increased by allocating resources for the enhancement layer(s), depending on channel conditions and available resources.
A. BL Allocation
Table III summarizes the algorithm for BL allocation. Toward improving spectral efficiency and increasing the number of supported groups, the eNodeB exploits frequency selectivity For each multicast group g, based on the channel conditions of all the multicast destinations (lines 1-7), the algorithm computes the sustainable MCS of each available RB, i.e., m g,n . This meets constraints (3) and (4). In detail, m g,n is the minimum MCS among those supported by the users of multicast group g over RB n. The selection of m g,n according to line 5 guarantees that the MCS adopted for the considered RB is supported by all multicast members according to the experienced CQI. Once m g,n is computed for each group and for each RB, MSML starts the iterations for the BL assignment (lines [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
At every iteration, MSML computes the set N g,0 ⊆ N for each group (line 10), which still needs to be served with the BL (condition in the for loop at line 9). Such a set collects the "best" resources to convey the BL toward the generic group g. In detail, N g,0 is the minimum set of RBs that guarantees the BL delivery, i.e., the RBs associated with the highest MCSs among those supported by the group members, as indicated in constraint (6) . The value f (·) in (6) indicates the number of achievable bits over the considered RB [10] . This varies according to the selected MCS, i.e., m g,n . In case the available resources cannot guarantee the BL transmission, such a group is deleted from the G set.
Line 15 in Table III indicates that group g * , which requires the lowest amount of resources, is selected. 3 If several groups require the same amount of resources, then the algorithm selects that with the highest number of served users. This aims at improving the system capacity.
The approach described aims at minimizing the resource consumption and maximizing the system capacity, since it aims at serving the highest possible number of multicast groups. Once group g * is selected, the set N of available resources is updated, and parameter l * g (i.e., the index value of the next layer to be delivered to the multicast group) is set to 1.
Iterations stop either when all groups are served or when no more resources are available.
The complexity of the code in lines 1-7 is O(GNK), where K is the number of UEs in the most populated group, whereas the complexity of the code in lines 8-18 is O(G 2 N ). Without loss of generality, we can assume that K > G, i.e., the number of users in the most populated group is higher than the number of served multicast flows; hence, the overall complexity for the BL allocation is equal to O(GNK).
B. Enhancement Layer Allocation
The algorithm for the enhancement layer allocation is summarized in Table IV .
We recall that, from the previous phase, the G set includes the groups served with the BL, and N indicates the resources still available after the BL assignment.
As shown in lines 1-13, MSML computes all the admissible subgroups that could be formed for each multicast group. Each candidate solution is indicated by U g,k ∈ K g , with k ∈ K g . The subgroup U g,k contains the users belonging to K g that experience mean channel quality greater than or equal to that of member k in such a group, i.e.,c g,k . Hence, the overall number of considered subgroup configurations is equal to |K g |. Once the admissible subgroup configurations are defined, the algorithm evaluates the sustainable MCS for available RBs to select the most performing portion of the spectrum to assign the transport block relevant to each subgroup configuration. Let m g,k,n be the MCS for the transmission over RB n according to the number of users belonging to the candidate subgroup configuration U g,k .
At line 14, MSML phase 2 begins its iterations. Since each subgroup of a given multicast group collects users that experience different channel quality conditions, MSML must evaluate (lines [16] [17] [18] [19] [20] the most adequate portion of RBs for the delivery of the required layer, i.e., l g , to each candidate subgroup. At every iteration, the candidate subgroups are those that contain the users scheduled for the reception of the previous layer to fulfill constraint (5) .
We indicate by R g,k ⊆ N the RB set relevant to U g,k , i.e., the set that contains the lowest number of resources to convey the l g th layer according to the channel conditions of the users in U g,k . If the available resources cannot guarantee the transmission of the considered layer for any of the subgroup configurations, then the given multicast group is deleted from the G set. Once all R g,k sets are created, the best subgroup configuration, which is denoted byK g,l g andÑ g,l g , is selected (line 22), which is able to convey the l g th layer for group g in the current iteration. 4 According to line 22, the selected subgroup is that which guarantees the highest intragroup spectral efficiency. At the end of this phase, the algorithm has selected the best subgroup (with the associated resources) for each group.
Finally (line 27), the scheduled multicast group is selected for the current iteration. For this step, we propose the use of two different cost functions tailored to guarantee the highest spectral efficiency while assuring intergroup fairness, which is selected based on the ratio between the number of users in the subgroup, i.e., |K g,l |, and the number of resources requested by the subgroup, i.e., |Ñ g,l |. The proposed cost functions vary according to the approach used to take into account the intergroup satisfaction fairness. The first cost function is defined as
i.e., fairness is considered through the logarithmic ratio between the obtained and the maximum data rate values. The second cost function is defined as
In this case, the fairness requirement is met by accounting for the ratio (L g /l g ), i.e., the ratio between the total number of video layers and the index of the next video layer to schedule for a group. Such a value gives higher priority to groups that still miss a greater number of layers compared with others. Once group g * is selected, 5 the RBs belonging to the set N g * ,l g * are marked as not available, and layer l g * is marked as scheduled. Finally, group g * is deleted by the G set if all its enhancement layers have been assigned. The iterations stop either when no more resources are available or when all layers have been transmitted toward all multicast groups.
The complexity of the code in lines 1-15 is O(GK 2 N ). The maximum number of iterations of the code in lines 16-38 can be expressed as O(GL), where L is the maximum number of layers to be transmitted, whereas the complexity of the code in lines 18-28 is O(GKN) . Hence, the complexity of the enhancement layer allocation is equal to O(GK 2 N + G 2 LKN). By assuming K > N > G > L, the overall complexity of the proposed MSML algorithm is O(GK 2 N ).
VI. SIMULATION ASSUMPTIONS
The performance analysis is conducted in accordance with the guidelines defined in [31] . Channel quality is evaluated in terms of the signal-to-noise-and-interference ratio (SINR) experienced over each subcarrier [32] , i.e.,
where P 0 , PL 0 , and h 0 are, respectively, the transmission power, the path loss, and the small-scale fast fading of the link between the UE and the serving base station; P j , PL j , and h j are, respectively, the transmission power, the path loss, and the small-scale fast fading of the link between the UE and the jth interfering base station; and N o is the noise power. The exponential effective SINR mapping [33] is used to map the channel state into the effective SINR. Finally, the effective SINR is mapped onto the CQI level, ensuring a BLER value lower than 1% [32] , [34] . More details on the LTE system settings are listed in Table V . The members of each multicast group are randomly distributed in a concentrated area within the macrocell, to represent a typical on-campus scenario. We consider that MBMS users are distributed in the area covered by one serving cell, which is placed in the center of a larger cell deployment scenario (i.e., a hexagonal grid with 19 cell sites with three sectors per site [31] ). Each adjacent cell acts as an interference source and serves a set of 50 best effort with infinite-buffer users. A proportional fairness scheduler is implemented at the interfering cells. Various multicast video sessions are activated by different multicast groups in the simulated cell; the source data rate settings of the BL and enhancement layers (E1, E2, and E3) are generated according to [35] . Table VI shows the TABLE V  MAIN SIMULATION ASSUMPTIONS   TABLE VI  DATA RATE [KBPS] PER LAYER [35] average source bit rate relevant to different layers for the video flows considered in our analyses.
We simulated a video delivery period of 1 s, i.e., 1000 TTIs. Each simulation run has been repeated several times to get 95% confidence intervals for the most relevant results.
A. Performance Metrics
The described RRM techniques are compared in terms of the following performance metrics.
• Spectral Efficiency is the ratio between the number of bits received by the multicast users and the channel bandwidth exploited for the multicast transmission; this metric indicates how efficiently the system resources are exploited during the multicast service provisioning.
• Resource Consumption indicates the amount of resources consumed to support the multicast traffic delivery; it is computed as the percentage of used RBs, during a scheduling frame, with respect to the whole set of available RBs. Note that the resource consumption is not simply the reciprocal of the spectral efficiency. In fact, it takes into account only the number of RBs used for traffic delivery; on the other hand, the spectral efficiency considers how such consumed resources are used (i.e., it accounts also for the number of bits transmitted over the RBs).
• Mean Throughput is the average data rate experienced by the multicast group members; the greater the throughput, the higher the service quality, and the "satisfaction" level of the multicast users.
• Network Coverage is computed as the empirical cumulative distribution function of the throughput of multicast members; this metric measures the throughput-fairness tradeoff.
• Standard deviation σ T of the throughput of multicast members normalized to the maximum allowable rate (i.e., the rate associated to the highest video quality perceived when all enhancement layers have been received) [26] ; this metric indicates how "fair" the resource allocation is in terms of user "satisfaction." Indeed, the higher the σ T value, the greater the difference in terms of "satisfaction" among multicast members; i.e., a portion of users achieves a higher satisfaction level compared with other users in the same group. 6 
VII. PERFORMANCE ANALYSIS
MSML is compared with other strategies tailored for the resource allocation of multigroup environments; such strategies have been adapted to our considered SVC scenario in our previous work in [30] . We consider two different versions of our proposed MSML: 1) MSML + indicates MSML exploiting the cost function (8) for enhancement layer group selection, and 2) MSML ++ indicates MSML exploiting the cost function (9) . The compared schemes are briefly described here for the sake of completeness.
The conservative multicast scheme (CMS), which is based on the idea presented in [16] , aims to maximize the intragroup fairness by delivering each enhancement layer following a conservative strategy, i.e., according to the user with the worst channel quality. As a consequence, all terminals belonging to the same group will experience the same video quality. By considering our scenario, for each video layer, the purpose of CMS is to serve the multicast streams through a roundrobin approach by starting from the group that requires the lowest number of resources to deliver the video layer [30] . The median user scheme (MUS) is based on the class of opportunistic techniques, such as those in [17] , [20] , [23] , [24] . In SVC environments, the MUS dynamically adapts the portion of scheduled users by delivering a given enhancement layer only to 50% of the users that received the previous layer [30] . In doing so, the system throughput can be improved, and the overall resources are saved. Indeed, among the best subgroups of each multicast group, the MUS selects that which guarantees the highest spectral efficiency increase. The median quality scheme (MQS) is based on strategies similar to those in [18] , [19] , [23] , and [24] ; the aim is to use the system resources in an efficient way by scheduling the users according to a threshold CQI value: In SVC scenarios, the MQS is tailored to convey each enhancement layer to the terminals that experience a CQI value higher than a "mean" CQI [30] . Similarly to the MUS, the served subgroups are those that guarantee the highest spectral efficiency increase. The opportunistic layered multicasting (OLM) policy performs the resource allocation (i.e., the group selection) and the subgroup formation so as to minimize the amount of RBs necessary for the delivery of the enhancement layer [21] , [30] . Finally, the multicast resource allocation (MRA) scheme extends the idea in [27] by implementing a proportional fair resource allocation.
In [30] , we showed that CMS and MRA guarantee high service quality at the expense of a great amount of allocated radio resources, whereas OLM, MUS, and MQS achieve higher spectral efficiency at the expense of lower quality. A comparison of MSML with the more traditional PtP-based policy is not considered fair in this context, since, as outlined, for instance, in [12] , it is well known that the PtP performance drastically decreases when the number of multicast users increases, and this aspect makes PtP unsuitable to MBMS delivery in the reference context.
Performance analyses are carried out in different simulation scenarios, as outlined in the following sections.
A. Four Groups With Fixed Bandwidth
In the first analysis, four video flows (MOBILE, FOREMAN, BUS, and NEWS) are transmitted by the eNodeB toward 400 multicast members in its cell over a channel bandwidth equal to 10 MHz (i.e., 50 RBs). We analyze two different simulation cases: Case A, where the 400 multicast destinations are uniformly distributed among the four multicast services (i.e., each multicast group interested in a given video stream is composed of 100 members); and Case B, where the destinations are unequally distributed among the four multicast services (i.e., the multicast groups are composed of a different number of users). This task is performed through the randfixedsum function, which is provided by the MATLAB software. For a given simulation of the considered scenario, such a function generates an array with four positions, each one containing a random value from the interval [1, x] , under the constraint that the sum of all values is equal to x, with x = 400 in our case.
The purpose of this simulation campaign is to explore the extent of influence of the user distribution among the multicast groups on the performance.
Let us first focus on the spectral efficiency results in Fig ++ compared with the OLM and the MRA policies is equal to 3.5% and 37%, respectively. Fig. 5(b) analyzes the resource consumption. The performance of all the considered policies does not substantially vary in the two evaluated cases. CMS, MUS, and MQS require 94%, 89%, and 96% of available RBs, respectively, whereas this value is close to 100% for MRA. This result attests to the unsuitability of these schemes whenever multicast services coexist in the same cell with additional services, such as unicast flows. Results from 85% to 90% are obtained by MSML + . As expected, OLM uses the lowest percentage of RBs, which is equal to 72%. The proposed MSML ++ achieves a performance close to that of the OLM technique, i.e., uses 78% of available RBs. The results obtained by MSML demonstrate that the proposed scheme offers reasonably low resource consumption for the multicast service delivery. These results are highlighted by the performance of MSML ++ , which allows for preserving the system resources while guaranteeing a high spectral efficiency performance. CMS, MUS, and MRA achieve poor spectral efficiency since they exploit all the available resources, including those with low channel quality, for many users. Fig. 5(c) shows the mean throughput experienced by the multicast members. MQS is the worst performing policy, showing a performance equal to 248 kb/s, on average; this value is lower than that achieved by CMS (310 and 323 kb/s in Cases A and B, respectively) and MUS (322 kb/s, on average). The performance of MSML + is about 249 kb/s. MUS can guarantee a throughput performance close to CMS by exploiting a lower amount of resources. OLM has a performance varying from 327 to 336 kb/s, whereas the proposed MSML ++ guarantees a throughput equal to 363 and 374 kb/s, respectively, since these two approaches are able to efficiently exploit the multiuser diversity in selecting the portion of users to serve. Finally, it is worth noting that the MRA policy is the only one influenced by the user distribution. Indeed, MRA is designed to guarantee intragroup fairness due to a proportional fairness allocation, but it cannot guarantee adequate intergroup fairness, since it does not account for the amount of free resources and the number of conveyed video layers. In Case A, the throughput for MRA is close to that of the MSML ++ technique (i.e., 361 kb/s), whereas the performance decreases to 352 kb/s in Case B. The reason is that, in Case B, MRA schedules large multicast subgroups (as demonstrated by the increase in spectral efficiency) although this does not correspond to a higher throughput (the throughput depends on the data rate requirements of the served video layer). The achieved results highlight that the proposed MSML ++ , i.e., the exploitation of cost function (9) for enhancement layer group selection, guarantees a high throughput performance, and the heterogeneity in the number of users among the served multicast groups does not influence its behavior (it is worth noting that also the performance of MSML + is not influenced by the multicast group size). Indeed, the proposed MSML approach assures intergroup fairness, in terms of spectral efficiency and the number of layers to convey for a given group, since it avoids that the most populated groups have more chances to be scheduled compared with smaller groups.
From the network coverage shown in Fig. 6 , we can note that CMS is the fairest 7 solution in terms of throughput values experienced by multicast members, although it does not reach a throughput value as high as the other techniques. Among those, MRA achieves the fairest behavior since it reaches the maximum throughput value faster (i.e., the network coverage curve with the lowest slope). As expected, MQS, MUS, and OLM offer low fairness, as they guarantee high data rates only to a small percentage of users. From Fig. 6(a) , one can observe that MSML-based approaches and MRA are characterized by a similar behavior in homogeneous conditions, whereas different behaviors are revealed in Case B, as shown in Fig. 6(b) . More specifically, by changing from Case A to Case B, the MRA performance varies. In Case A, 37% of users achieves a throughput equal to or lower than 390 kb/s [see Fig. 6(a) ], whereas this percentage becomes 58% in Case B, and as a consequence, the mean throughput is lower [as shown in Fig. 5(c) and analyzed above]. Differently, the performance of MSML + and MSML ++ does not vary meaningfully in the two considered cases.
This aspect is further explored in Fig. 7 , which shows the throughput standard deviation. The proposed MSML + and MSML ++ have a σ T performance that does not differ mean- 7 It is worth noting that perfect fairness is observed on the network coverage through a vertical line, indicating that all users get the same throughput performance. In our scenarios, due to different data rate constraints of video flows, fairness can be measured according to the slope of the network coverage. ingfully between both the evaluated cases. A similar behavior is also observed for CMS, MUS, MQS, and OLM. In detail, CMS, OLM, MSML + , and MSML ++ have a σ T value equal to 0.11, whereas this value is equal to 0.02 and 0.04 for MUS and MQS, respectively. The results achieved by MRA varies from 0.31 (Case A) to 0.33 (Case B). This demonstrates that not only the throughput but also the "satisfaction fairness" for MRA is influenced by the user distribution within the groups. In the Case B scenario, MRA schedules a higher number of resources for the most populated subgroups, and as a consequence, the difference among the "satisfaction" of the considered subgroups increases. This behavior is underlined by considering the portion of users served per layer for each video flow (omitted in this paper due to space limitations). MRA is influenced by the multicast group size. Indeed, in Case B, the percentage of users served with enhancement layers is higher for MOBILE and NEWS video services (i.e., the most populated groups), whereas in Case A (when all groups have the same size), the percentage of users per layer is almost equal for all served video streams. On the contrary, the results of the CMS, MUS, MQS, OLM, and MSML approaches do not meaningfully vary in the two considered cases. In particular, MSML + serves enhancement layers to a portion of about 25% of users, whereas this portion increases to 30% for MSML ++ (these percentages and those of each enhancement layer vary by varying the video settings); this underlines that the use of cost function (9) allows to enhance the performance compared with function (8) .
The analysis in this section demonstrated that the proposed MSML approach, particularly the MSML ++ scheme, substantially improves the spectral efficiency compared with other approaches from the literature, while requiring a low amount of system resources. As for the throughput, MSML ++ is the policy achieving the best performance. At the same time, MSML ++ allows for a significant reduction (about 22% with respect to MRA that has throughput performance close to MSML ++ ) in terms of exploited resources. Moreover, the resource allocation performed by MSML ++ is not affected by the user distribution within the multicast groups, whereas MRA is meaningfully influenced by the number of multicast users per group. Apart from the multicast subgroup size, MSML ++ also accounts for the number of layers already scheduled for each group; this allows accomplishing a fairer resource allocation among all multicast destinations.
B. Four Groups With Variable Channel Bandwidth
The second simulation analysis considers the transmission of the same multicast streams (MOBILE, FOREMAN, BUS, and NEWS) toward the 400 multicast members uniformly distributed among the groups. The focus is on the behavior of the considered policies in different system deployment scenarios with a channel bandwidth that varies from 15 RBs (i.e., 3 MHz) to 100 RBs (i.e., 20 MHz).
The spectral efficiency is shown in Fig. 8(a) . The performance of MUS and OLM increases with the number of RBs, whereas that of the MRA and MQS policies decreases. The spectral efficiency of both MSML + and MSML ++ is not significantly influenced by the channel bandwidth, and a similar trend can be observed for CMS.
Hence, the gain introduced by the proposed MSML + and MSML ++ schemes, compared with MRA and MQS, increases as the bandwidth becomes larger. In detail, the most performing scheme is MSML ++ , whose efficiency ranges from 0.222 to 0.225 b/s/Hz. The performance of MRA decreases from 0.19 to 0.16 b/s/Hz, with a reduction of about 16%. Moreover, the spectral efficiency of MRA becomes close to that of CMS when the bandwidth increases. This emphasizes that, in largebandwidth scenarios, MRA preferably schedules a large multicast subgroup; a consequence is the inefficient exploitation of multiuser diversity (similar to CMS).
Plots in Fig. 8(b) show the performance in terms of resource consumption. The CMS policy requires an amount of resources higher than 85% to convey the multicast services in all the evaluated deployment cases, whereas this percentage varies from 91% to 91% for MQS. MRA has a performance equal to 100% in all evaluated scenarios, whereas the resource consumption of our proposed MSML + decreases to 80% in the case of large bandwidth values. The OLM policy, which is designed to minimize the resource consumption, exploits 36% of the RBs in the best case (i.e., 100 RBs), whereas this percentage for both MUS and MSML ++ is equal to 38% and 46%, respectively. Hence, also in this analysis, MSML ++ outperforms MSML and achieves a performance close to that of OLM. In detail, compared with MRA, MSML ++ reduces the percentage of the required RBs by a factor equal to about 60%. Fig. 8(c) shows the analysis in terms of mean throughput. Obviously, all the policies provide an increased throughput when the bandwidth becomes higher. It is worth noting that the proposed MSML ++ achieves the greatest throughput value in the case of low system bandwidth, i.e., 163 and 226.6 kb/s in the 15-and 25-RB cases, respectively. MSML ++ is outperformed by the CMS, the MRA, and the proposed MSML + policies when the bandwidth increases, because MSML ++ aims at preserving the system resources. When focusing on a comparison of MSML ++ versus CMS and MRA in case of 100 RBs available, on the one hand, the throughput is reduced by a factor equal to 23% and 27% compared with CMS and MRA, respectively; on the other hand, MSML ++ allows a reduction in terms of needed RBs almost equal to 60% compared with these policies. MSML ++ achieves a mean throughput equal to 437 kb/s in this case, and this means that a large portion of users receives the layers up to the second enhancement layer (see Table VI ), on the average. The consequence is high video session quality for the multicast members. Please note that the high throughput performance for the CMS and MRA policies does not correspond to high spectrum utilization [see Fig. 8(a) ]. Fig. 9 shows the results in terms of throughput standard deviation σ T . It is observed that MSML ++ is more stable in terms of σ T compared with CMS, MRA, and MSML + . MSML + and MRA have a performance close to MSML ++ only in the case of large bandwidth, i.e., 100 RBs; otherwise, MRA is the worst performing policy in terms of σ T .
C. Carrier Aggregation Scenario With Variable Number of Multicast Groups
In this scenario, the number of available RBs is increased through the aggregation of three component carriers, each one composed of 50 RBs. The number of multicast flows served in the cell varies from 1 to 10; this allows for analyzing the impact of the number of video sessions on the system performance.
In each simulation, all multicast services are served with the CREW video flow. A uniform distribution of users among the considered groups is assumed, with 100 users, on average, per multicast group. Fig. 10(a) shows the performance in terms of spectral efficiency. MQS is the worst performing policy, as its efficiency varies from 0.13 to 0.42 b/s/Hz. As the number of multicast groups grows, the efficiency of OLM varies between 0.78 and 0.67 b/s/Hz, whereas the MRA performance is equal to 0.52 b/s/Hz and does not vary when the number of groups increases. Moreover, in this scenario, MSML ++ achieves the highest performance, with a spectral efficiency varying from 0.76 to 0.74 b/s/Hz. Hence, the proposed MSML ++ scheme can guarantee high spectral efficiency also in LTE-A with carrier aggregation and when one or several streams are supported. The mean spectral efficiency gain compared with OLM and MRA is equal to 4% and 44%, respectively. It is worth noting that MSML + reaches high values of spectral efficiency until six groups, and then, its performance becomes equal to that of CMS. Fig. 10(b) shows the percentage of assigned RBs and points out that the MRA quickly wastes the available system resources. In fact, from one to three groups, the percentage of RBs exploited by the MRA policy varies from 63% to 99%, whereas for MSML ++ , this percentage varies from 16% to 47% and from 23% to 70% for MSML + . In Fig. 10(c) , the mean throughput analysis is shown. As expected, the throughput decreases for all the policies as the number of multicast groups becomes larger. The proposed 
MSML
++ technique achieves the highest throughput in highly loaded scenarios, i.e., when more than five groups are served in the cell. MSML is outperformed by the CMS, the MRA, and the MSML + policies when the number of multicast flows is low. Nevertheless, in the case of a single group, the throughput is reduced by a factor almost equal to 50% compared with CMS and MRA, although MSML ++ allows a reduction in terms of needed RBs equal to 75% compared with these policies. Furthermore, in this scenario, the high throughput performance for the CMS and MRA policies does not correspond to a high spectral efficiency [see Fig. 10(a) ].
Finally, the throughput standard deviation σ T is analyzed (see Fig. 11 ). From the achieved results, σ T of the MRA policy turns out to be affected by the number of multicast flows served in the cell. Indeed, the σ T of MRA increases up to 0.32, and a similar trend (up to 0.21) can be outlined for our proposed MSML + . Our MSML ++ policy achieves a maximum value equal to 0.11 when four groups are served in the cell, and then, its performance does not vary with an increasing number of served groups.
The results of this simulation campaign demonstrate that the proposed MSML ++ is well designed also to support several multicast flows in the LTE-A cell. It saves the system resource for other cellular services and efficiently exploits multiuser diversity without affecting the satisfaction level of members in different multicast groups.
D. Discussion of Results
The main results in the performance analysis of the surveyed algorithms are summarized in Table VII , toward better highlighting the measured relationship between throughput, spectral efficiency, and resource consumption and the performance of our most performing scheme, i.e., MSML ++ . The figures in the Table underline that CMS suffers in terms of spectral efficiency because it can achieve a good throughput performance (in large-bandwidth scenarios) only at the expense of very high resource consumption. Compared with CMS, the proposed MSML ++ is able to offer similar throughput results also in scenarios with limited bandwidth. At the same time, it significantly increases the spectral efficiency and reduces the resource consumption.
The MUS policy has poor performance in terms of both spectral efficiency and throughput, while it saves the allocated resources. Our MSML ++ scheme achieves better throughput and spectral efficiency with respect to MUS and consumes a lower amount of resources.
MQS has the worst behavior according to all considered metrics. MSML ++ outperforms MQS under all the addressed aspects.
The OLM scheme shows interesting results in terms of spectral efficiency and resource consumption while, on the other side, it suffers from poor throughput performance. The MSML ++ scheme designed in this paper enhances the performance of OLM by guaranteeing higher spectral efficiency and higher throughput, while achieving similar resource consumption performance.
MRA guarantees the highest throughput, on average, but this is attained at the expense of high resource consumption and low fairness among the served groups. The proposed MSML ++ , which shows throughput values close to MRA, drastically reduces the resource consumption and is able to guarantee adequate intergroup fairness.
Finally, our MSML + shows an interesting behavior, but suffers several inefficiencies when compared with MSML ++ in scenarios with huge multicast loads (i.e., high number of multicast flows) and in terms of satisfaction fairness.
By summarizing, the effectiveness of the proposed MSML ++ policy, with respect to other policies in achieving 1) high spectral efficiency, 2) improved video session quality, 3) fairness in terms of "satisfaction" among the multicast destinations, and 4) low resource consumption, clearly emerges.
VIII. CONCLUSION
In this paper, we have presented the MSML approach, which is designed to support real-time multicast video services in enhanced LTE and LTE-A networks. The proposed algorithm, which is designed to cope with different cost functions for enhancement layer group selection, exploits multiuser diversity by organizing the multicast members into different subgroups according to the channel conditions of involved users. Moreover, MSML takes advantage of frequency selectivity to achieve high spectral efficiency and a meaningful reduction in terms of resources needed to deliver multicast streams. This latter feature makes MSML able to serve, when coupled with a well-targeted cost function tailored to take into account the satisfaction fairness, four video streams with a BL ranging from 121 to 189 kb/s and about 30% of users additionally to get the enhancement layers resulting in a total bit rate from 1.3 to 2 Mb/s. Furthermore, by looking at the resource saving guaranteed by our MSML approach, we can conclude that it is also suitable for implementation in real systems, where multicast services coexist with unicast flows.
Future works will address 1) the efficient joint resource allocation of multicast and unicast service classes with different QoS constraints and 2) the design of mechanisms to avoid unicast starvation due to the presence of heavy multicast load.
