It is proved in [21] that there is a constant c such that each transitive permutation group of degree d ≥ 2 can be generated by ⌊cd/ √ log d⌋ elements. In this paper, we explicitly estimate c.
Introduction
For a group G, let d(G) denote the minimal number of elements required to generate G. It is proved by L. Kovács and M. Newman in [15] that, whenever G is a nilpotent transitive permutation group of degree d, we have d(G) = O(d/ √ log d) (throughout, "log" means log to the base 2, while "ln" means log to the base e). This was extended to soluble transitive groups by R. Bryant, Kovács and G. Robinson in [4] , and to permutation groups containing a soluble transitive subgroup by A. Lucchini in [19] . The result was then proved in full generality by Lucchini, F. Menegazzo and M. Morigi in [21] ; there, it is shown that there is a constant c such that d(G) ≤ ⌊cd/ √ log d⌋, whenever G is a transitive permutation group of degree d.
No attempts were made to estimate the optimal constants in any of the cases above, and so the purpose of this paper is to explicitly estimate c. Before stating our main result, we need the following non-standard definition: we say that a permutation group G has a 2-block if G is imprimitive with minimal block size 2. For f ≥ 2, we say that G has f 2-blocks if G has a 2-block, and the induced action of G on a set of minimal blocks has f − 1 2-blocks. For example, W := (C 2 ≀ C 2 ≀ . . . ≀ C 2 ) ≀ S n = C ≀f 2 ≀ S n , has f 2-blocks, in its imprimitive action, while a primitive group has no 2-blocks. The main theorem can now be stated as follows. (ii) G contains no soluble transitive subgroups, and;
(iii) G has at least f 2-blocks, where f is specified in the middle column of Table A. 3.
In these exceptional cases, the bounds for d(G) in Table A.3 The following is also immediate from Theorem 1.1. As shown in [15] , apart from the choice of constants, the bounds in our results are of the When G is primitive, the proof of the theorem follows immediately from a result of D. Holt and C. Roney-Dougal, which we state as Theorem 2.2. The bulk of the paper is therefore taken up by considering imprimitive G. In this case, a structure theorem of Suprunenko states that G may be embedded as a subgroup in a wreath product R ≀ S n , where R is a primitive permutation group, and n < d. This leads to an inductive proof of Theorem 1.1, which we complete in Section 6. In Section 2, we list some preliminary results, and prove a theorem on minimally transitive permutation groups of degree 2 m 3. Section 3 contains a necessary discussion of antichains in partially ordered sets, while Section 4 is the critical step of the paper; there, we use ideas of Lucchini to obtain bounds on the cardinality of a minimal generating set for submodules of induced modules in arbitrary finite groups. In Section 5, we apply these ideas to wreath products of permutation groups. Appendix A contains three tables; the first gives the maximum values of d(G) among the transitive permutation groups of degree up to 32; the second lists the chief factors of the primitive groups of degrees 2, 3, 4, 5, 6, 7, 8, 9, 12 and 16; while the third gives bounds on d(G) for some specific permutation groups G. Finally, we use Appendix B to prove Theorem 1.1 in the case when G is imprimitive of minimal block size at most 9.
All of our proofs are theoretical, although we do use the database of the transitive groups of degree up to 32 (see [14] and [5] ) to construct Table A .1, and the database of the primitive groups of degree up to 4095 (see [7] ). Both are available in MAGMA.
Notation: For group names, we mainly adopt the ATLAS [6] notation, although we will occasionally write C n , rather than n, for the cyclic group of order n. The following constants will be used throughout the paper: For a group G, let a(G) denote the composition length of G, let a ab (G) denote the number of abelian composition factors of G, and let c nonab (G) denote the number of nonabelian chief factors of G. Also, for n ≥ 1, define d trans (n) to be the maximum of d(G) as G runs over the transitive groups of degree n, and a prim (n) to be the maximum of a(G), as G runs over the primitive groups of degree n. Finally, for a prime p and a positive integer n, with prime factorisation n = p prime p n(p) , we will write n p = p n(p) ; lpp (n) will denote the maximum of n p over all primes p.
The author is hugely indebted to his supervisor Professor D. Holt for many useful discussions and suggestions; without them, this paper would not be possible.
Preliminaries 2.1 Bounds on composition lengths and minimal generating sets for primitive groups
To apply the results of Section 4, we shall need an upper bound on the composition length of a primitive group, in terms of its degree. This is provided by the first theorem, which is stated slightly differently from how it is stated in [22] .
, Theorem 2.10). Let R be a primitive permutation group of degree m ≥ 2.
Then a ab (R) ≤ (1 + c 0 ) log m − (1/3) log 24, and c nonab (R) ≤ log n.
We shall also require the theorem of Holt and Roney-Dougal mentioned in the introduction. We also have the following easy consequence.
Corollary 2.3. Let G be an imprimitive permutation group of degree d, and minimal block size m ≥ 2. Fix a minimal block ∆, and let S denote the induced action of G on the distinct
Proof. Let R be the induced action of the block stabiliser G ∆ on ∆, let K be the kernel of the action of G on the G-translates of ∆, and let A K denote the induced action of K on ∆. Then A K R, and hence, by Theorem 2.2, each normal subgroup of A K can be generated by ⌊log m⌋ elements. Thus, since K is an iterated subdirect product of n copies of A K , and G/K ∼ = S, the claim follows.
Minimally transitive groups
We shall also require some observations on minimally transitive groups. Recall that a transitive permutation group H is minimally transitive if every proper subgroup of H is intransitive.
Thus, if H is transitive and A is a point stabiliser in H, then H is minimally transitive if and only if X ≤ H, AX = H implies that X = H.
Lemma 2.4. Let G be a transitive subgroup of S n (n ≥ 1), let 1 = M be a normal subgroup of G, and let Ω be the set of M -orbits. Then (i) Either M is transitive, or Ω forms a system of blocks for G. In particular, the size of an M -orbit divides n.
(ii) |Ω| = |G : AM |, where A is a point stabiliser in G.
(iii) If G is minimally transitive, then G Ω acts minimally transitively on Ω.
Otherwise, part (i) implies that the size of each M -orbit is |M :
Theorem 2.5. Let G be a minimally transitive permutation group of degree 2 m 3. Then one of the following holds:
(i) G is soluble, or;
(ii) G has a unique nonabelian chief factor, which is a direct product of copies of L 2 (p), where p ≥ 31 is a Mersenne prime.
Proof. Let G be a counterexample of minimal degree, let A be the stabiliser in G of a point α,
and let M be a minimal normal subgroup of G. Then G Ω acts minimally transitively on Ω, by Lemma 2.4. Note in particular that, if |G : AM | is a power of 2, then G Ω is a 2-group. Indeed, a point stabiliser and a Sylow 2-subgroup of G Ω will have coprime index in G Ω in this case.
But G Ω is minimally transitive, and so the only supplement to a point stabilizer in
Thus, since |Ω| = |G : AM | divides |G : A| = 2 m 3, and is less than 2 m 3, the minimality of G (as a counterexample) implies that G Ω = G/K satisfies either (i) or (ii), where K := ker(G Ω ).
Let ∆ be the M -orbit containing α, and let G ∆ be its (set-wise) stabiliser in G. Since M acts transitively on ∆ and and hence is soluble, so L also satisfies (i) or (ii). Note also that, as remarked above, if |G : AM | is a power pf 2, then L Ω = G Ω is a 2-group). Now, in general, since G = LK ≤ LG ∆ = LM A, we have G = LM A, and LM is a transitive subgroup of G. Thus, LM = G by minimal transitivity, and hence M is insoluble.
Thus, M is isomorphic to a direct product T 1 × T 2 × . . . × T k of k copies of a nonabelian simple group T . Since LM = G and G is a counterexample to the theorem, one of the following must hold:
, for any Mersenne prime p, or;
for some Mersenne prime p, and 3 divides |G : AM |.
By renumbering the T i if necessary, we may assume that ker(
where r ≤ k, and each T ∆ i is isomorphic to T .
Step 1. Fix 1 ≤ i ≤ r, let T = T i , and let Γ be the T -orbit in ∆ containing α. Then:
(1) The induced action of T on Γ is permutation isomorphic to the induced action of T on Γ ′ for any T -orbit Γ ′ in ∆.
(2) The induced action of T on Γ is permutation isomorphic to one of the following:
(a) M 11 in its action on the cosets of a subgroup of index 12;
(b) M 12 , M 24 or A r in their natural actions on 12, 24 and r points respectively, where r divides 2 m 3, or;
(c) L 2 (p) in its action on the cosets of a subgroup of 2-power index, contained in the
, where p is a Mersenne prime.
Proof. Part (1) follows immediately from Lemma 2.4 part (i), since T ∆ M ∆ , and M ∆ is transitive. So we just need to prove (2): let X = T ∩ A, so that |Γ| = |T : X|. Part (1) implies that |T : X| > 1, since T acts faithfully on ∆. Moreover, Lemma 2.4 part (i) implies that |T : X| = |T ∆ : X ∆ | divides |∆|, and |∆| divides 2 m 3, so |T : X| divides 2 m .3; write |T : X| = 2 i 3 j , with i ≤ m, j ≤ 1. The classification of the maximal subgroups of the simple classical groups of dimension up to 12 then implies that T is not
(see Tables 8.1 [17] gives π(X) = π(T ) (where π(F ), for a finite set F , denotes the set of prime divisors of |F |), and the possibilities for T and X are as follows (see Table 10 .7 of [17] ):
But a well-known theorem of Sylvester and Schur (see [12] ) states that either r k = 0 or r k has a prime divisor exceeding min {k, r − k}. Thus, either k = 1, 2, r − 1 or r − 2. Either way we get X = A r−1 , which gives us what we need.
(2) T = P Sp 2m (q) (m, q even) or P Ω 2m+1 (q) (m even, q odd), and Ω [16] . Hence,
Also, for each of the two choices of T we get |T : Ω − 2m (q)| = q m (q m − 1). But q m (q m − 1) cannot be of the form 2 f or 2 f 3, since m > 1 and (m, q) = (2, 2) (as T is simple). Therefore, we have a contradiction.
(3) T = P Ω + 2m (q) (m even, q odd), and Ω 2m−1 (q) X. As above, X ≤ N T (Ω 2m−1 (q)), and we use Corollary 2.10.4 part (i) and Table 2 .1.D of [16] to conclude that |N T (Ω 2m−1 (q)) : (4) T = P Sp 4 (q) and P Sp 2 (q 2 ) X. Then X ≤ N T (Ω 2m−1 (q)), and Corollary 2.10.4 part (i) and Table 2 .1.D of [16] gives |N T (P Sp 2 (q 2 )) : P Sp 2 (q 2 )| ≤ 2. It follows that q 2 (q 2 − 1) = |T : P Sp 2 (q 2 )| divides 2 i+1 3 j . Again, this is impossible.
(5) In each of the remaining cases (see Table 10 .7 in [16] ), we are given a pair (T , Y ), where T Finally, assume that T ∼ = L 2 (p), for some Mersenne prime p, and let V be a maximal subgroup of T containing X. Then (b) must hold, so |T : X| = 2 e for some e ≥ 1. In particular, since |T : V | divides |T : X|, we must have (see Table 8 .1 of [3] ) V ∼ = C p ⋊ C (p−1)/2 . This completes
Step 1.
Step 2. Let T = T 1 and let Γ be the T -orbit containing α. Then there exists a proper subgroup H of T with the following properties: (i) H and H α are conjugate in T for each automorphism α ∈ Aut(T ), and;.
(ii) N T (H) Γ acts transitively on Γ.
Proof. Let X := T ∩ A, and identify Γ with the right cosets of X. By Step 1, the possibilities for the pair (T, X) are as follows:
1. (T, X) = (A r , A r−1 ), with r dividing 2 m 3: Since T is nonabelian simple, r ≥ 6, so r is even. If r is a power of 2, let H be a Sylow 2-subgroup of T . Then H Γ itself is transitive, and properties (i) and (ii) are clearly satisfied.
Otherwise, let H = (1, 2, 3), (4, 5, 6) , . . . , (r − 1, r − 2, r) . Then N T (H) Γ is transitive.
Thus, (ii) is satisfied. Property (i) is also easily seen to be satisfied (this includes the case r = 6, when Out (A 6 ) has order 4). of the ATLAS [6] ) is a maximal subgroup of T , and acts transitively on the cosets of X.
Also, the unique nonidentity outer automorphism of M 12 fixes the set of T -conjugates of H, so both (i) and (ii) are satisfied.
When T = M 24 , N T (H) has order 1008, and acts transitively on the cosets of X (using MAGMA, for example). Also, Out (T ) is trivial. Thus, (i) and (ii) are again satisfied.
4. T = L 2 (p), with p a Mersenne prime, X ≤ C p ⋊ C (p−1)/2 , and |T : X| = 2 e , for some e ≥ 1. Let H be a Sylow 2-subgroup of T . Then (i) is clearly satisfied. Also, |T : X| and |T : H| are coprime, so XH = T , and (ii) is satisfied.
Let T = T 1 , and let H ≤ T and Γ be as in Step 2. If Γ ′ is any other T -orbit in ∆, then N T (H) acts transitively on Γ ′ , since T Γ is permutation isomorphic to T Γ ′ by Step 1, and N T (H) Γ is transitive by Step 2. Now, identify H as a subgroup H i of T i for each i, and set
Step 3. N M ( H) ∆ acts transitively on ∆.
. By the remarks above, N i acts transitively on Γ ′ for each
We claim that N ∆ acts transitively on ∆. To see this, let α and β be points in ∆, and
we may write m = t 1 t 2 . . . t r , with t i ∈ T ∆ i . Since N ∆ 1 acts transitively on the T 1 -orbit of α, there exists n 1 ∈ N ∆ 1 such that α t 1 = α n 1 . We now inductively define the permutations n 2 , . . ., n r by choosing n i ∈ N ∆ i such that (α n 1 ...n i−1 ) n i = α n 1 ...n i−1 t i (this is possible since N ∆ i acts transitively on the T i -orbit of α n 1 ...n i−1 in ∆). Then
This proves that N ∆ acts transitively on ∆, and completes Step 3.
Finally, let θ ∈ Aut (M ) ∼ = Aut (S)≀Sym(k). Then there exists σ ∈ Sym (k) and α i ∈ Aut (T ) such that
where the last equality above follows from Step 3, with some
The Frattini argument (in its most general form) then implies that
transitively on the fixed M -orbit ∆, by Step 3 above. Hence, N G ( H) is a transitive subgroup of
But this is a contradiction, since 1 < H < M and M is a minimal normal subgroup of G. This completes the proof of Theorem 2.5.
The proof of Theorem 2.5 allows us to deduce a number of corollaries. First, we need a lemma.
Lemma 2.6. Let p be a Mersenne prime, and let
Also, let A be a subgroup of M such that |M : A| = 2 a 3, for some a, and |T i :
is soluble, and has precisely 2 r orbits on the
Proof. We first prove part (i) by induction on r. If r = 1 then the claim is trivial, so assume that r > 1, and let
Hence, the inductive hypothesis implies that
Now, fix 1 ≤ i ≤ r, and assume that the claim in part (i) does not hold. Then since (p + 1) r is the highest power of 2 dividing |M |, |M : A| is of the form 2 a 3, and 
, and
Finally, we prove (ii). Let N := N M (P ). From the proof of Theorem 2.5, we can see
so that P ′ is a Sylow p-subgroup of M . Since N and N M (P ) are conjugate in M , we may assume that N = N M (P ) and
Suppose first that r = 1. Then |M : A| = 3(p + 1), so A has index 3 in N , since |M :
, and let Γ be the N -orbit corresponding to Ax. Then
, it follows that 3 divides |Γ|. Also, as mentioned above, A x and N contain the unique Sylow p-subgroups P x and P , respectively. Since x does not normalise P ,
we have P x = P , so p, and hence 3p, divides |N : N ∩ A x | = |Γ|. Since |N : A| = 3 and |M : A| = 3(p + 1), it follows that |Γ| = 3p, which proves the claim in the case r = 1.
We now consider the general case. Let B :
From the previous parargraph, we see that V i has precisely two orbits on the cosets of A ∩ T i in T i , of size 3 and 3p, represented by A and Ax i respectively, where
has 2 r orbits on the cosets of B, represented by Bt 1 t 2 . . . t r , where
Also, the orbit represented by the coset Bt 1 t 2 . . . t r has cardinality 3 r p k , where k is the number of subscripts i with t i = 1.
Since B ≤ A, N has at most 2 r orbits on the cosets of A. But also, if there exist t i , 
Since the size of the N -orbit corresponding to
where k is the number of subscripts i such that t i = 1. This proves (ii).
Corollary 2.7. Let G be an insoluble, minimally transitive permutation group of degree 2 m 3, and let p := 2 e − 1 ≥ 31 be a Mersenne prime such that G has a unique nonabelian chief factor isomorphic to a direct product of k copies of L 2 (p). Then there exists a triple (r, t 1 , t), with r ≥ 1, and t ≥ t 1 ≥ 0, such that (i) m = er + t, and;
(ii) For some soluble subgroup N of G, N has 2 r+t 1 orbits, with
Proof. Let M be a minimal normal subgroup of G, let ∆ be an M -orbit, let α be a point in ∆, let A be the stabiliser of α in G, and let Ω be the set of M -orbits. Also, let K be the kernel of the action of G on Ω, and let H be a subgroup of G minimal with the property that KH = G.
Then G Ω = H Ω = H/H ∩ K is minimally transitive, by Lemma 2.4 part (i). In particular, H Ω is transitive so M H = G, by the minimal transitivity of G. Note also that H ∩ K is contained in the Frattini subgroup of H, so H ∩ K is soluble.
We now prove the claim by induction on m. If M is abelian, then since M H = G and H ∩ K is soluble, G Ω = H Ω is insoluble. Since every minimally transitive group of prime power degree is soluble, it follows that |Ω| = 2 n 3 and |∆| = 2 m−n , for some n with 1 ≤ n < m. Hence, the inductive hypothesis implies that there exists a triple ( r, t 1 , t) such that 1. m = e r + t, and; 2. For some soluble subgroup N of H Ω , N has 2 r+ t 1 orbits, with r k 2 t 1 of them of length 3p k × 2 t− t 1 , for each k, 0 ≤ k ≤ r.
Set r := r, t := m − n + t, and t 1 := t 1 . Also, let X ≤ H such that X Ω = N , and set N := M X.
Then m = er + t, which is what we need for (i). Also, N is soluble, and acts transitively on each M -orbit, since M ≤ N . Since each M -orbit has size 2 m−n , it follows that N has 2 r+t 1 orbits, with r k × 2 t 1 of them of length 3p k 2 t− t 1 +m−n = 3p k 2 t−t 1 . This gives us what we need. So assume that G has no abelian minimal normal subgroups.
, and M is the unique minimal normal subgroup of G. From the proof of Theorem 2.5, we can see that 3 divides |T i : T i ∩ A|, and T i ∩ A is contained in the maximal 
By relabeling the T i if necessary, we may write
r . Now, let P be a Sylow p-subgroup of M , and let N := N M (P ). By Lemma 2.6 part (ii), N is soluble, and
has 2 r orbits on ∆, with r k of size 3p k , for each 0 ≤ k ≤ r. Since the action of M on each M -orbit is permutation isomorphic to the action of M on ∆, it follows that N := N M (P ) has 2 r orbits on each M -orbit, with r k of size 3p k , for each 0 ≤ k ≤ r. Also, N acts trivially on the set Ω of M -orbits, so N has 2 r+m−er orbits in total, with 2 m−er r k of them of size 3p k , for each 0 ≤ k ≤ r. Setting t := m − er and t 1 := t now gives us what we need, and completes the proof.
The prime counting function
For a positive integer n and a prime p, recall that n p denotes the p-part of n, and that lpp n = max p prime n p denotes the largest prime power divisor of n.
Fix n ≥ 2, and let k = lpp n. By writing the prime factorization of n as n = kp r 2 2 . . . p rt t , one immediately sees that n ≤ k δ(k) , where δ(k) denotes the number of primes less than or equal to k. Hence, log n ≤ δ(k) log k. Also, it is proved in Corollary 1 of [23] that δ(k) < 1.25506k/ ln k for k ≥ 2. We therefore deduce the following: Lemma 2.8. Let n be a positive integer. Then lpp n ≥ (ln 2/1.25506) log n = c ′ log n 3 Induced modules for finite soluble groups and U is an N -module of dimension a, over an arbitrary field, then d H (U ′ ) ≤ ⌊abn/ √ log n⌋ for each submodule U ′ of the induced module U ↑ H N . In this section, we improve this result as follows Theorem 3.1. Let H be a finite soluble group, let N be a subgroup of H of index n ≥ 2, let U be an N -module of dimension a over an arbitrary field, and let U ′ be a submodule of the induced module U ↑ H N . Also, let K := core H (N ), and denote by χ = χ(H, N, U ) the number of orbits of K on the non-identity elements of U . Then
We remark that the number χ in Theorem 3.1 is irrelevant when K has infinitely many orbits on the nonidentity elements of U .
Here, the number ω(n) is defined as follows: for a positive integer n with prime factorisation
Antichains in partially ordered sets
Of course, part of Theorem 3.1 states that the constant b in the theorem of Bryant, Kovács and
Robinson can be taken as b = 2/π. In this subsection, we prove this assertion.
Let P = (P, ) be a finite partially ordered set, and let w(P ) denote the width of P . That is, w(P ) is the maximum cardinality of an antichain in P . Suppose now that, with respect to , P is a cartesian product of chains, and write P = P 1 × P 2 × . . . × P t , where each P i is a chain of cardinality k i . Then P is poset-isomorphic to the set of divisors of the positive integer
, where p 1 , p 2 , . . ., p t are distinct primes. We make this identification without further comment.
Next, recall that each divisor d of m can be written uniquely in the form d = p
, let R k denote the set of elements of P of rank k; clearly R k is an antichain in P . In fact, it is proved in [9] that w(P ) = max |R k |. This maximal rank set occurs at k = ⌊K/2⌋, and hence, by Theorem 2 of [2] , we have
where n = |P | = t i=1 k t (note that equality occurs here when t is even, and each k i is 2, so this upper bound is best possible). Stated more concisely, we have Lemma 3.2. Suppose that a partially ordered set P , of cardinality n ≥ 2, is a cartesian product of the chains P 1 , P 2 , . . ., P t , where each P i has cardinality k i . Then w(P ) ≤
We can now prove the claim made at the beginning of the section: that the constant b in the theorem of Bryant, Kovács and Robinson can be taken as b = 2/π. Corollary 3.3. Suppose that a partially ordered set P , of cardinality n ≥ 2, is a cartesian product of t chains. Then w(P ) ≤ ⌊bn/ √ log n⌋, where b := 2/π = 0.79788 . . .. Furthermore, if each chain has the same cardinality p, then w(P ) ≤ ⌊bp t / t(p − 1)⌋.
Proof. 1 We first make an elementary observation: let K be a positive integer. We claim that
First consider the case where K = 2t (t ∈ N), and note that 2t 2t t
By Wallis' Formula, the expression in the middle converges to 2/π. Hence, since the expression on the right is increasing, we have 2t
, and (3.1) follows from the even case above. Now, let t, k i (for 1 ≤ i ≤ t), and K be as in Lemma 3.2. Then, using (3.1), we have
, and the second part of the claim follows.
log k i = log n, the first part also follows, and the proof is complete.
The proof of Theorem 3.1
Here, we show how to use Lemma 3.2 to prove Theorem 3.1. First, we collect some key results from Section 5 of [4] . (i) Whenever t 1 , t 2 , t 3 ∈ T with t 1 < t 2 t 3 , we have t 4 < t 3 , where t 4 is the unique element of T such that
(ii) With respect to this partial order, T is a cartesian product of r chains, of length p 1 , p 2 ,
. . ., p r , where r = ω(n), and p 1 , p 2 , . . ., p r denote the (not necessarily distinct) prime divisors of n.
Let H, N , and T be as above, and let U be a finite dimensional right N -module, over an arbitrary field. We shall now characterize the elements of the induced module U ↑ H in the same way as in [4, Section 5]; we repeat the details here for the readers benefit.
Recall that we may write U ↑ H = t∈T U ⊗ t. Thus, each element v in U ↑ H may be written as v = t∈T u(v, t) ⊗ t, with uniquely determined coefficients u(v, t) in U . For v = 0, the 'height' of v, written τ (v), is defined to be the largest element of the set {t ∈ T : u(v, t) = 0}, with respect to the full order . Also, we define µ(v) elements, where χ denotes the number of orbits of K on the nonzero elements of U .
Proof. Lemma 5.2 of [4] deals with the dim U case, so we just need to prove that each submodule of the induced module U ↑ H has a generating set V with the property that no subset W of V , whose image τ (W ) in T is a chain with respect to the partial order , can have more than χ elements. Clearly, we may assume that χ is finite.
To this end, let U ′ be a submodule of U ↑ H , and let V be a finite generating set of U ′ consisting of nonzero elements. Suppose that v and w are elements of V whose images τ (v) and τ (w) are comparable (with respect to ) in T ; say τ (v) τ (w). Suppose that µ(w) and µ(v) lie in the same K-orbit of U , and let g ∈ K such that µ(w) g = µ(v). Since K is normal in H, the leading summand of w g is µ(v) ⊗ τ (w). Thus, by replacing w with w g , we may assume that µ(v) = µ(w). Then, using Lemma 3.4, we see that v τ (v) −1 τ (w) has the same leading summand
, and w = y + µ(v) ⊗ τ (w), for x, y ∈ U ↑ H , and let u = y − x. Then, we see that, as in the proof of Lemma 5.2 in [4] , either u = 0, and w = v τ (v) −1 τ (w) may be omitted from V , or u = 0, and w = u + v τ (v) −1 τ (w) may be replaced in V by the element u, which has height strictly preceding τ (w) in the full order . This way, the resulting set obtained from V still generates U ′ . The procedure outlined above can only be carried out a finite number of times, and when it can no longer be repeated, the generating set has the required property.
Before proving Theorem 3.1, we note the following easy consequence of Dilworth's Theorem ( [10] , Theorem 1.1): Lemma 3.6. If a partially ordered set P has no chain of cardinality greater than r, and no antichain of cardinality greater than s, then P cannot have cardinality greater than rs.
Proof of Theorem 3.1. After replacing the parameters a and ⌊bn/ √ log n⌋ by min {a, χ} and ω(n) respectively, the proof is identical to the proof of Theorem 1.5 in [4] .
Induced modules for finite groups: the general case
For a prime p, and a positive integer n, recall that n p denotes the highest power of p dividing n. For n ≥ 2, put
where we take bn/ (p − 1) log p n p to be ∞ if n p = 1. Clearly, E sol (n, p) ≤ E(n, p). The main result of this section can now be stated as follows.
Lemma 4.1. Let G be a finite group, H a subgroup of G of index n ≥ 2, F a field of characteristic p > 0, and V a H-module of dimension a over F . Let K := core G (H), and let χ := χ(G, H, V ) be as defined in Theorem 3.1. Also, for a prime r = p, let P r be a Sylow r-subgroup of G, and let χ 1 = χ 1 (G, H, V, r) be the number of orbits of K ∩ P r on the non-zero elements of V . Let S be a submodule of the induced module V ↑ G .
(ii) Let N be a soluble subgroup of G, and let t i , 1 ≤ i ≤ m, be the sizes of the orbits of N on the set of right cosets of H in G.
Proof. The proof is based on the idea of Lucchini used in the proof of Lemma 4 in [21] . For a subgroup Q in G, choose a full set {x 1 , x 2 , . . . , x m } of representatives for the (H, Q)-double 
where
and h ∈ H). Comparing dimensions of the left and right hand
side of (4.1) above, we get
Clearly, the t i represent the sizes of the orbits of Q on the right cosets of H in G. 
Write n p := p β and n r := r α . If G is soluble, take Q to be a p-complement in G; in the general case, take Q := P r . Also, write n = p β r α s and |H| = p δ r γ t, where |H| p = p δ , |H| r = r γ . Then |Q| = r α+γ st if G is soluble, and |Q| = r α+γ in the general case. Hence,
by (4.2). Part (i) now follows when
In the general case, n = m i=1 t i ≥ mr α , and part (iii) follows. Part (ii) follows from (4.2), by taking N = Q and applying part (i) and Theorem 3.1.
We now prove (iv) and (v). So assume that β > 0, and let P be a Sylow p-subgroup of G.
This time, take Q = KP (which is a soluble subgroup of G, since K is soluble and normal in
Hence, (4.2) and Theorem 3.1 give
and this proves (iv). Finally, (v) follows from (iii) and (iv).
Using the definition of E(n, p), and Lemma 2.8, we immediately deduce the following. Corollary 4.2. Let G be a finite group, let H be a subgroup of G of index n ≥ 2, let V be a module for H over a field F of characteristic p > 0, and let S be a submodule of the induced
In particular,
The following is also immediate, from part (i) of Lemma 4.1.
Corollary 4.3. Let G be a finite group, let H be a subgroup of G of index n ≥ 2, let V be a module for H over a field F of characteristic p > 0, and let S be a submodule of the induced module V ↑ G . If G contains a soluble subgroup N , acting transitively on the set of right cosets
An application to wreath products
The results of Section 4 may be partially generalized, and applied to the wreath product W = R ≀ S n , of a finite group R with a symmetric group of finite degree. Let B := R 1 × R 2 × . . . × R n be the base group of W , and let π : W → S n be the projection onto the top group. Also,
, we may consider the projection maps ρ i :
generalization can now be stated as follows.
Lemma 5.1. Let R be a finite group, let G be a subgroup in the wreath product W := R ≀ S n (n ≥ 2) satisfying (1) π(G) is a transitive subgroup of S n , and;
Also, let p a i i , for 1 ≤ i ≤ r, be the orders of the abelian chief factors of R, let K be the intersection of G with the base group of W , and let A K := ρ 1 (K) R 1 . Let Y be a subgroup of G with transitive top projection, and take D to be E sol if Y contains a subgroup with soluble and transitive top projection, and D := E in general. Then
(ii) Suppose that R is soluble, that n = 2 m 3, and that π(G) has an insoluble, minimally transitive subgroup G. Let e, r and t be as in Corollary 2.7, and let p := 2 e − 1. Then
, where a := a(R).
the number of composition factors of A K of order p i .
For the remainder of this section, we adopt the notation of Lemma 5.1. Note that, since π(G) is transitive, K is an iterated subdirect product of n copies of A K (that is, ρ i (K) = A K for all i). Thus, if K is nontrivial, then so is A K , and hence R, since A K R. Note in particular that, if H is chosen to be a subgroup of G minimal with the property that KH = G, then π(H) = π(G) is transitive, and K ∩ H is contained in the Frattini subgroup
We also need the following standard terminology: if X is a finite group and H, K ≤ X are subgroups, then K is said to be a H-group if K is normalized by H. The H-group generated by the subset S ⊆ X is the smallest H-subgroup of X containing S. Finally, if H normalizes K, we denote by d H (K) the minimal number of elements required to generate K as a H-group.
Before proceeding to the proof of Lemma 5.1, we need the following theorem of Lucchini.
Theorem 5.2 ([18]
and [20] ). Let M be a proper minimal normal subgroup of the finite group
Proof of Lemma 5.1. Clearly we may assume that K is nontrivial. Hence, using the discussion above, A K and R are nontrivial. Choose a subgroup H of G minimal with the property that KH = G. Then π(G) = π(H). Hence, if G contains a subgroup with soluble and transitive top projection, then H has a subgroup F such that π(F ) = F/F ∩ K is soluble and transitive. Since F ∩K ≤ H∩K and H∩K is nilpotent, it follows that F is soluble.
Let L be a minimal normal subgroup of R contained in A K , identify L as a subgroup of R 1 , Since this N -module has dimension a 1 over the field F p 1 , and |F : N | = n (since π(F ) is transitive), it follows from Lemma 4.1 that
We first prove (i) by induction on |R|. Note that G/M is a subgroup in the wreath product (1) and (2) in Lemma 5.1, so the inductive hypothesis gives
Here, we assume that |L| = p .2) above. So assume that L is a direct product of a copies of a nonabelian simple group T . Since M normalizes R 1 , and M G, we have Clearly we may assume that M is nontrivial, and hence M is an iterated subdirect product of
In particular, M is an iterated subdirect product of an copies of T . Now, suppose that S is a nontrivial normal subgroup of G contained in M . Then, again, S normalizes R 1 , and it follows, as above, that S is an iterated subdirect product of an copies of T . Thus, For the remainder of the proof, assume that R is soluble. Suppose first that n = 2 m 3, and that π(G) = π(H) has an insoluble, minimally transitive subgroup G. Let e, p, r, t, and t 1 be as in Corollary 2.7, and let N be a subgroup of G with Finally, assume that R is soluble and let Y be a subgroup of G with transitive top projection. We note the following consequence of Lemma 5.1, which will be useful when the number of A K -conjugacy classes in a minimal normal subgroup of R is small. Corollary 5.3. Let R be a finite soluble group, and let G, K and A K be as in Lemma 5.1. Also, let L be a minimal normal subgroup of R of order p a (for p prime), let X be a subgroup of A K , and let χ be the number of orbits of X in its action on the nonidentity elements of L.
Finally, let r be a prime different from p, let Q be a Sylow r-subgroup of X, and let χ 1 be the number of orbits of Q on the nonidentity elements of L. Let p a i i be the orders of the chief factors of R/L. Then
and;
contains a subgroup with soluble and transitive top projection.
Proof. Let B be the base group of W , so that K = G ∩ B. Also, let H be a subgroup of G minimal with the property that KH = G. Then, as before, d(H) = d(π(G)). As in the proof of Lemma 5.1, if G contains a subgroup with soluble and transitive top projection, then so does H. In this case, let F be such a subgroup of H. Then F is soluble, since F ∩ K ≤ K is soluble. If G does not contain such a subgroup, set F := H. Also, set D to be E sol , and set f (n, p, r) := min { ω(n), χ 1 n p } if G contains a subgroup with soluble and transitive top projection; otherwise, set D to be E and f (n, p, r) := min ⌊n/ log p n p ⌋, χ 1 n/n r . By Lemma 5.1, it suffices to prove that and let x 1 , x 2 , . . ., x t be elements of K with X = x
Note that G/M is a subgroup in the base group of (R/L) ≀ S n satisfying the hypothesis of Lemma 5.1. It follows, from part (ii) of that
, it will suffice to prove that
, and identify L as a subgroup of R 1 . Then, as in the discussion preceding The next corollary will be key in our proof of Theorem 1.1 when G is imprimitive with minimal block size 4.
Corollary 5.4. Let n ≥ 2, and G be a subgroup in the wreath product W = R ≀ S n , where R = S 4 or R = A 4 , satisfying the hypothesis of Lemma 5.1. Also, let K be the intersection of G with the base group of W . Then
where we take D to be E sol or E, according to whether or not G contains a subgroup with soluble and transitive top projection. Corollary 5.5. Let R be a finite group, let p be prime and let a (p) [resp. a (p ′ ) ] be the number of abelian composition factors of R of order p [resp. of p ′ order]. Let G be a subgroup in the wreath product R ≀ S n (n ≥ 2), satisfying the hypothesis of Lemma 5.1, and let 0 < α < 1.
(i) If n q ≤ n α for all primes q which occur as orders of composition factors of R, then
The bounds obtained in Lemma 5.1 and Corollary 5.5, although useful when the chief length of R is small, are impractical for use in a more general setting. In view of this, we conclude with two bounds in terms of n and a = a(R) only. Both follow immediately from Corollary 4.2 and Lemma 5.1 part (i).
Corollary 5.6. Let R be a finite group, of composition length a = a(R), and let G be a subgroup in the wreath product R ≀ S n (n ≥ 2), satisfying the hypothesis of Lemma 5.1.
6 The proof of Theorem 1.1
The methods of Section 5 allow us to prove Theorem 1.1 in all but finitely many cases; in this section, we consider the exceptions. We prove the following:
Lemma 6.1. Let G be a transitive permutation group of degree d, and assume that Theorem 1.1 holds for degrees less than d. Then (i) The bounds in Table 6 .1 below hold;
(ii) The bounds in Table A (b) G has less than f 2-blocks, 
where a (p) denotes the number of composition factors of R of order p, for p prime, D := E sol if G contains a soluble transitive subgroup, and D := E otherwise.
To bound d trans (n) above, we use Table A So we may assume that m = 2 and that S contains no soluble transitive subgroups.
Then, Corollary 2.7 implies that n := 2 er+t 3, for some r ≥ 1, t ≥ 0 and e ≥ 5, with p := 2 e − 1 prime. Since 4 ≤ u ≤ 20, the possibilities for n and the triple (e, r, t) are as follows: Table 6 Table   6 .1, and each triple (e, r, t) in the right hand column of Table 6 .2, with d/2 = 2 er+t 3, we get the required bound each time. 
where S is transitive of degree 2 k−f G v, by repeatedly applying Lemma 5.1. If S is primitive 
respectively, where a = a(R) denotes the composition length of R (note that (6.5) and (6.5) follow from Corollary 5.6, and together imply (6.7), while (6.8) is Corollary 2.3). Recall that we need to prove that d(G) ≤ cmn/ √ log mn.
Suppose first that m ≥ 481. Then (6.7), together with Theorem 2.1, gives
This is less than cmn/ √ log mn for m ≥ 481 and n ≥ 2, which gives us what we need. We conclude with the example mentioned in the introduction, which shows that the bound of Theorem 1.1 is of the right form. 
The largest trivial submodule of
2) of [15] . Hence, the centraliser C A (R m ) of R m in A is a proper characteristic subgroup of A;
since A is characteristically simple, it follows that
and Z is nontrivial, it follows that Z has order 2, and hence Z is the unique minimal normal subgroup of G. Let H be a subspace complement to Z in R m . Then H has codimension 1 in R m , and hence has index 2 2k in G. It is also clear that H is core-free in G, so G is a transitive permutation group of degree 2 2k .
Next, note that
As in the proof of Corollary 3.3, the expression in the middle converges to b = 2/π, by Wallis' formula. Hence, since the expression on the right is increasing, we conclude that for all ǫ > 0, there exists a positive integer k such that √ 2k
abelian of rank 2k−1 k−1 + 2k − 1, again using (3.2) of [15] . Thus, for large enough k we have
Appendices
A Tables of chief factors, and maximum values of d(G) for some transitive groups of small degree 
C 7 , C 3 , C 2 P SL(2, 7)
P SL(2, 7)
C 3 2 , P SL(2, 7) P SL(2, 7) P SL(2, 7) P GL(2, 7) P SL(2, 7), Proof. Let 2 ≤ m ≤ 9, and view G as a subgroup in a wreath product R ≀ S, satisfying the hypothesis of Lemma 5.1, where R is primitive of degree m, and S is transitive of degree n := d/m. In considering each of the relevant cases, we take the possible lists of chief factors of R from Table A. 2. In each case, we bound d(S) above by using either Table A .1 (if 2 ≤ n ≤ 32), Lemma 6.1 (if n is in the left hand column of Table 6.1 or Table A. Thus, we may assume that n ≥ 10 66 . We distinguish two sub-cases.
(i) n 2 ≥ n 858/1000 . Then E(n, 2) ≤ bn/ √ log n 2 ≤ bn 1000/858/ √ log n. Hence, d(G) ≤ bn 1000/858/ √ log n + cn/ √ log n, and this is less than or equal to 2cn/ √ log 2n for n ≥ 10 66 , as required.
(ii) n/n 2 ≥ n 858/1000 . Then, by Lemma 2.8, we have E(n, 2) ≤ n/(c ′ log (n/n 2 )) ≤ (1000/858)n/c ′ log n, and hence d(G) ≤ (1000/858)n/(c ′ log n) + cn/ √ log n. Again, this is less than or equal to 2cn/ √ log 2n, for n ≥ 10 66 .
2. m = 3. Here, Lemma 5.1 gives d(G) ≤ E(n, 3) + E(n, 2) + d(S). Using the bounds for d(S) described above, this gives us what we need whenever 2 ≤ n ≤ 5577, and whenever n is one of the exceptional cases of Theorem 1.1. Otherwise, n ≥ 5578, and we use Corollary 5.5 to distinguish two cases, with α = 1/3.
(i) n 2 , n 3 ≤ n 1/3 . Then d(G) ≤ 3n/(c ′ log n) + cn/ √ log n, and this is less than or equal to 3cn/ √ log 3n for n ≥ 3824.
(ii) n 2 ≥ n 1/3 , or n 3 ≥ n 1/3 . Then d(G) ≤ b √ 3n/ √ log n + √ n + cn/ √ log n, and this is at most 3cn/ √ log 3n, for n ≥ 5578.
3. m = 4. Here Corollary 5.4 implies that d(G) ≤ 2E(n, 2) + E(n, 3) + 1 + d(S). Using the bounds on d(S) described above, this yields the required upper bound in each of the exceptional cases of Theorem 1.1, and whenever 7 ≤ n ≤ 115062. When 2 ≤ n ≤ 6, G is transitive of degree d, with d ≤ 24, and the result follows from Table A.1. So assume that (i) n 2 , n 5 ≤ n 37/100 . Then d(G) ≤ (500/63)n/(c ′ log n) + cn/ √ log n, which is less than or equal to 8cn/ √ log 8n for n ≥ 273, as required.
(ii) n 2 ≥ n 37/100 . Then d(G) ≤ 3b 100/37n/ √ log n + 2n 63/100 + cn/ √ log n, and this is no greater than 8cn/ √ log 8n when n ≥ 98.
(iii) n 5 ≥ n 37/100 . Then d(G) ≤ 2b 100/37n/ √ log n + 3n 63/100 + cn/ √ log n, which is less than or equal to 8cn/ √ log 8n for n ≥ 27.
8. m = 9. Using Table A (i) n 2 , n 3 ≤ n 37/100 . Then d(G) ≤ (700/63)n/(c ′ log n) + cn/ √ log n, and this is less than or equal to 9cn/ √ log 9n for n ≥ 2336, as needed.
(ii) n 2 ≥ n 37/100 . Then d(G) ≤ 4b 100/37n/ √ log n + 3n 63/100 + cn/ √ log n, which is no larger than 9cn/ √ log 9n, whenever n ≥ 1197.
(iii) n 3 ≥ n 37/100 . Here, d(G) ≤ 3b 100/37n/ √ log n + 4n 63/100 + cn/ √ log n, and this is less than or equal to 9cn/ √ log 9n for n ≥ 148.
