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Abstract
For a nonempty convex subset C of a Hadamard space X , it is proved that u = PCx if and
only if 〈−→xu,−→uy〉 > 0 for all y ∈ C. As an application of this characterization, we prove strong
convergence of two iterative algorithms with perturbations for nonexpansive mappings.
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1. Introduction
A metric space (X, d) is a CAT(0) space if it is geodesically connected and if every
geodesic triangle in X is at least as thin as its comparison triangle in the Euclidean plane.
For other equivalent definitions and basic properties, we refer the reader to standard texts
such as [1, 3]. Complete CAT(0) spaces are often called Hadamard spaces. Let x, y ∈ X
and λ ∈ [0, 1]. We write λx⊕ (1−λ)y for the unique point z in the geodesic segment joining
from x to y such that
d(z, x) = (1− λ)d(x, y) and d(z, y) = λd(x, y). (1.1)
We also denote by [x, y] the geodesic segment joining from x to y, that is, [x, y] = {λx ⊕
(1− λ)y : λ ∈ [0, 1]}. A subset C of a CAT(0) space is convex if [x, y] ⊆ C for all x, y ∈ C.
Berg and Nikolaev in [2] introduced the concept of quasilinearization in a metric space
X . Let us formally denote a pair (a, b) ∈ X ×X by
−→
ab and call it a vector. Then quasilin-
earization is a map 〈·, ·〉 : (X ×X)× (X ×X)→ R defined by
〈
−→
ab,
−→
cd〉 =
1
2
(
d2(a, d) + d2(b, c)− d2(a, c)− d2(b, d)
)
, (a, b, c, d ∈ X). (1.2)
∗Corresponding author.
Email addresses: h−dehghan@iasbs.ac.ir, hossein.dehgan@gmail.com (Hossein Dehghan),
rooin@iasbs.ac.ir (Jamal Rooin)
Preprint submitted to Journal of Nonlinear and Convex Analysis September 8, 2018
It is easily seen that 〈
−→
ab,
−→
cd〉 = 〈
−→
cd,
−→
ab〉, 〈
−→
ab,
−→
cd〉 = −〈
−→
ba,
−→
cd〉 and 〈−→ax,
−→
cd〉 + 〈
−→
xb,
−→
cd〉 =
〈
−→
ab,
−→
cd〉 for all a, b, c, d, x ∈ X . We say that X satisfies the Cauchy-Schwarz inequality if
〈
−→
ab,
−→
cd〉 6 d(a, b)d(c, d)
for all a, b, c, d ∈ X . It is known [2, Corollary 3] that a geodesically connected metric space
is a CAT(0) space if and only if it satisfies the Cauchy-Schwarz inequality.
Let C be a nonempty subset of a complete CAT(0) space X . Then a mapping T of C
into itself is called nonexpansive if d(Tx, Ty) 6 d(x, y) for all x, y ∈ C. A point x ∈ C is
called a fixed point of T if Tx = x. We denote by F (T ) the set of all fixed points of T . Kirk
[9] showed that the fixed point set of a nonexpansive mapping T is nonempty, closed and
convex.
Iterative methods for finding fixed points of nonexpansive mappings have received vast inves-
tigations due to its extensive applications in a variety of applied areas of inverse problem, par-
tial differential equations, image recovery, and signal processing; see [18, 17, 13, 16, 15, 4, 19]
and the references therein. One of the difficulties in carrying out results from Banach space
to Hadamard space setting lies in the heavy use of the linear structure of the Banach spaces.
Now having an inner product-like notion( quasilinearization) in Hadamard spaces, we
first obtain a characterization of metric projection together with some basic lemmas in
Hadamard spaces. Then, we introduce two iterative methods to approximate fixed points
of nonexpansive mappings in Hadamard spaces.
2. Preliminaries and lemmas
In this section, we recall some basic results and prove some useful lemmas which we need
in the sequel.
Lemma 2.1. [3, Proposition 2.2] Let X be a CAT(0) space, p, q, r, s ∈ X and λ ∈ [0, 1].
Then
d(λp⊕ (1− λ)q, λr ⊕ (1− λ)s) 6 λd(p, r) + (1− λ)d(q, s).
Lemma 2.2. [7, Lemma 2.4] Let X be a CAT(0) space, x, y, z ∈ X and λ ∈ [0, 1]. Then
d(λx⊕ (1− λ)y, z) 6 λd(x, z) + (1− λ)d(y, z).
Lemma 2.3. [7, Lemma 2.5] Let X be a CAT(0) space, x, y, z ∈ X and λ ∈ [0, 1]. Then
d2(λx⊕ (1− λ)y, z) 6 λd2(x, z) + (1− λ)d2(y, z)− λ(1− λ)d2(x, y).
Lemma 2.4. [14, Lemma 1.1] Let {xn}, {yn} and {zn} be bounded sequences in a met-
ric space of hyperbolic type X and {βn} be a sequence in [0, 1] with 0 < lim infn→∞ βn 6
lim supn→∞ βn < 1. Suppose that xn+1 = (1−βn)yn⊕βnzn for all n > 1, limn→∞ d(yn, xn) =
0 and lim supn→∞(d(zn+1, zn)− d(xn+1, xn)) 6 0. Then, limn→∞ d(zn, xn) = 0.
2
We note that every CAT(0) space is of hyperbolic type (see [10]).
Lemma 2.5. (Liu’s lemma) Assume that {an} is a sequence of nonnegative real numbers
such that
an+1 6 (1− γn)an + γnδn + σn, n > 0,
where {γn} is a sequence in (0,1), {δn} is sequence in R and {σn} is a sequence of nonneg-
ative numbers such that (i) limn→∞ γn = 0 and
∑
∞
n=0 γn = ∞, (ii) lim supn→∞ δn 6 0 or∑
∞
n=0 γn|δn| <∞, (iii)
∑
∞
n=0 σn <∞. Then limn→∞ an = 0.
We shall repeatedly use the following useful lemmas in the next sections.
Lemma 2.6. Let X be a CAT(0) space, x, y ∈ X, λ ∈ [0, 1] and z = λx⊕ (1− λ)y. Then,
〈−→zy,−→zw〉 6 λ〈−→xy,−→zw〉 (w ∈ X).
Proof. Using (1.1) and Lemma 2.3, we have
2(〈−→zy,−→zw〉 − λ〈−→xy,−→zw〉) = d2(z, w) + d2(y, z)− d2(y, w)
−λ
(
d2(x, w) + d2(y, z)− d2(x, z)− d2(y, w)
)
6 λd2(x, w) + (1− λ)d2(y, w)− λ(1− λ)d2(x, y) + d2(y, z)
−d2(y, w)− λ
(
d2(x, w) + d2(y, z)− d2(x, z)− d2(y, w)
)
= (1− λ)d2(y, z) + λd2(x, z)− λ(1− λ)d2(x, y)
= (1− λ)λ2d2(y, x) + λ(1− λ)2d2(x, y)− λ(1− λ)d2(x, y)
= 0,
which implies the desired inequality. 
Lemma 2.7. Let X be a CAT(0) space, x, y, z ∈ X and λ ∈ [0, 1]. Then,
d2(λx⊕ (1− λ)y, z) 6 λ2d2(x, z) + (1− λ)2d2(y, z) + 2λ(1− λ)〈−→xz,−→yz〉.
Proof. Using Lemma 2.3, we have
d2(λx⊕ (1− λ)y, z) 6 λd2(x, z) + (1− λ)d2(y, z)− λ(1− λ)d2(x, y)
= λ2d2(x, z) + (1− λ)2d2(y, z)
+λ(1− λ)
(
d2(x, z) + d2(y, z)− d2(x, y)
)
= λ2d2(x, z) + (1− λ)2d2(y, z) + 2λ(1− λ)〈−→xz,−→yz〉,
which is the desired inequality. 
Let {xn} be a bounded sequence in a complete CAT(0) space X . For x ∈ X , we set
r(x, {xn}) = lim sup
n→∞
d(x, xn).
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The asymptotic radius r({xn}) of {xn} is given by
r({xn}) = inf{r(x, {xn}) : x ∈ X},
and the asymptotic center A({xn}) of {xn} is the set
A({xn}) = {x ∈ X : r(x, {xn}) = r({xn})}.
It is known from Proposition 7 of [6] that in a CAT(0) space, A({xn}) consists of exactly
one point.
A sequence {xn} ⊂ X is said to ∆-converge to x ∈ X if A({xnk}) = {x} for every subse-
quence {xnk} of {xn}.
We need the following lemmas.
Lemma 2.8. [11] Every bounded sequence in a complete CAT(0) space always has a ∆-
convergent subsequence.
Lemma 2.9. [5] If C is a closed convex subset of a complete CAT(0) space and if {xn} is
a bounded sequence in C, then the asymptotic center of {xn} is in C.
Lemma 2.10. [5] If C is a closed convex subset of X and T : C → X is a nonexpansive
mapping, then the conditions {xn} ∆-convergence to x and d(xn, Txn)→ 0, and imply x ∈ C
and Tx = x.
Lemma 2.11. [8, Theorem 2.6] Let X be a complete CAT(0) space, {xn} be a sequence in
X and x ∈ X. Then {xn} ∆-converges to x if and only if lim supn→∞〈
−−→xxn,
−→xy〉 ≤ 0 for all
y ∈ X.
3. Metric projection
Let C be a nonempty complete convex subset of a CAT(0) space X . It is known that
for any x ∈ X there exists a unique point u ∈ C such that
d(x, u) = min
y∈C
d(x, y).
The mapping PC : X → C defined by PCx = u is called the metric projection from X
onto C. Also, PC is nonexpansive ( see [3, Proposition 2.4]). Now, we state and prove our
characterization of metric projection.
Theorem 3.1. Let C be a nonempty convex subset of a CAT(0) space X, x ∈ X and u ∈ C.
Then u = PCx if and only if
〈−→xu,−→uy〉 > 0 (∀y ∈ C).
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Proof. Let 〈−→xu,−→uy〉 > 0 for all y ∈ C. If d(x, u) = 0, then the assertion is clear. Otherwise,
we have
〈−→xu,−→xy〉 − 〈−→xu,−→xu〉 = 〈−→xu,−→uy〉 > 0.
This together with the Cauchy-Schwarz inequality implies that
d2(x, u) = 〈−→xu,−→xu〉 6 〈−→xu,−→xy〉 6 d(x, u)d(x, y).
That is, d(x, u) 6 d(x, y) for all y ∈ C and so u = PCx.
For the converse, let u = PCx. Since C is convex, then z = λy ⊕ (1 − λ)u ∈ C for all
y ∈ C and λ ∈ (0, 1). Thus, d(x, u) 6 d(x, z). Using (1.2) we have
〈−→xz,−→uz〉 >
1
2
d2(x, z)−
1
2
d2(x, u) > 0. (3.1)
On the other hand, by using Lemma 2.6, we have 〈−→xz,−→uz〉 6 λ〈−→xz,−→uy〉. This together with
(3.1) implies that 〈−→xz,−→uy〉 > 0. Since the function d(·, x) : X → R is continuous for all
x ∈ X , considering (1.2) and letting λ → 0+, we have 〈−→xu,−→uy〉 > 0. This completes the
proof. 
4. Convergence theorems
In this section, we apply the obtained results to approximate fixed points of nonexpansive
mappings in Hadamard spaces. In the rest of the paper, (X, d) is a Hadamard space, o is
an arbitrary fixed element in X , which we may call the ”zero” of X and ‖x‖ := d(x, o) for
all x ∈ X .
4.1. Convergence of an implicit algorithm
Let T be a nonexpansive self-mapping of a nonempty closed convex subset C of a
Hadamard space X . We denote by F (T ) the set of all fixed points of T . Fix u ∈ X . Then
for each α ∈ (0, 1), there exists a unique point xα ∈ C satisfying xα = PC (αu⊕ (1− α)Txα)
because the mapping x 7→ PC (αu⊕ (1− α)Tx) is contractive by virtue of Lemma 2.1 and
nonexpansiveness of PC . Therefore, we may define the following implicit iterative method.
Algorithm 4.1. Let {αm} be a sequence in (0, 1) and define the iterative sequence {xm} by
xm = PC (αmum ⊕ (1− αm)Txm) , m > 1, (4.1)
where the sequence {um} ⊂ X is a small perturbation for the m-step iteration satisfying
‖um‖ → 0 as m→∞.
Theorem 4.2. If F (T ) 6= ∅, then as αm → 0, the sequence {xm} generated by the implicit
method ( 4.1) converges to a q ∈ F (T ).
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Proof. We first show that {xm} is bounded. Taking p ∈ F (T ) and using the fact that PC
is nonexpansive and Lemma 2.2, we have
d(xm, p) = d (PC (αmum ⊕ (1− αm)Txm) , p)
6 d (αmum ⊕ (1− αm)Txm, p)
6 αmd(um, p) + (1− αm)d(Txm, p)
6 αmd(um, p) + (1− αm)d(xm, p),
which implies that
d(xm, p) 6 d(um, p) 6 ‖um‖+ ‖p‖.
Since ‖um‖ → 0, then {um} is bounded. It follows that {xm} is bounded, so is the sequence
{Txm}. Thus, there exists a constant M > 0 such that ‖um‖, ‖xm‖, ‖Txm‖ 6 M for all
m > 1. Since Txm ∈ C, we get
d(xm, Txm) = d (PC (αmum ⊕ (1− αm)Txm) , PC(Txm))
6 d (αmum ⊕ (1− αm)Txm, Txm)
= αmd(um, Txm)
6 2αmM → 0, (4.2)
as m → ∞. Setting ym = αmum ⊕ (1 − αm)Txm for all m > 1, we then have xm = PCym.
Also, by Lemma 2.2
d(xm, ym) 6 αmd(xm, um) + (1− αm)d(xm, Txm)→ 0, (as m→∞). (4.3)
Since PC is nonexpansive and p, Txm ∈ C, we have
2〈
−−−−→
xmTxm,
−−→xmp〉 = d
2(xm, p) + d
2(Txm, xm)− d
2(Txm, p)
6 d2(ym, p) + d
2(Txm, ym)− d
2(Txm, p)
= 2〈
−−−−→
ymTxm,
−−→ymp〉. (4.4)
Also, it follows from Lemma 2.6 that 〈
−−−−→
ymTxm,
−−→ymp〉 6 αm〈
−−−−→
umTxm,
−−→ymp〉. Hence, we have
d2(xm, p) = 〈
−−→xmp,
−−→xmp〉 = 〈
−−−−→
xmTxm,
−−→xmp〉+ 〈
−−−→
Txmp,
−−→xmp〉
6 〈
−−−−→
ymTxm,
−−→ymp〉+ 〈
−−−→
Txmp,
−−→xmp〉 6 αm〈
−−−−→
umTxm,
−−→ymp〉+ 〈
−−−→
Txmp,
−−→xmp〉
= αm〈
−−−−→
umTxm,
−−−→ymxm〉+ αm〈
−−→ump,
−−→xmp〉+ (1− αm)〈
−−−→
Txmp,
−−→xmp〉
6 αmd(um, Txm)d(ym, xm) + αm〈
−−→umo,
−−→xmp〉+ αm〈
−→op,−−→xmp〉
+(1− αm)d(Txm, p)d(xm, p)
6 2αmMd(ym, xm) + αm‖um‖d(xm, p) + αm〈
−→op,−−→xmp〉+ (1− αm)d
2(xm, p),
which implies that
d2(xm, p) 6 2Md(ym, xm) + ‖um‖(‖p‖+M) + 〈
−→op,−−→xmp〉. (4.5)
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Since {xm} is bounded, by Lemma 2.8, there exists a subsequence {xmi} of {xm} which
∆-converges to a point q. By Lemma 2.9, q ∈ C. It follows from (4.2) and Lemma 2.10 that
q ∈ F (T ). Substituting mi and q, respectively, for m and p in (4.5), we get
d2(xmi , q) 6 2Md(ymi , xmi) + ‖umi‖(‖q‖+M) + 〈
−→oq,−−→xmiq〉. (4.6)
This together with Lemma 2.11, (4.3) and ∆-convergence of {xmi} to q implies that xmi → q
strongly as i→∞.
Now, if {xmj} is a subsequence of {xm} which converges to a point q
′ ∈ C, then by using
the same argument as in proof above, we get q′ ∈ F (T ). Utilizing (4.5), we have
d2(xmi , q
′) 6 2Md(ymi , xmi) + ‖umi‖(‖q
′‖+M) + 〈
−→
oq′,
−−−→
xmiq
′〉
and
d2(xmj , q) 6 2Md(ymj , xmj ) + ‖umj‖(‖q‖+M) + 〈
−→oq,−−→xmjq〉.
By (4.3) and continuity of d(·, x) for all x ∈ X , we get
d2(q, q′) 6 〈
−→
oq′,
−→
qq′〉 and d2(q′, q) 6 〈−→oq,
−→
q′q〉. (4.7)
Therefore, we obtain
2d2(q, q′) 6 〈
−→
oq′,
−→
qq′〉+ 〈−→oq,
−→
q′q〉 = 〈
−→
q′o,
−→
q′q〉+ 〈−→oq,
−→
q′q〉 = 〈
−→
q′q,
−→
q′q〉 = d2(q, q′).
Thus, q′ = q. This shows that {xm} converges to q ∈ F (T ) and the proof is completed. 
4.2. Convergence of an explicit algorithm
In this subsection we study strong convergence of an explicit algorithm to a fixed point
of nonexpansive mappings.
Algorithm 4.3. Let C be a nonempty closed convex subset of a Hadamard space X. Let
T : C → C be a nonexpansive mapping. Define the iterative sequence {xn} as follows:

x0 ∈ C, chosen arbitrary,
yn = αnun ⊕ (1− αn)Txn, n > 0,
xn+1 = (1− βn)xn ⊕ βnPCyn,
(4.8)
where {αn} and {βn} are two sequences in (0, 1), and the sequence {un} ⊂ X is a perturba-
tion for the n-step iteration.
Theorem 4.4. Let F (T ) 6= ∅. If the conditions (i) limn→∞ αn = 0 and
∑
∞
n=0 αn = ∞, (ii)
0 < lim infn→∞ βn 6 lim supn→∞ βn < 1, (iii)
∑
∞
n=0 αn‖un‖ < ∞ satisfy, then the sequence
{xn} generated by the explicit method (4.8) converges to a q ∈ F (T ).
7
Proof. Let p ∈ F (T ). By Lemma 2.2 and nonexpansiveness of PC , we have
d(xn+1, p) = d ((1− βn)xn ⊕ βnPCyn, p)
6 (1− βn)d(xn, p) + βnd(PCyn, p)
6 (1− βn)d(xn, p) + βn[d(αnun ⊕ (1− αn)Txn, p)]
6 (1− βn)d(xn, p) + βn[αnd(un, p) + (1− αn)d(Txn, p)]
6 (1− βn)d(xn, p) + βn[αn(‖un‖+ ‖p‖) + (1− αn)d(xn, p)]
6 (1− αnβn)d(xn, p) + βnαn‖p‖+ αn‖un‖
6 max{d(xn, p), ‖p‖}+ αn‖un‖.
By induction, we get
d(xn+1, p) 6 max{d(x0, p), ‖p‖}+
n∑
i=0
αi‖ui‖,
which together with condition (iii) implies that {xn} is bounded, so is the sequence {Txn} ⊂
C. Next, we prove that
lim
n→∞
d(xn+1, xn) = 0. (4.9)
Let zn = PCyn for all n > 0. It follows from nonexpansiveness of PC and Lemma 2.1 that
d(zn+1, zn) 6 d(yn+1, yn) = d (αn+1un+1 ⊕ (1− αn+1)Txn+1, αnun ⊕ (1− αn)Txn)
6 d (αn+1un+1 ⊕ (1− αn+1)Txn+1, αn+1un+1 ⊕ (1− αn+1)Txn)
+d (αn+1un+1 ⊕ (1− αn+1)Txn, Txn) + d (Txn, αnun ⊕ (1− αn)Txn)
6 (1− αn+1)d(Txn+1, Txn) + αn+1d(un+1, Txn) + αnd(un, Txn)
6 (1− αn+1)d(xn+1, xn) + αn+1‖un+1‖+ αn‖un‖+ (αn+1 + αn)‖Txn‖.
Hence,
d(zn+1, zn)− d(xn+1, xn) 6 αn+1‖un+1‖+ αn‖un‖+ (αn+1 + αn)‖Txn‖.
This together with (i) and (iii) implies that lim supn→∞(d(zn+1, zn) − d(xn+1, xn)) 6 0. It
follows from Lemma 2.4 that
lim
n→∞
d(zn, xn) = 0. (4.10)
Since d(xn+1, xn) = βnd (zn, xn), we get (4.9). Now, we show that
lim
n→∞
d(xn, Txn) = 0. (4.11)
Utilizing (4.8) and Lemma 2.2, we have
d(xn, Txn) 6 d(xn, xn+1) + d(xn+1, Txn)
6 d(xn, xn+1) + (1− βn)d(xn, Txn) + βnd(PCyn, Txn)
6 d(xn, xn+1) + (1− βn)d(xn, Txn) + βnd(yn, Txn)
= d(xn, xn+1) + (1− βn)d(xn, Txn) + βnαnd(un, Txn).
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Hence,
d(xn, Txn) 6
1
βn
d(xn, xn+1) + αn(‖un‖+ ‖Txn‖).
This together with (4.9) and conditions (i)-(iii) implies that limn→∞ d(xn, Txn) = 0. More-
over,
d(xn, yn) 6 αnd(xn, un) + (1− αn)d(xn, Txn)
6 αn‖xn‖+ αn‖un‖+ (1− αn)d(xn, Txn)→ 0 (as n→∞).
Therefore, the inequality d(zn, yn) 6 d(zn, xn) + d(xn, yn) together with (4.10) implies that
lim
n→∞
d(zn, yn) = 0. (4.12)
Let {x′m} be the sequence defined by the implicit method (4.1), q = limm→∞ x
′
m and
y′m = α
′
mum ⊕ (1 − α
′
m)Tx
′
m for all m > 1 where {α
′
m} ⊆ (0, 1) and {u
′
m} ⊆ X with
limm→∞ α
′
m = limm→∞ ‖u
′
m‖ = 0. We show that lim supn→∞〈
−→qo,−→qxn〉 6 0. Similar to (4.4)
we may obtain that 〈
−−−−→
x′mTx
′
m,
−−−→
x′mxn〉 6 〈
−−−−→
y′mTx
′
m,
−−−→
y′mxn〉. Also, by Lemma 2.6
d2(x′m, xn) = 〈
−−−→
x′mxn,
−−−→
x′mxn〉 = 〈
−−−−→
x′mTx
′
m,
−−−→
x′mxn〉+ 〈
−−−−→
Tx′mxn,
−−−→
x′mxn〉
6 〈
−−−−→
y′mTx
′
m,
−−−→
y′mxn〉+ 〈
−−−−→
Tx′mxn,
−−−→
x′mxn〉
6 α′m〈
−−−−→
u′mTx
′
m,
−−−→
y′mxn〉+ 〈
−−−−→
Tx′mxn,
−−−→
x′mxn〉
= α′m〈
−−−−→
u′mTx
′
m,
−−−→
y′mx
′
m〉+ α
′
m〈
−−−→
u′mxn,
−−−→
x′mxn〉+ (1− α
′
m)〈
−−−−→
Tx′mxn,
−−−→
x′mxn〉
= α′m〈
−−−−→
u′mTx
′
m,
−−−→
y′mx
′
m〉+ α
′
m〈
−−−→
u′mx
′
m,
−−−→
x′mxn〉+ α
′
m〈
−−−→
x′mxn,
−−−→
x′mxn〉
+(1− α′m)〈
−−−−−→
Tx′mTxn,
−−−→
x′mxn〉+ (1− α
′
m)〈
−−−−→
Txnxn,
−−−→
x′mxn〉
6 α′md(u
′
m, Tx
′
m)d(y
′
m, x
′
m) + α
′
m〈
−−→
u′mo,
−−−→
x′mxn〉+ α
′
m〈
−−→
ox′m,
−−−→
x′mxn〉
+α′md
2(x′m, xn) + (1− α
′
m)d(Tx
′
m, Txn)d(x
′
m, xn)
+(1− α′m)d(Txn, xn)d(x
′
m, xn)
6 2α′mMd(y
′
m, x
′
m) + α
′
m‖u
′
m‖d(x
′
m, xn) + α
′
m〈
−−→
ox′m,
−−−→
x′mxn〉
+d2(x′m, xn) + d(Txn, xn)d(x
′
m, xn),
where M > 0 is such that ‖u′m‖, ‖x
′
m‖, ‖Tx
′
m‖ 6M for all m > 1. It follows that
〈
−−→
x′mo,
−−−→
x′mxn〉 6 2Md(y
′
m, x
′
m) + ‖u
′
m‖M
′ +
d(Txn, xn)M
′
α′m
,
where M ′ > 0 such that d(x′m, xn) 6 M
′ for all m > 1 and n > 0. It follows from (4.3),
‖u′m‖ → 0 and (4.11) that
lim sup
m→∞
lim sup
n→∞
〈
−−→
x′mo,
−−−→
x′mxn〉 6 0. (4.13)
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We note that
〈−→qo,−→qxn〉 = 〈
−→qo,
−−→
qx′m〉+ 〈
−−→
qx′m,
−−−→
x′mxn〉+ 〈
−−→
x′mo,
−−−→
x′mxn〉
6 〈−→qo,
−−→
qx′m〉+ d(q, x
′
m)d(x
′
m, xn) + 〈
−−→
x′mo,
−−−→
x′mxn〉
6 〈−→qo,
−−→
qx′m〉+ d(q, x
′
m)M
′ + 〈
−−→
x′mo,
−−−→
x′mxn〉.
This together with (4.13) and limm→∞ x
′
m = q implies that
lim sup
n→∞
〈−→qo,−→qxn〉 = lim sup
m→∞
lim sup
n→∞
〈−→qo,−→qxn〉 6 lim sup
m→∞
lim sup
n→∞
〈
−−→
x′mo,
−−−→
x′mxn〉 6 0. (4.14)
Since
〈−→qo,−→qzn〉 = 〈
−→qo,−→qxn〉+ 〈
−→qo,−−→xnzn〉 6 〈
−→qo,−→qxn〉+ ‖q‖d(xn, zn)
and
〈−→qo,
−−−→
qTxn〉 = 〈
−→qo,−→qxn〉+ 〈
−→qo,
−−−−→
xnTxn〉 6 〈
−→qo,−→qxn〉+ ‖q‖d(xn, Txn),
using (4.10), (4.11) and (4.14), we have
lim sup
n→∞
〈−→qo,−→qzn〉 6 0 and lim sup
n→∞
〈−→qo,
−−−→
qTxn〉 6 0. (4.15)
Finally, we show that limn→∞ xn = q. Since zn = PCyn and q ∈ C, it follows from Theorem
3.1 that 〈−−→znyn,
−→znq〉 6 0. Using (4.8) and Lemma 2.3 and 2.6, we have
d2(xn+1, q) 6 (1− βn)d
2(xn, q) + βnd
2(zn, q)
= (1− βn)d
2(xn, q) + βn〈
−−→znyn,
−→znq〉+ βn〈
−→ynq,
−→znq〉
6 (1− βn)d
2(xn, q) + βn〈
−→ynq,
−→znq〉
= (1− βn)d
2(xn, q) + βn〈
−−−−→
ynTxn,
−→znq〉+ βn〈
−−−→
Txnq,
−→znq〉
= (1− βn)d
2(xn, q) + βn〈
−−−−→
ynTxn,
−−→znyn〉+ βn〈
−−−−→
ynTxn,
−→ynq〉
+βn〈
−−−→
Txnq,
−→znq〉
6 (1− βn)d
2(xn, q) + βn〈
−−−−→
ynTxn,
−−→znyn〉+ βnαn〈
−−−−→
unTxn,
−→ynq〉
+βn〈
−−−→
Txnq,
−→znq〉
= (1− βn)d
2(xn, q) + βn〈
−−−−→
ynTxn,
−−→znyn〉+ βnαn〈
−−−−→
unTxn,
−−→ynzn〉
+βn
(
αn〈
−→unq,
−→znq〉+ (1− αn)〈
−−−→
Txnq,
−→znq〉
)
6 (1− βn)d
2(xn, q) + βnd(yn, Txn)d(zn, yn) + βnαnd(un, Txn)d(zn, yn)
+βn
(
αn〈
−→uno,
−→znq〉+ αn〈
−→oq,−→znq〉+ (1− αn)〈
−−−→
Txnq,
−→znq〉
)
= (1− βn)d
2(xn, q) + 2βnαnd(un, Txn)d(zn, yn)
+βn
(
αn〈
−→uno,
−→znq〉+ αn〈
−→oq,−→znq〉+ (1− αn)〈
−−−→
Txnq,
−→znq〉
)
. (4.16)
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We note that
〈
−−−→
Txnq,
−→znq〉 6 d(Txn, q)d(zn, q) 6 d(xn, q)d(yn, q) 6
1
2
(
d2(xn, q) + d
2(yn, q)
)
. (4.17)
Also, using Lemma 2.1 and 2.7 we have
d2(yn, q) 6 (d(yn, αno⊕ (1− αn)Txn) + d(αno⊕ (1− αn)Txn, q))
2
6 (αn‖un‖+ d(αno⊕ (1− αn)Txn, q))
2
= α2n‖un‖
2 + d2(αno⊕ (1− αn)Txn, q) + 2αn‖un‖d(αno⊕ (1− αn)Txn, q)
6 α2n‖q‖
2 + (1− αn)
2d2(Txn, q) + 2αn(1− αn)〈
−→oq,
−−−→
Txnq〉
+α2n‖un‖
2 + 2αn‖un‖d(αno⊕ (1− αn)Txn, q)
6 (1− αn)d
2(xn, q) + αn
(
αn‖q‖
2 + 2(1− αn)〈
−→oq,
−−−→
Txnq〉
)
+αn‖un‖M
′′, (4.18)
where M ′′ = supn{αn‖un‖+ 2d((1− αn)Txn ⊕ αno, q)}. Using (4.16), (4.17) and (4.18), we
obtain
d2(xn+1, q) 6 (1− βn)d
2(xn, q) + 2βnαnd(un, Txn)d(zn, yn)
+βn
(
αn〈
−→uno,
−→znq〉+ αn〈
−→oq,−→znq〉+
(1− αn)
2
(
d2(xn, q) + d
2(yn, q)
))
6 (1− βn)d
2(xn, q) + 2βnαnd(un, Txn)d(zn, yn)
+βnαn‖un‖d(zn, q) + βnαn〈
−→oq,−→znq〉
+
(1− αn)βn
2
(
d2(xn, q) + (1− αn)d
2(xn, q)
)
+
(1− αn)βn
2
(
αn
(
αn‖q‖
2 + 2(1− αn)〈
−→oq,
−−−→
Txnq〉
)
+ αn‖un‖M
′′
)
6 (1− βnαn)d
2(xn, q) + βnαn
(
2‖Txn‖d(zn, yn) + 〈
−→oq,−→znq〉+ αn‖q‖
2
+2(1− αn)〈
−→oq,
−−−→
Txnq〉
)
+ αn‖un‖ (2d(zn, yn) + d(zn, q) +M
′′)
= (1− γn)d
2(xn, q) + γnδn + σn,
where γn = βnαn, δn = 2‖Txn‖d(zn, yn) + 〈
−→oq,−→znq〉 + αn‖q‖
2 + 2(1 − αn)〈
−→oq,
−−−→
Txnq〉 and
σn = αn‖un‖(2d(zn, yn)+ d(zn, q)+M
′′). Now, considering conditions (i)-(iii), (4.12), (4.15)
and applying Lemma 2.5 to the last inequality, we conclude that limn→∞ xn = q. This
completes the proof. 
Remark 4.5. The algorithms (4.1) and (4.8) converge strongly to PF (T )o, the nearest point
of F (T ) to o. In fact, a similar method as in proof of (4.7) shows that d2(q, p) 6 〈−→op,−→qp〉 for
all p ∈ F (T ). Which is equivalent to 〈−→qo,−→qp〉 6 0 for all p ∈ F (T ). It follows from Theorem
3.1 that q = PF (T )o.
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