Abstract-The combinatorial optimization problem is one of the important applications in neural network computation. The solutions of linearly constrained continuous optimization problems are difficult with an exact algorithm, but the algorithm for the solution of such problems is derived by using logarithm barrier function. In this paper we have made an attempt to solve the linear constrained optimization problem by using general logarithm barrier function to get an approximate solution. In this case the barrier parameters behave as temperature decreasing to zero from sufficiently large positive number satisfying convexity of the barrier function. We have developed an algorithm to generate decreasing sequence of solution converging to zero limit.
INTRODUCTION
et us consider graph G= (V,E) where V=(1,2,...n) is the set of nodes and E is the set of edges. The edge between two nodes and is defined by (i,j).Let (W ij ) n×n is symmetric weight matrix such that Where j is maximized for s, t not belonging to the same set. This problem is called s-t max cut problem.
Through the exact solution is difficult however the same can be obtained by considering a equivalent problem.
(1.3)
Subject to
Benson and Zhang [2] found an algorithm to get an approximate solution in this direction to solve combinatorial and quadratic optimization problem.
Neural computation is combinatorial and quadratic optimization problem due to Hopfield and Tank [10] Han and Mann [15] .Gee, Aiyer and Prager [7] made a frame work for studying optimization problem by Neural Network, where in a different paper Gee and Prager [7] used polyhedral combinatorics in Neural Network.
Urahama [13] A systematic study of neural computational model is given by Van Den Berg [14] , Clchoki and Unbehaunen [4] helps to formulate an algorithm to solve such type of problem in an efficient manner. All these work based on deterministic annealing type and to study the global minimum of the effective energy at high temperature and track it as temperature decreases. In this paper we have 
LINEAR LOGARITHMIC BARRIER FUNCTION:
In order to find the solution of the problem first of all we will convert s-t max cut problem into a linearly and to find minimum point where every component equal to -1 and 1 from the solution of (2.1) at the limiting value of β which converging to zero.
Let
For any given barrier parameter β>0 ,the first order necessary optimality condition of (2.1) says that if is a minimum point of (2. 
Main Results
Using the above lemmas we can prove the following main theorem. To prove that ) is closed, we need to show that From the above computation it shows that the ratio is nearly equal to .02 and it proves the convergence of the solution to the local minimum point and shows that the algorithm is an effective one.
Theorem 1.

Conclusion
In this paper we have taken a general logarithmic barrier function to solve the continuous optimization problem by transforming it in to s-t max-cut problem and developed an algorithm is based on the barrier generalized logarithm the barrier function. The algorithm developed for generating decreasing sequence of solution which converges at least a local minimum point of (2.1) with every component equal to either .
