Abstract-The purpose of this study is to develop a system to utilize the successful experiences and help the beginners of garment pattern design (GPD) by optimization methods. A hybrid algorithm (NN-ICEA) based on Neural Network (NN) and immune co-evolutionary algorithm (ICEA) to predict the fit of the garments and search optimal sizes. ICEA takes NN as fitness function and procedures including clonal proliferation, hyper-mutation and co-evolution search the optimal size values. Then, a series of experiments with a dataset of 450 pieces of garments are conducted to demonstrate the prediction and optimization capabilities of NN-ICEA. In the comparative studies, NN-ICEA is compared with NN-GA to show the value of immune inspired operators. Four types of GPD methods are summarized and compared. Moreover, the hybrid system for general features of garment is discussed. The fit prediction based on NN can achieve the high accuracy with the error rate less than 0.2. The size optimization based on ICEA works well when number of the missing sizes is less than 1/3 of the total size number. The research is a feasible and effective attempt aiming at a valuable problem and provides key algorithms for fit prediction and size optimization. The algorithms can be incorporated into garment CAD system.
I. INTRODUCTION
GPD is a complex job mainly depending on the experiences of designers. However, many garment pattern designers are required because the personality for garments is an increasing requirement. How to utilize the successful experiences and how to help the beginners are the problems in this study. How to design fit garment is a main problem in GPD. In this study, it is solved by NN-ICEA.
Because there is no possible mapping function between sizes and fit, NN is introduced to approximate a mapping between the sizes and the fit value. Inspired by immune system and co-evolutionary strategies, ICEA is designed to search the optimal sizes when they are unavailable. The trained NN acts as a fitness function. The unavailable sizes are encoded as a real-value vector. Clonal proliferation, hyper-mutation, co-evolution and immune elimination are designed for effective search. Clonal proliferation generates dynamical population. Hypermutation acts as a variance method to generate diversity. The co-evolution process incorporates the domain knowledge in GPD to strengthen the superiors and tolerate the inferiors. The best one is kept in the immune memory to ensure the monotone evolution. Immune elimination keeps the population stable by eliminating the inferiors. Based on the proposed algorithms and the dataset, a series of experiments are conducted to show the prediction capability of NN and the optimization capability of ICEA.
II. BACKGROUND

A. Copy Intelligent methods in garment design
Although GPD theory tries to solve the problems as many as possible, the experiments of experts do play an important role in almost every aspect of GPD. Therefore, many researchers began to seek intelligent methods for GPD. In [1] , an overview of the area of digital pattern developing for customized garment is given. In the literature, there are five types of intelligent methods in GPD.
(1) The first is based on mathematical models, programming methods or other computational models. In [2] , the decomposition process of garment is studied by semi-group model. In [3] , the geometry of garment is divided into fit zone and fashion zone. In [4] , the different aspects of the pattern-making are analyzed and modeled in an object-oriented (OO) model. In [5] , an automatic garment CAD system using 3D body scan data is developed. In [6] , the mapping from the garment style design to 3D garment stereotype is built with the help of expert knowledge.
(2) The second relates to simulation methods. A new methodology is proposed to prepare and edit initial pattern shape in 3D space by simulating virtual cloth scissoring in [7] . In [8] , a review of cloth simulation is given.
(3) The third type uses soft computing techniques. A method optimizes the estimation of ease allowance using fuzzy logic and sensory evaluation in [9] . In the research work [10] , the authors have tried two different approaches to the simulation of the pattern masters' expertise by artificial neural network and fuzzy logic. Another research was carried out to predict shirt patterns from body sizes, fabric properties and fit requirements using artificial intelligence [11, 12] .
(4) The fourth is related to expert system, which has been embodied into almost all studies above. In [13] , the study introduces the fundamental theories and methodologies used in the automatic making of basic patterns from 3D garment designs.
(5) Interactive evolutionary algorithm based approach is another active field. However, the existing researches mainly deal with the garment style design. In [14] , a framework that fits the needs for virtual garment design and a prototype is presented.
There are some researches related to fit of garment. In [15] , the fit problem is focused on. In [16] , the article outlines the activities involved in setting up CAD systems to automatically customize garments for fit. In [9] , the ease allowance of garment is focused on.
B. Hybrid system based on GA and NN
Generally, there are two types of hybrid algorithms (NN-GA) based on GA and NN. 1) NN is the major method while GA is a common training method for NN, or is to evaluate and optimize the neural network's parameters and structure [17] ; 2) GA acts as the major method and NN is employed to optimize, adjust or present the structure of feasible solution [18] , constraints [19] and the fitness function [20] when they are difficult to present. Most of the studies concentrate on the first type of hybrid approach.
The multilayered feed forward network is a useful NN for function approximation [21] [22] [23] [24] . The most popular method to perform the NN learning is the back propagation algorithm [25] [26] [27] . BP neural network [25] [26] [27] is one of the most well-known supervised learning neural network.
GA has been successfully applied in optimization. However, low convergence speed and lack of local search capability prevent the application of GA [28, 29] . In this study, two competitive algorithms including Immune Algorithm (IA) and Co-Evolutionary Algorithm (CEA) are employed to overcome the shortcomings of GA. Moreover, ICEA is developed to combine the power of IA and CEA. Selection, crossover and mutation in GA are strengthened in ICEA by immune inspirations.
C. Immune computation and co-evolutionary computation
Artificial Immune System (AIS) inspired by the biological immune system has been applied to a variety of optimization problems [23, [30] [31] [32] [33] . Studies have shown that AIS can avoid premature convergence and improve local search capability. Most IAs are designed inspired by clonal selection [34] , negative selection [35] and immune network [36] . Another novel inspiration is the cooperative model [37] in immune system. Compared with GA, IA incorporates additional immune strategies such as clonal selection, hyper-mutation and negative selection to avoid the drawbacks of GA. Many researches show that IA can outperform GA in convergence, distribution and quality of solutions [30] .
CEA is an Evolutionary Algorithm (EA). The fitness function in CEA depends on the relationships among individuals [38] . It appears to have many advantages over traditional EAs in dealing with large search space with complex structures, non-intrinsic or complex objective measures [38] . The two kinds of co-evolution are competitive and cooperative co-evolution. The coevolutionary strategies finally help to obtain better solutions [39] .
III. THE HYBRID SYSTEM FRAMEWORK
A. The framework
In Figure 1 , the framework of the hybrid system consists of two stages including fit prediction and size optimization. In fit prediction, the garment size vectors are normalized by the body sizes. Moreover, each piece of garment is tried on by a tester to give the fit value. The normalized size vectors are taken as the input of a Neural Network (NN), whereas the corresponding fit value is the output. The production of this stage is a trained NN. In size optimization, the size vector of a given garment is divided into two parts, a known size vector and an unknown size vector. ICEA searches the optimal size setting for the unknown size vector. The NN predicts the fit value of any full size vector. 
B. Fit prediction by NN
In this stage, the first task is to obtain the dataset of the garment size vectors, body sizes and the fit values. In Figure 3 , the processes are depicted. The garments and Maximize:
where, constraint (1) and (2) Step 3
Hyper-mutation:
The proliferated antibodies will endure mutation with dynamic probability to generate the diversity of the population.
Step 4 Fitness evaluation:
. The population is evaluated by NN. The best individual is saved to
that is an immune memory to register the best individual.
Step 5
Co-evolution:
. The domain knowledge in GPD is employed to perform coevolutionary variations by cooperation and competition among individuals. The dominated individuals in the Pareto optimal set are tolerated while the non-dominated individuals are kept.
Step 6 Immune elimination:
.The inferior ones in the population are eliminated to keep the population stable.
Step 7
If the number of generations exceeds gen p , IM is returned, else Goto Step 2. In the following, the main procedures and concepts in Algorithm 1 are explained:
(1) In Step 1, the initial antibody population (A) is randomly generated satisfying the constraints in Eq. (2). The unknown vector n X is encoded into a real-value vector as antibody. (2) Aff ∼ shows more crowding in the space, it has the higher probability to mutate. 
(8) There are probably more than one P on C. In the view of GPD, garments in the same P have the containment relationship in every pairs. Competitions exist in the same P because the garments in the same P with lower fit value can be discarded. This type of co-evolution is competitive co-evolution. According to the definition of Pareto Set, garments in different Pareto set can not be compared directly by the sizes. They are co-existed to cooperate for optimization. The traditional operator "crossover" in EA is a common implementation of cooperative co-evolution. In this study, a simple one point crossover operator is employed with the probability crossover p . In competitive coevolution, the size of population decreases and then it increases for cooperative co-evolution. Therefore, from C to D the size variation (increase or drop) can not be determined. 
IV. CASE STUDY AND APPLICATIONS
A. Data set preparation
We consider 450 different pieces of pants with almost the same style and material. A female GPD designer is invited as a tester. For each piece of pant, an average fit score is given by the tester for 5 to 10 times. As shown in In fact, other sizes of the pants can be deduced by regression of these six main sizes. We do not study them deeply here. Then, we use Eq. (11) 
B. NN training A three-layer BP neural network Figure 5 is built in Matlab with the following settings: 1) the neurons of the input, hidden and output layers are 6, 9 and 1; 2) the transfer function of the hidden layer is "tansig"; 3) the transfer function of the output layer is "logsig"; 4) the limit of training epochs is 4000; 5) training function is "train"; 6) the limit of network error rate is 0.001; and 7) other parameters use the default settings in Matlab toolbox. The input data is normalized to [0, 1] to simplify the training process. The neurons of the hidden layer are determined by maximizing the training performance. We train the neural network whose hidden layer has 6~12 neurons by randomly chosen 400 records. As the result, the setting of 9 neurons gets the minimal error rate and its performance is acceptable. Therefore, the final NN uses 9 neurons in the hidden layer. In training NN, 400 records are randomly chosen as the training set while other 50 are the test set. (12) is extracted from the test dataset. The purpose of NN-CEIA is to search the optimal sizes with the maximizing fit value. However, the fit value in CEIA is computed by NN. The optimal sizes with maximal fit by NN are computed by CEIA. In Eq. (13), the fit of the optimal size is reevaluated by experts. It is rational that this fit value replaces the value by NN to evaluate the optimization performance of ICEA.
The parameters of ICEA are listed bellow.
(1) y n X X ⎡ ⎤ ⎣ ⎦ is the six sizes, H, L, INA, UBW, FC and BH. In every time, one or more than one size is missing to test ICEA. (13) is computed. In Figure 7 , ( ) err ⋅ is shown in a Box plot [40] . When only one size misses, the prediction error is low than 0.2. The effect of In order to reveal the effects of the parameters including generation, population size and clonal proliferation ratio, we conduct a series of experiments to study the error rate when (1) The effect of various settings of generation. We set gen p with 50, 100, 200, 500 and 1000 to test how the generation number affects the error rate defined in Eq.
(13). In Figure 8 , the Box plot depicts ( ) err ⋅ in every 10 runs. It can be observed that the more generations produce the lower error rate. However, when the runtime is considered, In the ten times for each setting of the population, the run time is of little difference. Therefore, we use the average runtime to evaluate the performance. The runtime in this experiment does not include the time to train NN and the evaluation process by experts. In Figure 9 , populations of different sizes of are compared in the runtime. In Figure 10 [28] [29] [30] . In Table 1 , we give a comparison to show the advantages of ICEA.
The traditional GA and NN-GA are compared with NN-ICEA. We compare the three algorithms in 10 aspects. From the table, it can be drawn: 1) NN-GA differs from GA in the fitness evaluation approach; 2) NN-ICEA is superior to NN-GA by strengthening the implementation and introducing novel strategies inspired by immune system; 3) NN-ICEA carefully considers the complex problem and tries to take full advantage of expertise evaluation; 4) In NN-ICEA, the probabilities of selection, crossover and mutation, and other many indicators are all determined dynamically, whereas in GA and NN-GA they are predefined statically.
E. Comparison of the design methods in GPD
Based on the experiences and literature in GPD, the methods in GPD can be summarized as four types. First, the garment pattern is designed by hand or the help of 2D garment CAD systems. The design depends on the experience of designers. Second, mathematical models are employed to design the garment pattern automatically in some extent. For example, the pattern can be designed by the geometry decomposition and composition models [2-4, 41, 42] . The 2D/3D mapping system tries to generate 2D shapes from 3D human model [5] . The rulebased expert system is another way to support utilizing the experience [6, 13] . All of these researches try to generate 2D garment pattern by a mapping to predefined stereotypes. Third, the interactive approaches try to utilize the coordination among designers and consumers [7, 14, 15] . Although the interactive methods are probably not applied to GPD in the literature, some researchers have achieved the success in garment style design. In this study, the optimization model and algorithm are the fourth type of methods in GPD. We attempt to construct the problem of fit garment design as an optimal model and then to solve it by intelligent algorithm. 
F. Extensions to support general evaluation of garment
The studied case in this paper is the two main planes of a piece of regular female pant. In order to make it more practical in industry, the following extensions are possible and realizable. 1) Other types of garments can be supported by building corresponding geometry models. 2) The beauty or other subjective features of garments can be introduced to be optimized as done in this study.
3) The material properties such as electricity and thickness can be considered by introducing adjusting rules of the size values. However, 4) because the color and other stylish features of garments are different from the sizedominated features, they should be modeled independently with different skills. However, a more general system can be built to integrate these features for optimization of garment style, pattern and technical design.
V. CONCLUSION
In this paper, we propose NN-ICEA for GPD optimization. First, the problem of GPD is studied, and the backgrounds including intelligent methods in garment design, hybrid system based on NN and GA, immune computation and co-evolutionary computation are summarized. Second, the framework of NN-ICEA is studied. Two stages including fit prediction based on NN and size optimization based on ICEA are studied in detail. Third, a series of experiments and comparative studies present the promising performance of prediction and optimization of ICEA. It can be concluded that NN-ICEA for GPD optimization aiming at a valuable problem and provides a valid solution that can be used in garment CAD systems.
As for future research directions, the study generates three important points. First, the studied dataset need to be enriched. The current scale is difficult to study all sizes of the garment such as pants. Second, in order to present the fuzzy and stochastic nature of the garment and body sizes, it should be modeled as fuzzy vector or stochastic vector. Third, it is valuable to incorporate NN-ICEA into garment CAD system thus the 2-D and 3-D effects of garments can provide intuitive impressions.
