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We describe a consistent framework for information theory in quantum mechanics. Unlike in clas-
sical (Shannon) information theory, conditional entropies can be negative when considering quantum
entangled systems. This has the remarkable consequence that negative virtual information can be
carried by particles. Accordingly, quantum informational processes can be described by diagrams,
much like particle physics reactions, involving quantum bits and antibits. This allows us to reinter-
pret quantum teleportation and superdense coding in a fully consistent way.
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Quantum information theory is a new eld with poten-
tial implications for the conceptual foundations of quan-
tum mechanics. It appears to be the basis for a proper
understanding of the emerging elds of quantum compu-
tation [1], quantum communication, and quantum cryp-
tography [2]. Although some fundamental results have
been obtained recently (such as the quantum noiseless
coding theorem [3] or the rules which govern the pos-
sible extraction of classical information from quantum
entropy [4]), it is still puzzling in many respects. This
is especially true for the purely quantum communica-
tion schemes recently devised by Bennett and cowork-
ers: superdense coding [5] and quantum teleportation
[6]. These complementary processes rely on the spatial
separation of an Einstein-Podolsky-Rosen (EPR) pair,
making use of the quantum correlations between the two
members for transmitting information (while causality is
respected). Even if feasible, they are dicult to interpret.
We show in this Letter that these quantum information
processes can be understood in a fully consistent way
by exploiting a fundamental dierence between classical
(Shannon) and quantum information theory. As we shall
see, the latter allows for negative conditional entropies
even though this is forbidden classically. This leads us to
introduce particles carrying negative information (called
anti-qubits, in analogy with antiparticles).
To be specic, we consider a composite system con-
sisting of two entities, A and B, and outline in parallel
a classical and quantum information-theoretic treatment
of it. If the considered system AB is a (classical or quan-
tum) transmission channel, A is the message source (the
ensemble of symbols { or quantum states { sent through
the channel), and B is the received source (the ensemble
of received symbols). In classical information theory, we




p(a) log p(a) (1)
where the source A produces the symbol a with proba-
bility p(a). It is interpreted as the ignorance about A
[an analogous denition holds for H(B)]. The quantum
analog is the von Neumann entropy S(
A
) of a quantum












denotes the trace over the degrees of free-
dom associated to subsystem A. Both Shannon and von
Neumann entropies dier in general (except if 
A
is a
mixed state composed of orthogonal quantum states).
The combined classical system AB is characterized by
a joint probability p(a; b), and therefore by a joint en-
tropy H(AB) =  
P
a;b
p(a; b) log p(a; b) which is the ig-





], a function of the density
matrix of the combined system 
AB
, is immediate. Here,

























tial traces, while Tr is the trace over the joint Hilbert
space.) The classical conditional entropy is dened as
H(AjB) = H(AB)   H(B) =  
P
a;b
p(a; b) log p(ajb)
where p(ajb) = p(a; b)=p(b) is the probability of a con-
ditional on b; H(AjB) characterizes the remaining igno-
rance on the source A when B is known. It is at this
point that the perfect parallelism between classical and
quantum information theory breaks down. For a quan-















is the unity matrix in the Hilbert space as-
sociated to subsystem A, and 
 is the tensor product
between quantum states in the Hilbert spaces associated





]. Eq. (3) is a generalization
of the denition of the conditional probability if the lat-
ter is read p(ajb) = p(a; b)[1(a)p(b)]
 1
, with 1(a) being
a constant (=1) function of a. Thus 
AjB
is a matrix in
the joint Hilbert space, exactly as p(ajb) is a function of
a and b. While 
AjB
, just as p(ajb), is not always math-
ematically dened, S(AjB) is well-dened and unique as
long as 
AB
is expressed in a product basis. (The only
frame changes of the combined system to be considered





, as they should). In this case,
the order of the matrices in Eq. (3) is unimportant, and







in perfect analogy with
P
a
p(ajb) = 1; 8b. However,

AjB
is not a density matrix, as Tr[
AjB
] 6= 1. It is pre-
cisely because it diers in general from a density matrix
that the von Neumann conditional entropy can be nega-
tive in quantum information theory. (The von Neumann
entropy is a non-negative quantity if applied to a den-
sity matrix only.) In classical information theory, the
conditional probability p(ajb) is a probability distribu-
tion in a (as 0  p(ajb)  1, 8b), so that the condi-
tional Shannon entropy H(AjB) is always positive. This
is in agreement with common sense, since the classical
entropy of a composite system AB cannot be lower than
the entropy of any subsystemA or B. Remarkably, quan-
tum information theory predicts that S(A) > S(AB) or
S(B) > S(AB) are allowed, in particular when A and B
are quantum entangled subsystems. Roughly speaking,
this implies that the ignorance on the subsystemA (orB)
can be larger than the global ignorance on the combined
system AB; this will have considerable consequences.
In classical information theory, we have the basic in-
equalities
max[H(A);H(B)]  H(AB)  H(A) +H(B) : (4)
The upper bound is reached for completely indepen-
dent subsystems, while the lower bound corresponds to
2
maximally correlated subsystems and implies H(AjB) 
0; H(BjA)  0. In contrast, quantum mechanically, the
equivalent inequalities become [7]
jS(A)  S(B)j  S(AB)  S(A) + S(B) (5)
where the lower bound can be lower than the classical
one, implying that S(AjB) or S(BjA) can be negative.
For completely independent (or non-entangled) subsys-














[analogous to p(ajb) = p(a)] and S(AjB) = S(A), thereby
saturating the upper bound as in the classical case. For
two maximally classically correlated subsystems, one has
S(AB) = S(A) = S(B) saturating the classical lower
bound. Therefore, the range situated between the quan-
tum and the classical lower bounds is an entirely quan-
tum (classically forbidden) regime; this corresponds to
quantum entanglement. The quantum lower bound is
saturated for EPR pairs for instance.
In Shannon information theory, one also denes the
mutual information or correlation entropy I(A : B) as
the decrease of the entropy of A due to the knowl-




p(a; b) log p(a : b) where
p(a : b) = [p(a)p(b)=p(a; b)] is a \mutual" probability.
This last quantity is extremely useful as it corresponds
to the amount of information gained on A by measuring
B. It is symmetric, i.e., I(A : B) = I(B : A), and can
be viewed as the amount of common information shared
by A and B. If AB is a transmission channel, the mu-
tual information yields the channel capacity if one max-
imizes I(A : B) over all possible ensembles A, i.e. on
all p(a). Now, it is easy to show from the upper bound
in Eq. (4) that I(A : B)  0, which is intuitively clear
since the entropy of A can only be reduced through the
measurement of B. This result holds in quantum me-











, in perfect analogy with the mu-
tual probability p(a : b). Again, the associated quantum
mutual information I
q





only invariant under frame changes of the product form.








can be diagonalized si-
multaneously, and I
q
(A : B) = S(A) + S(B)   S(AB).
As for its classical counterpart, we have I
q
(A : B)  0.
However, what is completely counterintuitive is that the
quantum mutual information I
q
(A : B) can exceed the
full ignorance on the source ensemble S(A) that one tries
to determine from B; this precisely occurs in the case of
quantum entangled subsystems and is of course related
to the negative conditional entropy. This result is forbid-
den classically since the lower bound for H(AB) implies
that
I(A : B)  min[H(A);H(B)] : (6)




(A : B)  2min[S(A); S(B)] ; (7)
so that the maximum quantum mutual information is
twice its value in classical information theory. It is cru-
cial to understand at this point that I
q
(A : B) is not the
classical information that can be extracted through the
measurement of B. Indeed, the maximum classically ac-
cessible information on the subsystem A cannot exceed
the Kholevo upper bound S(A) [7], due to the fact that
classical conditional entropy cannot be negative. Thus,
in general, only part of I
q
(A : B) is accessible classically
(that part which does not exceed the Kholevo limit), the
rest is virtual information. As virtual information cannot
be \read" [8], the Kholevo limit actually expresses that
causality cannot be violated. In other words, there can
be no superluminal communication betweenB andA due
to virtual information, as it is \non-message-bearing" [5].
However, virtual information carried by a physical parti-
cle is an extremely important concept as it is the key to
understanding quantum communication processes. Also,
these considerations allow us to consistently dene the
entanglement entropy as S(A : B) = I
q
(A : B) analo-
gously to the \correlation" entropy in Shannon informa-
tion theory. We can then dene the entanglement coe-
cient as E = S(A : B)=[S(A) + S(B)].
As an illustration, consider three cases of a system AB
with A and B belonging to a 2-state Hilbert space (i.e., 2
spin-1/2 particles, 2 photons, or 2 qubits). In each case,
let S(A) = S(B) = 1 bit. Case (I): A and B are inde-
pendent and equiprobable mixtures of states j0i and j1i:

AB
= (j00ih00j+ j01ih01j+ j10ih10j+ j11ih11j)=4; (II) A
and B are maximally classically anticorrelated, i.e. the
joint system is a mixture of 50% j01i and 50% j10i, so
that 
AB
= (j01ih01j + j10ih10j)=2; (III) the joint sys-
tem is in a fully entangled EPR singlet state (it could
be any of the 4 Bell states in general), and is given
by 
AB
= (j01ih01j   j01ih10j   j10ih01j + j10ih10j)=2.
Cases I and II are completely classical, while case III is
purely quantum. In Table I we summarize the quantum
entropies and mutual informations for the three cases.
The entanglement coecient is E = 0 for independent
systems (I), E = 1=2 for classically correlated systems
(II), and E = 1 for fully entangled quantum systems
(III). We also consider the apparent gain of information
I
q
(AB : B) = S(B) on the whole system AB. It is 1 bit
in all three cases (the measurement of spin-1/2 particle
B physically yields 1 bit). However, the Kholevo up-
TABLE I. Quantum entropies and mutual informations for
the cases of (I) independent, (II) classically correlated, and
(III) quantum entangled systems A and B.
S(AB) S(AjB) I
q
(A : B) I
q
(AB : B)
(I) 2 1 0 1
(II) 1 0 1 1
(III) 0 {1 2 1
3
per bound limits the amount of classical information ex-
tractable aboutAB to S(AB); therefore the bound is ap-
parently violated in case III (and in general in the purely
quantum regime) since the a-priori ignorance on the sys-
tem was zero (AB was in a pure quantum state). In that
case, only virtual information is gained since, in reality,
one is measuring a purely random number (i.e., the spin
projection of one member of the EPR pair). Now, the
remaining ignorance on the system S(ABjB) = S(AjB)
corresponds to the informational content of the unmea-
sured part A. In case I, it is obviously one bit, as A con-
tains independent information that cannot be inferred
from B. In case II, it is zero bits since the measurement
of B fully determines the system (it is called a lossless
channel, i.e. S(AjB) = 0). In case III, it is minus one
bit (!), since S(ABjB) and I(AB : B) must add to 0. As
a result, we see that the two members of an EPR pair are
characterized by a virtual information content of 1 bit,
where the positive information is carried by that particle
which is measured (in this case B).
A fundamental step forward in the understanding of
quantum information theory is to realize that a qubit
is nothing else than the quantum of information, which
can thus be thought of as a particle in an information
world. With this in mind, we can dene anti-qubits as
particles which carry negative information. In close anal-
ogy with an anti-particle, an anti-qubit that is sent for-
wards in time is formally equivalent to a qubit travelling
backwards in time. Also, the creation of an EPR pair
(maximally entangled pair of qubits) appears then as the
creation of a qubit{anti-qubit pair. The pair does not
contain any information in itself (one particle carrying
1 bit, the other one  1 bit). To distinguish them from
standard qubits (which carry accessible information), we
call the associated particles ebits [9]. In our language,
an ebit is just a member of an EPR pair (the one which
carries positive virtual information). The correspond-
ing anti-particle is then an anti-ebit. The ebit (e) and
anti-ebit (e) can be seen as virtual conjugate particles,
or virtual qubits, which contain unreadable information.
However, when interacting with qubits and classical bits
(cbits), their hidden information content can be revealed.
The concept of an ebit{anti-ebit pair appears very
fruitful in interpreting both quantum teleportation [6]
and superdense coding [5] within a unied framework. In
quantum teleportation (see Fig. 1a), an unknown qubit
is transported with perfect delity through the transmis-
sion of two cbits, after the sender and the receiver have
shared an ee pair. The sender performs a joint measure-
ment (M) of the qubit and the ebit in the 2-particle Bell
basis (i.e., 4 orthogonal maximally entangled 2-particle
states), thereby generating 2 cbits. The receiver recon-
structs the qubit from the 2 cbits by applying to the
anti-ebit one of 4 possible unitary transforms (U) in the
1-particle Hilbert space. Clearly, if one includes the in-
formation content of the ee pair, the information ow is
FIG. 1. Spacetime (physically realizable) diagrams and
quantum information dynamics (QID) diagrams for (a) quan-
tum teleportation and (b) superdense coding.
conserved through the measurement stage (M) and the
unitary transform (U). If the e is replaced by an ebit
going backwards, the whole process is formally equiva-
lent to the transmission of 1 qubit via 2 cbits, but with
the additional burden of 1 anti-ebit, that is of {1 bit of
(virtual) information. The e apparently violates causal-
ity since it is equivalent to information going backwards
in time. However, that information cannot simply be
revealed; rather this needs the presence of a (standard)
qubit. In superdense coding (see Fig. 1b), 2 cbits are
apparently transported via 1 qubit (a 2-state particle).
In fact, the negative information content of the anti-ebit
can be exploited by the sender so that 2 cbits can be
packed into a single qubit via the unitary transform (U).
Then, the receiver performs a joint measurement (M) of
the qubit and ebit in the 2-particle Bell basis, thereby
recovering the two encoded cbits. The factor 2 that is
apparently gained here is precisely the factor 2 in Eq.
(7), i.e. the upper bound on the mutual information in
the quantum case as compared with the classical case.
Therefore, it represents the quantum channel capacity
in that scheme; it is an absolute maximum \compres-
sion factor" (no other quantum communication scheme
could be more ecient). However, that compression is
only apparent since the information ow is conserved in
both (U) and (M) stages of Fig. 1b when taking nega-
tive information into account. Formally, the 2 cbits are
distributed onto two particles although the ebit does not
appear during the considered period of transmission as
it is sent backwards in time.
In short, we may consider the informational processes
as \reactions" in an information world involving 4 kinds
of \particles": the cbits, the qubits, and the ebit{anti-
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ebit pairs. There are two basic reactions,
(U) 2c+ e! q (8)
(M) q + e! 2c+ (ee)
0
(9)
The encoding reaction (8) corresponds to applying one of
the four unitary transforms to the anti-ebit, depending
on the two input cbits. The measurement reaction (9)
stands for the joint measurement of the qubit and the
ebit by projection onto the Bell basis, yielding 2 cbits.
For conserving the number of particles, it is necessary
to add the pair (ee)
0
in the output channel; it stands for
the 2-particle Bell state which remains after the measure-
ment and does not contain any more information. Thus,
from the informational point of view, this pair can be
ignored. The conservation of information in those two
reactions leads to 2 fundamental equalities for the corre-
spondence between cbits, qubits, and ebits: q = 2c   e
and 2c = q + e. These equalities can also be represented
by two dual diagrams, analogous to diagrams in particle
physics (see lower half of Fig. 1), in which the (M) and
(U) operations correspond to vertices. As the ee contain
no readable information, they cannot appear in the ex-
ternal lines of any diagram. However, if an e is combined
with a qubit, its negative information can be exploited.
The description of entanglement in quantum communi-
cation processes using ebits is actually completely gen-
eral since partial entanglement can be concentrated into
maximally-entangled pairs (the ee pairs) [10].
In conclusion, we have shown that the purely quantum
entanglement between two systems can be straightford-
wardly described using the notion of negative conditional
entropy (or negative uncertainty). The negative quan-
tum entropy is built on a \conditional" density matrix

AjB
(analogous to a conditional probability in classi-
cal information theory). A quantum mutual (or entan-
glement) entropy can also naturally be dened from a
\mutual" density matrix 
A:B
, giving rise to a measure
of entanglement, E. We believe this is the proper de-
scription of what was thought of intuitively as \negative
probabilities" in quantum systems by Feynman [11]. It
is precisely the possibility of negative uncertainty that
allows us to recast quantum informational processes into
reactions involving information particles. Accordingly,
we believe that a consistent unied description of those
processes can be obtained based on quantum informa-
tion dynamics (QID) diagrams only. Furthermore, the
measurement (M) and unitary transform (U) vertices in
those diagrams reveal a duality which is akin to the s-
versus t-channel symmetry in scattering theory. We en-
vision that this way of thinking could shed new light on
quantum information processes occuring for instance in
quantum computers, and provide a better understanding
of the decoherence processes that are the main obstacle
to their realization.
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