There is an implicit assumption in most work that the parameters calibrated based on observations remain valid for future climatic conditions. However, this might not be true due to parameter instability. This paper investigates the uncertainty and transferability of parameters in a hydrological model under climate change. Parameter transferability is investigated with three parameter sets identified for different climatic conditions, which are: wet, intermediate and dry. A parameter set based on the baseline period ) is also investigated for comparison. For uncertainty analysis, a k-simulation set approach is proposed instead of employing the traditional optimization method which uses a single best-fit parameter set. The results show that the parameter set from the wet sub-period performs the best when transferred into wet climate condition, while the parameter set from the baseline period is the most appropriate when transferred into dry climate condition. The largest uncertainty of simulated daily high flows for 2011-2040 is from the parameter set trained in the dry sub-period, while that of simulated daily medium and low flows lies in the parameter set from the intermediate calibration sub-period. For annual changes in the future period, the uncertainty with the parameter set from the intermediate sub-period is the largest, followed by the wet sub-period and dry sub-period. Compared with high and medium flows/runoffs, the uncertainty of low flows/runoffs is much smaller for both simulated daily flows and annual runoffs. For seasonal runoffs, the largest uncertainty is from the intermediate sub-period, while the smallest is from the dry sub-period. Apart from that, the largest uncertainty can be observed for spring runoffs and the lowest one for autumn runoffs. Compared with the traditional optimization method, the k-simulation set approach shows many more advantages, particularly being able to provide uncertainty information to decision support for watershed management under climate change.
Introduction
As reported by IPCC (2007) , the global average surface temperature has increased by approximately 0.6°C and is projected to rise by an additional 1.1-6.4°C over the 21st century. Climate change influences precipitation, storm patterns and sea level, which makes watershed management a great challenge for decision makers.
Hydrological models forced with regional climate change scenarios downscaled from global climate models (GCMs) are widely employed to assess the impacts of climate change at the catchment scale (Bastola et al. 2011b , Tian et al. 2013 . Physically-based hydrological models are more suitable for simulations of basin response to a changing climate than empirical or conceptual models which rely more heavily on parameters calibration (Ragettli and Pellicciotti 2012) . However, problems with a priori estimation of model parameters make physically-based hydrological models difficult to apply, while conceptual models are often argued to be a more practical alternative (Piniewski et al. 2013) . Parameters employed in hydrological models (e.g. semi-distributed models) to simulate flows of the future period are often acquired by calibration. Calibration is done with observed data in a particular period, which results in a doubt whether the parameters obtained in the calibration period can be transferred for use in the other periods or not. Particularly in a non-stationary condition, transferability of parameters becomes questionable (Vaze et al. 2010) .
Compared with the works about spatial parameter transferability (Van Der Linden and Woo 2003 , Gan and Burges 2006 , Mittman et al. 2012 , the studies about temporal parameter transferability are much fewer. Apaydin et al. (2006) recommended updating calibrated model parameters whenever marked changes occurred in the watershed. Vaze et al. (2010) investigated whether the calibrated parameter values based on historical observed data can be used to reliably predict runoff responses to changes in the future climate inputs. They concluded that when the data used for calibration was more than 20 years, the calibrated parameters could be used for climate impact studies where the future mean annual rainfall was not more than 15% drier or 20% wetter than the mean annual rainfall in the model calibration period. Bastola et al. (2011a) evaluated the transferability of hydrological model parameters for simulations under changed climatic conditions by using a simple threshold-based approach that related behavioural sets of parameters to climatic conditions. Their results suggested that the issue of time invariance in the value of parameters had a minimal effect on the simulation if the change in precipitation was less than 10% of the data used for calibration. Coron et al. (2012) investigated the actual extrapolation capacity of three hydrological models in differing climate conditions, and they found that calibration over a wetter (drier) climate than the validation climate leads to an overestimation (underestimation) of the mean simulated runoff; meantime, transfer of model parameters in time may introduce a significant level of errors in simulation.
All the works mentioned above and almost all studies about the temporal transferability of hydrological model parameters just employed the single best-fit parameter set associated with the highest individual objective function score. But single best-fit calibration contains high risks of overfitting and lack of critical uncertainty information. Among those studies about parameter transferability, much less work has been done about uncertainty analysis of parameters. Beven (2006) argued that the potential for multiple acceptable models as representations of hydrological and other environmental systems (the equifinality thesis) should be given more serious consideration than hitherto. Many works have also emphasized the importance of parameter uncertainty in hydrological modelling under both stationary and non-stationary conditions. Bastola et al. (2011b) argued that the role of uncertainty stemming from hydrological model uncertainty (parameter and structural uncertainty) in climate impact studies may be remarkably high and should be routinely considered in impact studies. Brigode et al. (2013) investigated the uncertainty of hydrological predictions due to rainfall-runoff model parameters in the context of climate change impact studies. Two sources of uncertainty were considered, which are dependence of the optimal parameter set on the climate characteristics of the calibration period and use of several posterior parameter sets over a given calibration period. They concluded that the first source was the major source of variability in streamflow projections in future climate conditions for GR4J rainfall-runoff model and TOPMO model.
Another deficiency of these studies is that most of them were done with lumped hydrological models. However, it is often assumed that spatially explicit distributed hydrological models are more suited to predict the effects of changing environmental conditions (Beven and Binley 1992) . The use of semi-distributed and distributed hydrological models in climate change impact analysis is increasing all the time (Maurer et al. 2010 , Piniewski et al. 2013 . The Soil and Water Assessment Tool (SWAT) model is used in this study. It is chosen because it is a very commonly used and wellsupported model (Easton et al. 2008 ). The SWAT model is a physically-based and semi-distributed hydrological model based on a daily or sub-daily time step (Arnold et al. 1998) . This paper intends to use this model to investigate the temporal transferability of a semidistributed hydrological model's parameters and to quantify runoff changes caused by parameter transferability in the future. Considering the uncertainty of parameters, a new simulation set approach is proposed to analyse changes of simulated hydrological responses and uncertainties in simulated flows.
Study area and data

Study area
The Qu River basin is located in Zhejiang Province in eastern China, which is the sub-basin of the Qiantang River basin. The Qiantang River basin is the largest and longest River system in Zhejiang Province, which passes through the provincial capital Hangzhou, before flowing into the East China Sea through Hangzhou Bay. The Qu River basin is located in the southwest of the Qiantang River basin, and its surface area is 5690 km 2 . The climate of the Qu River basin is dominated by humid subtropical monsoon where there are four well marked seasons, moderate temperature, plentiful rainfall and sunshine, long periods of winter and summer and short periods of spring and autumn. Its annual average total precipitation is 1500 mm and the average temperature is about 15-18°C. The monthly regimes of temperature, precipitation and streamflow from 1961 to 2006 at Quzhou station, the outlet of the Qu River basin (Fig. 1) are presented in Fig. 2. 
Data used in this study
There are 18 precipitation stations, six discharge stations and three meteorological stations in the study area (Fig. 1 ).
Daily precipitation, maximum and minimum temperature values are used as input data for the SWAT model. Three meteorological stations are used to set up weather generator for SWAT. Other input data requirements for the SWAT model include digital elevation model, land cover, and spatial coverage of soil. A 90 m by 90 m resolution digital elevation model (DEM) is downloaded from NASA (National Aeronautics and Space Administration) Shuttle Radar Topographic Mission (http://srtm.csi.cgiar.org/). Land cover data are obtained from 1 km by 1 km Global Land Cover 2000 (http://bioval.jrc.ec.europa.euproducts/ glc2000/products.php). The land cover data were reclassified into 10 types according to the land cover database requirement. The resolution of soil data is also 1 km by 1 km, which is available at the Harmonized World Soil Database (http://www.iiasa.ac.at/Research/LUC/ExternalWorld-soil-database/HTML/). As the downloaded soil database consists of soil types for the USA, the soil data are reclassified according to the China Soil Classification. Afterwards, the soil was divided into two layers as the original soil data contained just two layers.
Future climate change scenarios
Statistical downscaling and dynamic downscaling (e.g. regional climate model, RCM) are two ways to derive regional or station-scale future climate change projections. Many studies about comparative analysis of different downscaling methods have been done (Haylock et al. 2006 , Schmidli et al. 2007 , Gutmann et al. 2012 . As regional climate models are based on physical processes, they have advantages over other statistical downscaling methods in terms of simulating extreme events (Zhang et al. 2014) . Therefore, a regional climate model PRECIS (Providing Regional Climates for Impacts Studies, http://www.metoffice.gov.uk/precis/) is used to downscale meteorological data from global climate models. It was developed by the Met Office Hadley Centre, UK, and can be used to generate detailed climate change projections in any region of the world.
From 2011 to 2040, daily precipitation, maximum and minimum temperature values are simulated by the PRECIS model driven by two different GCMs (global climate model), each with one emission scenario (A1B). The scenario A1B assumes rapid economic and population growth that peaks mid-century and declines thereafter. The A1B scenario is considered realistic in China, which is located in East Asia, and it ensures the most robust pattern of climate change is captured instead of using A2 or B2 (Hori and Ueda 2006) . Two representative GCMs are chosen as boundary data of the regional climate model: HadCM3 (UK Met Office Hadley Centre Coupled Model version 3) and ECHAM5 (European Centre-Hamburg model version 5). The reason why these two GCMs are chosen is that they have been proved to be capable of properly simulating the East Asian Monsoon on the basis of criteria (e.g. correlation coefficient and skill scores of precipitation) (Min et al. 2004, Kitoh and Uchiyama 2006) . Xu et al. (2012) used HadCM3 and ECHAM5 to project future climate change in the Qiantang River Basin. HadCM3 combines atmosphere and ocean components and is one of the major models used in the IPCC Third and Fourth Assessment Reports. Its horizontal resolution is 3.75 degrees of longitude by 2.5 degrees of latitude (Gordon et al. 2000) . ECHAM5 is the fifth-generation atmospheric general circulation model and the latest version in the series of ECHAM models. Its atmospheric resolution is 2.8 degrees of longitude by 2.8 degrees of latitude (Roeckner et al. 2003) .
The spatial resolution of PRECIS outputs is 0.25 degrees latitude by 0.25 degrees longitude, and the temporal resolution is daily. Although RCMs are widely used for providing regional climate information, they still feature considerable systematic errors. Therefore, bias correction of RCM outputs is a prerequisite step of most climate change impact studies. Bias correction is a statistical approach that seeks to use information from biased model outputs (Chen et al. 2013) . Many sophisticated RCM bias correction methods have been proposed and evaluated. Among them, Themeßl et al. (2011) concluded that quantile mapping (QM) outperforms all other investigated empirical statistical downscaling and error correction methods. Themeßl et al. (2012) used an upgraded QM method to correct future climate change projections from the regional climate model PRECIS. In order to provide reliable future climate change projections for the Qu River basin, the outputs from PRECIS are bias-corrected via a quantile mapping (QM) method from Themeßl et al. (2012) to reduce the bias from the regional climate model.
Methodology
This section describes how the work is done in detail. Figure 3 presents the methodology for this study.
SWAT hydrological model and sensitivity analysis
The SWAT model is used to simulate daily flows from 1961 to 2006 at Quzhou station, located at the outlet of the whole watershed ( Fig. 1 ). The SWAT model generally divides the watershed into smaller sub-basins and requires input data such as soil and land use for each sub-basin. In the SWAT model, a Hydrologic Response Unit (HRU) is a basic computational unit assumed to be homogeneous in hydrologic response to land cover change. The Qu River basin is divided into 46 sub-basins and 262 HRUs. The Hargreaves method is used to estimate potential evapotranspiration (Hargreaves and Samani 1985) . Several SWAT applications (Wang et al. 2006 , Setegn et al. 2008 have shown that the Hargreaves method produces much better uncalibrated fits than the Penman-Monteith method between simulated and observed flows, at low flow especially. Sensitivity analysis is accomplished for 27 parameters that may have a potential to influence River flow with LH-OAT (LatinHypercube and One-factor-At-a-Time sampling) method (Van Griensven et al. 2006) . All the available observed flows from 1961 to 2006 in the outlet of the watershed, Quzhou station, are used in the sensitivity analysis.
Calibration sub-periods and validation periods
In order to evaluate the parameter transferability under changing climatic conditions, four sets of calibration data are selected representing periods where each dataset defines different climatic periods, namely wet, intermediate, dry and baseline period (Wilby 2005 , Bastola et al. 2011a , Brigode et al. 2013 . Any climate scenario must adopt a reference baseline from which to calculate changes in climate. According to IPCC (2007) , the period from 1961 to 1990 is used as the baseline period, which is sufficiently long to cover wet, intermediate and dry periods. Some works have been done about how to characterize the climatic characteristics of each sub-period. Brigode et al. (2013) chose the aridity index defined as the ratio of mean Penman potential evapotranspiration to mean precipitation to characterize the climatic specificity of sub-periods. Bastola et al. (2011a) selected three subperiods representing different climatic characters based upon a selected threshold for annual average rainfall. In this paper, aridity index is used to select sub-periods (Fig. 4) . Because of the constraints of available measured data, it is difficult to select consecutive years whose aridity indexes lie in the range corresponding to the same climatic condition. Therefore, in this study, 4 years and 2 years are set as fixed lengths for the calibration period and the validation period, respectively. It turns out that the wet sub-period is from 1992 to 1995, the intermediate sub-period is from 1965 to 1968 and the dry sub-period is from 2003 to 2006. Quantified hydroclimatic differences between the three sub-periods and the aridity index are presented in Table 1 . To analyse the dependence of model performance on the climatic characteristics of the calibration period, two validation periods under different future projections are used. The period whose aridity index is the closest to the future condition is identified as the validation period according to Brigode et al. (2013) . They chose the driest sub-period as the validation period because the selected climate projection indicates that future conditions will be drier and warmer on the test basin. Via calculation, it is found that the aridity index from 2011 to 2040 under HadCM3 and ECHAM5 is 0.58 and 1.02, respectively. The reason why the difference between the aridity index values under HadCM3 and ECHAM5 is so large is that precipitation data generated by ECHAM5 are much lower than that by HadCM3. Thus the period from 1969 to 1970 is used as the validation period under HadCM3, whose average aridity is 0.58. The period from 1978 to 1979 is used as the validation period under ECHAM5, whose average aridity is 1.02.
Calibration and validation process
After sensitivity analysis by LH-OAT, 10 parameters are identified as sensitive ones. Among them, SOL_K and SOL_Z of the two soil layers are calibrated separately, which results in 12 parameters used in the following calibration and validation (Table 2 ). Realistic initial ranges for each parameter are defined based on existing work in the study area ( (1)). For NS, a threshold of behavioural simulation is 0.5. A value between 0.5 and 0.7 indicates a good performance, and a value greater than 0.7 indicates a very good performance. The threshold has been previously shown to be useful in other calibration works (Mishra et al. 2010, Safeeq and Fares 2012) . Overestimation bias in percentage (PBIAS) (equation (2)) and mean absolute error (MAE) (equation (3)) are also calculated to evaluate calibration efficiency. The PBIAS is used to measure the average tendency of the simulated data to be larger or smaller than the observed counterparts. The optimal value of PBIAS is zero, with positive (negative) values indicating model overestimation (underestimation) bias (Zhang et al. 2011) . The MAE is used to describe average model performance error and represent average difference when no set of estimates is known to be the most reliable (Willmott and Matsuura 2005) .
where O i , S i , and O are the measured, simulated and mean of measured values, respectively, and N is the total number of data points in the simulation. a means the given value is added to the exsiting parameter value; and r means the exsiting parameter value is multiplied by (1 + a given value).
According to the iterative calibration design, as iteration goes by, each parameter range narrows, resulting in the narrowing of distribution of simulated flows. Therefore, for uncertainty analysis, the iterations cannot be too many times. After three iterations, the numbers of behaviour simulations for the wet, intermediate and dry sub-periods and the baseline period are 981, 1000, 792 and 946, respectively, which are almost up to 80% of the overall 1000 simulations. For further uncertainty analysis, the number of behavioural simulations exceeding 80% of the total simulations is considered rational. Compared with the other three calibration periods, the behaviour simulations of the dry sub-period is slightly less, thus one more iteration in the dry sub-period is done, and the number of behaviour simulations becomes 834. The number of behavioural simulations does not change so much but the parameter range narrows a lot. This narrowing leads to lower variability within the simulation set. Therefore, a satisfying stopping rule is chosen to be three iterations. Thus the hydrological model runs three iterations in all the subperiods. Parameter sets corresponding to behaviour simulation are used to generate simulated flows in the validation period and future flows from 2011 to 2040 under HadCM3 and ECHAM5. Such approach is called k-simulation set approach in this study.
Parameter instability and uncertainty analysis
Annual average flows and seasonal runoffs are calculated to analyse the impact of parameter instability. 95% prediction uncertainties (95PPU) of simulated flows from 2011 to 2040 are calculated for uncertainty analysis. The 95PPU is calculated at the 2.5% and 97.5% levels of the cumulative distribution of an output variable obtained through Latin hypercube sampling, disallowing 5% of the very bad simulations. To compare with the results of the k-simulation set approach, the single parameter set associated with the highest value of the objective function (best fit parameter set) is also identified. As representations of low, medium and high flows, the 5, 50 and 95 percentiles of flows are calculated from four behavioural simulation sets and compared to corresponding percentile values of observed flows from 1961 to 1990. Meantime, the uncertainties of low, medium and high flows are also summarized.
As 
Results
This section will describe the differences among the four parameter sets trained in different climatic calibration periods in terms of parameter ranges and daily flow characteristics. To investigate the temporal transferability of SWAT parameters, indices (NS, PBIAS and MAE) are compared between calibration and validation periods. Daily simulated and observed flow characteristics in validation are presented. In addition, the annual changes of runoff for the period 2011-2040 are analysed and the differences of seasonal runoff among the four calibration periods are presented by comparing the k-simulation set approach (k = 981, 1000, 792 or 946) with the traditional model calibration method of using an individual best fit parameter set approach.
Iterative calibration results and parameter ranges
As mentioned above, the parameter ranges of the third iteration are used as the ranges to generate parameter values which will be used for the validation and to simulate future flows after being selected by the value of NS larger than 0.5. Table 2 shows the initial ranges and final calibration ranges of SWAT parameters. Compared with the other three calibration periods, CN2, SOL_AWC and SOL_Z are much narrower in the dry sub-period, and values of CN2 and CH_N2 are much smaller. CH_K2 and CN2 distribute most discretely in intermediate sub-period.
Calibration results
In this section, the general calibration performances of the four calibration periods are analysed. To show the differences between simulated flows and observed flows more clearly, one year from each period is selected randomly and presented in Fig. 5 . The results graphically show that the hydrological model simulates the flows quite well. Figure 6 presents the box plots of the Nash-Sutcliffe efficiency coefficient (NS), the overestimation bias in percentage (PBIAS), and the ratio of mean squared error (MAE) in the four calibration periods. On each box, the central mark is the median, the edges of the box are the 25th and 75th percentiles, the whiskers extend to the most extreme data points, and outliers are plotted individually. Nash-Sutcliffe efficiency coefficients distribute much more discretely in the dry sub-period than others, and the dry subperiod has the most outliers. The average values of Nash-Sutcliffe efficiency coefficients of calibration periods are almost the same except for the wet sub-period, which is lower. According to the overestimation bias in percentage, most flows in the intermediate sub-period are overestimated, and almost all flows in the other three sub-periods are underestimated. Compared with the outliers and scattered distribution in the intermediate sub-period, PBIAS in the other three calibration periods are distributed more intensively, which means less uncertainty. According to MAE, the model performance in the dry sub-period is the best. MAE shows that the wet sub-period has the largest errors, and the dry sub-period has the smallest. MAE is the most natural measure of average error magnitude and it seems that all dimensioned evaluations and inter-comparisons of average model performance error should be based on MAE instead of root mean square error (RMSE) (Willmott and Matsuura 2005) . Thus, MAE is used in this paper.
Validation results
As mentioned in Section 3.2, the aridity indexes of the validation period 1969-1970 corresponding to the climatic condition of HadCM3 and 1978-1979 corresponding to the climatic condition of ECHAM5 are 0.58 and 1.02, respectively, which can be identified as the wet period and the dry period. The k parameter sets (k = 981, 100, 792, 946 from wet, intermediate, dry and baseline calibration sub-periods, respectively) are used to simulate daily flows in the validation periods 1969-1970 and 1978-1979 . After validation, the NS, the PBIAS and the ratio of MAE in the validation periods 1969-1970 and 1978-1979 are illustrated respectively in Fig. 7 . Almost all the NS coefficients decrease when parameters are transferred from calibration periods (i.e. wet, intermediate, dry and baseline calibration sub-periods) to validation periods. For the validation period 1969-1970, NS coefficients from the parameter set in the wet calibration sub-period are larger compared with the other three parameter sets. While MAE from the parameter sets in the intermediate sub-period, dry sub-period and baseline period increase sharply, MAE from the parameter set in the wet sub-period remain stable. Therefore, for the validation period 1969-1970, the parameter set in the wet sub-period is most favorable.
For the validation period 1978-1979, differences between NS coefficients in calibration and validation periods are not so distinct. But biases from the parameter set in the baseline period are the smallest, ranging from −10% to 20%. Mean absolute errors from the parameter set in the baseline period distribute are the smallest and concentrated. Thus, for the validation period [1978] [1979] , the most suitable parameter set is the parameter set in the baseline period.
Daily low, medium and high flows during 2011-2040
For a comparison of simulated low, medium and high flows in the period 2011-2040 with observed values in the baseline period, 5, 50 and 95 percentiles of flows are calculated (Fig. 8) . Overall, the simulated medium flows remain more or less stable regardless of the parameter sets. Low flows tend to decrease a lot in the future using four parameter sets. However, high flows perform inconsistently in different parameter sets. High flows simulated with the parameter set in the intermediate sub-period remain more or less stable, but tend to increase with the parameter set in the dry sub-period and tend to decrease with the parameter set in the wet sub-period and the baseline period. Concerning the uncertainty analysis, the highest uncertainty exists in simulated high flows with the parameter set in the dry sub-period and simulated medium flows with the parameter set in the intermediate sub-period. Simulated low flows show a tight distribution for all parameter sets, with the lowest uncertainty associated with the parameter set in the baseline period.
Annual changes of runoff during 2011-2040
Annual changes are presented in Fig. 9 . It turns out that the low annual runoffs tend to increase with the parameters from the dry sub-period, while the low annual runoffs have a decreasing tendency with the other three periods. The changes of 50th percentile values show that average annual runoff has a tendency to increase during 2011-2040 and it tends to increase slightly more under HadCM3 than under ECHAM5, except that the average annual runoff simulated with the parameter set trained in the intermediate sub-period. From the changes of 97.5 percentile values, it can be revealed that the high annual runoffs will increase a lot in the future period 2011-2040. It can be seen that the uncertainty of high annual runoffs are much larger than the low and mean annual runoffs. The results turn out that average annual runoff of 2011-2040 may decrease or increase. Only those simulated with the parameter sets in the dry sub-period show that average annual runoff will consistently increase in the future period. When the uncertainties of different sub-periods are taken into consideration, it shows that the uncertainty of annual runoffs from the intermediate subperiod is the largest, then from the wet sub-period.
The uncertainty from the dry sub-period is the smallest.
Seasonal changes of runoff during 2011-2040
For uncertainty analysis, 95% prediction uncertainty (95PPU) of the simulated seasonal runoffs for 2011-2040 is calculated and illustrated in Fig. 10 . In order to compare the k-simulation set approach with the traditional model calibration method of using an individual best fit parameter set approach, seasonal 1969-1970 and 1978-1979 are corresponding to HadCM3 and ECHAM5, respectively. These box plots contain n = 981, 1000, 792, 946 simulations in the wet, intermediate and dry sub-periods and the baseline period, respectively. NS: Nash-Sutcliffe efficiency, PBIAS: overestimation bias in percentage, and MAE: mean absolute error.
runoff simulated by the individual best fit parameter set is also presented in the figure. In addition, the seasonal runoffs in the future period 2011-2040 and in the baseline period which has observed data are compared to analyse the tendency of the simulated runoff. The results show that the uncertainty of runoffs simulated by the parameter set in the intermediate subperiod is the largest, and simulated by the parameter set in the dry sub-period is the smallest. From the figure, it is known that seasonal runoffs simulated by the individual best fit parameter set in the wet and intermediate sub-periods are comparatively lower, but in dry and baseline periods are higher than most runoffs simulated by the k-simulation set approach. Seasonal runoffs simulated by the individual best fit parameter set in the baseline period are comparatively higher than most simulations by the k-simulation set approach. Apart from these, the largest uncertainty can be observed for spring runoffs and the lowest one for autumn runoffs. Compared with the observed seasonal runoff, it turns out that runoffs in spring and winter tend to increase; however, runoffs in summer and autumn tend to decrease during 2011-2040. Considering the uncertainty of parameters from different sub-periods, it shows that the uncertainty of the parameter from the intermediate sub-period is the largest, while the parameter from the dry sub-period is the smallest. Except the autumn, the uncertainties of seasonal runoff changes in the three other seasons are larger under ECHAM5 than HadCM3. 
Discussion
In this paper, the updated parameter range used in the current iteration is the output of former iteration, and if the updated parameter range goes beyond the initial range, it will be fixed within the initial range manually. But the way of generating new parameter ranges has its limitations. The parameter ranges are proposed to be measured or estimated according to watershed characteristics when data collection is possible (Zhenyao et al. 2013) . However, with the constraints of experiments, measured data are not available. For watershed models (e.g. SWAT model), they have both physically-based parameters that can be measured theoretically in the field and empirical parameters that rely only on calibration. It is unrealistic to hope that measured parameter values will be more often used in large-scale watershed models, for the parameters vary spatially. Price et al. (2012) did some different work about the parameter ranges. They extracted 15.9 and 84.1 percentile values from the weighted likelihoods for each parameter and then used these as input ranges for the next iteration. It provides an option, but the main work in the future may expect more advancement from remote sensing techniques and capturing as much spatial variability as possible.
The threshold of Nash-Sutcliffe efficiency coefficients to select flows for uncertainty analysis is 0.5, which is rather subjective, although some works confirm that the threshold is effective (Mishra et al. 2010, Safeeq and Fares 2012) . But there is no uniform standard yet for the value of the threshold. In some other SWAT simulation studies, the behavioural threshold of Nash-Sutcliffe efficiency coefficients is 0.6 (Choi and Beven 2007, Looper et al. 2012) . In lumped hydrological model applications, the threshold is sometimes 0.7 or 0.8 (Tian et al. 2013) . The choice of the threshold will probably affect the uncertainty ranges in the final runoff simulations.
The length of wet, intermediate and dry calibration sub-periods in this study are all four years. Although lots of work had been done to prove that 1-to 5-year calibration period works well to simulate flows with hydrological models (Perrin et al. 2007 , Brigode et al. 2013 , it seems that it is a little short for the SWAT model, a semi-distributed hydrological model, to get robust parameter sets. After all, in the validation period 1978-1979, the results show that compared with the other three parameter sets, the parameter set trained under the baseline period, which is the longest calibration period, performs best. However, the idea that the longer the calibration period, the more robust the parameter set is not always true, for the parameter set from the wet sub-period acted most appropriately in the validation period 1969-1970 in this study, and the same conclusion can be found in the work done by Perrin et al. (2007) .
Nash-Sutcliffe efficiency coefficient is used as the objective function to evaluate calibration efficiency. Figure 11 shows daily low flows simulated in the validation period [1969] [1970] . NS is expected to emphasize flood peaks during calibration, but it is unexpected in this study to note that simulated high flows in the figure do not match observed high flows better than medium and low flows, for which the reason may be that the calibration periods are not long enough for extreme flows simulation. The simulated 95 percentile flows with the parameter set trained under the dry subperiod match the best with observed 95 percentiles of flow compared with the other three periods. After counting observed daily high flows exceeding 95 percentile flows in the four calibration periods, it is found that the magnitude of observed flows in the dry calibration sub-period is smaller than that in the other three periods, which indicates that parameter sets trained under dry conditions tend to underestimate flows when used to simulate wet conditions. From the PBIAS in Fig. 7 , it is known that when the parameter set trained in the wet sub-period is transferred to simulate flows in the dry period (1978) (1979) , the simulated flows are overestimated. These results are consistent with the conclusions drawn by Coron et al. (2012) , who found that the calibration over a wetter (drier) climate than the validation climate leads to an overestimation (underestimation) of the mean simulated runoff.
It can be seen that the results with parameters identified in the intermediate sub-period are completely different from the other three parameter sets. In order to figure out the reasons, the parameter range values of those four calibrated parameter sets are presented in the Table 3 . It reveals that ranges of SURLAG, CH_K2 and CN2 from the intermediate sub-period are the largest, which may explain the largest uncertainty of seasonal and annual runoffs with the parameter set from the intermediate sub-period. These three parameters are the most sensitive ones among the 12 parameters, which probably lead to large variations of runoffs.
In this study, only two GCMs are used with one medium emission scenario A1B. The choice of such climate change scenarios is limited to the boundary data for the regional climate model provided by the Met Office, Hadley Climate Centre, UK. Since the focus of this study is on parameter transferability and uncertainty, using limited climate change scenarios is reasonable. However, it must be kept in mind that, in such ways, uncertainty in future simulated flows is underestimated. Besides parameter uncertainty from the hydrological model, in climate change impact analysis, uncertainty originates not only from GCMs, but also emission scenarios, downscaling techniques and hydrological models (Kay et al. 2009 , Chiew et al. 2010 , Teng et al. 2012 . It is therefore of significance to make a systematic analysis of uncertainties in climate change impact analysis before the results and conclusion can be further used for adaption purposes in water management. Last but not least, it is recommended that multi-objective calibration be promoted instead of single-objective calibration, for multi-objective calibration could capture much more comprehensive hydrological characteristics of the watershed. However, how to combine the objective functions remains a tough task (Kamali et al. 2013) .
Conclusions
This paper investigated the uncertainty and transferability of parameters in hydrological predictions by identifying three parameter sets from different climatic conditions, which are wet, intermediate and dry conditions. For comparison purposes, another parameter set based on the baseline period from 1961 to 1990 is added, which is sufficiently long to contain wet, intermediate and dry climatic conditions. It is shown that the parameter set from the wet subperiod performs the best when transferred into wet climate conditions, while the parameter set from the baseline period is the most appropriate when transferred into dry climate conditions. The largest uncertainty of simulated daily high flows in 2011-2040 is from the parameter set trained in the dry sub-period, while that of daily medium and low flows lies in the parameter set from the intermediate calibration sub-period. For annual changes in 2011-2040, the uncertainty with the parameter set from the intermediate sub-period is the largest, followed by the wet sub-period and the dry sub-period. Compared with high and medium flows/runoffs, the uncertainty of low flows/runoffs is much smaller for both simulated daily flows and annual runoffs. For seasonal runoffs, the largest uncertainty is from the intermediate sub-period, while the smallest is from the dry sub-period. Apart from that, the largest uncertainty can be observed for spring runoffs and the lowest one for autumn runoffs. The k-simulation set approach is proposed in this paper. It was compared with traditional optimization method which uses the single best-fit parameter set. The results show that seasonal runoffs simulated with traditional optimization method in wet and intermediate sub-periods are comparatively lower than most simulations by the k-simulation set approach, while in the baseline period the runoffs are comparatively higher than most simulations by the k-simulation set approach. Therefore, the k-simulation decreases the risks of overestimating or underestimating which is more appropriate for water resources management.
