Abstract-With the increasing popularity of cloud computing, many notable quality of service (QoS)-aware service composition approaches have been incorporated in service-oriented cloud computing systems. However, these approaches are implemented without considering the energy and network resource consumption of the composite services. The increases in energy and network resource consumption resulting from these compositions can incur a high cost in data centers. In this paper, the tradeoff among QoS performance, energy consumption, and network resource consumption in a service composition process is first analyzed. Then, a green service composition approach is proposed. It gives priority to those composite services that are hosted on the same virtual machine, physical server, or edge switch with end-to-end QoS guarantee. It fulfills the green service composition optimization by minimizing the energy and network resource consumption on physical servers and switches in cloud data centers. Experimental results indicate that, with comparisons to other approaches, our approach saves 20%-50% of energy consumption and 10%-50% of network resource consumption.
INTRODUCTION
Service composition is the core technology of serviceoriented cloud systems [1] . It provides a solid foundation for service reuse and integration. In the service composition process, a composite service is combined with a series of abstract tasks and each task invokes a concrete service to satisfy users' requirements. In the process of service composition, in addition to considering the services' functions to match users' requirements, non-functional attributes, e.g., quality of service (QoS) also should be considered. In many cases, QoS such as response time, throughput, and reliability, is critical to the usability and success of the service applications. As such, most existing service composition schemes [2] [3] [4] in the cloud or other service systems have a focus on the QoS aspect of the composite services [1] .
However, with an increasing number of services being deployed on virtual machines, the energy consumption has become one of the major causes of the increased cost in cloud data centers. Moreover, research has shown that network devices consume 20%-30% of the overall energy consumed in the data centers [5] . Unfortunately, the network devices waste significant amounts of energy in the cloud data centers today [6] . Therefore, in addition to performance related to QoS requirements [3, 4] , the energy efficiency of the services has become a critical consideration in the cloud [7] [8] [9] .
Although energy efficiency has become an active focus of research [8, 10, 11] , the energy consumption of composite services is yet to be considered. Those services are typically distributed across various physical servers with varying energy constraints depending on the types of switches utilized, the types of computing servers, etc. Google released information that the average power consumption for a Google search is about 0.0003 KWh 1 . With service composition, the energy consumption can be even much worse for large-scale computing infrastructures, especially for cloud systems.
We consider the problem in a fat-tree data center [13] [14] [15] . As shown in Fig. 1 , tasking the specific service on the specific physical server, composing these services onto a subset of links, and switching off unnecessary network elements would be the most green (i.e., energy-efficient and network-resource-efficient) [16] . For example, services 1, 3 s and 2, 4 s ( , ij s denotes the j-th candidate service for the i-th service classes) as one composite service would consume more network resource than a composite service comprising 2, 4 s and 1, 4 s , because the latter's data packet transmission is in a subnet. Unfortunately, in a fattree cloud data center (FCDC), services are randomly distributed in different physical servers. Therefore, cloud companies urgently need an effective way to promote green computing by making use of distributed services deployed on different servers in the same subnet or the same pod. Fig. 1 . Fat-tree topology structure in a cloud data center. The switches at the top (black), middle (blue), and bottom (red) layers are core, aggregation, and edge switches, respectively [12] . S represents services running on one virtual machine (VM) from one physical server such as Host A. All host servers that connect to the same edge switch are referred to as "in the same subnet". All host servers that connect to the same aggregation switch are referred to as "in the same pod"
In this paper, we first examine the trade-off among the QoS performance, energy consumption, and network resource consumption of composite services in a cloud fattree based data center. Then, we propose a green service composition approach that gives priority to those services hosted on the same virtual machine, physical server, or edge switch with end-to-end QoS guarantee. Finally, our approach fulfills the green service composition optimization by maximizing the QoS performance and minimizing the energy and network resource consumption from physical servers and switches in FCDCs. Our contributions in this paper are as follows: 1) In contrast to existing service composition approaches, we focus not only on efficient service composition but also on energy and network resource consumption as another essential consideration. To the best of our knowledge, this is the earliest effort to consider energy and network resource consumption of composite services in fat-tree based cloud data centers. 2) We propose a green service composition approach.
It contains the design of an energy consumption model and network resource consumption model of composite services. It also formulates green service composition as a multi-objective optimization problem, and finds the optimal service composition solution. 3) To evaluate the performance of our approach, we implement our approach and compare the results to those from traditional approaches. The experimental results show that our approach achieves higher energy efficiency and network-resource-efficiency as well as end-to-end QoS guarantee than traditional approaches. The remainder of this paper is organized as follows. Section 2 discusses the related work in this area. Section 3 describes our approach in detail, including the definition of the energy consumption, the network resource consumption model, the proposed service composition approach, and the determination of the optimal solution. Section 4 demonstrates the benefits of our approach via experimental evaluation. Finally, Section 5 concludes this paper and discusses future work.
CURRENT STATE OF THE ART
A number of schemes have been proposed for service composition in the cloud. However, most of those schemes mainly focus on QoS performance as the continuation of the traditional QoS-aware web service composition approach [3, [17] [18] [19] [20] [21] [22] . In this section, we briefly review the relevant research efforts, explore the basic ideas behind these schemes, and highlight how our work extends the current research and makes advances in cloud service composition systems.
From the perspective of QoS-aware service composition in the cloud, Gutierrez-Garcia and Sim [23, 24] presented an agent-based approach to compose services in multi-cloud environments for different types of cloud services. In their approach, each cloud participant is represented and instantiated by an agent. The agent can autonomously and successfully deal with changing service requirements through self-organization and collaboration. The agent-based cooperative problem solving technique is used to dynamically select the most appropriate services to create a composite solution. Unfortunately, this approach [24] and other approaches [25] [26] [27] [28] , including our previous approach [29, 30] , still focus on traditional performance measures such as percentage of successful service compositions, average service composition time, and average number of messages exchanged.
Traditional service composition in the cloud is a problem in which there are many potential solutions, among which one or a limited number of solutions are optimal. Hence, many classical algorithms, such as 0-1 linear programming [31] , particle swarm optimization [29, 32] , heuristic algorithm [33] , genetic algorithm [26] , can be used to solve optimization problems. These algorithms can guarantee that an optimal solution will be found solely by taking exponential time complexity [1] . Thus, using classical algorithms to solve these optimization problems is possible with some improvements. These algorithms can decrease the time complexity and reduce the amount of services for service composition that simplifies the search space.
In contrast to QoS-aware service composition, green service composition focuses on reducing the energy consumption. For example, Bartalos and Blak [16] proposed an instantaneous power estimation approach for web services. This approach aggregates a linear instantaneous power model created from readily available hardware performance counters. Jiwei and Chuang [34] proposed stochastic models to describe web service systems, and mathematically analyzed them to evaluate the energy efficiency. They used Markov Decision Process to solve both the service selection problem and dynamic speed scaling problem. However, the studies cited above [16, 34] and other similar studies [10, 35, 36] only optimize the service request scheduling to achieve optimal energy efficiency in web service systems. They cannot reduce the energy consumption in the cloud because no consideration is given to the location of physical servers and the network topology of the cloud data centers.
Other studies [7, 33, 37] have proposed energy-aware service composition solutions for the cloud, but the solutions proposed are still traditional service composition schemes. They only take the energy consumption as one attribute of services, and cannot find the essential relation between green service composition and cloud data centers. Unlike the studies outlined above, Li et al. [38] presented a cost and energy-aware scheduling algorithm for cloud schedulers to minimize the execution cost and reduce the energy consumption while meeting deadline constraints. Their aim is to devise an optimal scheme to execute scientific applications within a specified time constraint for cloud schedulers. Scientific applications that are becoming increasingly data-communication, and computation-intensive. Hence, reducing their network resource consumption is more important than low time complexity for scientific applications in the cloud.
In contrast to existing schemes that are not providing the green solution for composite services in the cloud, our approach focuses on service location in FCDCs and derivation of a low energy and network resource consumption service composition solution. Finally, based on our proposed approach, green service composition can be performed while satisfying end-to-end QoS constraint in the cloud.
PRELIMINARIES AND MOTIVATION

Service Composition
Several atom services from different service classes are composited to achieve a more complex service when the functional requirements of a user cannot be fulfilled by an individual service. Each service class often consists of multiple candidate services. Related notations are explained in detail in TABLE I.
In the service composition process, functional and non-functional requirements have to be considered when choosing such candidate services. The non-functional requirements are specified by QoS attributes (such as latency, throughput, or reliability), and are especially important when many functionally equivalent services are available. Hence, QoS plays an important role in traditional service composition environments. 
QoS Utility Function
In order to achieve the largest QoS value in the service composition process, we need to calculate the aggregated QoS of the selected candidate services. Then the aggregated QoS of a composite service can be obtained using the QoS utility function [41, 42] . Different from the traditional scheme, in this paper, we adopt the QoS utility function consisting of QoS from service and network [43] .
Definition 1 (QoS Utility Function): The QoS utility function of one sequential composite service s is defined as follows: 
Motivation and Challenges
As an example, one composite service requirement will significantly reduce energy consumption (e.g., 0.1 Watt) and network resource consumption (e.g., 0.1 MB). Then, when 1000 users invoke the service composition, the traditional schemes would only improve 0.1 second at the cost of 1000 × 0.1 MB network bandwidth, and 1000 × 0.1 Watt of power. Unfortunately, users are completely unaware of the 0.1 second improvement in QoS, but for a cloud data center, it means 100 MB network bandwidth and 100 Watt power. Hence, the fundamental challenge is the question of how to find a green service composition scheme that reduces energy consumption and network resource consumption. The problem is non-trivial and poses a set of unique challenges. First, what is the energy consumption model of service composition in FCDCs? Second, what is the best way to design a network resource consumption model to perform service composition? Third, how can the green service composition problem be formalized and the best solution be found?
GREEN SERVICE COMPOSITION APPROACH
In this section, we solve the above challenges using our proposed green service composition approach. We first construct energy consumption and network resource consumption models of service composition. Then, we formulate green service composition as a multi-objective optimization problem and prove that it is a NP-hard problem. Finally, we use 0-1 linear programming to find the best green composition service.
Energy Consumption Model
1) Energy consumption of physical machines.
The energy consumption of physical machines in the cloud relies on the comprehensive utilization of CPU, memory, disk storage, network interfaces, etc. Among these factors, the CPU is the most important energy consumption component [44] [45] [46] . Hence, based on the above discussion, we define the energy consumption (i.e., pm P ) of one physical machine as a function of the CPU utilization as follows:
where l denotes the number of services running on each virtual machine;
CPU i U represents the CPU utilization when the i th service in the physical machine; i x is a binary decision variable that represents whether a service is invoked in the physical machine (If a service is invoked, the corresponding binary decision variable i x is set to 1, or 0 if not used); busy P and idle P denotes the power consumed when the physical machine is fully utilized and is idle, respectively; their values can be obtained from [44] . 2) Energy consumption of switches. Switches are network hardware devices that consist of port transceivers, line cards, and switch chassis. All of these components contribute to the energy consumption of switches. According to [47, 48] , the energy consumption of the switch chassis and line cards remain constant over time, while the consumption of the network ports can scale with the volume of the forwarded traffic as follows [48] 
Bt is the instantaneous throughput at the port's link at time t; sp C is the link capacity; and T is a measurement interval [48] .
3) Energy consumption of composite services. The energy consumption of each candidate service has certain differences owing to the differences in specific functions and implementation. Different switches often consume different amounts of power owing to the transfer of different candidate services. Then, we can calculate the energy consumption of the composite service using (3) and (4). We take () EC s to denote the total energy consumption of composite service s , which is defined as follows:
where c denotes the number of core switches; a denotes the number of aggregation switches; e denotes the number of edge switches; p denotes the number of physical machines linked to edge switches; 
Network Resource Consumption Model
For one composite service, if the data transmission over an invoked candidate service needs to go through more switches, this increases the total number of packets delivered by these switches, i.e., the composite service consumes more network resources [43] 
Problem Statement
The problem of finding the greenest service composition by enumerating all possible combinations is considered as an optimization problem. Then, the energy consumption and network resource consumption of the composite service must be minimized while its QoS utility value is higher or lower than a global QoS constraint value 
Service Composition Approach
In this problem, we consider three objectives: minimizing overall energy consumption, minimizing the network resource consumption, and maximizing the QoS utility value. It is feasible to find an optimal composition as the number of candidate services, whereas service classes are limited in the cloud. Our green service composition approach in the cloud can be formulated as a multi-objective optimization problem, given by Table I . Lemma 1. The green service composition problem is NP-hard.
Proof: The green service composition problem is also NP-hard Problem. See Appendix B for details.
In this section, we adopt the weighting method to transform the green service composition problem into a signal objective optimization problem with (Pareto) optimal solution.
As shown in Eqs.11-13, the green service composition problem is formulated as follows：
With
where s is an m-dimensional vector of decision variables, w may be difficult to find in practice. Therefore, in practice, we can regard the weight as a tuning parameter, which can be tuned so that the resulting composite service s yields good performance. Based on the above proofs, in this paper, we adopt 0-1 linear programming to solve the multi-objective optimization problem. In particular, we use the models stated above to collect and distribute data for the fat-tree data center in the execution process of the 0-1 linear programming, which is expected to improve efficiency. The 0-1 linear programming has been used to solve service composition problems by several researchers [42, 49] . In our study, binary deci-sion variables are used in the problem to represent the service candidates. A service candidate is selected in the optimal composition if its corresponding variable is set to 1 in the solution of the model and discarded otherwise. By solving using any 0-1 linear programming solver method (IBM CPLEX Optimizer 1 is used in this paper), a list of the best candidate services is obtained and returned to the service broker provided in the cloud. In our approach, particularly, we take energy consumption and network resource consumption into account in the process of execution of the 0-1 linear programming algorithm for the optimization problem. This is expected to make the service composition energy-aware and network-aware.
Remark: If the QoS requirements of a user are very high, our multi-objective optimization problem may not have a feasible solution. In other words, there is no candidate service that can satisfy the requirements of the user. We need to recommend the user to reduce the QoS requirements in this condition.
PERFORMANCE EVALUATION
To evaluate our approach, we implement it in WebCloudSim 2 , and then compare the results obtained with those from traditional approaches. After extensive experiments, we compare the outcome in terms of energy and network resource consumption as well as QoS utility. The experimental results indicate that our approach is superior to traditional approaches. Moreover, we also analyze the parameters of our approach and present their optimal settings to IT engineers. A case study can be found in Appendix A. 
Testbed
As stated above, to evaluate our approach, we construct a FCDC network environment consisting of core switches, aggregation switches, edge switches, physical servers, VMs, and services by using WebCloudSim.
As in our previous work [43] , on receiving service composition request from users, as shown in Fig. 2 , the web servers in WebCloudSim assign the large number of requests to the service composition servers. The service composition servers then adopt suitable algorithms or methods to find the best services from physical servers. Traditional service composition approaches often select the best services based on service QoS values. In contrast, our green service composition approach pays more attention to energy consumption and network resource consumption. The relevant details about WebCloudSim can be found in our previous work [43, 50] . 2 http://www.webcloudsim.org/
Experimental Setup
To evaluate our approach, we implement it in WebCloudSim, and the tool is available at http://www.webcloudsim.org/. In the WebCloudSim system, to evaluate our green service composition approach, we set up a 16-port FCDC consisting of 64 core switches and 16 pods. Each pod comprises eight aggregation switches and eight edge switches in a FCDC. We use Cisco Catalyst 6500 and Cisco Nexus 2224TP switches as the aggregation switch and the edge switch, respectively. The former switch contains two linecards and 48 Gigabit ports in each linecard. The power of the fixed part is 472 Watt while that of each port is 3 Watt [51] . Hence, the dynamic part constitutes 38 percent of the switch's power. The latter switch contains one linecard and 24 Gigabit ports. Its fixed part consumes 48 Watt, whereas each port consumes 2 Watt [52] , which indicates that the dynamic part constitutes 50 percent of the switch's power. Hence, there are 128 aggregation switches and 128 edge switches.
The bandwidth of the core and aggregation switches is set as 10 Gps and the bandwidth of the edge switch as 1 Gps. Each edge switch could connect to eight physical servers that are divided into two categories: HP ProLiant G4 with a 3720 MIPS CPU and 4 GB memory, and HP ProLiant G5 with a 5320 MIPS CPU and 4 GB memory.
Each physical server hosts four VMs, and each VM hosts two services. Therefore, the data center contains 1024 host servers, 4096 VMs, and 8192 services. For the VM configuration, the base system is 769 MB; the RAM disk is 5.3 MB; the kernel is 1.6 MB; the memory size is 512 MB; and the user disk size is 1 GB. There are 8192 services from the data center and each service contains three QoS attributes (specifically, delay, throughput, and reliability). In order to ensure the repeatability of experiments, we use the real service QoS dataset [53, 54] as the QoS data of the three attributes for the 8192 services in the WebCloudSim system.
Remark: The created 1,000 service composition requests in the WebCloudSim system are randomly executed in one hour. It is worth nothing that the number of concrete services of a composite service is generally less than 10 in practice [55] . The values of the weighting coefficient are set to 0.5. Hence, in this experiment, the number of candidate services and service classes is less than 10. For example, when the number of service classes is only three and the number of candidate services only is three, at most 1000×3 3 services are used in the service composition process, i.e., many services are used multiple times. Other parameters settings are the same as in our previous work [43] .
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Compared Approaches
In order to evaluate the performance of our green service composition approach, we compare it with the following service composition approaches. All experiments are conducted on the same data center with identical configuration. The experiments are conducted 20 times repeatedly.  TRAD. These traditional approaches (TRAD) often focus on traditional QoS utility, and adopt 0-1 linear programming to find the best solution based on traditional QoS utility function [41, 42] . This is a standard approach [40] [41] [42] to solve the service composition problem. The relative standard deviation of the results is lower than 7%.  GA. Genetic algorithms [26, 56] belong to the larger class of evolutionary algorithms and are also often used to find optimal service compositions, via uniform crossover and uniform mutation. The initial population for the GA is set to 20, and the maximum number of iteration is set to 30 [57] . Remark: We supply this basic genetic algorithms (called GA) with the standard service composition problem, e.g., the traditional QoS fitness function. The mutation and crossover operator settings are from [54] . The relative standard deviation of the results is lower than 9%.  GA+. It is a green-aware extension of basic genetic algorithms (called GA+). In addition to the settings used for GA+, we extend it with our proposed energy consumption model and network resource consumption model. The fitness function is the sum of (11) and (12) . The parameters settings for GA+ and GA are same. The relative standard deviation of the results is lower than 9%.  GREEN. Our proposed green service composition approach is described in Section 4. The relative standard deviation of the results is lower than 7%.
Comparison Results on Energy Consumption
(a) Energy consumption with varying number of candidate services for service composition in the cloud.
(b) Energy consumption with varying number of service classes for service composition in the cloud. Fig . 3 shows that our GREEN enabled cloud service saves more energy than other approaches. For example, in Fig. 3(a) , the energy consumption of our GREEN approach is about 496 Watt on average, but those of the other approaches (e.g., TRAD, at about 1,005 Watt, and GA, at about 964 Watt) are much more expensive in this respect. TRAD, GA, GA+, and GREEN have energy consumption ratios of approximate 2.0, 1.9, 1.4, and 1.0, respectively. When there is only one service composition requirement, our GREEN approach can save more than 300 Watt of energy on average. When there is a large number of users (e.g., 1,000,000) who use service composition in the cloud, GREEN can save a small thermal power station's energy output. Similarly, in Fig. 3(b) , the energy consumption of our GREEN is approximately 460 Watt on average, but that of the other approaches (e.g., TRAD, at about 870 Watt) is much more on average. TRAD, GA, GA+, and GREEN have energy consumption ratios of approximate 1.9, 1.9, 1.2, and 1.0, respectively.
With reference to Fig. 3 , compared with TRAD, our GREEN approach saves more than 50% on average in energy regardless of the number of service classes or candidate services in use. Compared with GA, our GREEN approach saves approximately 40% on average in energy. Compared with GA+, our GREEN approach saves approximately 20% on average in energy. This means that our GREEN approach can significantly reduce energy consumption, and is the best among all of the evaluated approaches.
In contrast to TRAD and GA, our GREEN energy consumption model for service composition in FCDCs gives adequate consideration to energy consumption of physical machines and switches in the cloud. In contrast to GA+, our GREEN approach uses 0-1 linear programming to optimize the cloud service composition problem. Owing to the small search space of the cloud service composition problem, GREEN is more effective than GA+, which may be trapped in local optima. Moreover, because GA+ adopts our proposed energy model, it saves more energy than GA, which also confirms that our proposed model is very effective.
In summary, GREEN significantly reduces energy consumption in solving the service composition problem in the cloud. Fig. 4 illustrates the comparison of network resource consumption for the considered approaches, where the size of the network packet is set at 800 bytes. The figure clearly shows three significant facts. First, our GREEN enabled cloud service saves more network resources than other approaches. It can be seen that its network resource consumption is less than 1300 bytes on average for the various candidate services and service classes. The results confirm that GREEN is an effective solution to cope with the service composition problem in the cloud.
Comparison Results on Network Resource Consumption
Second, compared with the other considered alternatives, the GREEN solution achieves a significantly higher energy saving (higher than 50% or 10%). For example, compared with TRAD and GA, our GREEN method saves approximately 50% on average in network resources regardless of the number of candidate services or service classes in use. Compared with GA+, GREEN saves approximately 10% on average in network resources. This means that our GREEN approach can significantly reduce network resource consumption, and is the best among all of the considered alternatives.
Third, as the number of candidate services or service classes increases, the energy saving is reduced. This last effect can be explained considering that, as the number of services grows, every evaluated approach must consider more physical machines and switches to configure the service composition system. This behavior clearly increases the energy consumption. However, even as the number of services increases, GREEN still outperforms the other considered approaches.
In summary, in contrast to TRAD and GA, our GREEN approach considers the topology of fat-tree cloud datacenter networks, making full use of the network resource consumption model to find the optimal solution in the cloud. In contrast to GA+, 0-1 linear programming is more effective for small search space optimization. Moreover, our previous work [43] also validates the conclusion of this experiment. Hence, GREEN significantly achieves higher network-resource-efficiency in solving the service composition problem in the cloud.
Comparison Results on QoS Utility
Fig . 5 illustrates the comparative evaluation results for QoS utility, including network QoS. As shown in Fig. 5 , it can be seen that GREEN can significantly improve the QoS utility of service composition in the cloud. For example, in Fig. 5(a) , the QoS utility of GREEN is about 0.77 on average, whereas other approaches attain lower values on average. TRAD, GA, GA+, and GREEN have QoS utility ratios of about 0.5, 0.3, 0.7, and 1.0, respectively. Similarly, Fig. 5(b) shows ratios of approximately 0.6, 0.6, 0.8, and 1.0, respectively.
With reference to Fig. 5 , compared with TRAD and GA, GREEN improves by approximately 50% on average in QoS utility regardless of the number of service classes or candidate services in use. Compared with GA+, GREEN improves by approximately 20% on average in terms of QoS utility. This means that GREEN can effectively assure QoS utility, and is the best among all of the evaluated approaches.
In contrast to TRAD and GA, GREEN considers the network QoS of service composition in the cloud. In contrast to GA+, because, in practice, the solution space of service composition problems in the cloud is not very large, our GREEN approach, which adopts 0-1 linear programming, is more effective than GA+ in the context of fat-tree cloud datacenter networks. Moreover, our previous work [43] also validates the conclusion of this experiment.
In summary, our GREEN approach significantly assures realistic QoS utility when solving service composition problems in the cloud. As shown in Fig. 6 , we find that the computation time for GREEN is very low, and is about 300 ms on average regardless of the number of service classes or candidate services in use. Compared with GA+, GREEN reduces the computation time by approximately 30% on average. Although the computation time for GREEN is not the lowest among the approaches, it still provides a composite service in the cloud.
Comparison Results on Computation Time
Finally, as Figs. 3, 4 , 5, and 6 show that, our GREEN approach can achieve the best green solutions (low energy consumption and network resource consumption, and high QoS utility) with low computation time. This means that cloud service providers can adopt our approach to provide green cloud services (i.e., SaaS and IaaS) via a central control with all levels of information of services and network in cloud data centers [43] .
Sensitivity Analysis of GREEN
In order to fully evaluate the proposed GREEN, we test our proposal under two operating scenarios (i.e., the bandwidth setting of edge switches, the bandwidth setting of core and aggregation switch) to understand how the FCDC characteristics affect its performance. We hope the results can help IT engineers to implement our approach better on their cloud systems.
Sensitivity to the bandwidth of edge switches
The first sensitivity experiment focuses on the effect of the bandwidth of the edge switch on network resource consumption, QoS utility, and computation time for the different bandwidths of edge switches. Fig. 7(a) shows that, as the bandwidth of edge switches grows, the energy consumption of GREEN gradually decreases. The intuitive effect can be explained that, 1) because the waiting time of service composition becomes shorter, GREEN shuts down (one or) several physical machines running services; or 2) (one or) several ports of edge switches are closed because a small number of ports can satisfy the bandwidth requirement of service composition in the cloud. Fig. 7(b) shows that with increasing bandwidth of edge switches, the network resource consumption of GREEN also increases. The counterintuitive effect can be explained by the fact that, as the bandwidth of edge switches grows, GREEN tends to composite the services that are in the different subnets owing to the QoS constraint of (13) (as shown in Fig. 7(c) ) in the cloud. Fig. 7(c) shows that, as the bandwidth of edge switches grows, the QoS utility of GREEN gradually increases. But when the QoS utility value of the composite service satisfies the constraint of (13), GREEN tends to reduce more energy and network resource consumption. This means that the QoS utility tends to decrease when the bandwidth of the edge switches is higher than 6 Gps. Fig. 7(d) shows that with the increasing bandwidth of edge switches, the computation time of GREEN also decreases and tends to become stable. The intuitive effect can be explained that, because the waiting time of service composition becomes shorter, GREEN saves on computation time. Moreover, when the bandwidth of the edge switches is higher than 4 Gps, the computation time tends to be stable.
Sensitivity to the bandwidth of core and aggregation switches
The second sensitivity experiment focuses on the effect of the bandwidth of the edge switch on network resource consumption, QoS utility, and computation time for the different bandwidths of core and aggregation switches.
From Fig. 8 , it is clear that, as the bandwidth of core and aggregation switches grows, the sensitivity analysis results become similar to Fig. 8 . For detailed explanation of the sensitivity analysis in Fig. 8 , refer to Section 5.8.1. Hence, in short, as the bandwidth of core and aggregation switches grows, Fig. 8 shows that: 1) the energy consumption of GREEN is reduced; 2) the network resource consumption of GREEN is increased; 3) the QoS utility of GREEN gradually increases, but tends to decrease when the bandwidth of the core and aggregation switches is higher than 80 Gps; and 4) the computation time of GREEN also decreases and tends to become stable when the bandwidth of the core and aggregation switches is higher than 60 Gps. 
OPEN ISSUES AND LIMITATIONS
Open Issues
The following four issues are open issues for our proposed approach. 1) In traditional service selection or composition approaches, including our many previous work, the number of candidate services is often at least more than 100, and the number of service classes is often at least more than 10. Interestingly, we can not find any service composition application based on traditional approaches in any real-world IT systems. It is worth noting that, although the number of services in the cloud still grows, the number of concrete services comprising a composite service is generally less than 10 in practical systems [55] . Hence, we believe that the computation time is not a critical issue at the current stage for service composition owing to the small search space and not a large number of services that need to be composited. 2) Traditional service selection or composition approaches, including our several previous studies, focus more on service composition algorithm optimization. They often try to adopt more complex algorithms (such as genetic algorithm, particle swarm optimization, and ant colony optimization) to find the best solution. However, in practical systems, finding the optimal composition requires enumerating all possible combinations of candidate services, which is not expensive in terms of computation time owing to the small search space. Hence, a basic service composition algorithm such as 0-1 linear programming is good enough to find the best solution. Therefore, we believe that our service composition algorithm is suitable, and the basic algorithm is sufficient and effective. 3) Who will use our proposed approach and how to use it? Cloud service vendors, such as Amazon AWS, Microsoft Azure and Alibaba Cloud, deploy various services in their cloud data centers, including their own services and services from third-parties. Many of these services can be used for composition and many of them are functionally equivalent. As such, cloud infrastructure providers can adopt and benefit from our approach to reduce the energy and network resource consumption in their cloud data centers. The hypertext-driven REST API [80] , which consists of connected REST resources that provide different services through uniform interfaces or Service Mesh, can support the implementation of our approach in real cloud data centers. It includes services from both data and control planes, such as switches, routers, subnets, networks, NAT devices, and controllers in SDN environments.
4) In the early stages of cloud computing, it could be difficult to dynamically co-host services that need to be composed frequently on the same (or close) physical location. However, with the advance of container and virtualization technology, we can adopt virtual machine migration and fast container deployment technology to host these services on the same or nearby physical servers to make green service composition practical.
Limitations of Our Approach
There are several limitations of our proposed approach as follows: 1) It is not easy to conduct a large scale evaluation within a cloud data center, but there are still possibilities to create a small replica of a cloud data center, which is running on commodity hardware. Although this setup cannot host the same set of services as those used for the simulation, it can be used to monitor actual data instead of just summing up predefined numbers during a simulation. 2) The fact that an actual evaluation would support the usefulness of our proposed approach, there are also flaws or missing information for the simulation. The simulation assumes that there are no packet drops during the evaluation, which is not the case in real cloud data centers. Hence, we hope to have a collaboration with top cloud service vendors to implement our approach in a real cloud data center and further evaluate the performance.
CONCLUSIONS
In this paper, we propose a green service composition approach for FCDCs. Our approach not only consists of an overall energy consumption model and network resource consumption model, but also has a service composition model to find the best green (such as low energy consumption, low network resource consumption) composition service in the cloud. In contrast to current approaches in this area, our approach links services, networks, physical machines, and switches and considers energy and network resource consumption in the service composition process. We implement the proposed approach in the WebCloudSim system, and find that it outperforms current approaches in terms of energy consumption, network resource consumption, QoS utility, and computation time.
Future work will explore a good means of enhancing our proposed approach in software defined network (SDN) environments. Moreover, the question of how to design a service-composition-aware virtual machine or container migration scheme will also be explored.
