I. INTRODUCTION
Since there is no distribution from the Cohen class (with signal-independent kernel) which can produce the complete concentration along the instantaneous frequency (IF) when it is a nonlinear function of time, [5] - [7] , [21] , various higher order distributions have been derived. For the analysis of signals with polynomial phase the polynomial Wigner-Ville distributions are proposed by Boashash et al. in [2] - [4] . The same class of signals may be treated by the local polynomial distributions, defined in [10] and [11] . The L-Wigner distribution, introduced and described in [19] , [20] , [22] , and [23] , significantly reduces influence of higher order terms in the phase function when it is a nonlinear function of time. The polynomial Wigner-Ville distribution, and the L-Wigner distributions are closely related to the time-varying higher order spectra [3] , [17] .
In this correspondence we analyze the IF estimator, in the case of additive noisy signals, using the L-Wigner distribution. The estimator's variance and bias are highly dependent on the window length and distribution order. Provided that the signal and noise parameters are known, the optimal window length and/or distribution order may be determined by minimizing the estimation mean squared error. However, those parameters are not available in advance. Especially it is true for the IF derivatives that determine the estimation bias. Here, we will present an adaptive algorithm which does not require a priori knowledge of the estimation bias. The basic idea of the method that we use for selection of the data-driven window length and order has originated from [8] and [9] , where it was proposed for the nonparametric regression. The idea of this method was exploited in [12] for development of the adaptive local polynomial periodogram, giving estimates of the IF and its derivative. It was subsequently used in [13] for development of the nonparametric estimator of the IF, based on the Wigner distribution with the data-driven adaptive window size. A discrete nature of optimization parameters of the L-Wigner distribution (window length and distribution order), along with a small number of their possible values, resulted in a modification of the original algorithm. Also, the analysis presented in this correspondence leads to an interesting conclusion that not only higher order distributions may improve time-frequency presentation, but also "lower order" distributions can be the best choice in some cases.
The correspondence is organized as follows. A review of the L-Wigner distribution definition, along with a noise modeling, is done in Section II. In Section III the variance and bias of the IF estimate, using the L-Wigner distributions, are derived. The optimal window length and distribution order are discussed in this section. A numerical implementation of the L-Wigner distribution is presented in Section IV. An adaptive IF estimator, with the data-driven window size and distribution order is described in Section V. Numerical examples are presented in Section VI.
II. DEFINITIONS AND NOISE MODELING
The L-Wigner distribution of a discrete-time signal s(nT ), at a given instant t = lT , is defined by [19] , [20] , [22] , and [23] LWDL(t;
where w h (nT ) = T =h1w(nT =h) with w(t) being a real-valued finitelength symmetric window such that w(t) = 0, for jtj > 1=2, T is the basic sampling interval, and h is the window w h (nT ) width. Note that in the realization of LWDL(t; !) the signal has, by definition (1), to be sampled with a sampling interval equal to 1=L times the sampling interval in the Wigner distribution. 1 Its values should be available not only at the instants defined by the Nyquist sampling rate =! m , where ! m is the maximal signals frequency, but also at the points nT =L = n=(2!mL). Note that this can be avoided, i.e., LWD L (t; !) can be realized without oversampling by using the S-method and procedure described in [20] , [22] , and [23] . This realization would also produce the L-Wigner distribution which is, in the case of multicomponent signals, equal to the sum of L-Wigner distributions of each individual component, with a significant reduction of the noise influence. Since the realization is not an issue here, we will assume that the L-Wigner distribution is realized according to the definition (the worst case).
Consider a noisy signal
with s(nT ) being a signal with a real-valued amplitude A and (nT ) being a white complex-valued Gaussian noise with mutually independent real and imaginary parts of equal variances 2 =2. In the analysis presented in this correspondence we additionally assume that the noise is small with respect to the signal, i.e., =A 1: Note that the last assumption has also been used for the Wigner distribution analysis [10] , [16] and polynomial Wigner-Ville distribution [4] . The original observations x(nT )canunder the low-noise assumption be modified into the following model with the additive noise:
The autocorrelation function of L (nT) = Ls
If L = 1 the variances of the transformed and the original noise are equal to each other. For the case 0 < L < 1, which has not been considered previously, the transformed noise-to-signal ratio in (3) is L 2 2 =A 2 . It can be smaller than the original 2 =A 2 . For example, L = 1=2 may significantly reduce this ratio compared with L = 1. This will be the reason to introduce, in this correspondence, distributions of a "lower order" with respect to the Wigner distribution.
III. INSTANTANEOUS FREQUENCY ESTIMATION
Consider the problem of the IF !(t) = 0 (t) estimation, from discrete-time observations (2) . We will assume that !(t) is a differentiable function with bounded derivatives j! (r) (t)j = j (r+1) (t)j Mr(t), r 1.
If the signal is not noisy then, using the Taylor's expansion of (t + n(T =L)) 0 (t 0 n(T =L)) around t, its L-Wigner distribution is of the form
w h (nT)e j2 (t)nT e j1(t; n(T =L)) 1 e 0j2!nT ;
If (2s+1) (t) = 0 for all s or L ! 1, then the L-Wigner distribution would have a maximum at ! = 0 (t). Therefore, the L-Wigner distribution based IF estimator may be defined aŝ
with Q! = f! :0 j!j < =(2T )g being the basic interval along the frequency axis. As a measure of the estimate quality, at a given instant t, let us define the estimation error as
Proposition: Let!(t) be a solution of (6) , and h ! 0, T ! 0;
and h=T ! 1. Then the variance and bias of the IF estimation error
where (12) where the index j0 means that the expressions are calculated at the point where ! = 0 (t), 1(t; n(T =L)) = 0, and L (nT) 0. 1 (0j2nT)e 0j2nT! : For ! = 0 (t) and small 1(t; nT ), when exp(j1(t; nT )) = 1 + j1(t; nT )
we easily get the third line in the next equation, as a variation of @LWDL(t; !)=@! due to small 1(t; nT ). In the same way we get the other terms as
From @LWD L (t; !)=@! = 0 and the previous equations follows that
The error 1! has two components: deterministic L h (t)=2F h and random 4=(2A 2L F h ). Straightforward calculations, similar to the ones used in [18] for the Wigner distribution, give
For the white noise
which proves (8) .
In a similar way, the bias from (14) is of the form
which proves (9) of the proposition.
Mean-Square Error:
Let us analyze the mean-squared accuracy of estimation. Using only the first significant term in the bias, the meansquared error (MSE) can be presented in the form
Note that the values of E h , F h , and B h (1) can be easily calculated for any other window type.
It can be seen from (18) that the MSE has a minimum with respect to L. The optimal value of L is given by
(t)) 
The dependence of the optimal L-Wigner distribution order Lopt on the parameters A, ,T , and the derivative (3) (t) is quite clear. At times when j (3) (t)j is large, higher distribution orders are required, while for small j (3) (t)j, the distribution order L should also be small.
This relation will be discussed in detail in examples.
The optimal window length, minimizing the MSE (18) for a given L is
It is obvious that the calculation of (19) or (20) is not possible in practice, since its requires, besides A and
2
, the knowledge of the IF second derivative (3) (t). It is a definitely unavailable value because the IF itself has to be estimated.
Simultaneous unrestricted minimization of the MSE with respect to L and h gives a trivial result: the MSE approaches zero as h ! 1
and h=L ! 0. This result has no practical interest. However, the minimization of the MSE with respect to a finite set of acceptable values of h and L gives optimal pairs of (h; L) which, as simulations confirm, are able to significantly improve the accuracy.
IV. NUMERICAL IMPLEMENTATION
The L-Wigner distribution (1), discretized over the frequency, is implemented as
0j2(2=N)kN (21) where N = h=T is a number of samples determined by the window length h, and the sampling interval T is given as T = =(2! m ),where ! m is the signal's maximal frequency. The IF is estimated aŝ
for 0 k N=2 0 1, for signals with only nonnegative frequencies.
Let us consider the influence of the quantization error on the accuracy of the IF estimation, caused by the discretization of LWDL(k; l) in (21) along the frequency axis. Note that the quantization error may also be considered as a parameter closely related to the distribution concentration (frequency resolution), which is very important for time-frequency distributions (especially in the case of multicomponent signals). For the quantization noise error a uniform probability density is usually assumed. In (22) this probability density is uniform over the segment (0=2h; =2h], since =(N T ) = =h. Its variance is 2 q = 1=12(=h) 2 , producing the resulting MSE in (18) of the form and the estimation variance is dominated by the quantization error.
As is well known, the quantization effects of the fast Fourier transform (FFT) can be reduced by appropriate zero-padding in the time domain, i.e., by interpolation along the frequency axis. Provided that this interpolation of the L-Wigner distribution is done up to the widest considered window length, the quantization error will be reduced and kept to a constant value.
In the next section we will first consider the case when the interpolation is not done. It yields a simpler analysis and is more common in time-frequency distribution realizations. An algorithm for the optimal window length determination will be derived for this case, and then extended to the cases with high interpolation rate (when quantization error can even be neglected).
V. ALGORITHM FOR ADAPTIVE ORDER AND WINDOW LENGTH DETERMINATION

A. Basic Idea of the Window Length Optimization
The basic idea follows from the accuracy analysis, given in the Proposition. Namely, at least for the asymptotic case of small noise and bias, the estimation error can be represented as a sum of the deterministic (bias) and random component, with the variance given in the Proposition and (17) . For the estimated IF! h (t) as a random variable distributed around the exact IF !(t) with the bias bias (t; h) and the variance 2 (h), we may write the following relation:
where 2 (h) 1 = var(1!(t)), and the inequality holds with the probability P () depending on . The values of will be discussed later. Here we will only mention that it should be such that P () is close to 1. In the case of dominant quantization noise error, which will be considered now, the probability density of! h (t) around bias (t; h) is uniform. For this distribution, the value = p 3 guarantees (24) with probability 1. The same value of would guarantee only the probability of 0:93, if the distribution were Gaussian.
Using the expressions for the variance and bias 
where h opt denotes the optimal window length,
Let us introduce a discrete set H of window length values h 2 H H = fhsjhs = ahs01; s = 1; 2; 3; 11 1; J; a > 1g: (27) The following arguments can be given in favor of such a set. a) A discrete scheme for window lengths is necessary for efficient numerical realizations. Realizations of time-frequency distributions of the form (21) are almost exclusively based on the FFT algorithms (excluding only a few recursive approaches, [1] , [14] , [15] ). The most common are radix-2 or radix-3 FFT algorithms, which correspond to a =2 or a =3, respectively, in which case the set H gives dyadic (hs = h02 leads to suboptimal window length values due to the discretization of h (quantization noise error and effects due to quantization of h, which, despite similar names, are two completely different notions). It is important to note that this effect, due to the discrete nature of h 2 H, would exist even if we knew in advance all of the parameters required for the optimal window length calculation, and decided to use radix-2 FFT algorithms in the realization. Fortunately, the loss of accuracy is not significant in many cases, because the MSE has a stationary point for the optimal window length h = hopt (and the MSE varies very slowly for the window length values close to h = h opt ). The MSE as a function of the window length is presented in Fig. 1(a) , where both axeshave logarithmic scales. Fig. 1(b) 
D(p) = [! h(p) (t) 0 (h(p));! h(p) (t) + (h(p))]:
For = p 3 we have that !(t) 2 D(p), when bias (t; h(p)) = 0. As soon as this value of 1 is found, an intersection of the confidence intervalsD(p) andD(p +1) works as an indicator of the event p = 0, i.e., the event when hs = hopt is found. The algorithm given in the form (28) and (29) tests the intersection of the confidence intervals, where (29) is a condition that two sequential intervalsD s+1 andD s are the last pair of the confidence intervals having a point in common
A confidence interval, that takes into account the biased estimatê
! h(p) (t) is
D(p)=[! h(p) (t)0(+1)(h(p));! h(p) (t)+(+1)(h(p))]
(note again that indices s and p only indicate whether we assume the first confidence interval, or the confidence interval for which h = h opt has index 0). Now let us find this crucial value of 1: According to the above analysis, only three values of p = 0; 1, and 2 along with the corresponding intervalsD(0),D(1), andD(2) should be considered, in this case. The intervalsD(0) andD (1) should have and the intervalsD (1) andD (2) should not have at least one point in common. Since! h(p) (t) is a random (uniformly distributed) variable, then the confidence interval bounds are also random and uniformly distributed. Thus we must consider the worst possible cases for the corresponding bounds. These worst case conditions, for b > 0, are given by minfU(0)g maxfL(1)g maxfU(1)g < minfL(2)g: 
! h(p) (t) 2[!(t) + bias (h(1)) 0 (h(1)); !(t) + bias (h(1)) + (h(1))]:
Consequently, the upper confidence interval bound U(1), according to (34), may take values from the interval
The maximal possible value of U(1) is
maxfU(1)g = !(t) + bias (h(1)) + (2 + 1)(h(1)):
In the same way we get the other bounds required by (35) bias (h(0)) + 1(h(0)) bias (h(1)) 0 1(h(1)) (h(1)) + (2 + 1)(h(1)) < bias (h(2)) 0 (2 + 1)(h (2) With (37) being satisfied we have, for p0, thatD(p)\D(p+1)6 =; with probability close to 1, and for p 1,D(p)\D(p+1)= ; with probability close to 1. This completes the proof of the statement.
We emphasize that the statement is derived provided that hopt assumes one of the dyadic values from H and the bias and variance are given by the asymptotic formulas (25). In applications, due to the discrete nature of h, we will never have hopt 2 H, which results in the already described discretization of h and slightly suboptimal MSE values. This means that the values and 1, given in the statement, should be interpreted as a reasonable approximation which can be used in the algorithm (28) and (29), at least as long as (25) holds for the bias and variance. This was the reason for the expression "probability close to 1."
B. Algorithm
According to the statement and the analysis in the previous subsection, we may define the following algorithm for the adaptive IF estimation.
1) Assume that a set H is given by (27 
where Us(t) =! h (t) + ( + 1)(hs) L s (t) =! h (t) 0 ( + 1)(h s ) with, for example, + 1 3:2.
5) The adaptive window length h s is determined as the length corresponding to the largest s(s = 1; 2; 1 11; J) when Ds \ D s+1 6 = ;, i.e., j! h (t) 0! h (t)j ( + 1)[(h s ) + (h s+1 )] (40) is still satisfied. Then, this s + is the largest s for which the segments D s and Ds+1, s J, have a point in common. The adaptive window length is chosen asĥ
and!ĥ (t) (t) is the adaptive IF estimator with data driven window for a given instant t. 6) Take next t.
C. Comments on the Algorithm
If the noise-dependent part in the standard deviation (hs) cannooot be neglected (as will be the case in further analysis) then the estimation of signal and noise parameters jAj and 2 can be done using 
where x r (nT) and x i (nT) are the real and imaginary parts of x(nT ), respectively, and T is sufficiently small.
Next, we will consider how a compromise, corresponding to the MSE minimization, can be achieved for the IF estimation with the L-Wigner distribution implemented with an appropriate interpolation mentioned above.
D. Estimation with Interpolation
In the case when the quantization error may be neglected, i.e., an appropriate interpolation is done, we have the variance and the bias strongly depend on both the window length h and the distribution order L. Consider the cases of optimization with respect to h provided a fixed order L, as well as the simultaneous optimization with respect to both h and L.
a) Let the order L of an L-Wigner distribution be fixed and the bias and variance of estimation be determined by (18) . It can be seen that for the optimal window size hopt, the relation (h opt ) = 4=3bias(t; h opt ) between the bias and the variance holds instead of (26). It is obtained by equating the first derivative of (18) with respect to h with zero. We will follow the same reasoning as in Section V-A, with the assumption that for a certain we may assume that j!(t) 0 (! h (t) 0 bias (t; h))j (h)
holds with a probability close to 1. Again assume that the window length is dyadic h s 2 H and h(p) = h opt a For a = 2 these inequalities give the smallest positive value 1 = 1:919 and the largest (2 + 1) = 27:15. Note that for the value of 3, i.e., +1 5, the inequality (45) holds with the probability P () = 0:997.
With these hints and parameter values we can now use the algorithm (38)-(41) as described in Section V-B for the adaptive window length determination.
b) Consider the simultaneous optimization with respect to both parameters in question, L and h: Let us define the two sets H =fh s jh 1 < h 2 < h 3 < 111 < h J g 3 =fLrjL1 < L2 < 1 11 < LKg
where h 2 H is a set of values of the window lengths h, and 3 is a set of distribution orders, denoted by L r .
Consider a direct product of H and 3 as a set H 2 3 = f(h s ; L r )js = 1; 2; 111; J; r = 1; 2; 111; Kg 
The elements gq form a decreasing sequence of the estimation variance (17) (gq) = 6 2 A 2 gqT :
The confidence intervals corresponding to the sequence g q are
and the algorithm (38)-(41) can be applied in a straightforward manner.
The only difference is that the set H is replaced by the set 8 and instead of the window size selection, we find q + which immediately determines a pair of the corresponding (h s ; L r ).
The set 3 can be determined by any reasonable method. In simulation we use a dyadic set with Lr = 2 r02 , r = 1; 2; 3; 4. Note that the distribution with Lr = 1 (r = 2) is the Wigner distribution, the distributions with L r = 2; 4 are higher order distributions, and L = 1=2
would be a "lower order" distribution. (The notions "higher order" and "lower order" are used with respect to the Wigner distributions.)
VI. EXAMPLES
The discrete L-Wigner distribution is calculated using the standard FFT routines. Note that if we use L < 1 (for example, L = 1=2 as we did in this correspondence) then we have to take care about the phase continuity of x 1=2 (nT) over the borders.
The algorithm is tested on two examples. In both of them we assumed a signal of the form x(nT ) = A exp(j(nT)) + (nT ), with a given IF !(nT ) and the phase (nT ) = n i=0 !(iT )T. The L-Wigner distribution with adaptive window length is presented in Fig. 2(h) . The IF, as well as its estimates with (L = 1; N = 32), (L = 4; N = 256), and an adaptive window length using L = 4, are given in Fig. 2(i)-(l) , respectively. The mean absolute IF estimation error Efj1!(nT )jg, calculated by averaging over 0 nT 1 and normalized to the minimal discretization step is shown in Fig. 3 Fig. 4(a) -(h), along with the estimated IF obtained using some of them, Fig. 4(i)-(l) .
The adaptation is done with respect to both window length and distribution order, according to the algorithm (38)-(41) and hints in Section V-D. The adaptive window length N s (nT) and distribution order L r (nT), as well the L-Wigner distribution with the same parameters using +1 = 5, are presented in Fig. 4(m)-(o) , along with the estimated IF, Fig. 4(p) . As expected, the algorithm produced the smallest possible variance (with L r (nT) = 1=2 and N s (nT) = 128) in the regions where the instantaneous frequency estimator is not biased (i.e., the IF is constant). The application resulted in small window lengths and high distribution orders in the region where the bias is large, around the point nT = 0:5. The absolute mean error, normalized to the minimal discretization step, is shown in Fig. 5 . It further illustrates our considerations about the influence of window lengths and distribution orders on the accuracy of the IF estimation. Here we will also discuss the the dependence of the optimal distribution order dependence on the window length. From Fig. 5 we see that for the narrowest window length the smallest mean absolute error is obtained with the distribution having order L = 1=2. The best distribution order increases with window length. For a reasonably large window length (which is important for the distribution's frequency resolution), the best results are obtained for the highest distribution order L = 4. This is in complete agreement with (19) .
In all considered examples a normalized signal with unity amplitude is assumed. If that were not the case the IF estimation would not be influenced at all, but we would not be able to form a resulting distribution in order to combine the distributions with different orders into a resulting one. Then a normalized version of the L-Wigner distribution, introduced as the S-distribution [21] , with the same properties as the L-Wigner distribution concerning the if estimation, could be used.
VII. CONCLUSION
The L-Wigner distribution with the data-driven and time-varying window length and order is presented, as an adaptive estimator of the IF. The choice of the window length and the distribution order is based on the intersection of the confidence intervals of the IF estimates. The developed algorithm uses only the formula for the asymptotic variance of the IF estimates. Simulations show a significant accuracy improvement of the adaptive algorithm.
I. INTRODUCTION
A technique has been proposed recently [1] which provides several benefits for orthogonal frequency division multiplexing (OFDM). In particular, this technique, termed polynomial cancellation coding (PCC), reduces the intercarrier interference (ICI) due to frequency shift between transmitter and receiver [2] . Further, PCC has been discussed in the context of reduction to out-of-band power and intersymbol interference in OFDM systems [3] . Used in its simplest form, PCC achieves these advantages at the cost of bandwidth efficiency. However, the advantages can be retained while maintaining, or even increasing, bandwidth efficiency if the symbol periods of the PCC coded data are overlapped [3] and an equalizer is used at the receiver to recover the transmitted data from the overlapped symbols.
The main idea of PCC is to map each complex number which is to be transmitted onto a group of k subcarriers, with appropriate weightings, rather than to a single subcarrier. In a previous article [2] , the weightings have been given as the coefficients of the polynomial (1 0 x) k01 . It has been claimed that if the same weightings are applied in decoding the received signal, polynomial variation of order (2k 0 3) in the ICI is canceled.
In this correspondence, we explain how ICI cancellation is achieved by relating PCC to finite-difference techniques, well known in numerical analysis. In Section II, we give mathematical expressions for polynomial cancellation coding as described in [2] . In Section III we list some standard results in finite difference theory, and recast our equations in this language. Finally, in Section IV we discuss the reduced ICI obtained by use of PCC.
II. POLYNOMIAL CANCELLATION CODING
In the ith symbol period (length T ) of an OFDM communications system, the complex numbers a 0; i ; 111 ; a N 01;i modulate the N subcarriers. If we assume an ideal channel, and the local oscillator at the
