Abstract. Inverse problem for the identification of the parameters for large-scale systems of nonlinear ordinary differential equations (ODEs) arising in systems biology is analyzed. In a recent paper in Mathematical Biosciences, 305(2018), 133-145, the authors implemented the numerical method suggested by one of the authors in J. Optim. Theory Appl., 85, 3(1995), 509-526 for identification of parameters in moderate scale models of systems biology. This method combines Pontryagin optimization or Bellman's quasilinearization with sensitivity analysis and Tikhonov regularization. We suggest modification of the method by embedding a method of staggered corrector for sensitivity analysis and by enhancing multiobjective optimization which enables application of the method to large-scale models with practically non-identifiable parameters based on multiple data sets, possibly with partial and noisy measurements. We apply the modified method to a benchmark model of a three-step pathway modeled by 8 nonlinear ODEs with 36 unknown parameters and two control input parameters. The numerical results demonstrate geometric convergence with a minimum of five data sets and with minimum measurements per data set. Software package qlopt is developed and posted in GitHub. MAT-LAB package AMIGO2 is used to demonstrate advantage of qlopt over most popular methods/software such as lsqnonlin, fmincon and nl2sol.
Introduction
Systems Biology is an actively emerging interdisciplinary field whose mission is to reveal and understand the global properties of biological or bioengineering systems through complex interaction of a large number of cells or organisms. One of the major challenges of systems biology is to develop predictive mathematical models described by large numbers of nonlinear ordinary differential equations based on experimental data. The quantitative features of such models are characterized by a large number of parameters. Identification of parameters through noisy measurements is an ill-posed inverse problem and it requires the development of delicate regularization techniques [1] . Solving inverse problems in systems biology is an actively growing research field [2, 3, 4, 5, 6, 7, 8, 9, 10] . We refer to the survey article [6] for references. In a recent paper [11] the authors implemented the numerical method introduced by one of the authors in [12, 13] . The iterative method combines ideas of Pontryagin optimization or Bellman quasilinearization with sensitivity analysis and Tikhonov regularization. Extensive computational analysis pursued in [11] demonstrated that the method is very well adapted to canonical models of system biology with moderate size parameter sets and has a quadratic convergence. Software package qlopt was developed and posted in GitHub [15] . The MATLAB package AMIGO2 [16] was used to demonstrate the high competitiveness of qlopt with the most popular software packages, including lsqnonlin, fmincon, nl2sol.
However, direct adaptation and scalability of the method to inverse problems with significantly large size was not as effective. The goal of this paper is to suggest the modification of the method which is effective at solving the inverse problem on the identification of parameters for large scale models in systems biology. The modification is twofold.
• Method of staggered corrector [17] is embedded into the step of calculation of the sensitivity vectors. More precisely, instead of solving the linearized system and associated sensitivity system, we first solve the original system through quasilinearization [18] , and then use its solution to solve the linear sensitivity system corresponding to the original nonlinear system. We use the software package CVODES [19] to implement the method of staggered corrector into our algorithm.
• Multi-objective optimization is enhanced into the method which allows for the application of the method to large-scale models with a practically non-identifiable set of parameters based on multiple data sets, possibly with partial and noisy measurements.
Description of the Method
Consider a dynamical system:
(1) dx dt = f(t, x, u, v), t 0 ≤ t ≤ t 1 (2) x(t 0 ) = x 0 ∈ R n , where x = x(t) = (x 1 (t), x 2 (t), . . . , x n (t)) : [t 0 , t 1 ] → R n is the state vector, u = (u 1 , u 2 , . . . , u m ) ∈ R m is the unknown parameter vector,
is the control input parameter vector, and f = (f 1 (t, x, u, v), f 2 (t, x, u, v), . . . , f n (t, x, u, v)) : , and initial approximation u = u 0 , we implement quasilinearization of (1) ( [18] ) and at each fixed iteration N = 1, 2, ... we find the solution as a limit 
where J(t, x, u, v) = ∂f(t, x, u, v) ∂x is the n×n Jacobian matrix. It is well known that the convergence (3) has a quadratic rate [18] . Given the initial guess u 0 of the unknown parameter u, we identify at every step of the iteration a new approximation (5) u N = u N −1 + ∆u, (4), (7) form the method of staggered corrector [17] .
To find ∆u, we minimize the multi-objective function
where L n 2 (t 0 , t 1 ) is a Hilbert space of vector functions g :
We have
Therefore, minimum ∆u satisfies the following system of linear algebraic equations (9) A N ∆u = P N , where
is an m × m symmetric matrix with elements
and
is an m-vector with elements
In fact, A N is a sum of Gram matrices of vectors U d,j N , and
It is known [20] that
and it is positive, that is to say, A N is non-singular, if and only if the vectors U Hence, we suggest the following modfication of the numerical algorithm from [12] . (9) and update the new value u N of the parameter using (5).
(5) If satisfactory accuracy is achieved, then terminate the process, otherwise replace N with N + 1 and go back to Step 2. As termination criteria, the smallness of either of the expressions
can be used.
2.2. Regularization. As in [11] we implement two types of Tikhonov regularization. Type I regularization is performed by replacing the function (8) with
This yields the following linear system instead of (9)
where I is the identity matrix and α is a regularization parameter. Type II regularization is performed by replacing the function (8) with
where u * is a known vector expected to be close to the true value of the unknown parameter. This implies the following linear system instead of (9): (13) (A N + αI)∆u = P N + α(u * − u N −1 ).
2.3.
Identifiability. Convergence of the algorithm is connected to the identifiability of unknown parameters. In fact, dth Gram matrix summand of A N in (9) is the so called Fisher information matrix (FIM) for the ODE system (1), which characterizes the information content of the experimental measurement in the dth data set. Singularity of A N is equivalent to linear dependence of the sensitivity vectors U d,j N , j = 1, ..., m for all d = 1, ..., D, which is the indication of the presence of the non-identifiable parameters . On the contrary, non-singularity of A N is equivalent to identifiability of parameters. If A N is non-singular but detA N is sufficiently small, then for computer simulation A N is treated as a singular matrix [10, 21, 22] . Our two regularization algorithms are developed to address such practical nonidentifiability cases. A major factor for the convergence of the algorithm for the identification of practically non-identifiable parameters is the increase of number of data sets D. Specifically, there is a minimum number of data sets with different inputs of control parameters for experimental design needed to relieve the parameter correlations and acquire suitable measurement data for unique parameter estimation [23] .
Results and Discussions
We tested the method on a benchmark model of a biological network for a three-step pathway modeled by 8 nonlinear ODEs describing 8 metabolic concentrations and 36 parameters p i , i = 1, ..., 36 ( [2] ):
Two parameters P and S are control input parameters specified by the experimental design. The unknown parameters p i are correlated, but their functional relationship with one another is dependent on the input parameters P and S, and in general parameters are practically identifiable with multiple data sets. In [24] , the inverse problem was analyzed with 16 noise-free data sets, and in [25] with 16 both noise-free and noisy data sets. The results demonstrated strong parameter correlations in several groups, with accurate parameter values identified in [25] . Parameter correlations were analyzed in [23] . It is demonstrated that correlated parameters are practically non-identifiable for a single data set and at least 5 data sets with different control inputs are required to uniquely estimate the 36 parameters of this model. For our experiments we used the common values for the initial conditions (6.6667e−1, 5.7254e−1, 4.1758e−1, 4.0e−1, 3.6409e−1, 2.9457e− 1, 1.419, 9.3464e−1), with t 0 = 0 and t 1 = 120. We implemented the 16 input parameters given in AMIGO2 [16] and 5 input parameters given in [23] for our experiments. We chose the regularization parameter α as a function of the residual:
where C, γ > 0 are chosen experimentally. In Table 1 and Figure 1 we demonstrate the results for 16 data sets with 240 time points. Rapid convergence to the true solution happens in only 7 iterations. Next we applied the method with 5 data sets. Though it required 3 extra iterations, Table 2 and Figure 2 demonstrate the rapid convergence of the method with reduced error. Next we applied the method by choosing measurements at 20 time grid points for each of the 8 components. The results are demonstrated for 16 and 5 data sets in Tables 3 and 4 , respectively. The algorithm converges in the same number of iterations with respect to the number of data sets, while maintaining around the same level of accuracy, as demonstrated in Figures 3 and 4. 3.2. Effect of the Regularization Parameter α. The choice of the regularization parameter α is an important factor which significantly improves the convergence rate and computational cost of the algorithm. To demonstrate the existence of the optimal non-trivial value of α at every fixed step N, we considered profiles of α vs |u N −1 +∆u−u * |, where Table 1 . The evolution of the parameters at select iterations, with 16 data sets, t 0 = 0, t 1 = 120, ∆t = 0.5, i.e. 240 time points. Regularization parameter α was determined using (14) where C = 0.009 and γ = 2. Table 2 . The evolution of the parameters at select iterations, with 5 data sets, t 0 = 0, t 1 = 120, ∆t = 0.5, i.e. 240 time points. Regularization parameter α was determined using (14) where C = 0.25 and γ = 1. Table 3 . The evolution of the parameters at select iterations, with 16 data sets, t 0 = 0, t 1 = 120, ∆t = 6.0, i.e. 20 time points. Regularization parameter α was determined using (14) where C = 0.005 and γ = 2. Table 4 . The evolution of the parameters at select iterations, with 5 data sets, t 0 = 0, t 1 = 120, ∆t = 6.0, i.e. 20 time points. Regularization parameter α was determined using (14) where C = 0.25 and γ = 2. Table 2 . In each example there is a clear minimum which is the best choice of the regularization parameter. The bullets on the graph corresponds to our choice of the regularization parameter according to the residual method (14) . In fact, optimal or nearly optimal choice of the regularization parameter significantly increases convergence rate of the method from geometric to be close to quadratic convergence (see Section 3.7). The residual method provides a close, but not necessarily optimal value of α. This analysis demonstrated that there is room for
The average error at each iteration corresponding to Table 3 . Table 4 .
improvement of the convergence rate of the algorithm through implementation of a more effective method for the search of regularization parameter α without significantly affecting computational cost. Table 1 .
on the average error
calculated at the final iteration in the experiment with D = 5 data sets. Three graphs correspond to three different settings of the relative and absolute tolerances for CVODES. Decrease of the latter increases the overall accuracy of the result. Similar dependence in the experiment with 16 data sets and with CVODES tolerance being set up at 1E − 6 is demonstrated in Figure 10 . Some of the variation in the chart can be attributed to error accumulation and noise. Profile of α at iteration 3. Corresponding to Table 2 . Table 2. data sets with 1, 20 and 240 time measurements for each of the 8 components.
3.4. Convergence vs. Number of Data Sets. Our numerical analysis confirms the result of [23] that at least 5 data sets with different control inputs are required to uniquely estimate the 36 parameters of this model. Tables 6 and 7 demonstrate the results of the numerical experiments when the number of data sets vary from 1 to 5, and time measurements for each of the 8 components of the system is 240 and 20 respectively. 1.001 1.000 1.000 1 Table 5 . The evolution of the parameters as the number of time points increase, from 1 to 5. Where 5 data sets were considered, u 0 = 1.25u. In each case regularization parameter α is chosen near optimally. 
N || using 16 data sets. With the relative and absolute tolerance for CVODES set to 1E − 6. Where u 0 = u + 0.25u. 240 time measurements are given. Table 7 demonstrates that with 20 time measurements the same number increases as 11, 24, 32, 33, 36.
3.5. Range of convergence. We define the range of convergence as a neighborhood of the true solution u in R 36 such that for any u 0 chosen from it, the sequence u N constructed according to our algorithm Table 6 . The evolution of the parameters against the number of data sets, from 1 to 5. Where u 0 = 1.25u, t 0 = 0, t 1 = 120, ∆t = 0.5, giving us 240 time points. In each case α was determined using (14) .
converges to u. Consider the rectangular prism neighborhood of u: Table 7 . The evolution of the parameters against the number of data sets, from 1 to 5. Where u 0 = 1.25u, t 0 = 0, t 1 = 120, ∆t = 6.0, giving us 20 time points. In each case α was determined using (14) .
where τ and ω are two positive real numbers satisfying τ < 1 < ω. Numerical analysis demonstrates that for our model example, P Figure 11 . Distribution of the average residual error for several noise levels. Each run had 240 time points.
and 9 demonstrate the convergence with initial iteration u 0 chosen at extremes of P 1.65 0.5 , namely 0.5u and 1.65u respectively. Careful implementation of Type II regularization allows significant expansion of the convergence range. In fact, by selecting u * at the extremes of P 1.65 0.5 , namely u * = 0.5u and u * = 1.65u we increased the convergence range to P ∞ 0.03 according to the algorithm accompanied by Type II regularization. Table 10 demonstrates the results of convergence of the method with Type II regularization when u * = 0.5u, and initial iteration is chosen as 0.03u. Table 11 demonstrates the results when u * = 1.65u, and initial iteration is chosen as 1001u.
3.6.
Convergence with Noisy Measurements. We pursued numerical experiments with simulated noisy data with Gaussian noise (15)
.., n where p is a percentage and ν i is a random variable with standard normal distribution: Tables 12, 13 , and 14 demonstrate the convergence in the experiment with 5 data sets and 240 noisy time measurements with p = 1, 2 and 5 respectively.
In Figures 11 and 12 we show the box plot based on 100 simulations for the residual and parameter vector error dependence on the noise percentage p. Similar results with 20 noisy time measurements are given in Tables 15, 16, and 17. 3.7. Rate of convergence. To estimate the convergence rate γ from the relation Table 8 . The evolution of the parameters at select iterations, with 5 data sets, (u 0 = 0.5u, t 0 = 0, t 1 = 120, ∆t = 0.5, i.e. 240 time points. Regularization parameter α was chosen near optimally. Table 9 . The evolution of the parameters at select iterations, with 5 data sets, (u 0 = 1.65u, t 0 = 0, t 1 = 120, ∆t = 0.5, i.e. 240 time points. Regularization parameter α was chosen near optimally. Table 11 . The evolution of the parameters at select iterations, with 5 data sets, type 2 regularization, (u 0 = 1001u, t 0 = 0, t 1 = 120, ∆t = 0.5, i.e. 240 time points. Regularization parameter α was chosen near optimally. Table 13 . The evolution of the parameters at select iterations, with 3% noise, 5 data sets, t 0 = 0, t 1 = 120, ∆t = 0.5, i.e. 240 time points. Table 17 . The evolution of the parameters at select iterations, with 5% noise, 5 data sets, t 0 = 0, t 1 = 120, ∆t = 6.0, i.e. 20 time points. we plot log |u k+1 − u k | vs. log |u k − u k−1 | and find a line of best fit to identify γ and C. Figures 13 and 14 demonstrate the outcome. For the numerical experiment from Table 1 we have γ = 1.6104, C = 3.1622E − 3, and for results from Table 2 we have γ = 1.1674, C = 6.3271E − 1. The difference in convergence rate of two examples is in particular due to choice of the regularization parameter α. Almost optimal choice of α, as it is demonstrated in Figures 5 and 6 vs. Figures 7 and 8 , causes higher convergence rate for the numerical experiment in Table 1 vs. Table 2 . We expect theoretical convergence rate of the method is quadratic [12] .
3.8. Convergence with Partial Measurements. We tested the convergence of the method when only some of the components of the system have available measurements or partial measurements. In this case the inverse problem must be solved with partial observations. A typical result is demonstrated In Table 18 and Figure 15 . We considered our numerical experiment with 5 data sets, and with 20 time measurements of only components 3, 4, 5, and 7. As can be seen from Table 18 and Figure 15 , the iteration converges to the true solution, but some small error is present in the final value of the parameter vector.
3.9.
Comparison with lsqnonlin and nl2sol . As in our previous paper [11] we are comparing our method qlopt with the most popular methods available as open software [16, 26, 27] such as
• Levenberg-Marquardt algorithm and trust-region-reflective method (function lsqnonlin in MatLab) [28] . Table 18 . The evolution of the parameters at select iterations, with 5 data sets, 4 out of 8 states, t 0 = 0, t 1 = 120, ∆t = 6.0, i.e. 20 time points. Regularization parameter α was determined using (14) where C = 0.5 and γ = 2. Figure 13 . The convergence rate graph corresponding to Table 1 , where r = 1.6104 and C = 3.1622E − 3. Figure 14 . The convergence rate graph corresponding to Table 2 , where r = 1.1674 and C = 6.3271E − 1.
• An adaptive non-linear least-squares algorithm (function nl2sol in MatLab) [29] . We used model example provided by AMIGO2, which had 16 data sets with each component evaluated at 21 time points giving a total of 2688 data points. We ran each algorithm 20 times and recorded the average relative error of the parameter values (r.e.), the median number of objective function evaluations (f.e.), the average computational time (c.t.) , and the median number of iterations (n.i.). The results are demonstrated in Table 19 . All three methods have a comparable relative error. In terms of required number of iterations, our method is comparable to nl2sol, and both have a clear advantage over lsqnonlin. f.e. 8 593 299 Table 19 . Comparison of several local optimization method against the presented method for the three step metabolic network. The initial guess was u 0 = 1.25u the relative errors (r.e.), the number of iterations (n.i.), mean of the computational time (c.t.) of 20 runs, and the number of function evaluations (f.e.). We considered the data sets provided by AMIGO2 which contained 16 datasets evaluated a 21 time values giving us a total of 2688 data points.
In terms of computational time and function evaluations our method has an enormous advantage over both methods. It should be noted that our software package qlopt is using C++ and Eigen, which gives an advantage over MatLab-based methods with respect to computational time.
Conclusions
This paper develops the numerical method for solving inverse problem on the identification of parameters for large scale models in systems biology. It is an essential modification adapted for large scale problems of the method introduced by one of the authors in [12] , and successfully implemented by authors for solving inverse problems in systems biology with moderate size parameters in [11] . The iterative method combines ideas of Pontryagin optimization or Bellman quasilinearization with sensitivity analysis and Tikhonov regularization. For the adaptation and scalability of the method and our software package qlopt to inverse problems with significantly large size of the parameter set, a twofold modification is pursued: method of staggered corrector [17] is embedded into the step for sensitivity analysis, and the software package CVODES [19] is connected with our software package qlopt; and multiobjective optimization is enhanced into the method which allows for the application of the method to large-scale models with a practically non-identifiable set of parameters based on multiple data sets, possibly with partial and noisy measurements. The modified method is applied to a benchmark model of a biological network for a three-step pathway modeled by 8 nonlinear ODEs describing 8 metabolic concentrations with 36 unknown parameters, and two control input parameters specified by the experimental design. Extensive analysis demonstrates that the modified method is extremely well adapted to large scale problems. The main conclusions of the paper can be summarized as follows:
• There is a minimum number of data sets with different control parameter inputs required to achieve geometric convergence and unique identifiability of parameters for large-scale problems. The method has a geometric convergence and high accuracy for the benchmark model if at least five data sets with different control parameter inputs are used.
• Increase of data sets beyond the minimum doesn't significantly affect convergence rate and accuracy, but possibly affects the computational cost.
• The method is extremely robust in terms of required number of time measurements for components of the system for every data set. For the benchmark model, high accuracy is achieved if the number of time measurements is between 1 and 240 in a segment [0,120].
• Optimal choice of the Tikhonov regularization parameter significantly increases the convergence rate and precision.
• The method is robust with respect to noisy measurements. Simulating up to 5% Gaussian noise in a benchmark model does not affect the convergence rate, but only adds some additional error to final output in accordance with the noise level.
• Implementation of the Type II Tikhonov regularization significantly increases the convergence range of the algorithm.
• Method is robust with respect to partial measurements. Application to the benchmark model with measurements of only four components instead of eight demonstrates convergence with slightly reduced but still quite high accuracy.
• The method is highly competitive and has an advantage over popular methods such as lsqnonlin, fmincon, nl2sol in terms of computational time, number of iterations and function evaluations.
