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Abstract. We consider blood flow in a vessel with an attached capillary
system. The latter is modeled with the help of a corresponding fractal graph
whose edges are supplied with ordinary differential equations obtained by the
dimension-reduction procedure from a three-dimensional model of blood flow
in thin vessels. The Kirchhoff transmission conditions must be satisfied at
each interior vertex. The geometry and physical parameters of this system
are described by a finite number of scaling factors which allow the system
to have self-reproducing solutions. Namely, these solutions are determined
by the factors’ values on a certain fragment of the fractal graph and are
extended to its rest part by virtue of these scaling factors. The main result is
the existence and uniqueness of self-reproducing solutions, whose dependence
on the scaling factors of the fractal graph is also studied. As a corollary we
obtain a relation between the pressure and flux at the junction, where the
capillary system is attached to the blood vessel. This relation leads to the
Robin boundary condition at the junction and this condition allows us to
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solve the problem for the flow in the blood vessel without solving it for the
attached capillary system.
Keywords and phrases: fractal graph, blood vessel, capillary system, per-
colation, quiet flow, ideal liquid, Reynolds equation.
1 Introduction
Fractal structures are often involved into both, natural and artificial, objects
in which their elements are repeated iteratively in one or more directions
and simultaneously scaled. In this paper, we study fractal graphs modelling
capillary blood systems in animal and human bodies as well as vegetative
systems in land-plants and their leaves (see Fig.1).
Figure 1: A tree and capillaries
We begin from considering a capillary system as a three-dimensional sys-
tem of bifurcating thin vessels attached to a main blood vessel at a certain
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input location. We admit a certain flux through the boundary of the thin
vessels and assume that the lengths and the radiuses of the vessels become
smaller when we move away from the main vessel. This will be described with
the help of two sets of scaling factors l1, . . . , lJ and k1, . . . , kJ for the lengths
and cross sections respectively. Passing to the limit, when the radiuses of
cross sections tends to zero, we arrive to a one dimensional model (see Ap-
pendix for a formal limit procedure). Let us describe this one dimensional
model which will serve as our fractal model for the capillary system.
Our model includes a fractal graph G (see Fig.2). It is obtained from
a connected graph G0 with finite number of vertexes and edges (see Fig.4).
The boundary vertexes (serving as ends only for one edge) consist of one
input W0 and J outputs W1, . . . ,WJ . This graph is attached to the main
blood vessel at W0. Our fractal graph is defined by G0 and a given set of
scaling factors l1, . . . , lJ ∈ (0, 1) in the following way. We attach the graph
lkG0 (with input denoted by Wk0 and outputs Wkj, j = 1, . . . , J) to the
output Wk of the graph G0 by the input Wk0. Now we have a graph with the
input W0 and outputs Wkj. Now we can attach the graphs lkljG0 (with the
input denoted by Wkj0) to the output Wkj by the input Wkj0. Continuing
this procedure we obtain our fractal graph, see Fig.2.
Next we supply each edge with a differential equation by starting from
the graph G0 and extending these differential equations on the other edges
of the fractal graph by using scaling factors lj and kj, j = 1, . . . , J , (see Sect.
2.2 for more details). Thus to every edge e of the graph G corresponds a
differential equation
− ∂ξ (H(ξ)∂ξw(ξ)) + B(ξ)w(ξ) = 0, ξ ∈ e, (1)
where ξ is the arc length along the edge e. At the vertices the continuity
conditions are imposed along with the classical Kirchhoff transmission con-
dition. This problem on a graph serves as a one-dimensional model that
describes flow of a fluid in a three-dimensional system of thin channels with
the limiting geometry G supplied with boundary conditions on the lateral
surface that describes fluid percolation through the wall of the channel, see
Appendix. In equation (1), the unknown w is the hydrodynamic pressure dis-
tribution along a thin channel axis, the given real-valued functions H(ξ) > 0
and B(ξ) are smooth and describe the throughput capacity of the inferred
cross-section ω(ξ) of the channel and the total flux through the wall ∂ω(ξ)
at the point ξ ∈ e, respectively. The Reynolds type equation (1) is a suitable
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Figure 2: Fractal graph G (the case of J = 3 outputs)
model for steady flow in a thin pipe. This model works for both, an ideal
liquid (the Neumann problem for the three-dimensional Laplace equation)
and a viscous incompressible fluid (the spatial Navier-Stokes equations with
the Robin boundary condition). In the first case, the coefficient H(ξ) is pro-
portional to the cross-section area, whereas it is proportional to the torsional
rigidity of ω(ξ) in the second case, see Appendix.
The coefficient B(ξ) is related to either the outgoing (when negative)
or incoming (when positive) flux through the channel’s wall. The physi-
cal meaning of both values, negative and positive, is as follows. If a vital
wall serves to lead blood or succus out of the vessel, the outflow through
∂ω(ξ) is proportional to the pressure w(ξ) at the point ξ, and this gives the
term B(ξ)w(ξ), where B(ξ) < 0. In contrast, if an abiotic wall is porous
or damaged with microcracks, the interior pressure w(ξ) increases perme-
ability of the wall, and so, for a saturated surrounding medium, the total
input B(ξ)w(ξ) with B(ξ) > 0 must be taken into account in equation (1).
We will always assume a certain positivity of the quadratic differential form
corresponding to (1) on G0 see (12). This will provide a certain restriction
on the class of the coefficients B, when B is negative.
A construction for the differential equations on the edges fractal graph G
is given in Sect.2.2. Here we present just the first step in this construction.
Let kj ∈ (0, 1), j = 1, . . . , J, be the scaling factors for “cross-sections” in the
three-dimensional model, see Appendix for details. We start with the graph
G0 and attach the input of the graph ljG
0 to the j-th output of G0. The
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Figure 3: Dependence of pressure w on ξ for B values of different sign: a -
flux is constant (B = 0), b - flux decreases (B > 0), c - flux increases (B < 0)
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Figure 4: Elementary cell G0 (the case of J = 3 outputs)
coefficients Hje and B
j
e are defined by
Hje(ξ) = kjHe
(
ξ
lj
)
, Bje(ξ) =
kj
l2j
Be
(
ξ
lj
)
, ξ ∈ [0, Lelj ] (2)
for every edge e of the graph ljG
0. It is clear that if w is a solution to (1)
with the Kirchhoff transmission conditions which, in particular, include the
continuity at the interior vertices of G0, then
wj(ξ) = mjw
(
ξ
lj
)
(3)
is a solution of the corresponding problem on ljG
0, where the constants mj
are arbitrary. In this way, only self-reproducing solutions are sought, i.e.
solutions of the form (3) which are continuous at the junction points, where
the Kirchhoff transmission condition must be satisfied above all. This leads
to the following equations for mj :
w(Wj) = mjw(W0), (4)
5
Fj(w) = mjκjF0(w), (5)
where j = 1, . . . , J, κj =
kj
lj
, and
Fj(w) = −H(Wj)w
′(Wj)
is the flux at the vertex Wj; the outward derivative with respect to the graph
G0 is taken at F1, . . . , FJ , whereas it is directed inwards at F0. If we put
Fj(X0,X) = Fj(w), where X = (X1, . . . , XJ) and w satisfies the Dirichlet
boundary conditions w(W0) = X0 and w(Wj) = Xj , j = 1, . . . , J , then
systems (4) and (5) can be written as the following single system:
Fj(1,m) = mjκjF0(1,m), j = 1, . . . , J. (6)
These relations are essential for finding m. When m is found we obtain the
following relation
F0(w) = β(m)w(W0), β(m) = F0(1,m) (7)
between the Dirichlet and Neumann boundary conditions at the input W0
for arbitrary self-reproducing solution with parameters kj, lj .
Most of computational schemes are difficult to implement for graphs of
fractal types that have a complicated topological arrangement. In particular,
this happens because it is necessary to reduce permanently the branching tree
of the grid spacing or the size of the spline. However, many objects containing
fractal fragments have common features: veins and arteries are involved in
the movement of blood on a large scale to and from various parts of the body,
whereas capillaries are involved in the local distribution of blood to cells and
body’s tissues on a small scale. Similar versions of liquid distribution occur
in vegetative systems of plants and their fragments.
Our goal is to replace the fractal branch attached to a "main" vessel by
artificial boundary conditions (7) imposed where the attachment is localised.
To this end, the main problem is to determine the parameter β(m) or, equiv-
alently, m. It appears that this parameter can be found under reasonable
assumptions on the fractal graph.
In what follows, we look for a positive solution to the problem described
above, that is, all mj > 0. The case of mj < 0 corresponds to extraction of
fluid out of the system, but this does not occur for vegetative and capillary
systems. We also assume that mj < 1, because the system under consider-
ation will have an unbounded growth of pressure in the channels otherwise.
This is in conflict with the normal system’s functioning and its viability.
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The amount of small capillaries in human body is about several milliard,
and so it is hardly possible to represent them as a one-dimensional network
with a differential structure. Besides, there are two main threats to function-
ing of the entire circulatory system properly, namely: clogging and damages
of the arterial tree (blood clots, aneurysms, crushing vessel walls, venous
nodes etc.). However, even disruption of the venous valves or bleeding from
veins (gemoroin phenomena) are not immediately fatal, not to mention the
injury of large groups of capillaries (external bruising, internal hematoma
etc) the latter can happen dayly. Therefore, it is not apparently necessary
to solve explicitly the problem of blood flow in the capillary system which
describes distribution of blood in human body. Nevertheless, it is important
to model arterial blood outflow due to capillaries.
In the current literature, there are several approaches to modeling the cap-
illary network or its parts. In particular, the paper [10] deals with numerical
modeling of branching microvascular tree-like capillary network, where the
linear Poiseuille flow is adopted (see the Reynolds equation (71) and (11) be-
low). However, the effective viscosity of blood depends on the corrsponding
distribution of red cells (the dependence is found out from other numerical
experiment on individual red blood cell motion). In the paper [3], the linear
stability of this model is studied in the tree-like and honey comb networks,
for which purpose many numerical experiments are presented that describe
miscellaneous particular effects of blood flow in the branching capillary sys-
tems. A different, but to some extent similar model is proposed in [4]; it
takes into account the elastic properties of the walls of capillaries, external
influence on their surrounding muscle and blood seeping through the walls.
The closest to the spirit of our work is the paper [2], where averaging
method is applied for studying what is brought into the one-dimensional
Reynolds equation by the flow of blood from the main vessel to a system of
thin vessels that are parallel to each other and arranged periodically. We
also use a version of averaging method, but consider the capillary network
as a fractal tree which is aimed to finding a connection between the blood
pressure and the loss of flow in the capillary tree.
Also, a lot of works deals with flows on networks; see, for example, the sur-
vey paper [1]. The novelty of our study is to modeling the capillary system as
a fractal network described by a set of scaling factors and the corresponding
self-reproducing solutions for blood flow in such a fractal structure.
Description of the fractal graph G and statement of the problem are
given in Sect. 2. Sect. 4 concerns the study of equation (6). Our analysis is
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splitted between three cases: (i) impermeable case (B = 0); (ii) permeable
case (B ≥ 0); (iii) permeable case (B ≤ 0). The study is based on the
maximum principle. In the case (i), we show that equation (6) is uniquely
solvable for all kj, lj such that k1l
−1
1 + · · ·+ kJ l
−1
J > 1. In the case (ii), the
unique solvability is proved for all positive kj and lj . Finally, in the case (iii),
which actually occurs in capillary systems, we prove that (6) has a unique
solution provided its energy is positive, i.e.
F0(1,m)−
J∑
j=1
Fj(1,m)mj > 0.
Without the last assumption, there is no uniqueness. A derivation of one-
dimensional models from three-dimensional ones is given in Appendix.
2 Formulation of the problem
2.1 Model problem on elementary cell G0
Let (V,E) be a connected graph in R3 with vertexes V and edges E. We
denote by W = {Wj : j = 0, 1, . . . , J}, J ≥ 1, the vertexes which are
attached only to one edge. All others are attached at least to two edges.
We call the vertex W0 input and the vertexes Wj, j = 1, . . . , J , outputs.
We represent each edge e ∈ E as a curve with corresponding vertexes as
endpoints and we supply it with the natural parametrization ξ ∈ (0, Le),
where Le is the length of the curve. It is supposed that functions He ∈
C1[0, Le] and Be ∈ C[0, Le] are given on each edge e ∈ E. It is assumed that
there exists a positive constant cH such that
cH ≤ min
ξ∈[0,Le]
He(ξ) for all e ∈ E.
Let G0 be the union of all edges and vertexes in the graph (V,E) and let
G0 = G0 \ {W0,W1, . . . ,WJ}. By H
1(G0) we denote the set of real-valued
functions w on G0, continuous on each edge and at the vertexes with the
norm
||w||H1(G0) =
(∑
e∈E
∫ Le
0
(|w′(ξ)|2 + |w(ξ)|2)dξ
)1/2
,
where w′ is the derivative of w with respect to ξ. Let also H10 (G
0) be the
subspace in H1(G0) consisting of functions equal zero at all points Wj , j =
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0, 1, . . . , J . In order to define a weak formulation of the problem which we
are going to study, we introduce a bilinear form on H1(G0):
a(w, u) =
∑
e∈E
∫ Le
0
(Hw′(ξ)u′(ξ) +Bw(ξ) u(ξ))dξ. (8)
Then we introduce the following Dirichlet problem: find w ∈ H1(G0) such
that
a(w, u) = 0 for all u ∈ H10 (G
0), (9)
satisfying the Dirichlet boundary conditions
w(Wj) = Xj, j = 0, 1, . . . , J. (10)
One can use an equivalent strong formulation of problem (9), (10):
− (Hw′)′ +Bw = 0 on e, (11)
w is continuous at each vertex, the Kirchhoff conditions are valid at each
vertex of V \W and (10) is satisfied. We recall that the Kirchhoff condition
at v ∈ V \W is defined as ∑
He(v)w
′(v) = 0,
where the sum is taken over all e attached to the vertex v and the derivative
is taken outwards with respect to the vertex v.
We always assume that
a(u, u) > 0 for all u ∈ H10 (G
0) \ {O}. (12)
Then the problem (9), (10) has a unique solution. As a consequence, let us
prove the following
Lemma 2.1. Let Xj ≥ 0, j = 0, . . . , J , and let at least one of them be
positive. Also let w be a solution of the Dirichlet problem (9), (10). Then w >
0 in G0. If additionally Xk = 0 for certain k = 0, . . . , J , then Fk(X0,X) < 0
for k = 0 and Fk(X0,X) > 0 for k > 0.
Proof. Let us show that this solution w is positive. We note that the
form a = at, which is obtained from a if B is replaced by tB, satisfies also (12)
when t ∈ [0, 1]. Therefore, one can define also the solution wt to (9) subject
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to the boundary conditions (40). One can readily check that w0 > 0 in G
0
by the maximum principle and that wt continuously depends on t ∈ [0, 1].
Let us take the first t (we denote it by t0) for which wt0 has zero at a certain
interior point. Since this is the minimum, then the derivative also vanishes
at the same point. Due to uniqueness of solutions to the Cauchy problem
the function vanishes on the whole edge containing this point together with
vertexes-endpoints of the edge. Since zero is the minimum of the function
then using the Kirchhoff boundary condition one can show that all fluxes
at these vertexes are zero. Therefore, the function wt0 vanishes at edges
adjacent to these vertexes. Continuing this procedure, we obtain that wt0 = 0
on G0. This contradiction (w is not identically zero by the assumptions of
the lemma) demonstrates that wt is a positive function in G
0 for all t ∈ [0, 1]
and, in particular, for t = 1.
To prove the assertions about the flux, we can use the same argument to
show that the flux cannot be zero at Wk for all t ∈ [0, 1].
The following Green formula will be used in the sequel:
a(w, v) = F0(X0,X)Y0 −
J∑
j=1
Fj(X0,X)Yj, (13)
where w, v ∈ H1(G0) are solutions to (9) with the Dirichlet data (X0,X) and
(Y0,Y) respectively. As a consequence, we get
J∑
j=1
Fj(X0,X)Yj − F0(X0,X)Y0 =
J∑
j=1
Fj(Y0,Y)Xj − F0(Y0,Y)X0. (14)
We will distinguish three cases: a) B ≡ 0 (impermeable walls); b) B ≥ 0
and B is not identically zero (permeable walls); c) B ≤ 0 and B is not
identically zero (permeable walls also).
2.2 Fractal graph G
In order to describe the fractal graph G we introduce numbers lj ∈ (0, 1), j =
1, . . . , J, and put
G(Jn) = lj1lj2 . . . ljnG
0,
where Jn = (j1, . . . , jn), and jk may take values 1, . . . , J . We denote by W
Jn
0
the input of G(Jn) and by W
Jn
j its outputs. Further, we identify the input
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W Jn0 of the graph G(Jn) with the outputW
Jn−1
j of the graph G(Jn−1), Jn−1 =
(j1, . . . , jn−1), (we put G(J0) ≡ G
0). These graphs together with above
identification give the fractal graph
G =
+∞⋃
n=0
G(Jn).
To define the corresponding differential operators we introduce numbers kj ∈
(0, 1), j = 1, . . . , J, and on each edge e of the graph G(Jn) we define the
functions
HJne (ξ) = kj1kj2 . . . kjnHe
(
ξ
lj1lj2 . . . ljn
)
,
BJne (ξ) =
kj1kj2 . . . kjn
l2j1l
2
j2
. . . l2jn
Be
(
ξ
lj1lj2 . . . ljn
)
,
where ξ ∈ [0, Llj1lj2 . . . ljn].
Note that fractal graph G consists of edges that are closed arcs. It can
have cycles and occupies finite volume, since due to scaling factors lj ∈ (0, 1)
the sizes of cells decrease as a geometrical progression.
We are looking for a solution to the model problem (9), (10) on G0 which
has self-reproducing structure on the whole fractal graph G.
Namely, if w(ξ) is a solution to the problem (9), (10) on G0 then
wJn(ξ) = mj1mj2 . . .mjnw
(
ξ
lj1lj2 . . . ljn
)
is a solution of the corresponding problem on the graph G(Jn) for arbitrary
coefficients mj . This self-reproducing solution solves the problem on the
whole graph G if the continuity and the Kirchhoff transmission conditions
are satisfied at all attachment points. Thus we obtain equations (6) for the
scaling factors mj. Moreover, the vector m is sought in the set
Ω=
{
m ∈ RJ | F0(1,m) > 0, 1 > mj > 0, Fj(1,m) > 0, j = 1, . . . , J
}
. (15)
Determination of mj gives a possibility to obtain the relation between the
Dirichlet and Neumann data at the inputW0, see (7). This relation represents
the Robin boundary condition with the coefficient β.
In what follows, our main concern is to study solvability of equation (6),
in particular, to describe the set of κj for which there exist solutions m and
to study their multiplicity.
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3 Auxiliary assertions
Introduce the vector function F = (F1, . . . ,FJ), where
Fj = Fj(m) =
Fj(1,m)
F0(1,m)mj
, (16)
which is considered on Ω or
Ω̂=
{
m ∈ RJ | F0(1,m) > 0, 1 > mj > 0, Fj(1,m) ≥ 0.j = 1, . . . , J
}
. (17)
Since these sets are given by linear inequalities both of them are convex and
Ω̂ ⊃ Ω. Now equations (6) can be written as
Fj(m) = κj , j = 1, . . . , J. (18)
Our aim is to investigate solvability of this system of equations.
The Jacobian of the vector function F is denoted by
J (m) = {Jji(m)}
J
j,i=1,
where
Jji(m) =
Fj(0, ei)− Fj(m)F0(0, ei)mj − Fj(m)F0(1,m)δ
j
i
F0(1,m)mj
.
Here δji is the Kronecker delta and ek = {δ
j
k}
J
k=1. We introduce the following
(J − 1)-dimensional subspace of RJ
R0 = {H ∈ R
J : F0(0,H) = 0}. (19)
In the next lemma we give a necessary and sufficient condition for invertibility
of the Jacobian J .
Lemma 3.1. Let us assume that for all m ∈ Ω̂
a(V, V ) +
J∑
j=1
Fj(1,m)m
−1
j H
2
j > 0 (20)
for all H ∈ R0 \ {O}. Here V is the solution to (9), (10) with (X0,X) =
(0,H). Then the following relation holds:
detJ (m) = Λ(m)
(
F0(1,m)−
J∑
j=1
Fj(1,m)mj
)
, m ∈ Ω̂, (21)
where Λ is smooth, non-vanishing function on Ω̂.
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Proof. First, we note that
detJ =
detS
F0(1,m)Jm1 · · ·mJ
,
where S = {Sji}
J
j,i=1 and
Sji = Fj(0, ei)− Fj(m)F0(0, ei)mj − Fj(m)F0(1,m)δ
j
i .
Furthermore, if h, g ∈ RJ , then∑
1≤i,j≤J
Sjihigj =
J∑
j=1
(
Fj(0,h)gj − F0(1,m)Fjhjgj − F0(0,h)Fjmjgj
)
=
J∑
j=1
(
(Fj(0, g)− F0(1,m)Fjgj)hj − F0(0,h)Fjmjgj
)
,
where we have used the relation
∑
Fj(0,h)gj =
∑
Fj(0, g)hj, which follows
from (14). If we take g = m, we get∑
1≤i,j≤J
Sjihimj=−
J∑
j=1
(Fj(1, 0)hj + F0(0,h)Fjm
2
j ) = F0(0,h)
(
1−
J∑
j=1
Fjm
2
j
)
,
(22)
where the relation
∑
Fj(1, 0)hj = F0(1, 0) is used, which again follows from
(14).
Similarly, if h = m then∑
1≤i,j≤J
Sjimigj = F0(0, g)− F0(0,m)Fjmjgj. (23)
By Lemma 2.1, F0(0,m) < 0 for m ∈ Ω̂. Therefore, each vector in R
J can
be represented as a linear combination of a vector in R0 and m and this
representation is unique. Let
h = H+ λm, g = G+ µm, H, G ∈ R0 and λ, µ ∈ R.
Using (22) and (23), we get∑
1≤i,j≤J
Sjihigj =
∑
1≤i,j≤J
SjiHiGj + λµF0(0,m)
(
1−
J∑
j=1
Fjm
2
j
)
−λF0(0,m)
J∑
j=1
FjmjGj . (24)
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Let us show that the bilinear form
b(H,G) =
∑
1≤i,j≤J
SjiHiGj, H,G ∈ R0,
is non-degenerate. Indeed, assume that there exist nontrivial H such that
b(H,G) = 0 for all G ∈ R0. Since
b(H,G) =
J∑
j=1
(
Fj(0,H)−F0(1,m)FjHj
)
Gj and
J∑
j=1
Fj(1, 0)Gj = −F0(0,G) = 0,
we conclude that
Fj(0,H)− F0(1,m)FjHj = aFj(1, 0), j = 1, . . . , J, (25)
for a certain constant a. Multiplying relation (25) by mj and summing them
up, we obtain∑
(Fj(0,m)− F0(1,m)mjFj)Hj = −aF0(0,m),
where the relations∑
Fj(0,H)mj =
∑
Fj(0,m)Hj and Fj(1, 0)mj = −F0(0,m)
are used. Since the left-hand side equals −
∑
Fj(1, 0)Hj = F0(0,H) = 0 and
F0(0,m) 6= 0, we conclude that a = 0. But then, multiplying (25) by Hj ,
summing up and using (13), we get
− a(V, V ) =
∑
F0(1,m)FjH
2
j , (26)
where V is a solution to (9), (10) with the Dirichlet data (X0,X) = (0,H).
Due to the positivity condition (20), equation (26) implies H = 0. Thus the
form b is non-degenerate. Now, we can interpret relation (24) as representa-
tion of the matrix S in the block form in a certain basis in RJ with one zero
block-matrix. Since the block corresponding to the form b is non-degenerate
the corresponding block-matrix has non-zero determinant and hence,
detS = C(m)
(
1−
J∑
j=1
Fjm
2
j
)
,
where C is non-vanishing, smooth function on Ω̂. This leads to (21). The
proof is complete.
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Remark 3.1. Let us denote by M a solution to (9), (10), where (X0,X) =
(1,m). Then, by (13),
F0(1,m)−
J∑
j=1
Fj(1,m)mj = a(M,M). (27)
Hence the second factor in the right-hand side of (21) can be interpreted as
an energy of the solution M .
In the following lemma we present an injectivity criterion for the mapping
F .
Lemma 3.2. We assume that (20) is valid on Ω̂. Let m, n ∈ Ω̂ satisfy
Fj(m) = Fj(n), j = 1, . . . , J. (28)
If
F0(1,m)−
J∑
j=1
Fj(1,m)mj > 0 and F0(1,n)−
J∑
j=1
Fj(1,n)nj > 0 (29)
then m = n.
Proof. Let κj = Fj(m). Since m and n belong to Ω̂, the numbers κj are
non-negative. From (28) it follows
Fj(1,m)− Fj(1,n) = κj(F0(1,m)mj − F0(1,n)nj), j = 1, . . . , J.
Using notation h = m− n, we derive from the last relation
Fj(0,h) = κj(F0(0,h)mj + F0(1,n)hj), j = 1, . . . , J. (30)
The vector h ∈ RJ admits the representation (compare with the proof of
Lemma 3.1) h = H + λm where F0(0,H) = 0 and λ ∈ R. Consider two
cases.
1). (λ = 0) Then (30) implies Fj(0,H) = κjF0(1,n)Hj. Multiplying
these equalities by Hj and summing them up, we get
−
∑
j=1
Fj(0,H)Hj +
J∑
j=1
Fj(1,n)n
−1
j H
2
j = 0,
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which is impossible due to (20).
2). (λ 6= 0) Then (30) leads to
Fj(0,H)− κjF0(1,n)Hj = λκj
(
F0(1,m)mj + F0(1,n)mj
)
− λFj(0,m).
Since
J∑
j=1
nj(Fj(0,H)− κjF0(1,n)Hj) =
J∑
j=1
(Fj(0,n)− κjF0(1,n))Hj
= −
J∑
j=1
Fj(1, 0)Hj = F0(0,H) = 0,
we have that
0 =
J∑
j=1
nj
(
κj
(
F0,m)mj + F0(1,n)mj
)
− Fj(0,m)
)
(31)
=
J∑
j=1
F0(0,m)κjmjnj +
J∑
j=1
Fj(1, 0)mj = F0(0,m)
( J∑
j=1
κjmjnj − 1
)
,
where we have used that
∑
Fj(1, 0)mj = F0(0,m) by (14). From (29) it
follows that
J∑
j=1
κjm
2
j < 1 and
J∑
j=1
κjn
2
j < 1.
the latter implies
2
J∑
j=1
κjmjnj ≤
J∑
j=1
κjm
2
j +
J∑
j=1
κjn
2
j < 2.
Hence the right-hand side of (31) does not vanish. This proves the required
assertion.
4 Solution of equation (18)
4.1 The case of impermeable walls
In this section we assume that B ≡ 0. The sets Ω̂ ⊃ Ω, introduced by
(15) and (17) respectively, are outlined on Fig.5. Let 1 = (1, . . . , 1) ∈ RJ .
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m2
m1(0,0) 1
1
F2=
0
F
1
=
0
m2
m1(0,0) 1
1
F2=
0
F
1
=
0
Figure 5: Sets Ω, Ω̂ (the case of J = 2 outputs)
Applying (13) to the function v = 1 corresponding to the Dirichlet data (1, 1)
and observing that a(w, v) = 0 for arbitrary w in this case, we get
J∑
j=1
Fj(X0,X) = F0(X0,X). (32)
In what follows, we will use the following
Maximum principle (B = 0). If v(ξ) 6= const is a solution to problem
( 9)-( 10) with the Dirichlet data (X0,X) , then
min
0≤j≤J
Xj < v < max
0≤j≤J
Xj in the interior of G
0.
Moreover, if minimum (maximum) is attained at Wk then Fk > 0 when
k = 1, . . . , J and Fk < 0 when k = 0 (Fk < 0 when k = 1, . . . , J and Fk > 0
when k = 0 in the case of maximum).
Let us show that the set Ω can be described by a less number of inequal-
ities. Namely,
Ω = {m : mj > 0 and Fj(1,m) > 0, j = 1, . . . , J }. (33)
Indeed, let M satisfy (9)-(10) with the Dirichlet data (1,m). Then applica-
tion of the maximum principle to the function 1−M gives mj < 1 (if mj > 1
for certain j then Fj(1,m) < 0 which is not true for elements in Ω). From
(32) it follows that F0(1,m) > 0. Similarly, the set Ω̂ can be described as
Ω̂ = {m : mj > 0 and Fj(1,m) ≥ 0, j = 1, . . . , J, F0(1,m) > 0}. (34)
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Lemma 4.1. The Jacobian J is invertible on Ω̂. The map F : Ω̂ → RJ is
injective.
Proof. In the case B ≡ 0, a(v, v) > 0 for nontrivial v ∈ H1(G0) satisfying
v(W0) = 0, which implies (20). By Remark 3.1, the result follows from
Lemmas 3.1 and 3.2.
We put (see Fig.6)
Ξ̂ =
{
F ∈ RJ : Fj ≥ 0,
J∑
j=1
Fj > 1
}
and Ξ =
{
F ∈ RJ : Fj > 0,
J∑
j=1
Fj > 1
}
.
(0,0)
Ξ 
F2=0
F
1
=
0
1
1
1
2
(0,0)
Ξ 
F2=0
F
1
=
0
1
1
1
2
Figure 6: Sets Ξ̂,Ξ (the case of J = 2 outputs)
In the next theorem we describe the range of the map F .
Theorem 4.1. The following assertions hold: (i) F(Ω) = Ξ, (ii) F(Ω̂) = Ξ̂,
(iii) F : Ω̂→ Ξ̂ is a homeomorphism.
Proof. First, let us prove (i). We need two estimates.
From (32), it follows that
J∑
k=1
Fk(1,m)
F0(1,m)
= 1.
Therefore,
J∑
k=1
Fk(m)− 1 =
J∑
k=1
Fk(1,m)
F0(1,m)
( 1
mk
− 1
)
=
J∑
k=1
Fk(0,m− 1)
F0(0,m− 1)
( 1
mk
− 1
)
.
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Here we have used that Fk(1, 1) = 0 and hence Fk(1,m) = Fk(0,m − 1),
k = 0, . . . , J . Let 1−ml = max1≤k≤J(1−mk) and let ak = (1−mk)/(1−ml).
In view of linearity of Fk we obtain that
J∑
k=1
Fk(m)− 1 =
J∑
k=1
Fk(0, a)
F0(0, a)
( 1
mk
− 1
)
,
where a = (a1, . . . , aJ). We observe that 0 ≤ ak ≤ 1 and al = 1. Applying
the maximum principle, we verify
F0(0, a) ≥ F0(0, el) 6= 0
and all the quantities Fk(0, a) are uniformly bounded with respect to a by
linearity of Fk. Thus, we arrive at the first desired inequality
0 <
J∑
k=1
Fk(m)− 1 ≤ C
J∑
k=1
1−mk
mk
. (35)
Assuming that min1≤k≤J mk ≤ 1/2, we prove the second inequality
J∑
k=1
Fk(m) ≥ c( min
1≤k≤J
mk)
−1, (36)
where c is a positive constant independent on F . Let ml = min1≤k≤J mk ≤
1/2. Then it suffices to show that
Fl(1,m)
F0(1,m)
≥ c > 0. (37)
Applying the maximum principle, we get
Fl(1,m) ≤ Fl(1, el/2).
This together with boundedness of all Fk yields (37) and hence (36).
Due to Lemmas 3.1 and 4.1 the map
F : Ω̂→ Ξ̂ (38)
is open and by estimates (35) and (36) the map is proper.
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We fix a small positive ε and introduce
Ω̂ε = {m ∈ Ω̂ : mk ≥ ε, k = 1, . . . , J, and J −m1 − · · · −mJ ≥ ε}.
Let also Ωε be the interior of Ω̂ε. We represent the boundary Γε of Ω̂ε as
Γε = Γ
1
ε ∪ Γ
2
ε ∩ Γ
3
ε,
where
Γ1ε =
J⋃
k=1
{m ∈ Ω̂ε : Fk = 0},
Γ2ε =
J⋃
k=1
{m ∈ Ω̂ε : mk = ε}
and
Γ3ε =
{
m ∈ Ω̂ε : J −
J∑
k=1
mk = ε
}
.
Then F(Γ1ε) ⊂ ∂Ξ and due to estimates (35) and (36)
F(Γ2ε) ⊂
{
F ∈ Ξ̂ : |F| ≥ cε−1
}
and
F(Γ3ε) ⊂
{
F ∈ Ξ̂ :
J∑
k=1
Fk − 1 ≤ cε
}
,
where c is a positive constant independent of ε. Consider connected compo-
nents of RJ \ F(Γε). Due to the above-performed analysis of F(Γ
j
ε), one of
these components contains the set{
F ∈ Ξ : |F| <
c
ε
,
J∑
j=1
Fj − 1 > cε
}
. (39)
Since the map is open, each connected component must belong to F(Ωε) or
its intersection with the last set is empty. Thus we conclude that the set (39)
lies in F(Ωε). Sending ε to 0, we obtain
F(Ω) = Ξ,
which proves (i).
Since the proper map F is a local homeomorphism, we arrive at (ii).
Assertion (iii) follows from assertion (ii) and Lemma 4.1. The proof is
completed.
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4.2 The case of permeable walls, B ≥ 0
In this section we assume that B ≥ 0 and B is not identically zero. This
guarantees that the form a(u, u) is positive definite on H1(G0). This allows
us to introduce the function Q as the solution to equation (9) with boundary
conditions
Q(W0) = 1 and Fj(Q) = 0 for j = 1, . . . , J. (40)
Repeating the proof of Lemma 2.1, we verify that this solution is positive.
In our study of equation (18) an important role will be played by the
following
Maximum principle (B ≥ 0). Let v be a solution to the problem ( 9)-
( 10) with the Dirichlet data (X0,X) and let v be not identically constant. If
maxG0 v ≥ 0, then
v < max
0≤j≤J
Xj in the interior of G
0.
Moreover, if the maximum is attained at Wj then Fj < 0 when j = 1, . . . , J
and Fj > 0 when j = 0.
Similar assertion is valid for the minimum. (It suffices to apply the above
principle to the function −v).
This principle is well known for second order elliptic partial differential
equations, see [5], Th.6 and 8. The graph version is also well known and its
proof is quite straightforward.
Let us examine the function Q. Since Q is a positive function, the appli-
cation of the maximum principle gives
Q(Wk) < 1, k = 1, . . . , J, and F0(Q) > 0. (41)
Next, we show that the sets (15) and (17) can be described as
Ω = {m | mj > 0 and Fj(1,m) > 0, j = 1, . . . , J} (42)
and
Ω̂ = {m | mj > 0 and Fj(1,m) ≥ 0, j = 1, . . . , J}. (43)
Indeed, let m belong to the right-hand side of (42). Applying the maximum
principle to the function M − Q, where M is the solution to (9) with the
Dirichlet data (1,m), we conclude that M − Q is negative in G0 \ {W0} (if
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max1≤j≤J(M − Q)(Wj) ≥ 0 then the flux must be negative at the point,
where this maximum is attained, but Fj(M −Q) > 0 and hence
mj < Q(Wj), j = 1, . . . , J, F0(1,m) > F0(Q). (44)
Relation (43) is proved similarly.
Lemma 4.2. The Jacobian J (m) is invertible at any point m ∈ Ω̂. The
map F : Ω̂→ RJ is injective.
Proof. The proof is literary the same as that of Lemma 4.1.
Now we are in position to describe all solutions to (18).
Theorem 4.2. The following assertion hold:
(i) F(Ω) = RJ+ = {F ∈ R
J : Fj > 0},
(ii) F(Ω̂) = RJ+,
(iii) The map
F : Ω̂ 7→ RJ+ (45)
is a homeomorphism.
Proof. Let us prove (i). Due to Lemma 4.2 the map Ω ∋m 7→ F(m) is
open. We fix a small positive ε and introduce
Ω̂ε = {m ∈ Ω̂ : mk ≥ εFk(1,m), k = 1, . . . , J}.
By maximum principle mk = 0 for a certain k implies Fk(1,m) 6= 0. There-
fore Ω̂ε is compact in Ω̂. Let Ωε be the interior of Ω̂ε. We represent the
boundary Γε of Ω̂ε as
Γε = Γ
1
ε ∪ Γ
2
ε,
where
Γ1ε =
J⋃
k=1
{m ∈ Ω̂ε : Fk(1,m) = 0}, Γ
2
ε =
J⋃
k=1
{m ∈ Ω̂ε : mk = εFk(1,m)}.
Then F(Γ1ε) ⊂
⋃J
k=1{F ∈ R
J : Fk = 0} and due to the second estimate in
(44)
F(Γ2ε) ⊂ {F ∈ R
J
+ : |F| ≥ cε
−1}.
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Consider connected components of RJ \ F(Γε). Due to the above-perfomed
analysis of F(Γjε), one of connected components contains the set{
F ∈ RJ+ : |F| <
c
ε
}
. (46)
Since the map is open, each of connected components must belong to F(Ωε)
or its intersection with this set is empty. Thus we get that the set (46) lies
in F(Ωε). Sending ε to 0, we obtain
F(Ω) = RJ+,
that proves (i).
Since the proper map F is a local homeomorphism, we arrive at (ii).
Assertion (iii) follows from assertion (ii) and Lemma 4.2. The proof is
completed.
4.3 The case of permeable walls, B ≤ 0
In this section we consider the case B ≤ 0 and B is not identically zero.
We denote by R the solution to the Dirichlet problem (9), (10) with
X0 = · · · = XJ = 1. By Lemma 2.1 this solution is positive.
We will use the following sharpening of Lemma 2.1.
Lemma 4.3. Let w ∈ H1(G0) satisfy
a(w, u) =
∑
e∈E
∫ Le
0
Fe(ξ) u(ξ)dξ. for all u ∈ H
1
0 (G
0) (47)
and (10), where Xj ≥ 0, j = 0, . . . , J , and the functions Fe are continuous
and bounded on e. If w is not identically zero, then w > 0 in G0. If addi-
tionally Xk = 0 for certain k = 0, . . . , J , then Fk(X0,X) < 0 for k = 0 and
Fk(X0,X) > 0 for k > 0.
The proof repeats the proof of Lemma 2.1. But since we cannot use
the uniqueness for the Cauchy problem in this case one should use instead
the following property: if a non-negative function, satisfying (47), is zero
at a certain point, then its derivative is non-negative before this point and
non-positive after this point.
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Applying this lemma to the function R we obtain that
R > 1, in G0 F0(1, 1) < 0 and Fj(1, 1) > 0, j = 1, . . . , J. (48)
We assume in this section that F0(1, 0) > 0. Since Fj(1, 0) > 0, j =
1, . . . , J , we see that small m with positive components belong to Ω.
In the next lemma we study local invertibility of the Jacobian.
Lemma 4.4. Let (20) be valid for any m ∈ Ω̂ and non vanishing H ∈ R0.
Then the Jacobian J (m) is not degenerate at any point m ∈ Ω̂ outside the
surface S:
S(m) := F0(1,m)−
J∑
j=1
Fj(1,m)mj = 0. (49)
This surface S satisfies
J∑
j=1
mj∂mjS(m) < 0 when S = 0, (50)
which means that S is star-shaped with respect to the origin.
Proof. The first assertion follows from Lemma 3.1.
To prove the second assertion (inequality (50)) we note that
J∑
j=1
mj∂mjS(m) = F0(0,m)−
J∑
j=1
(Fj(1,m)mj + Fj(0,m)mj).
Using that S(m) = 0 we get
J∑
j=1
mj∂mjS(m) = −F0(1, 0)−
J∑
j=1
Fj(0,m)mj
= −F0(1, 0)− F0(1,m) +
J∑
j=1
Fj(1, 0)mj = −2F0(1,m).
Since F0(1,m) is positive the proof is complete.
We introduce
Ω̂+ = {m ∈ Ω̂ : F0(1,m)−
J∑
j=1
Fj(1,m)mj > 0}.
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Theorem 4.3. Let (20) be valid for any m ∈ Ω̂ and non vanishing H ∈ R0.
Then the map F is injective on Ω̂+. The map is not injective on Ω.
Proof. The first assertion follows from Lemma 3.2.
To prove the second assertion we start from the identity
Fj(m)− Fj(n) =
Fj(0,h)− F0(1,n)Fj(n)hj − Fj(n)mjF0(0,h)
F0(1,m)mj
, (51)
where h = m−n. We represent h as h = H+λn where H ∈ R0 and λ ∈ R.
Then the equalities Fj(m) = Fj(n), j = 1, . . . , J , are equivalent to
Fj(0,H)− F0(1,n)Fj(n)Hj = λ
(
Fj(1, 0) + Fj(n)mjF0(0,n)
)
. (52)
where we have used the identity F0(1,n)Fj(n)nj = Fj(1,n). One solution
to (52) is λ = 0 and H = 0. Let us find another solution. Multiplying both
sides of (52) by nj and summing up, we get
J∑
j=1
nj
(
Fj(1, 0) + Fj(n)mjF0(0,n)
)
= 0.
Since
∑
njFj(1, 0) = −F0(0,n), the last relation takes the form
F0(0,n)
(
1−
J∑
j=1
Fj(n)mjnj
)
= 0,
which leads to
λ = ρ−
∑J
j=1Fj(n)njHj∑J
j=1Fj(n)n
2
j
, ρ =
1−
∑J
j=1Fj(n)n
2
j∑J
j=1Fj(n)n
2
j
. (53)
Now we can write equation (52) as
−Lj(n;H) +
∑J
k=1Fk(n)nkHk∑J
k=1Fk(n)n
2
k
· Fj(n)hjF0(0,n)
= ρ
(
Fj(1, 0) + Fj(n)mjF0(0,n)
)
, (54)
where
Lj(n;H) = −Fj(0,H) + F0(1,n)Fj(n)Hj
−
∑J
k=1Fk(n)nkHk∑J
k=1Fk(n)n
2
k
· (Fj(1, 0) + Fj(n)njF0(0,n)
)
.
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Further, we note that
J∑
j=1
Lj(n;H)Hj =
J∑
j=1
(
− Fj(0,H)Hj + F0(1,n)Fj(n)H
2
j
)
−
F0(0,n)∑J
k=1Fk(n)n
2
k
( J∑
k=1
Fk(n)nkHk
)2
. (55)
Since F0(0,n) < 0, the above quadratic form is positive for nontrivial H
due to (20). Therefore we can apply the fixed point theorem to obtain an
existence of solution H to system (54) satisfying H = O(ρ). The same
relation is valid for λ because of (53). To show that λ is not zero we derive
from (55) the existence of a positive constant α = α(n) such that
J∑
j=1
Lj(n;H)Hj ≥
(1 + α)|F0(0,n)|∑J
k=1Fk(n)n
2
k
X2, X =
J∑
k=1
Fk(n)nkHk (56)
for H ∈ R0 \ O and n ∈ Ω̂. Multiplying both sides of (54) by Hj and
summing up and using (56), we get
(1 + α)|F0(0,n)|∑J
k=1Fk(n)n
2
k
X2 ≤ ρ(|F0(0,n)| |X|+
J∑
j=1
Fj(n)hjHjF0(0,n))
which leads to the estimate
|X|∑J
k=1Fk(n)n
2
k
≤
ρ+ Cρ2
(1 + α)
where C is a constant depending on n. Using this inequality together with
(53), we conclude that
λ ≥
αρ
1 + α
+O(ρ2).
Thus the pair λ, H give another non-zero solution to F(m) = F(n). The
proof is complete.
4.3.1 An example
Here we present an example of non uniqueness of solution to problem (9),
(10) in the case of B ≤ 0.
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Consider one-dimensional case, i.e. the graph G0 has J = 1 output. Let
B = −γ2 ≤ 0 (γ is not identically zero) and H ≡ 1 in (11). We look for
the solution w(ξ) to problem (9), (10) on the interval [0, 1] with the Dirichlet
data (1, m). This solution is given by
w(ξ) = cos γξ −A sin γξ, A =
cos γ −m
sin γ
,
where m ∈ (0, cos γ) and 0 < γ < pi. Direct calculations lead to
F(m) =
1−mcosγ
(cosγ −m)m
,
It is easy to see that the map F(m) : (0, cosγ) → (0,+∞) is not a homeo-
morphism.
      0
m
1cos  
1
(sec tan )2
 
sec tan  
Figure 7: Dependence of F on m (the case of J = 1 output)
If m→ 0 we obtain
F =
1
mcosγ
+O(1).
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If m→ cosγ we have
F =
1− cos2γ
(cosγ −m)cosγ
+O(1).
This shows that the equation
F(m) = κ
has two solutions on (0, cosγ) for κ > min0<m<cosγ F(m).
5 Appendix
5.1 The Reynolds equation for a viscous incompressible
flow
In a thin tube with curved walls
Ωh =
{
x = (y, z) ∈ R2 × R1 : η := h−1y ∈ ω(z), z ∈ (0, 1)
}
(57)
we consider the Navier-Stokes equations
−∆xu
h(x) + Re(uh(x) · ∇x)u
h(x) +∇xp
h(x) = 0, x ∈ Ωh, (58)
−∇x · u
h(x) = 0, x ∈ Ωh, (59)
where uh and ph are a velocity vector and a pressure respectively, ∇x =
grad,∇x· = div,∆x = ∇x · ∇x is the Laplace operator. Notice that, by
rescaling, length of the tube has been reduced to 1, equations (58), (59) are
written in the dimensionless form and involve the Reynolds number Re which
is compared with the small parameter h ∈ (0, 1] as follows:
Re = hρR0. (60)
Furthermore, ω(z) = κzω where ω is a domain in the plane R
2 ∋ η = (η1, η2)
bounded by a simple smooth closed contour ∂ω and κz : R
2 → R2 is a
family of diffeomorphisms dependent smoothly on the longitudinal coordinate
z = x3 ∈ [0, 1].
At the lateral boundary Σh = {x : η ∈ ∂ω(z), z ∈ (0, 1)}, we impose the
no-slip condition
uhs (x) = 0, x ∈ Σ
h, (61)
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and the percolation condition
uhn(x) = β
h(x)(ph(x)− εnn(u
h; x)), x ∈ Σh, (62)
where uhn = n
h · uh, nh is the unit vector of the outward normal on Σh, uhs =
uh − uhnn
h is a two-dimensional vector of tangential velocities, and ε = (εjk)
is the shear stress tensor with components
εjk(u
h) =
1
2
(
∂uhj
∂xk
+
∂uhk
∂xj
)
, j, k = 1, 2, 3, εnn(u
h) = nh · ε(uh)nh.
The boundary condition (62) means that a percolation occurs through
the wall Σh and is proportional to the normal hydrodynamic force with the
coefficient (positive or negative)
βh(x) = h3b(η, z). (63)
We are looking for an asymptotic solution of problem (58), (59), (61),
(62) in the form
ph(x) = h−4P (z) + h−3Q(η, z) + . . . , (64)
uh(x) = (h−1V1(η, z), h
−1V2(η, z), h
−2W (η, z)) + . . . . (65)
For the normal at Σh we have the formula
nh(x) = (1 + h2|N0(η, z)|
2)−
1
2 (N1(η, z), N2(η, z), hN0(η, z)), (66)
where N = (N1, N2) is the unit outward normal on the boundary of the
domain ω(z) ⊂ R2 while the component hN0 reflects the variability of the
tube cross-section ωh(z), see (69) below.
Assuming the Reynolds number to be small that is ρ > 0 in (60), we
insert (63)-(66) into (58),(59) and (61),(62). Then we collect coefficients of
like powers of h and compose two problems
−∆ηW (η, z) = −∂zP (z), η ∈ ω(z),
W (η, z) = 0, η ∈ ∂ω(z),
(67)
and
−∆ηV (η, z) +∇ηQ(η, z) = 0, η ∈ ω(z),
−∇ηV (η, z) = ∂zW (η, z), η ∈ ω(z),
VN (η, z) = b(η, z)P (z)−N0(η, z)W (η, z), η ∈ ∂ω(z),
VS(η, z) = 0, η ∈ ∂ω(z).
(68)
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The solution of (67) is
W (η, z) = −
1
2
Ψ(η, z)∂zP (z), (69)
where Ψ is the Prandtl function satisfying
−∆ηΨ(η, z) = 2, η ∈ ω(z), Ψ(η, z) = 0, η ∈ ∂ω(z).
Moreover, the formula
d
dz
∫
ω(z)
Φ(η, z)dη =
∫
ω(z)
∂Φ
∂z
(η, z)dη −
∫
∂ω(z)
N0(η, z)Φ(η, z)dSη (70)
for differentiation of integrals with variable limits transforms a compatibility
condition (the total flux vanishes) in the two-dimensional Stokes problem
(68) into the ordinary differential equation of Reynolds type
− ∂z (H(z)∂zP (z)) +B(z)P (z) = 0, z ∈ (0, 1) (71)
(see, e.g., [6] for details). Here, 4H(z) is the torsion rigidity of the do-
main ω(z), see, e.g., [9], and B(z) stands for the total percolation coefficient,
namely
H(z) =
1
2
∫
ω(z)
Ψ(η, z)dη =
1
4
∫
ω(z)
|∇ηΨ(η, z)|
2dη, B(z) =
∫
∂ω(z)
b(η, z)dSη.
(72)
According to (65) and (69), (72), the flux through the cross-section ωh(z)
of the tube is determined as
F h(z) =
∫
ωh(z)
uh3(y, z)dy = h
2
∫
ω(z)
h−2W (η, z)dη+ . . . = −H(z)∂zP (z)+ . . .
(73)
In this way, the thin tube (57) is able to drive flux of order 1 = h0 within
the linear one-dimensional model under restriction (60) with ρ > 0 of the
small Reynolds number. However, if the flux is infinitesimal as h→ +0, the
restriction on Re can be weakened. These observations, owing to (65) and
(60), are supported by calculation of the convective term in (58)
Re(uh(x) · ∇x)u
h(x) = R0h
ρ−4(V (η, z) · ∇η +W (η, z)∂z)(0, 0,W (η, z)) + . . .
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At ρ = 0, the latter term must come to problem (67) that deprives the first
limit problem of sense. In other words, to validate a linear one-dimensional
model, one has either to assume ρ > 0 in (60), or to reduce negative exponents
of the small parameter h in the asymptotic ansatzes (65) and (64). We
also mention that an intensive enforced percolation may change asymptotic
structures of a thin flow, cf. [7].
5.2 The one-dimensional flow of an ideal liquid
Let now uh(x) be the velocity potential in an ideal liquid which satisfies the
Laplace equation in thin curved tube (57)
−∆xu
h(x) = 0, x ∈ Ωh, (74)
as well as the boundary condition of Robin’s type with the coefficient (63)
on the lateral surface
∂nhu
h(x) + βh(x)uh(x) = 0, x ∈ Σh. (75)
The latter is intendent to describe the percolation law through the wall. We
assume the standard asymptotic ansatz, cf. [8], Ch.15,16,
uh(x) = h−2U(z) +W (η, z) + . . . (76)
Inserting (76), (63) into (74), (75) and extracting coefficient of h−2, h−1
respectively yield the planar Neumann problem on the cross-section
−∆ηW (η, z) = ∂
2
zU(z), η ∈ ω(z),
∂NW (η, z) = −N0(η, z)∂zU(z)− b(η, z)U(z), η ∈ ∂ω(z).
(77)
The compatibility condition in the problem (77) reads:∫
ω(z)
∂2zU(z)dη−
∫
∂ω(z)
N0(η, z)dSη∂zU(z)−
∫
∂ω(z)
b(η, z)dSηU(z) = 0. (78)
Formula (70) with Φ = 1 becomes
−
∫
∂ω(z)
N0(η, z)dSη =
d
dz
∫
ω(z)
dη =
dH
dz
(z), (79)
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where H(z) = |ω(z)| stays for area of the figure ω(z) ⊂ R2. Using (79)
and the second definition in (72) converts (78) into the ordinary differential
equation
− ∂z (H(z)∂zU(z)) +B(z)U(z) = 0, z ∈ (0, 1). (80)
According to (76) the projection onto the z-axis of the velocity vector
∇uh(x) is ∂zu
h(x) = h−2∂zw(z) so that the flux through the cross-section
ωh(z) of the tube (57) is equal to∫
ωh(z)
∂zu
h(y, z)dy = H(z)∂zU(z) + . . . (81)
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