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Purpose and Payoff
It is well known that a microstrip transmission line can radiate if it is excited in its first higher order mode (with the fundamental or dominant mode suppressed). A new microstrip configuration is proposed that supports the first higher order mode while suppressing the fundamental mode. Hence, it is theoretically feasible to realize a traveling wave antenna using microstrip transmission lines if properly developed. This aperture will in principle have wide bandwidth, an "end-fire" radiation pattern, high efficiency, and be ultra thin (much less than one quarter of a wavelength). A new configuration of this approach is being researched in RASCAL to exploit this microstrip technology for lightweight, low cost, facile fabrication of wideband apertures.
Leaky Wave Phenomena Research
A leaky wave antenna is a special form of traveling wave antenna characterized by a wave propagating interior to a guiding structure rather than exterior as in the case of a Beverage antenna. As seen in Figure 1 , the dominant mode of a standard microstrip line does not radiate since the guided wave underneath the microstrip is coherent. However, when the dominant mode is suppressed, the first higher order mode undergoes a phase reversal of the electric field along a centered vertical axis, as shown in figure 2 , and radiation of the first higher order mode occurs. This guided-wave energy sets up a leaky wave exterior to the guiding structure and "leaks or sheds" power away from the guiding structure in a controlled way as the mode propagates from the feed to the termination. In doing so, radiation occurs with a peak that squints in the direction of propagation, as is the case with a Beverage antenna; however, this configuration is amenable to conformal installation. Menzel proposed an interesting example of a leaky wave antenna. His design [1] , shown in Figure 3 , is a wide microstrip line with several rectangular slots close to the feed end of the antenna along the centerline of the microstrip. These slots create a null electric field, or a virtual ground, at the center of the microstrip causing this mode to short to ground (see Figure 1 for the field distribution of this mode). Doing so allows the first higher order mode to propagate along the length of the microstrip since that mode already has an electric field null along the centerline (see Figure 2 ). A new configuration of this type of leaky wave microstrip antenna design is proposed in Figure 5 . To prevent the propagation of the fundamental mode, closely spaced metal posts may be placed longitudinally along the centerline of the microstrip. This physical
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First higher order mode null in the electric field suggests half of the antenna width can be discarded without impacting the suppression of the fundamental mode. This new configuration is shown in Figure 5 . Since the footprint of the antenna is now smaller, an array of such elements can be packed closer together with less mutual coupling between elements. Figure 6 shows this new "half-width" design as fabricated and tested in RASCAL [2] . Dr. Thiele has also implemented this "half-width" design into alternate arrangements searching for a design of maximum performance. Figure 7 shows a curved half-width arrangement, while figure 8 shows stepped and sloped half-width arrangements. These alternate designs have just begun to be studied in detail and initial measurements have been taken in the RASCAL compact range. 
Half-Width Menzel antenna
Leaky Wave Measurements
Both Menzel and "half-width" antenna designs were fabricated on Rogers 5870 duroid substrate made of PTFE glass fiber with a dielectric constant of ε r = 2.33 and a thickness of .787 mm. The length of each antenna is 190 mm beginning where the width opens up to maximum width and ending at the antenna terminus. The Menzel design width is 15 mm while the width of the half-width aperture is, obviously, 7.5 mm. Figure  9 shows pattern measurements made in the RASCAL compact range. These results indicate that the configuration in Figure 6 produces a similar radiation pattern as the Menzel design (see Figure 4 ) with the reduced aperture footprint. Figure 9 illustrates a comparison of the measured far-field patterns at 6.7 GHz. Many measurements comparing these two designs have been taken at a band of frequencies from 6-8 GHz. As one can plainly see from Figure 9 , there exists an extremely large reflected beam on the left side of the plot. This exists due to the antenna not being fully matched and therefore all the energy is not radiated in one single direction. Future research endeavors to completely match the antenna thereby eliminating the reflected lobe and allowing the maximum radiation in a near endfire direction. Other future research for this task includes maximizing bandwidth of the "halfwidth" design. Many avenues exist for us to accomplish this goal, including: spiral halfwidth configuration, different dielectric configurations, and determining the most effective means of terminating the antenna.
FE-BI Analysis with a Resistive Sheet Termination
Efforts have begun to determine the best means to match and terminate this leaky wave half-width design to achieve the best performance. Dr. Leo Kempel, an IPA from Michigan State University, has been studying the effects of a simple R-Card termination on a half-width antenna using finite element-boundary integral (FE-BI) analysis.
The FE-BI method has been extensively reported upon in the literature and is extensively discussed in at least three popular text books on finite element methods for high frequency electromagnetics.
The cut-off while above that range, the bound mode is dominant. In [3] , the data generated from both the FDTD and transverse resonance models indicate that the attenuation of the propagating wave is quite small in the leaky-wave band and hence, a relatively short antenna (as is the one in this work) will have a significant backward traveling leaky-wave. This FE-BI analysis considers the impact of placing a tapered resistive sheet condition at the end of the microstrip antenna. The purpose of which it to reduce the level of a backward traveling wave and hence realize as close as possible the forward traveling wave results used to design such antennas. Note that this termination is physically realizable in comparison with the purely numerical termination. The choice of the taper is based upon an understanding of the leaky traveling wave. It is analogous to the traveling wave excited by z TE incident field impinging on a PEC half-plane. Studies in the past have suggested the use of a gradual resistivity taper to a moderate end resistivity is a good means of softening the diffraction from such a half-plane. Hence, it is assumed that such a taper would also work well in reducing the reflection from a truncated leaky-wave microstrip line. For this work, a quadratic taper from . sq 1Ω to . sq 50Ω over a 3 cm length is used. This length was chosen to keep the over-all length of the antenna relatively small.
The VSWR (assuming a Ω 50 feedline) is shown in Figure 10 comparing the VSWR of the unloaded and loaded antenna. As can be seen, the load has a significant effect on the VSWR for the leakywave region resulting in much less variation in VSWR w.r.t. frequency.
A comparison of the radiation pattern for the loaded and unloaded half-width antennas at 6.7 GHz is shown in Figure 11 . The unloaded results are comparable to those presented in [3] in terms of the location of the peak radiation and in the front-to-back ratio. As can be seen, the front-to-back ratio is dramatically improved (on the order of 10 dB) through the use of the resistive sheet termination.
Both the impedance results and the increase in front-to-back ratio are explained by investigating the normal electric field component ( ) z E as a function of position in the computational domain. Figure 6 illustrates the electric fields, at 6.7 GHz, for the unloaded case. As can be seen, a significant standing wave is present due to the interaction between forward and backward traveling leaky-waves. For the loaded case, the backward wave is significantly reduced (see Figure 11 ) and hence the standing wave is reduced. This is shown in Figure 13 . As a final example of the impact of the edge treatment, consider the same antenna operated at 8 GHz (shown in Figure 14) . In this case, the gain is dramatically lower than the case at 6.7 GHz. Note that if no edge treatment is applied, the front-to-back ratio is nearly 0 dB! 
FDTD Simulations
1Lt. Greg Zelinski performed many in depth finite difference time domain (FDTD) simulations in RASCAL [3] as part of his masters degree thesis at the Air Force Institute of Technology (AFIT).
The antenna was excited by giving the E y component in one or more cells a certain value. This source value was a sinusoid with a cubic ramp over the first three periods. The half-width antenna in Figure 5 was simulated using Matlab over 5.9 -8.2 GHz, which is the bandwidth predicted by transverse resonance. The 3-D FDTD simulation was patterned after code written by K. Willis and S. Hagness of U. of Wisconsin Computational Electromagnetics Laboratory that used Uniaxial Perfectly Matched Layers (UPML). The ground plate and all conductors were modeled as PEC by setting the tangential electric field components to zero for the appropriate cells. The PEC structure was continued into the UPML in both x directions.
Computing resources were a limiting factor. The antenna is very thin (< 1 mm) and quite long (up to 1200 mm). Since nearly cubic cells improve FDTD accuracy, this shape creates the need for a huge number of cells. Several tests were run to determine the fewest number of cells needed to accurately model the antenna. The transverse resonance approximation was used as a yard stick to judge the FDTD simulations. The thickness of the UPML layer was found to be frequency dependent. Above 6.7 GHz, only 4 UPML cells proved adequate. Below 6.0 GHz, 16 cells were required. The transition between these points was not linear. The free space region above the antenna was reduced to just 2 cells thick with no noticeable degradation to the results. Likewise, only 2 cells of open substrate on either side of the conducting strip were needed. The tradeoffs between cell size and error were explored. As long as the cross-section dimensions were square, the longitudinal dimension could be five times as long as the cross section size with less than 1% error. The thickness of the substrate was reduced to 5 cells with no measurable effect. The number of cells in the longitudinal direction needed to extract at least two periods of the traveling wave was frequency dependent. The antenna at 5.9 GHz was required to be more than four times longer than the 8.2 GHz antenna. The outcome of these tests was the reduction of the number of cells required to 170,000 at 8.2 GHz and 2,250,000 at 5.9 GHz. This nearly 10-fold decrease in computations and 20-fold decrease in memory allowed all trials above 6.1 GHz to be run on a 3 GHz PC with 1 GB of RAM. The 5.9 -6.1 GHz trials were run on a 2.5 GHz Mac G5 with 2.5 GB of RAM.
α and β were determined by matching a known e -jγz curve to the E y field amplitude of the same cross section cell as the source, along the length of the antenna. β was found from a least squares fit of the zero crossings and α was found from a least squares fit of the peak values. As seen in Figure 15 , a radiation pattern can be estimated using γ = β-jα results in I = I 0 e -jγz for a line source. 
Leaky Wave Modeling & Simulation
Mr. John Reynolds, an SNRR co-op, has done electromagnetic modeling on both the Menzel and "half-width" antenna designs in CST Microwave Studio. The results from these simulations reiterate the measurements performed in RASCAL. The pattern shapes are congruent, but there is still minimal differences in the gain levels between the simulations and the measurements in RASCAL. Future work includes investigating these results in depth and understanding the idiosyncrasies of these gain differences. Figures  16-19 show the comparison between the modeling results and the measurements results from RASCAL. A permanent CST microwave studio license has been purchased and we expect the new license to arrive any day. In the mean time, we have renewed multiple temporary licenses and Mr. John Reynolds and Mr. Michael Corwin have performed multiple simulations of different "half-width" configurations on a new computer purchased by RASCAL designated specifically for CEM simulations. RASCAL will continue to exhaust all methods of CEM modeling in efforts to aid in finding effective and applicable configurations of the leaky wave "half-width" technology.
Work Cited Radar Direction Finding Technique Using Four-arm Spiral Antennas
Purpose and Payoff
Direction Finding (DF) systems have long been an area of intense research in the RF division of the Sensors Directorate. DF system enhancement is imperative in order to improve upon the accuracy and effectiveness of Angle of Arrival (AoA) determination. There are presently two types of existing DF systems: wide band multi-mode and interferometers. Wide band multi-mode DF systems allow for a large bandwidth but present a low resolution because of high variance. Interferometers provide high accuracy through low variance but are narrow band and require a large number of s-element antennas (figure 1). An effort has commenced in AFRL/SNRR's Radiation and Scattering Compact Antenna Laboratory (RASCAL) to incorporate a broadband DF system with high resolution using two multi-mode spiral antennas. This system will use Multi Signal Characterization (MUSIC) instead of phase comparison to obtain lower variance of estimates. Using a interferometer of multi-mode elements, we can provide high resolution without using numerous antennas (figure 2). The concept for this project was envisioned by Dr. Krish The proposed effort seeks to validate the performance of the MUSIC broadband DF system by assembling each subsystem, integrating all subsystems, and ascertain all effects of the system as determined by accurate measurements in RASCAL.
4-Arm Spiral Antenna Research
Much initial research went into understanding the traditional 4-arm spiral antenna. Studied specifically were phase progression, current distribution, spiral parameter calculations, mode analysis (figure 3) and mode forming. All research into each of these parameters will aid in the understanding, construction, and validation of the MUSIC direction finding system.
d (ψ = βdcos(γ))
Spiral Measurements
Numerous measurements were performed in AFRL/SNRR's RASCAL compact range. These measurements are being used to compare parameters of both 4-arm spiral antennas for performance precision of the MUSIC DF system.
In order to obtain accurate data from each spiral antenna, a phase-stationary test body was used in all 4-arm spiral measurements. When considering a (conformal) antenna in the presence of a conducting surface, once must make a careful evaluation of the performance of that antenna in an appropriate environment. An antenna test body is required to close the distance between a (conformal) antenna host surface and the designer's infinite ground plane model. The "almond" shaped test body owned by RASCAL and used for all 4-arm spiral measurements in this project is a documented, proven, and patented device for high performance antenna measurements. This "almond" test body incorporates a unique positioning system which provides a phase-stationary antenna aperture center under rotation of both azimuth and elevation. The result is that all 4-arm spiral measurements can be performed with the center of the spiral in a fixed position in the antenna test range incorporated in a test body of high performance with ground plane characteristics.
Conic azimuth cuts were taken at an elevation of θ = 20 o for all usable modes, both 4-arm spiral antennas, and both vertical and horizontal polarizations. Figure 4 shows data from these measurements from one mode and one frequency. Obtaining phase data as a function of azimuth is arguably the most important data to be collected for the validation of accurate AoA determination. This 360 o azimuth data reveals much information about the direction of the incoming signal(s). An example of results obtained can be seen in figure 4 .
The phase-stationary test body is set up at a specific elevation angle from the center of the parabolic reflector (boresight). As noted in figure 5, Elevation magnitude data provided the information of main beam peaks for modes 2 and 3. We found that as frequency increased, the mode 2 and 3 beams approached endfire; obviously, the values for main beam peaks did not consistently stay peaks atop the main beams as frequency increased.
The phase-stationary test body begins positioned at THETA = 90 o elevation. The test body then rotates via the septum (see figure 5 ) a full 90 o and terminates when the spiral is boresight to the parabolic reflector. The spiral is then itself rotated 180 o , via the can (see figure 5) , and the elevation position reset to THETA = 90 o . The original scan sequence is then repeated: The test body rotates via the septum another full 90 o and terminates when the spiral is boresight to the parabolic reflector. This full process was then repeated for modes 1, 2, and 3 for both 4-arm spiral antennas; the magnitude data obtained was joined for each respective mode and full 180 o elevation slices were obtained for an azimuth angle of PHI =0 o . Figure 6 shows an example of elevation results obtained. 
MUSIC Algorithm Simulation
A simulation of the MUSIC algorithm was created using MATLAB. This simulation asked for signal and array parameters and given these parameters, used the MUSIC algorithm to determine AoA and estimate the spectrum. Parameters given are signal amplitude, signal frequencies, the number of data points taken, the number of elements in the linear array, the wavelengths between each element in the array, the AoA of two or more incoming signals, and the signal-to-noise ratio (SNR) of the signals. Using these given signals, the MUSIC algorithm uses signal processing techniques to estimate the spectrum and AoA of the signals. Through these simulation results, it is easy to see the high resolution that MUSIC enables along with the low variance of estimates. These factors are what allow the MUSIC algorithm to be so appealing for a modern DF system.
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