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Abstract
We present a new stabilised and efficient high-order nodal spectral element method based
on the Mixed Eulerian Lagrangian (MEL) method for general-purpose simulation of fully
nonlinear water waves and wave-body interactions. In this MEL formulation a stan-
dard Laplace formulation is used to handle arbitrary body shapes using unstructured –
possibly hybrid – meshes consisting of high-order curvilinear iso-parametric quadrilat-
eral/triangular elements to represent the body surfaces and for the evolving free surface.
Importantly, our numerical analysis highlights that a single top layer of quadrilaterals
elements resolves temporal instabilities in the numerical MEL scheme that are known
to be associated with mesh topology containing asymmetric element orderings. The
’surface variable only’ free surface formulation based on introducing a particle-following
(Lagrangian) reference frame contains quartic nonlinear terms that require proper treat-
ment by numerical discretisation due to the possibility of strong aliasing effects. We
demonstrate how to stabilise this nonlinear MEL scheme using an efficient combination
of (i) global L2 projection without quadrature errors, (ii) mild nonlinear spectral filter-
ing and (iii) re-meshing techniques. Numerical experiments revisiting known benchmarks
are presented, and highlights that modelling using a high-order spectral element method
provides excellent accuracy in prediction of nonlinear and dispersive wave propagation,
and of nonlinear wave-induced loads on fixed submerged and surface-piercing bodies.
Keywords: Nonlinear and dispersive free surface waves, Wave-body interaction,
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Marine Hydrodynamics, Offshore Engineering, Mixed Eulerian Lagrangian, High-Order
Spectral Element Method, Unstructured mesh, High-order discretisation.
1. Introduction
In the last decades, numerical simulation of hydrodynamics for free surface flows
and the design of marine structures has become an indispensable tool in engineering
analysis. The numerical tools need to accurately and efficiently account for nonlinear
wave-wave and wave-body interactions in large and representative marine regions in order
to give reliable estimates of environmental loads on offshore structures such as floating
production systems, ship-wave hydrodynamics, offshore wind turbine installations and
wave energy converters.
The development of numerical models for time-domain simulation of fully nonlinear
and dispersive water wave propagation have been a research topic since the 1960s and
with real engineering applications since the 1970s [1]. Models based on fully nonlinear
potential flow (FNPF) have been considered relative mature for about two decades,
see the review papers [66, 52] and the references therein. More recent research focus
on improved modelling by incorporating more physics and finally enabling large-scale
simulation of nonlinear waves [4, 38]. In many applications, computational speed is far
more important than the cost of hardware and therefore algorithms that provide speed
and scalability of work effort is of key interest.
The Boundary Element Method (BEM) is a widely used method in applications for
free surface flow [67] and flow around complex bodies due to the ease in handling complex
geometry [31, 29]. However, scalability has been shown to favour Finite Element Methods
[63, 49]. The use of Finite Element Methods (FEM) for fully nonlinear potential flow
has also received significant attention starting with the original work of Wu & Eatock
Taylor (1994) [62]. Studies of free surface solvers based on second-order FEM are, e.g.
[63, 27, 39, 40, 53, 55, 71]. For wave-wave interaction and wave propagation with no
bodies, the σ-transformed methods can be used to map the physical domain into a fixed
computational domain [3, 61, 9, 53] is maybe the most relevant approach due to the
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numerical efficiency. However, most numerical models for free surface flows use the
Mixed Eulerian Lagrangian method (MEL) [37] for updating the free surface variables,
especially for solving wave-body interaction problems. The MEL approach requires re-
meshing of and development of techniques that improves the efficiency, e.g. QALE-FEM
[41], have been put forward. It is well-known that high-order discretisation methods can
give significant reduction in computational effort compared to use of conventional low-
order methods, especially for long-time simulations [34]. Higher-order schemes that has
been proposed for FNPF models include high-order Finite Difference Methods (FDM)
[17, 14, 49], high-order BEM [57, 23, 5, 64, 24, 42, 65, 28], the High-Order Spectral
(HOS) Method [13, 59, 26] and other pseudo-spectral methods [6, 8] based on global
basis functions in a single element (domain). Indeed, it has been shown that efficient
algorithms [35, 33, 16] together with other means of acceleration (such as multi-domain
approaches and massively parallel computing [22, 45] via software implementations on
modern many-core hardware [20]) render FNPF models practically feasible for analysis
of wave propagation on standard work stations - even with a real-time perspective within
reach for applications with appreciable domain sizes as discussed in [22].
Even though high-order FDM have shown to be very efficient, second-order FEM
models remain popular because of the geometrical flexibility and the sparse matrix pat-
terns of the discretisation. In contrast, a high-order finite element method, such as the
Spectral Element Method (SEM) due to Patera (1984) [46], has historically received the
least attention for FNPF equations. However, SEM is thought to be highly attractive as
it combines the high-order accuracy of spectral methods for problems with sufficiently
smooth solutions with the geometric flexibility via adaptive meshing capability of finite
element methods. A previous study employing SEM for the FNPF model include [48]
where an Arbitrary Lagrangian Eulerian (ALE) technique was used to track the free-
surface motion identified that numerical instabilities were caused by asymmetry in the
mesh. In order to stabilise the model, they added a diffusive term proportional to the
mesh skewness to the kinematic free surface condition. Recently, a SEM model allowing
for the computation of very steep waves has been proposed [18]. The use of σ-transformed
domains partitioned into a single vertical layer of elements is shown to avoid the fun-
damental problem of instabilities caused by mesh asymmetry. It was also found that
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the quartic nonlinear terms present in the Zakharov form [68] of the free surface con-
ditions could cause severe aliasing problems and consequently numerical instability for
marginally resolved or very steep nonlinear waves. This problem was mitigated through
over-integration of the free surface equations and application of a gentle spectral filtering
using a cap of 1% of the highest modal coefficient. Finally, in the context of SEM for
FNPF models we also mention the HOSE method [69], however, it is only the boundary
domains that are discretised with SEM, not the interior domain.
Thus, the challenge we seek to address in this work is the development of a robust
SEM based FNPF solver with support for geometric flexibility for handling wave-body
interaction problems. This is achieved by extending the results of [18], keeping the
same de-aliasing techniques. In order to include arbitrary shaped bodies, we discard
the σ-transform in favour for the MEL method. To avoid the temporal stability issues
associated with asymmetric mesh configurations near the free surface boundary [60, 48]
we propose to use hybrid meshes consisting of a layer of quadrilaterals at the surface and
unstructured triangles below. Eigenvalue analysis of the semi-discrete formulation for
small-amplitude waves is used to illustrate that this mesh configuration is linearly stable
and during the simulation the vertical interfaces of the quadrilaterals are kept vertical.
Global re-meshing is employed where the vertices of the mesh topology are repositioned
similar to the technique used in the QALE-FEM method [41] to improve general stability
of the model for nonlinear waves. This is combined with local re-meshing of the node
distributions of the free surface elements to keep the discrete operators well-conditioned
for all times, and is shown to increase the temporal stability significantly. In the following,
several test cases are used to show the robustness and accuracy of the proposed SEM
model based on MEL.
1.1. On high-order methods for fully nonlinear potential flow models
High-order methods allow for convergence rates faster than quadratic with mesh
refinement, and is attractive for improving efficiency of numerical methods - especially
for long-time integration [34]. Indeed, high-order discretisation methods are needed for
realistic large-scale applications. To understand why, we need to first to understand that
the key criterion for deciding between practical numerical tools is based on identifying
the tool which is the most numerically efficient one, e.g. measured in terms of CPU time.
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In general, we can express the minimum work effort for a numerical scheme in terms of
the discretization parameter as
W ≤ c1h−d
where d is the spatial dimension of the problem and h a characteristic mesh size. At the
same time, for a numerical method the spatial error is bound by
||e|| ≤ c2hq
where q characterise the order of accuracy (rate of convergence). For SEM the optimal
order is q = p+ 1 with p the order of the local polynomial expansions. So, to be efficient,
we desire that the error can be reduced much faster than the work increases, i.e. that
||e|| → 0 faster than W →∞ when resolution is increased (h→ 0). Thus,
lim
h→0
W ||e|| = c3hq−d
indicating that for larger dimensions, it is necessary that a higher order spatial discreti-
sation is used or that the work is balanced or minimised, e.g. through adapting the mesh
resolution. So in three spatial dimensions (d = 3) it is not possible to be efficient for
large-scale applications with low-order methods since the convergence rate is q ≤ 2 for a
low-order method. Another key requirement is the development of methods which leads
to scalable work effort, i.e. linear scaling with the problem size when subject to mesh
refinement pursuing better accuracy. We see that this is only possible if the order of
accuracy at least matches the dimension of the problem, i.e. q > d.
1.2. Paper contribution
The key challenge we seek to address in this work is the development of a FNPF
solver with high-order convergence rate that also has support for geometric flexibility
for handling arbitrary body shapes and other structures. To this end we exploit and
extend the results of the recent work of Engsig-Karup, Eskilsson & Bigoni (2016) [18]
on a stabilised σ-transformed spectral element method for efficient and accurate marine
hydrodynamics applications. We consider in this work a Mixed Eulerian Lagrangian
(MEL) method [37] based on explicit time-stepping, we discard the σ-transformation to
be able to include arbitrary shaped bodies in the fluid domain, and propose a remedy
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to the temporal stability issues associated with the use of asymmetric mesh configura-
tions near the free surface boundary as identified [60] for a classical low-order Galerkin
finite element method and [48] using a high-order spectral element method for a fully
nonlinear potential flow solver. These new developments constitutes a new robust SEM
methodology for nonlinear wave-body interactions.
2. Mixed Eulerian-Lagrangian (MEL) formulation
The governing equations for Fully Nonlinear Potential Flow (FNPF) is given in the
following. Let the fluid domain Ω ⊂ Rd (d = 2) be a bounded, connected domain with
piece-wise smooth boundary Γ and introduce restrictions to the free surface ΓFS ⊂ Rd−1
and the bathymetry Γb ⊂ Rd−1. Let T : t ≥ 0 be the time domain. We seek a scalar
Figure 1: Notations for physical domain (Ω) with a cylinder introduced.
velocity potential function φ(x, z, t) : Ω× T → R satisfying the Laplace problem
φ = φ˜, z = η on ΓFS (1a)
∇2φ = 0, −h(x) < z < η in Ω (1b)
∂φ
∂z
+
∂h
∂x
∂φ
∂x
= 0, z = −h(x) on Γb (1c)
where h(x) : ΓFS 7→ R describes variation in the still water depth. The evolution of the
free surface boundary is described by η(x, t) : ΓFS×T → R. The notations are illustrated
in Figure 1.
The MEL time marching technique assumes a particle-following (Lagrangian) refer-
ence frame for the free surface particles with changes in position in time given by
Dx
Dt
=∇φ, x ∈ Ω (2)
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where ∇ = ( ∂∂x , ∂∂z ) having assumed only two space dimensions.
Thus, at the free surface boundary this implies kinematic conditions of the form
Dx
Dt
=
∂φ
∂x
,
Dη
Dt
=
∂φ
∂z
= w, z = η, (3a)
that must be satisfied together with the dynamic boundary condition stated in terms of
Bernoulli’s equation
Dφ
Dt
=
1
2
∇φ ·∇φ− gz − p, z = η, (3b)
where the material derivative connects the Eulerian and Lagrangian reference frame
through the relation
D
Dt
≡ ∂
∂t
+ V ·∇, (4)
where V is a velocity vector for the moving frame of reference that can be chosen arbi-
trarily. If V = 0 we obtain an Eulerian frame of reference and if V = ∇φ we have a
Lagrangian frame of reference.
Spatial and temporal differentiation of free surface variables are given by the chain
rules
∂φ˜
∂x
=
∂φ
∂x
∣∣∣
z=η
+
∂φ
∂z
∣∣∣
z=η
∂η
∂x
,
∂φ˜
∂t
=
∂φ
∂t
∣∣∣
z=η
+
∂φ
∂z
∣∣∣
z=η
∂η
∂t
, (5)
and is useful for expressing the free surface equations valid at z = η(x, t) in terms of free
surface variables only, cf. [20], in the form
Dx
Dt
=
∂˜φ
∂x
=
∂φ˜
∂x
− w˜ ∂η
∂x
, (6a)
Dη
Dt
= w˜, (6b)
Dφ˜
Dt
=
1
2
(∂φ˜
∂x
)2
− 2w˜ ∂η
∂x
∂φ˜
∂x
+ w˜2
(
∂η
∂x
)2
+ w˜2
− gη, (6c)
having assumed a zero reference pressure at the free surface. The tilde ’∼’ is used to
denote that a variable is evaluated at the free surface, e.g. w˜ = ∂˜φ∂z =
∂φ
∂z
∣∣
z=η
. Note,
this formulation contains quartic nonlinear terms as in the Zakharov form [68] for the
Eulerian formulation of FNPF equations. These nonlinear terms needs proper treatment
to deal with aliasing effects.
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2.1. Boundary conditions
For the solution of the Laplace problem, the following free surface boundary condition
is specified
Φ = φ˜ on ΓFS, (7)
while at fixed vertical boundaries, impermeable wall boundary conditions are assumed
n · u = 0 on Γ\(ΓFS ∪ Γb), (8)
where n = (nx, nz) denotes an outward pointing unit normal vector to Γ. At rigid vertical
wall boundaries the domain boundary conditions at free surface variables imposed are
∂nη = 0, ∂nφ = 0 on Γ ∩ ΓFS. (9)
Wave generation and absorption zones are included using the embedded penalty forc-
ing technique described in [20].
3. Numerical discretisation
Following [18], we present the discretization of the governing equations in a general
computational framework based on the method of lines, where first a semi-discrete system
of ordinary differential equations is formed by spatial discretisation in two space dimen-
sions using a nodal SEM. The semi-discrete system is subject to temporal integration
performed using an explicit fourth-order Runge-Kutta method.
3.1. Weak Galerkin formulation and discretisation
We form a partition of the domain ΓFSh ⊆ ΓFS to obtain a tessellation T FSh of ΓFS
consisting of Nel non-overlapping shape-regular elements T FS,kh such that ∪Nelk=1T FS,kh =
T FSh with k denoting the k’th element. We introduce for any tessellation Th the spectral
element approximation space of continuous, piece-wise polynomial functions of degree at
most P ,
V = {vh ∈ C0(Th);∀k ∈ {1, ..., Nel}, vh|T kh ∈ P
P }.
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which is used to form finite-dimensional nodal spectral element approximations
fh(x, t) =
NFS∑
i=1
fi(t)Ni(x), (10)
where {Ni}NFSi=1 ∈ V is the NFS global finite element basis functions with cardinal prop-
erty Ni(xj) = δij at mesh nodes with δij the Kronecker Symbol.
3.1.1. Unsteady free surface equations
The weak formulation of the free surface equations (6) is derived in the following
form. Find f ∈ V where f ∈ {x, η, φ˜} such that∫
T FSh
Dx
Dt
vdx =
∫
T FSh
[
∂φ˜
∂x
− w˜ ∂η
∂x
]
vdx, (11a)∫
T FSh
Dη
Dt
vdx =
∫
T FSh
[w˜] vdx, (11b)
∫
T FSh
Dφ˜
Dt
vdx =
∫
T FSh
1
2
(∂φ˜
∂x
)2
− 2w˜ ∂η
∂x
∂φ˜
∂x
+ w˜2
(
∂η
∂x
)2
+ w˜2
− gη
 vdx, (11c)
for all v ∈ V . Substitute the expressions in (14) into (11) and choose v(x) ∈ V . The
discretisation in one spatial dimension becomes
MDxh
Dt
= Axφ˜h −Aw˜hx ηh, (12a)
Dηh
Dt
= w˜h, (12b)
MDφ˜h
Dt
= −Mgηh + 1
2
[
A
(
∂φ˜
∂x
)
h
x φ˜h +Mw˜hw˜h +A
w˜2h(
∂η
∂x )h
x ηh
]
−Aw˜h(
∂η
∂x )h
x φ˜h, (12c)
where the following global matrices have been introduced
Mij ≡
∫
T FSh
NiNjdx, Mbij ≡
∫
T FSh
b(x)NiNjdx, (Abx)ij ≡
∫
T FSh
b(x)Ni
dNj
dx
dx. (13)
where fh ∈ RNFS is a vector containing the set of discrete nodal values.
Following [18], the gradients of the free surface state variables are recovered via a
global gradient recovery technique based on global Galerkin L2(ΓFSh ) projections that
work for arbitrary unstructured meshes in the SEM framework as described in [18].
Aliasing effects are effectively handled using exact quadrature for nonlinear terms com-
bined with a mild spectral filtering technique [30] that gently removes high-frequency
noise that may arise as a result of marginal resolution.
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Remark: The free surface node positions are changing in time, and this implies
that the mesh must change accordingly. Thus, the scheme needs to recompute the
global spectral element matrices (13) at every time step which impacts the computational
efficiency of the scheme.
3.1.2. Curvilinear iso-parametric elements
To handle arbitrary body shapes we partition the fluid domain Ωh to obtain another
tessellation Hh consisting of N2Del = NQel + NTel non-overlapping shape-regular elements
such that the tessellation can be formed by combining NQel quadrilateral and N
T
el trian-
gular curvilinear elements into an unstructured hybrid mesh such that Hh = Qh ∪ Th =(
∪N
Q
el
k=1Qk
)
∪
(
∪NTelk=1Tk
)
. In two space dimensions, the nodal spectral element approxi-
mations takes the form
fh(t,x) =
n∑
i=1
fi(t)Ni(x). (14)
where n is the total degrees of freedom in the discretisation.
The curvilinear elements makes it possible to treat the deformations in the free surface
and the body surfaces as illustrated in Figure 2 with two different hybrid unstructured
meshes. In both cases a single quadrilateral layer is used just below the free surface.
Consider the k’th element Hkh ⊂ Hh. On this element, we form a local polynomial
(a) Hybrid Mesh 1 (b) Hybrid Mesh 2
Figure 2: Illustration of two mesh topologies for a fully submerged cylinder. A curvilinear layer of
quadrilaterals is used near the free surface. (a) The cylinder is represented using curvilinear triangles,
and (b) the cylinder is represented using a hybrid combination of curvilinear quadrilateral and curvilinear
triangular elements.
expansion expressed as
fkh (x, t) =
NP∑
j=1
fˆkj (t)φj(Ψ
−1
k (x)) =
NP∑
j=1
fkj (t)Lj(Ψ
−1
k (x)), (15)
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where both a modal and a nodal expansion in the reference element is given in terms of
Np nodes/modes. We have introduced a map to take nodes from the physical element to
a reference element, Ψk : Hkh → Hr where Hr is a single computational reference element.
This dual representation can be exploited to form the curvilinear representations, since
the coefficient vectors are related through
fh = Vfˆ , Vij = φj(ri), (16)
where φj , j = 1, 2..., NP is the set of orthonormal basis functions and with nodes r =
{ri}Npi=1 in the reference element that defines the Lagrangian basis. For quadrilaterals
a tensor product grid formed by Legendre-Gauss-Lobatto nodes in 1D is used. For
triangles, the node distribution is determined using the explicit warp & blend procedure
[58]. The one-to-one mapping from a general curvilinear element to the reference element
is highlighted in Figure 3. The edges of the physical quadrilateral elements are defined by
the functions Γj , j = 1, 2, 3, 4, and by introducing iso-parametric polynomial interpolants
[70] of the same order as the spectral approximations of the form
INΓj(s) =
N∑
n=0
Γ(sn)hn(s), j = 1, ..., 4, (17)
it is possible to represent curved boundaries. Using transfinite interpolation with linear
y
x
 v1
 v2
 v3
(−1,−1) (1,−1)
(−1,1) s
r
 x=Ψ ( r)
 r=Ψ−1( x)
Γ1
Γ2
Γ3
(a) Triangle
y
x
 v1
 v2
 v3
 v4
(−1,−1) (1,−1)
(1,1)(−1,1) s
r
 x=Ψ ( r)
 r=Ψ−1( x)
Γ1
Γ2
Γ3
Γ4
(b) Quadrilateral
Figure 3: Conventions for curvilinear elements and their transformation to a reference element.
blending [25] the affine transformation from the square reference quadrilateral to the
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physical domain is defined in terms of these edge curves in the form
Ψk(r, s) =
1
2 [(1− r)Γ4(s) + (1 + r)Γ2(s) + (1− s)Γ1(r) + (1 + s)Γ3(r)]
− 14 [(1− r){(1− s)Γ1(−1) + (1 + s)Γ3(−1)}
+ (1− r){(1− s)Γ1(1) + (1 + s)Γ3(1)}] . (18)
Similarly, using transfinite interpolation with linear blending, the transformation for
triangles is given as
Ψk(r, s) =
1
2 [(1− s)Γ1(r)− (1 + r)Γ1(−s) + (1− r)Γ2(s)− (1 + s)Γ2(−r)]
+(1 + (r+s)2 )Γ3(r)− (1+r)2 Γ2(−(1 + r + s)) + 1+r2 Γ1(1) + r+s2 Γ1(−1). (19)
The use of curvilinear elements, implies that the Jacobian of the mapping is no longer
constant as for straight-sided triangular elements. Thus, to avoid quadrature errors
higher order quadratures are employed in the discrete Galerkin projections and this
increases the cost of the scheme proportionally for the elements in question. Note, the
introduction of curvilinear elements, can be setup in a pre-processing step and therefore
does not add any significant additional complexity to the numerical scheme.
3.1.3. Spatial discretisation of the Laplace problem
Consider the discretisation of the governing equations for the Laplace problem (1).
We seek to construct a linear system of the form
LΦh = b, L ∈ Rn×n, Φh,b ∈ Rn. (20)
The starting point is a weak Galerkin formulation that can be expressed as: find Φ ∈ V
such that ∫
Hh
∇ · (∇Φ)vdx =
∮
∂Hh
vn · (∇Φ)dx−
∫
Hh
(∇Φ) · (∇v)dx = 0, (21)
for all v ∈ V where the boundary integrals vanish at domain boundaries where imper-
meable walls are assumed. The discrete system operator is defined as
Lij ≡ −
∫
Hh
(∇Nj) · (∇Ni)dx = −
N2Del∑
k=1
∫
Hkh
(∇Nj) · (∇Ni)dx. (22)
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The elemental integrals are approximated through change of variables as∫
Hkh
(∇Nj) · (∇Ni)dx =
∫
Hr
|J k|(∇Nj) · (∇Ni)dr, (23)
where J k is the Jacobian of the affine mapping χk : Hkh → Hr. The global assembly
of this operator preserves the symmetry, and the resulting linear system is modified to
impose the Dirichlet boundary conditions (7) at the free surface. The vertical free surface
velocity w˜h is recovered from the potential Φh via a global Galerkin L
2(Hh) projection
that involves a global matrix for the vertical derivative.
4. Numerical properties
We start out by considering the numerical properties of the model related to the
temporal stability and convergence of the numerical MEL scheme. Results of compari-
son with the stabilised Eulerian formulation [18] is included since the two schemes are
complementary.
4.1. Temporal linear stability analysis of semi-discrete system
We revisit the analysis of temporal instability following the works of [60, 48] by
considering the semi-discrete free surface formulation that arise under the assumption of
small-amplitude waves
Dx
Dt
=
∂φ˜
∂x
, (24a)
Dη
Dt
= w˜, (24b)
Dφ˜
Dt
= −gη, (24c)
The discretization of this semidiscrete systems leads to
D
Dt

x
η
φ˜
 = J

x
η
φ˜
 , J =

0 0 M−1Ax
0 0 J23
0 −gI 0
 , (25)
where Iij = δij and
J23 = [(Dz)biφi + (Dz)bbφb] = [(Dz)bb − (Dz)biL−1ii Lib]φb, (26)
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where
Dz = Mˆ−1Aˆz, (Aˆz)ij ≡
∫∫
Th
Ni
dNj
dz
dxdz, Mˆij ≡
∫∫
Th
NiNjdxdz. (27)
and having introduced matrix decompositions of the global matrices of the form
L =
 Lbb Lbi
Lib Lii
 , (28)
where the subscript indices ’b’ refers to the free surface nodes and the ’i’ refers to all
interior nodes. The eigenspectrum of λ(J ) determines the temporal stability of this
system.
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(b) Eigenvalues
Figure 4: Linear stability analysis. Purely imaginary eigenvalues for different polynomial order to within
roundoff accuracy corresponding to hybrid unstructured mesh with submerged circular cylinder.
In the context of SEM, we seek to first confirm the results given in [48]. By doing
a similar eigenanalysis using a triangulated asymmetric mesh, we confirm that we have
temporal instability, e.g. see representative results in Figure 5. To fix this problem, we
need to avoid asymmetric meshes near the free surface layer. Following [48] we can also
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consider a triangulated symmetric mesh in Figure 6b which turns out to be stable for all
polynomial orders except 3 and 4 used in the analysis. This is in line with the results
and conclusions presented by Robertson & Sherwin (1999), but reveals that numerical
issues may arise for such triangulated meshes in specific configurations. Furthermore,
since our objective is to introduce arbitrary shaped bodies inside the fluid domain, in the
next experiment we use a hybrid mesh. This mesh is consisting of a layer of quadrilateral
below the free surface of the fluid similar to the meshes used in [18] and combine this
layer with an additional triangulated layer used to represent complex geometries such as
a submerged cylinder as illustrated in Figure ??. The eigenanalysis shows that we then
reach temporal stability for arbitrary polynomial expansion orders. These results are in
line with other experiments we have carried out that are not presented here, confirming
that by introducing a quadrilateral layer we can fix the temporal stability problem to ob-
tain purely imaginary eigenspectra (to machine precision). Using instead a similar mesh
but with slightly skewed quadrilaterals, reveals again that the mesh asymmetry leads to
temporal instability as shown in Figure 7. So, the temporal instability is associated with
the accuracy of the vertical gradient approximation that is used to compute w˜ at the free
surface and that determines the dispersive properties of the model. So poor accuracy in
w˜ destroys the general applicability of the model since the wave propagation cannot be
resolved accurately. This makes it clear that a quadrilateral layer with vertical alignment
of nodes close to the free surface provides accurate recovery of the vertical free surface
velocities and fixes the temporal instability problem.
Remark: This new insight paves the road towards also stabilising nonlinear simula-
tions using a high-order accurate unstructured method such as SEM following the recipe
for stabilisations recently laid out in [18] for an Eulerian scheme based on quadrilaterals
only.
In the following, we consider the strenuous benchmark of nonlinear wave propagation
of steep nonlinear stream function waves by setting up a mesh with periodicity conditions
imposed to connect the eastern and western boundaries. Then, we examine the conserva-
tion of energy and accuracy to assess the stability of the model. This analysis shows that
the exact integration used in the discrete global projections has a big effect on stabilising
the solution. Following [18], a test is performed for different amounts of filtering in the
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Figure 5: Linear stability analysis. Eigenvalues for different polynomial order corresponding to an
asymmetric structured mesh of triangles. Positive real part of eigenvalues causes temporal instability.
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Figure 6: Linear stability analysis. Eigenvalues for different polynomial order corresponding to a sym-
metric structured mesh of triangles. Positive real part of eigenvalues causes temporal instability for
polynomial orders 3 and 4.
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Figure 7: Linear stability analysis. Eigenvalues for different polynomial order corresponding to an
asymmetric structured mesh of quads and curvilinear triangles. Positive real part of eigenvalues causes
temporal instability.
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last mode and for different maximum steepness ((H/L)max). For example, the analysis
in Figure 8 demonstrates that a 1% filter works well for the MEL Formulation.
To maintain temporal stability when using explicit time-stepping methods, it is neces-
sary to employ re-meshing [13]. The objective is to either prevent strict CFL restrictions
although this is not severe for FNPF methods where numerical stability is influenced
only weakly by spatial resolution in the horizontal [20, 18], and to retain a proper mesh
quality to avoid temporal instabilities induced by the mesh or ill-conditioning in the
global operators (discussed in [2]). Steep nonlinear waves are associated with larger node
movements producing deformations in intra-node positions in the free surface elements.
These deformations changes the conditioning of Vandermonde matrices and may impact
the accuracy of the numerical scheme. This problem can be prevented by including a
local re-mesh operation which changes the interior node distribution while not changing
the initial mesh topology. For example, whenever an element goes below 75% or above
125% of its original size and with the initial free surface elements assumed of uniform
size. The idea is to stop tracking the original material nodes at the free surface, and
reposition the intra-element nodes through a local operation via interpolation to the
original node distribution used in each element based on Legendre-Gauss-Lobatto nodes.
A simple local re-mesh operation of this kind helps to stabilise the solver by improving
accuracy in the numerical solutions and is a technique used in similar FEM solvers, e.g.
see [62]. The effects of local re-meshing on temporal stability for a steep nonlinear stream
function wave is presented in Figure 8, and shows that local re-meshing is essential to
maintain temporal stability for longer integration times for steep nonlinear waves. A
snapshot of a stream function wave after propagating for 50 wave periods the wave is
still represented very accurately with essentially no amplitude or dispersion errors, cf.
Figure 8 (a). Furthermore, both mass and energy is conserved with high accuracy, cf.
Figure 8 (b). Also, we compare the MEL method and the Eulerian method due to [18]
in terms of different stabilisation techniques in Figure 9. We find that with our current
strategies the stabilised MEL method is more robust than the stabilised Eulerian scheme.
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Figure 8: Stabilisation of (H/L)max = 70% stream function wave with dispersion parameter kh = 1
using a re-meshing algorithm. (a) Snapshot at time t/T = 50. (b) Mass and energy conservation history.
Contour plots of log(|e|η) (c) without re-meshing and (d) with re-meshing. Experiments corresponding
to T/∆t = 80 using a mesh with 8×1 elements of polynomial order P = 6. Exact integrations and a 1%
top mode spectral filter is employed.
4.2. Convergence tests
To validate the high-order spectral element method, we demonstrate for the MEL
scheme that the high-order convergence rate is O(hP ) in line with [18] and the accuracy
of the method using convergence tests as depicted in Figure 10. These tests, demonstrate
that we can exert control over approximations errors in the scheme by adjusting the
resolution in terms of choosing the points per wave length. For the most nonlinear waves
of 90% of maximum steepness, the curves find a plateau at the size of truncation error
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Figure 9: Results of stabilisation of a nonlinear stream function waves ranging from (H/L)max =
10 − 90%. Time of numerical instability (tblow) using different de-aliasing strategies (over-integration,
1% filter) for (a) the MEL formulation and (b) the Eulerian [18] formulation. Experiment corresponding
to kh = 1, dt = T/80 using wave-form mesh 8×1 and polynomial order P = 6. Calculations are assumed
stable and stopped if time reaches tfinal/T = 50.
before convergence to machine precision due to insufficient accuracy in our numerical
solution of stream function waves used.
5. Numerical experiments
We examine different strenuous test cases that serve as validation of the numerical
spectral element model proposed.
5.1. Reflection of high-amplitude solitary waves from a vertical wall
We setup a solitary wave as initial condition using the high-order accurate spectral
numerical scheme due to [15] and consider the propagation of solitary waves of different
amplitudes above a flat bed that are reflected by a vertical solid wall. In this experiment,
a solitary wave approaches the wall with constant speed and starts to accelerate forward
when the crest is at a distance of approximately 2h from the wall. The water level at
the wall position grows leading to the formation of a thin jet shooting up along the wall
surface. When the maximum of free surface elevation is reached at the wall position it
is said that the wave is attached to the wall, at this moment t = ta and the height of
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the crest is ηa. Thereafter, the jet forms and reaches its maximum run up η0 at time t0.
After this event, the jet collapses slightly faster than it developed. The detachment time
td corresponds to the wave crest leaving the wall. The height of the wave at that instant
is ηd, always smaller than the attachment height (i.e. ηd < ηa < η0). Then a reflected
wave propagates in the opposite direction with the characteristics of a solitary wave of
reduced amplitude. This adjustment in the height produces a dispersive trail behind the
wave. The depression becomes more abrupt for increasing wave steepness.
This test case requires the fully nonlinear free surface boundary conditions to capture
the steepest solitary waves and their nonlinear interaction with the wall. The case was
first studied using a numerical method by Cooker et al. [12], where a Boundary-Integral
Method (BIM) was used to solve the Euler equations with fully nonlinear boundary
conditions. The results obtained using BIM showed to be in excellent agreement with
the experimental data given in [44], however, showed difficulties in the down run phase
for the steepest wave of a/h = 0.7 indicating that for the most nonlinear cases, numerical
modelling is difficult. Accurate simulation of the steepest waves requires sufficient spatial
resolution and high accuracy in the kinematics to capture the finest details of the changing
kinematics of the fluid near the wall. This problem was recently been addressed using
other high-order numerical models, e.g. a high-order Boussinesq model with same fully
nonlinear free surface boundary conditions based on a high-order FDM model [43] and
a nodal discontinuous Galerkin spectral element method [21] and both studies showed
excellent results for the wave run-up and depth-integrated force histories up to a/h = 0.5.
The numerical experiments are carried out using a domain size x ∈ [−22.5, 22.5] m,
with the initial position of the center of the solitary wave at x0 = 0 m. We employ a
structured mesh consisting of quadrilaterals with Nx elements in a single layer, where
Nx ∈ [40, 120] is varied proportional to the wave height to resolve the waves in the range
a/h ∈ [0.2, 0.6]. Each element is based on polynomial expansion orders (Px, Pz) = (6, 7).
The time step size is chosen in the interval ∆t ∈ [0.01, 0.02] s. Stabilisation of the
numerical scheme is achieved using exact integration and mild spectral filtering using a
1% top mode spectral filter every time step using the MEL scheme.
The attachment analysis of [12] is reproduced using SEM with the initial profile of
the solitary wave [15] up to a/h = 0.6 with excellent agreement, cf. Figures 12a and
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12b. This time history of the wave propagation is illustrated using the MEL scheme
in Figure 11 for a high-amplitude wave with relative amplitude a/h = 0.5. The forces
are computed numerically as a post-processing step by integration of the local pressure
obtained from Bernoulli’s equation
p = −ρgz − ρ∂φ
∂t
− ρ1
2
∇φ · ∇φ, (29)
along the wet part of the wall. Approximation of the time derivative ∂φ/∂t is approxi-
mated by using the acceleration potential method due to [51]. This method estimates φt
by solving an additional boundary value problem based on a Laplace problem defined in
terms of φt in the form
∇2φt = 0, in Ω (30)
subject to the boundary conditions
φt = −gη − 1
2
|∇φ|2, on ΓFS (31a)
∂φt
∂n
= 0, on Γb (31b)
The wall force vector is determined numerically from pressure using
F =
∫
∂Ω
pndS. (32)
5.2. Rectangular obstacle piercing the free surface
In Lin (2006) [36] a numerical method for Navier-Stokes equations is proposed based
on transformation of the fluid domain using a multiple-layer σ-coordinate model. Wave-
structure interactions of a solitary wave of amplitude a/h = 0.1 (mildly nonlinear) with
a rectangular obstacle fixed at different positions (seated, mid-submergence, floating) are
investigated in a two dimensional wave flume of depth h = 1 m. Free surface elevation
histories at three different gauge locations are found in excellent agreement with com-
puted VOF solutions. We consider here the experiment corresponding to the obstacle
piercing the free surface (width: 5 m, height: 0.6 m, draught: 0.4 m) for validation of
the present methodology dealing with semi-submerged bodies.
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A wave flume of 150 m is sketched in Figure 13a with the cylinder located at its center
(x = 0 m). In this scenario, positions of gauges 1 and 3 in [36] correspond to xG1 = −31
m and xG3 = 26.5 m, respectively. This domain is discretised using hybrid meshes with a
top layer of curvilinear quadrilaterals. Below, unstructured grid of triangles is employed
in the central part (x ∈ [−4.5; 4.5] m), fitting the body contour (Triangles size is chosen
proportional to their distance to the lower corners of the body). The zones away from
the structure x ∈ [−75.0;−4.5] m ∪[4.5; 75.0] m are meshed with regular quadrilaterals of
width 1 m, small enough to guarantee accurate propagation of this wave according to our
tests in Section 5.1. A detail of this mesh corresponding to x ∈ [−10.0; 10.0] m is shown
in Figure 13b. Similar to previous experiments with solitary waves, the initial condition
(η0, φ˜0) is generated using the accurate numerical solution due to [15] corresponding to
a wave peaked at x = −55 m. Using the MEL scheme, the time step size is ∆t = 0.02
s. The evolution of the free surface elevations at gauge positions are compared with the
Lin (2006) results in Figure 14, and excellent agreement is observed.
5.3. Solitary Wave Propagation Over a Submerged Semi-circular Cylinder
We consider the numerical experiment described in [56] on the interaction between a
solitary wave of amplitude a/h = 0.2 (mildly nonlinear) and a submerged semi-circular
cylinder with radius R/h = 0.3. This experiment serves to validate our force estimation,
where the acceleration method due to Tanizawa (1995) is used. The initial mesh is
illustrated in Figure 15 and consists of 60 elements in the central part and only 164
elements in total. The computed time evolution of the free surface is given in Figure 16
(a). In Figure 16 (d) it is seen how the solitary wave propagates undisturbed from the
initial condition until it starts the interaction with the semi-circular cylinder resulting
in variation in the horizontal dynamic load. During the interaction, a dispersive trail
develops after which the solitary wave restore to it’s original form. The results are in
good agreement with results of Wang et al. The differences in the force curves given in
Figure 16 (c) is understood to be related to numerical dispersion in the Desingularized
Boundary Integral Equation Method (DBIEM) and approximation errors associated with
the low-order accurate initial solitary wave. The force curve produced using the SEM
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solver is for a well-resolved flow and therefore is considered converged to high accuracy.
In same figure, the force curve for Morison Equation that takes into account also viscous
effects is included and is computed following [32, 56]. In figure (b) it is confirmed that
the SEM conserves with high accuracy mass and energy during all of the simulation.
5.4. Solitary wave propagation over a fixed submerged cylinder
Several studies with both experimental and numerical results can be found regarding
the interactions of solitary waves with a submerged circular cylinder [50, 11, 7, 10]. In
the following, we consider two previously reported experiments.
First, we consider the introduction of a fixed submerged cylinder inside the fluid
domain with a flat bed following the experiments due to Clement & Mas (1995) [10].
Analysis of the hydrodynamic horizontal forces exerted on the cylinder and comparison
with experimental results [50] serve as validation in the experiments reported here.
Figure 17 shows a typical initial mesh for the experiments. The mesh consist of a small
quadrilateral layer near the free surface and contains zones of quadrilateral elements only
in first and last part of domain. These zones flank a central part, where a hybrid meshing
strategy is employed to adapt using an unstructured triangulation to the submerged
cylinder surface in the interior. The initial conditions η0, φ0 for the solitary waves is
produced using the method described in [15].
In our first experiment, the solitary wave height is a/h = 0.286 and corresponds to
zone 1 described in [10] where interaction is said weak. The cylinder has dimensionless
radius D/(2h) = 0.155 and is positioned with submergence z0/h = −0.29. Figure 18a
shows the resulting time series of the free surface, where we observe a small deformation
of the wave during passing the cylinder. This deformation becomes wider at the end and
more abrupt in positions just above the cylinder (centered at x = 0). The computed mass
and energy conservation measures given in Figure 18b confirms stability and accuracy of
the simulation. The dimensionless horizontal component is compared in Figure ?? with
experimental results of [50] given in [10, Figure 2b]. The results are in good agreement
for times before the collision (when horizontal force is zero) and significant discrepancies
afterwards where viscous effects are important due to vortex shedding in the experiments
[50]. These effects cannot be captured by potential flow models like the present one.
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In our second experiment, the wave height is a/h = 0.5 and the cylinder has radius
D/(2h) = 0.25 and is positioned at a submergence z0/h = −0.5. Following [10] this
experiment is located in the crest-crest exchange zone 2. In this zone incident and
transmitted waves can be clearly distinguished. The fluid motion in this experiment is
studied when the wave passes the cylinder. In Figure 21a and Figure 21b the horizontal
and vertical velocity components in a portion of the fluid domain (−5 ≤ x ≤ 5) are
illustrated at simultaneous times highlighting the changes in the sub-surface kinematics
during the solitary wave interaction with the cylinder. While approaching the position
of the cylinder the wave looses height and slows down, cf. Figure 20b and Figure 20c.
Then the birth of a transmitted wave can be observed, cf. Figure 19b. The transmitted
wave is not shifted and leaves behind a dispersive trail that becomes even more abrupt
than observed in compared to wave interaction in our first experiment, cf. Figure 19a.
6. Conclusions
We have presented a new stabilised nodal spectral element model for simulation of
fully nonlinear water wave propagation based on a Mixed Eulerian Lagrangian (MEL)
formulation. The stability issues associated with mesh asymmetry as reported in [48] is
resolved by using a hybrid mesh with a quadrilateral layer with interfaces aligned with
the vertical direction to resolve the free surface and layer just below this level. Our lin-
ear stability analysis confirms that the temporal instability associated with triangulated
meshes can be fixed, paving the way for considering remaining nonlinear stability issues.
By combining a hybrid mesh strategy with the ideas described in [18] on stabilisation
of free surface formulation with quartic nonlinear terms, the model is stabilised by us-
ing exact quadratures to effectively reduce aliasing errors and mild spectral filtering to
add some artificial viscosity to secure robustness for marginally resolved flows. This is
combined with a re-meshing strategy to counter element deformations that may lead to
numerical ill-conditioning and in the worst cases breakdown if not used. Our numerical
analysis confirm this strategy to work well for the steepest nonlinear water waves when
using this stabilised nonlinear MEL formulation. In the MEL formulation we avoid the
use of a σ-transform of the vertical coordinate, to introduce bodies of arbitrary geometry
that is resolved using high-order curvilinear elements of an unstructured hybrid mesh.
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By using these elements, only few elements are needed to resolve the kinematics in the
water column both with and without complex body surfaces. With this new methodol-
ogy, we validate the model by revisiting known strenuous benchmarks for fully nonlinear
wave models, e.g. solitary wave propagation and reflection, wave-body interaction with a
submerged fixed cylinder and wave-body interaction with a fixed surface-piercing struc-
ture in the form of a pontoon. The numerical results obtained are excellent compared
with other published results and demonstrate the high accuracy that can be achieved
with the high-order spectral element method.
In ongoing work, we are extending the new stabilised spectral element solvers towards
advanced and realistic nonlinear hydrodynamics applications in three space dimensions
(cf. the model based on an Eulerian formulation in three space dimensions[19]) by ex-
tending the current computational framework to also handle moving and floating objects
of arbitrary body shape. In ongoing work, we consider freely moving bodies and surface-
piercing structures with non-vertical boundary at the body-surface intersections and
hybrid modelling approaches [47, 54].
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Figure 10: Convergence tests with different expansion order P in horizontal for nonlinear stream function
wave solutions with parameters kh = 1 and H/L ratios of maximum wave steepness. A Galerkin scheme
with over-integration is used with either no filtering, no filtering with re-meshing, or a re-meshing and
1% filter applied. The time step size in all simulations is set to be small enough for spatial truncation
errors to dominate. 32
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Figure 11: Simulation of Solitary wave reflection with relative amplitude a/h = 0.5: Sequence of free
surface elevation with time step size ∆t = 0.2 s for t < t0 (a) and t > t0 (b), superimposed free surface
profiles at attachment, maximum run up and detachment times (green, red and magenta respectively).
Time history of crest’s height during the collision, attachment/detachment times are marked with black
dots (c). Evolution of wave mass and energy during the simulation (d).
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Figure 12: Results corresponding to MEL formulation for case of solitary wave reflection. (a) Attachment
analysis. (b) Dimensionless horizontal forces at right wall normalised using τ =
√
h/g.
(a) Experimental setup
(b) Mesh zoom in at position of structure
Figure 13: (a) Sketch of the experiment. (b) Detail of hybrid mesh covering the range x ∈
[−10.0; 10.0] m.
34
0 5 10 15 20 25 30 35
t
-0.05
0
0.05
0.1
η
Lin (2006)
SEM
(a) Gauge 1
0 5 10 15 20 25 30 35
t
-0.05
0
0.05
0.1
η
(b) Gauge 3
Figure 14: Time histories of the free surface elevation at gauge 1 (a) and gauge 3 (b). Comparison with
the numerical VOF results presented in [36].
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(a) Mesh
(b) Zoom at center
Figure 15: Initial mesh for solitary wave propagation over a submerged semi-circular cylinder.
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Figure 16: We consider the case with a semi-submerged cylinder of size R/h = 0.3. (a) Time evolution
of free surface. (b) Computed mass and energy conservation measures. (c) Comparison of the computed
horizontal dynamic force on the cylinder with results of Wang et al. (2003) [56]. (d) Snap shots of the
free surface evolution during the initial phase of the interaction with the semi-circular cylinder (solid
black) and its transformation in the last phase of interaction (solid red). The wave profile at t0 where the
resulting horizontal force component is zero (thickened solid blue). The time spacing used is ∆t¯ = 1.302
(0.38 s).
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(a) Mesh
(b) Zoom at center
Figure 17: Mesh corresponding to case experiment 1 with parameters D/(2h) = 0.155, z0/h = −0.29
for the cylinder and a solitary wave corresponding to a/h = 0.286. The total number of elements is 240
in (a), with two layers of 36x2 total elements in each quadrilateral region and 96 elements in the middle
triangulated region shown in (b).
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Figure 18: We consider the case with cylinder size D/(2h) = 0.155 and submergence z0/h = −0.29. (a)
Time evolution of free surface. (b) Computed mass and energy conservation measures. (c) Horizontal
force induced on the cylinder in time for a wave amplitude of a/h = 0.286 compared with experimental
measurements due to Sibley et al. (1982) [50]. (d) Decomposition of the total force in terms of pressure
components.
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Figure 19: Case experiment 2: D/(2h) = 0.25, z0/h = −0.5, a/h = 0.5, (a) Numerical simulation at
initial position (left), passing the cylinder (middle) and at final time (right). (b) Details of the numerical
solution close to cylinder position at instants immediately before and after collision.
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Figure 20: (a) Computed time series of free surface corresponding to experiment 2 (D/(2h) = 0.25,
z0/h = −0.5, a/h = 0.5). Free surface node positions (x) of the crest during simulation of experiment
2 with dimensionless parameters D/(2h) = 0.25, z0/h = −0.5, a/h = 0.5 with (b) x-coordinate and (c)
y-coordinate (height) of the crest illustrated.
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(a) Horizontal velocity, u√
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Figure 21: Nonlinear wave-body interaction with fixed cylinder and kinematics contours. Sequences of
dimensionless velocity vectors (u,w)/
√
gh at intervals of 0.02 s. Solitary wave of a/h = 0.5, cylinder size
of D/(2h) = 0.25, submergence of z0/h = -0.5. Order of the elements is P = 6. Time increases from top
to bottom.
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