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Abstract
A general challenge in statistics is prediction in the presence of multiple candidate models
or learning algorithms. Model aggregation tries to combine all predictive distributions from
individual models, which is more stable and flexible than single model selection. In this article
we describe when and how to aggregate models under the lens of Bayesian decision theory.
Among two widely used methods, Bayesian model averaging (BMA) and Bayesian stacking,
we compare their predictive performance, and review their theoretical optimality, probabilistic
interpretation, practical implementation, and extensions in complex models.
Keywords: Bayesian model averaging, Bayesian stacking, predictive distribution, model
combination
1. From Model Selection to Model Combination
Bayesian inference provides a coherent workflow for data analysis, parameter estimation, outcome
prediction, and uncertainty quantification. However, the model uncertainty is not automatically
calibrated: the posterior distribution is always conditioning on the model we use, in which the true
data generating mechanism is almost never included. No matter if viewed from the perspective of
a group of modelers holding different subjective beliefs, or a single modeler revising belief models
through the routine of model check and criticism, or the need of expanding plausible models for
flexibility and expressiveness, it is common in practice to obtain a range of possible belief models.
In section 1.1, we review Bayesian decision theory, through which the model comparison, model
selection, and model combination are viewed in a unified framework. The estimation of the expected
utility depends crucially on how the true data generating process is modeled, and is described by
different M-views in section 1.2. We compare Bayesian model averaging and Bayesian stacking in
section 2, which corresponds to theM-closed andM-open view respectively. We explain asymptotic
theories in section 3, where we further provide a novel probabilistic interpretation of stacking. In
section 4, we investigate the computation efficiency, and demonstrate an importance-sampling based
implementation in Stan and R package loo. We also consider several generalizations in non-iid data.
1.1. The Bayesian Decision Framework for Model Assessment
We denote D = {(y1, x1), . . . , (yn, xn)} a sequence of observed outcomes y and covariates x. The
unobserved future observations are (x˜, y˜). In a predictive paradigm (Bernardo and Smith, 1994;
Vehtari and Ojanen, 2012), the statistical inference should be inference on observable quantities
such as the future observation y˜, where Bayesian decision theory gives a natural framework for the
prediction evaluation. Therefore, we can view model comparison, model selection, as well as model
combination as formal Bayesian decision problems. At a higher level, whether to make a single
model selection or model combination is part of the decision.
Given any model M , we can compute the predictive distribution p(y˜|y,M) =∫
p(y˜|θ,M)p(y˜|θ,M)dθ, where we have suppressed the dependence on x for brevity. To evalu-
ate how close the prediction is to the truth, we construct the utility function of the predictive
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Figure 1: The organization and connections of concepts in this paper.
performance through scoring rules. In general, conditioning on x˜, the unobserved future outcome
y˜ is the random variable in sample space (Ω,A). P is a convex class of probability measure on Ω.
Any member of P is called a probabilistic forecast. A scoring rule (Gneiting and Raftery, 2007)
is a function S : P × Ω → [∞,∞] such that S(P, ·) is P-quasi-integrable for all P ∈ P. In the
continuous case, every distribution P ∈ P is identified with its density function p.
For two probability measures P and Q, we write S(P,Q) =
∫
S(P, ω)dQ(ω). A scoring rule
S is called proper if S(Q,Q) ≥ S(P,Q) and strictly proper if equality holds only when P = Q
almost surely. A proper scoring rule defines the divergence d : P × P → [0,∞) as d(P,Q) =
S(Q,Q)− S(P,Q). For continuous variables, some popularly used scoring rules include:
• Quadratic score: QS(p, y˜) = 2p(y˜)− ||p||22 with the divergence d(p, q) = ||p− q||22.
• Logarithmic score: LogS(p, y˜) = log p(y˜) with d(p, q) = KL(q, p). The logarithmic score is the
only proper local score assuming regularity conditions.
• Continuous-ranked probability score: CRPS(F, y˜) = − ∫IR(F (y˜′) − 1(y′ ≥ y˜))2dy′ with
d(F,G) =
∫
IR(F (y˜)−G(y˜))2dy˜, where F and G are the corresponding distribution functions.
• Energy score: ES(P, y) = 12EP ||Y −Y ′||β2 −EP ||Y −y||β2 , where Y and Y ′ are two independent
random variables from distribution P . When β = 2, this becomes ES(P, y˜) = −||EP (y˜)− y˜||2.
The energy score is strictly proper when β ∈ (0, 2) but not when β = 2.
• Scoring rules depending on first and second moments: Examples include S(P, y˜) =
− log det(ΣP )− (y˜−µP )TΣ−1p (y−µP ), where µP and ΣP are the mean vector and covariance
matrix of distribution P .
In such framework, the expected utility for any posterior predictive distribution p(·) is
Ey˜S (p(·), y˜) =
∫
S(p, y˜)dpt(y˜|y), (1)
where pt(y˜|y) is the unknown true data generating density of outcomes y˜.
With the widely used logarithm score, the expected log predictive density (elpd) of model M
is
elpd =
∫
log p(y˜|y,M)pt(y˜|y)dy˜. (2)
The general decision problem is an optimization problem that maximizes the expected utility
within some decision space P: popt = arg maxp∈P
∫
S(p, y˜)dpt(y˜). Model selection can be viewed as
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a sub decision space of model combination, by restricting model weights to have only one non-zero
entry. In such sense, model selection may be unstable and wasteful of information.
The estimation of (1) depends on the generating process of y˜, which is unknown in the first
place. How we will estimate such expectation depends on how we view the relation between belief
models and the true generating process, i.e., three M-views.
1.2. Remodeling: M-closed, M-complete, and M-open views
Bernardo and Smith (1994) classified model comparison problems into three categories: M-closed,
M-complete and M-open.
• InM-closed problems, the true data generating process can be expressed by one of Mk ∈M,
although it is unknown to researchers.
• M-complete refers to the situation where the true model exists and is out of model list M.
But we still wish to use a model M∗ because of tractability of computations or communication
of results, compared with the actual belief model.
• The M-open perspective acknowledges the true model is not in M, and we cannot specify
the explicit form p(y˜|y) because it is too difficult conceptually or computationally, we lack
time to do so, or do not have the expertise, etc.
Computing the integral (1) requires a model for y˜. The inference and model assessment can have
different model assumptions, akin to the distinction between estimation and hypothesis testing in
frequentist statistics. For M-closed and M-complete problems, we specify a belief model M∗ that
we believe to be or well approximate the data generate process, and we describe all uncertainty
related to future data in the belief model M∗ through p(y˜|y,M∗). The expected utility of any
prediction Q is estimated by
Ey˜S(Q, y˜) ≈
∫
S(Q, y˜)p(y˜|y,M∗)dy˜. (3)
M-closed and M-complete are a simplification of reality. No matter how flexible the belief model
M∗ is, there is little reason to believe it reflects the truth, unless in rare situations such as computer
simulations. Although such simplification is sometimes useful, the stronger assumption may also
result in an unverifiable and irretrievably bias in (1), which will further lead to an undesired
performance in model aggregation.
In M-open problems, we still rely on models in M in inference and prediction. But we make
minimal assumptions in the model assessment phase. Cross-validation is a widely used strategy
to this end, where we re-use samples y1, . . . , yn as pseudo Monte Carlo draws from the true data
generating process without having to model it explicitly. For example, the leave-one-out predictive
density of a model M is a consistent estimation of (2).
elpdloo =
1
n
n∑
i=1
log p(yi|y−i,M) = 1
n
n∑
i=1
∫
log p(yi|θ,M)p(θ|M,y1, . . . , yi−1, yi+1, . . . , yn)dθ
2. From Bayesian Model Averaging To Bayesian Stacking
We have a series of models M = {M1, . . . ,MK}, they may have different parameters θk ∈ Θk.
In general θk have different dimensions and interpretations, and some may be infinite dimensional
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too. We denote the likelihood and prior in the k-th model by p(y|θk) and p(θk|Mk). The goal
is to aggregate all component predictive distributions {p(y˜|y,M),M ∈ M}. Adopting different
M-views, we will solve the problem by various methods as follows.
2.1. M-Closed: Bayesian Model Averaging
Bayesian model averaging (BMA) assigns both a prior to the model space p(Mk) and parameters
p(θk|Mk). Through Bayes rule, the posterior probability of model k is proportional to the product
of its prior and marginal likelihood,
p(Mk|y) = p(y|Mk)p(Mk)∑K
k′=1 p(y|M ′k)p(M ′k)
.
In particular, the aggregated posterior predictive distribution of new data y˜ is estimated by
pBMA(y˜|y) =
K∑
k=1
p(y˜|Mk, y)p(Mk|y).
InM-closed cases, BMA is optimal if the method is evaluated based on its frequency properties
assessed over the joint prior distribution of the models and their internal parameters (Madigan
et al., 1996; Hoeting et al., 1999). InM-open andM-complete cases, BMA almost always asymp-
totically select the one single model on the list that is closest in Kullback-Leibler (KL) divergence,
compromising the extra expressiveness of model aggregation.
Furthermore, BMA is contingent on the marginal likelihood p(y|Mk) =
∫
p(y|θk)p(θk|Mk)dθk,
which will be sensitive to the prior p(θk|Mk). A correct specification of the model (an M-closed
view) is stronger than the asymptomatic convergence to truth in some model, as it also requires
the prior to be correctly chosen in terms of reflecting the actual population distribution of the
underlying parameter. For example, consider observations y1, . . . , yn generated from y ∼ N(0, 0.12),
and a normal-normal model: y ∼ N(µ, 1) with a prior µ ∼ N(0, 102). Such prior is effectively flat
on the range of observed y. However, a change of prior to µ ∼ N(0, 1002) or N(0, 10002) would
divide the marginal likelihood, and thereby the posterior probability, by roughly a factor of 10 or
100.
2.2. M-Open: Stacking
Stacking is originated from machine learning for the purpose of pooling point estimates from mul-
tiple regression models (Wolpert, 1992; Breiman, 1996; LeBlanc and Tibshirani, 1996). Clyde
and Iversen (2013), Le and Clarke (2017), and Yao et al. (2018) develop and extend its Bayesian
interpretation.
The ultimate goal of stacking a set of K predictive distributions built from the model list
M = (M1, . . . ,MK) is to find the predictive distribution with the form of a linear pooling C =
{∑Kk=1wkp(·|Mk) : ∑k wk = 1, wk ≥ 0} that is optimal according to a specified utility. The decision
to make is the model weights w, which has to be a length-K simplex w ∈ SK1 = {w ∈ [0, 1]K :∑K
k=1wk = 1}. Given a scoring rule S, or equivalently the divergence d, the optimal stacking
weight should solve
max
w∈SK1
S
( K∑
k=1
wkp(·|y,Mk), pt(·|y)
)
or equvalently min
w∈SK1
d
( K∑
k=1
wkp(·|y,Mk), pt(·|y)
)
, (4)
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where p(y˜|y,Mk) is the predictive density of new data y˜ in model Mk that has been trained on
observed data y and pt(y˜|y) refers to the true distribution.
With anM-open view, we empirically estimate the optimal stacking weight in (4) by replacing
the full predictive distribution p(y˜|y,Mk) evaluated at a new datapoint y˜ with the corresponding
LOO predictive distribution pˆk,−i(yi) =
∫
p(yi|θk,Mk)p(θk|y−i,Mk)dθk.
Therefore, it suffices to solve the following optimization problem
wˆstacking = max
w∈SK1
1
n
n∑
i=1
S
( K∑
k=1
wkpˆk,−i, yi
)
. (5)
The aggregated predictive distributions on new data y˜ is pstacking(y˜|y) =
∑K
k=1 wˆ
stacking
k p(y˜|y,Mk).
In terms of Vehtari and Ojanen (2012, Section 3.3), stacking predictive distributions (5) is
the M∗-optimal projection of the information in the actual belief model M∗ to wˆ, where explicit
specification of M∗ is avoided by re-using data as a proxy for the predictive distribution of the
actual belief model and the weights wk are the free parameters.
Choice of utility The choice of scoring rule should depend on the underlying application and
researchers’ interest. Generally we recommend logarithmic score because (a) log score is the only
proper local scoring rule, and (b) the easy interpretation of the underlying Kullback-Leibler diver-
gence. When using logarithmic score we name (5) as stacking of predictive distributions:
max
w∈SK1
1
n
n∑
i=1
log
K∑
k=1
wkp(yi|y−i,Mk). (6)
2.3. M-Complete: Reference-model Stacking
It is possible to replace cross-validation with a nonparametric reference model M∗. Plug it into
(3) we compute the expected utility and further optimize over stacking weights, which we will call
reference-model stacking. We can either stack component models p(y˜|Mk), or stack the projected
component models using a projection predictive approach which projects the information from the
reference model to the restricted models (Piironen and Vehtari, 2017). However in general it is
challenging to construct a useful reference model, as then there is probably no need for model
averaging.
2.4. The Connection Between BMA and Stacking
BMA, and more generally marginal likelihood based model evaluation, can also be viewed as a
special case of the utility-based model assessment.
First, under anM-closed view, we believe the data is generated from one of the model M∗ ∈M
in the candidate model list. We consider a zero-one utility by an indicator function of whether the
model has been specified correctly:
u(M∗,Mk) = 1(M∗ = Mk). (7)
Then the expected utility Mk is
∫
1(M∗ = Mk)p(M∗|y)dM∗ = p(Mk|y), which is exactly the
posterior model probability p(Mk|y) in BMA. Hence the decision maker will pick the model with
the largest posterior probability, which is equivalent to the approach of Bayes factor. Interestingly,
the model with the largest BMA weight is also the model to be selected under the zero-one utility,
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whereas in general the model with the largest stacking weight is not necessarily single-model-
selection optimal (see discussions in Section 3.3)
Second, under the M-closed view the information about unknownness is contained in the pos-
terior distribution p(Mk, θk|y), and the actual beliefs about the future observations are described
by the BMA predictive distribution. Using (3) and (4), stacking over the logarithmic score reads
max
w∈SK1
∫
log(
K∑
k′=1
wk′p(y˜|Mk′, y))
K∑
k=1
p(Mk|y)p(y˜|Mk, y)dy,
whose optimal solution is always the same as BMA weight woptk = p(Mk|y), as logarithmic score is
strictly proper.
In practice it is nearly impossible to either come up with an exhaustive list of possible candidate
models that encompasses the true data generating process, or to formulate the true prior that
reflects the population. It is not surprising that stacking typically outperforms BMA in various
prediction tasks (see extensive simulations in Clarke, 2003; Yao et al., 2018). Notably, in the
large sample limit, BMA assigns weight 1 to the closest model to the true data generating process
measured in KL divergence, regardless of how close other slightly more wrong models are. It
effectively becomes model selection and yields practically spurious and overconfident results (e.g.
Yang and Zhu, 2018) in M-open problems.
2.5. Other Related Methods and Generalizations
The methods above have multiple variants.
When the marginal likelihood in BMA is hard to evaluate, it can be approximated by infor-
mation criterion. In Pseudo Bayes factors (Geisser and Eddy, 1979; Gelfand, 1996), we replace
the marginal likelihoods p(y|Mk) by a product of Bayesian leave-one-out cross-validation predic-
tive densities
∏n
i=1 p(yi|y−i,Mk). Yao et al. (2018) propose another information criterion based
weighting scheme named Pseudo-BMA weighting. The weight for model k is proportional to the
exponential of the model’s estimated elpd: wk ∝ exp(êlpd
k
loo). Alternatively, such quantity can be
estimated using a non-parametric reference model inM-complete views (Li and Dunson, 2019). We
may further take into account the sampling variance in cross-validation, and average over weights
in multiple Bayesian bootstrap resamples (Yao et al., 2018). The information criterion weighting is
computationally easier, but should only be viewed as an approximation to the more desired stacking
weights.
We may combine the cross-validation and BMA. Intrinsic Bayesian model averaging (iBMA,
Berger and Pericchi, 1996) enables improper prior, which is not allowed in BMA. It first partitions
samples into a small training set y(l) and remaining y(−l), and replaces the marginal likelihood
by partial likelihood
∫
p(y(−l)|Mk, θk)p(θk|y(l),Mk)dθ. The final weight is the average across some
or all possible training samples. An alternative is to avoid averaging over all subsets and use the
fractional Bayes factor (O’Hagan, 1995). iBMA is more robust for models with vague priors, but
is reported to underperform stacking.
All model aggregation techniques introduced so far are two step-procedures, where we first fit
individual models and combine all predictive distributions. It is also possible to conduct both steps
jointly, which can be viewed as a decision problem on both the model weights and component
predictive distributions. Ideally, we may avoid the model combination problem by extending the
model to include the separate models Mk as special cases (Gelman, 2004). A finite-component
mixture model is the easiest model expansion, but is generally quite expensive to make inference.
Further, if the sample size is small or several components in the mixture could do the same thing,
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the mixture model can face non-identification or instability. In fact, the immunity to duplicate
models is a unique feature of stacking, while many methods including BMA, information criterion
weighting and mixture models often have a disastrous performance in face of many similar weak
models.
3. Asymptotic Theories
We focus on the logarithmic score in this section, although many results can be extended to other
scoring rules.
3.1. Model Aggregation Is No Worse Than Model Selection
The stacking estimate (4) finds the optimal predictive distribution within the linear combination
that is the closest to the data generating process with respect to the chosen scoring rule. Solving
for the stacking weights in (6) is an M-estimation problem. To what extent shall we worry about
the finite sample error in leave-one-out cross-validation? Roughly speaking, as long as there is
consistency for single model cross-validation, the asymptotically model averaging never does worse
than model selection in terms of prediction (Clarke, 2001). It is guaranteed by the following result.
Theorem 1. (Le and Clarke, 2017) Under some mild conditions , for either the logarithmic scoring
rule or the energy score (negative squared error) and a given set of weights w1 . . . wK , as sample
size n→∞, the following asymptotic limit holds:
1
n
n∑
i=1
S
( K∑
k=1
wkpˆk,−i, yi
)
− Ey˜|yS
( K∑
k=1
wkp(y˜|y,Mk), y˜
)
L2−→ 0.
The leave-one-out-score is a consistent estimator of the posterior score. In this sense, stacking
gives optimal combination weights asymptotically, and is an approximation to the Bayes action.
3.2. Stacking Viewed as Pointwise Model Selection
Other than viewed as a black-box optimization, there is hardly any probabilistic interpretation
nor closed form solution for stacking weights (4). In this section, we explain that under some
approximation assumptions, which are often satisfied in a large sample limit, the stacking solution
can be viewed as a pointwise model selection.
First, the solution to the leave-one-out implementation of stacking can be approximated in a
closed form if all candidate predictive distributions are pointwisely non-overlapped.
Corollary 1. In leave-one-out implementation of stacking (6), if there exists a constant L > 0,
such that for all x, such that the pointwise best model k∗i , arg max1≤k≤K log p(yi|xi, D−i,Mk)
satisfies
log p(yi|xi, D−i,Mk∗i ) ≥ log p(yi|xi, D−i,Mk′) + L, ∀k′ 6= k∗i , (8)
then for a large enough L, the optimal stacking solution to (5) is approximately wstackingk ≈
1/n(
∑n
i=1 1(k
∗
i = k), 1 ≤ k ≤ K.
The pointwise best model selection using only one realization is prohibitively noisy in prac-
tice. Nevertheless, we can define the pointwise excepted log predictive density using model k:
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elpdx˜,k = Ey˜|x˜ log p(y˜|x˜, D,Mk) =
∫
log p(y˜|x˜, D,Mk)pt(y˜|x˜, D)dy˜, and the local most plausible
model conditioning on a given covariate x˜:
k∗(x˜) = arg max
1≤k≤K
elpdx˜,k,
where we ignore ties provided continuous and non-identical densities. Such quantity is mainly of
theoretical interest, and can be estimated when x is discrete and measured repeatedly.
Akin to (8), we define a local separable condition: the pointwise log predictive densities are
separable at x by distance L and probability p0, if there exists constants L > 0 and 0 < p0 < 1
such that the local best model at x is pointwise better than all remaining ones with probability at
least p0 (with respect to y˜|x), i.e.∫
1
(
log p(y˜|Mk∗(x), x) ≥ log p(y˜|Mk′ , x) + L, ∀k′ 6= k∗(x)
)
pt(y˜|x,D)dy˜ ≥ p0, (9)
The following theorem provides an asymptotic closed form solution of stacking.
Theorem 2. Under the condition (9) holds for almost all x with a local separable probability p0
and distance L , then in the limit of p0 → 1, and a large enough L, the stacking weights that solve
(4) are the same as the proportion of the model being the local best model
wstackingk ≈ P (k = k∗(x)) , 1 ≤ k ≤ K,
where the probability is taken over x.
How realistic is the approximation assumption (8) or (9)? First it still adopts anM-open view
and makes no assumption on true data generating processes. Second, it assumes we can locally
separate all candidate predictive distributions with a large margin at each point. We demonstrate
that at least with a usual Gaussian likelihood, such assumption is reasonable.
Example: Chi-squared approximation Suppose the conditional predictive density for new
data y˜ ∈ R in the k-th model is normal:
y˜|x˜,Mk, D ∼ N(µk(x˜), σk(x˜)), 1 ≤ k ≤ K,
where µk(x˜) and σk(x˜) are the posterior mean and standard deviation of y˜ conditioning on covariate
x˜, the dependence on observed data D is implicit. The normal predictive distribution can be viewed
as the large sample limit in models with normal likelihood. We also assume a normal data generating
mechanism: y˜|x˜, D ∼ N(µ∗(x˜), σ∗(x˜)) as the unknown truth.
Through direct computation, the pointwise log predictive density log p(y˜|x˜,Mk, D) becomes
log N(y˜|µk(x˜), σk(x˜)) = −1/2 log(2piσk(x˜)) − (y˜ − µk(x˜))2/2σ2k(x˜). With respect to y˜|x˜, D ∼
N(µ∗(x˜), σ∗(x˜)) and by viewing the log predictive density log p(y˜|x˜,Mk, D) as a random variable
conditioning on x˜,Mk, D, we get
log p(y˜|x˜,Mk, D) = − σ
2∗(x˜)
2σ2k(x˜)
Z − 1
2
log 2piσkx˜, 1 ≤ k ≤ K;
where Z is a non-centered Chi-squared random variable with degree-of-freedom 1 and non-centered
parameter σ−2∗ (x˜)(µ∗(x˜)− µk(x˜))2.
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Figure 2: (1) The observed (x, y) pairs. (2) There are two modes in the marginal posterior distribu-
tion of hyper-parameters. We construct predictive distributions (3-4) using Gaussian process with
hyper-parameters set at each found mode. (5-6) The stacking weight is nearly identical to counting
the proportion of the data where the model is selected using pointwise log predictive densities.
In particular the conditional mean and standard deviation becomes
Ey˜|x˜,Mk,D[log p(y˜|x˜,Mk, D)] = elpdx˜,Mk,D = −
1
2σ2k(x˜)
(
µ∗(xi)− µk(xi))2 + σ2∗(x˜)
)− 1
2
log 2piσkx˜,
stdy˜|x˜,Mk,D[log p(y˜|x˜,Mk, D)] =
σ2∗(x˜)
2σ2k(x˜)
√
2 + 4
(µ∗(x˜)− µk(x˜))2
σ2∗(x˜)
.
As a function of the mean discrepancy γ , |µ∗(x˜) − µk(x˜)|, the mean and standard deviation are
of the order O(γ2) and O(γ) respectively. For a locally bad model with a large γ, it is then almost
always bad for all realizations of y˜. This justifies the assumption (9).
A Gaussian process example We consider a data set that has been used in Gaussian process
regression in Neal (1997) and Pietila¨inen (2010). In Figure 2, the observations are noisy realizations
from latent function f(x) = 0.3 + 0.4x+ 0.5 sin(2.7x) + 1.1/(1 + x2) with an independent error to
be either N(0, 1) or N(0, 0.1). We fit a Gaussian process prior with a squared exponential kernel
cov(f(x1), f(x2)) = α
2 exp(−(x1 − x2)2/ρ2), and Gaussian likelihood y ∼ N(0, σ2). We also assign
half-Cauchy priors for all hyper parameters. After integrating out latent variables f(x), the hyper-
parameters are found to have two distinct modes (ρ, α, σ) = (0.48, 1.19, 0.24) and (0.99, 1.85, 0.26)
respectively, through which we construct two predictive distributions using Gaussian process. In
both the populations generated from measurement noise N(0, 0.12) and N(0, 1), the stacking weights
of model 1, is nearly identical (up to error 0.001) to counting the proportion of the data where the
pointwise log predictive densities (computed using independent test data) in model 1 is larger than
2, while the BMA weight is nearly 1 regardlessly.
3.3. Selection or Averaging?
The theory above highlights the distinction between model selection and model averaging.
First, the advantage of model averaging comes from the fact that model can behaves differently
in different regions in (x, y) space. A model Mk contributes to the aggregated model perfor-
mance log (wkp(y|Mk, x)) in the regions with a large log p(y|Mk, x), whereas the effect of its bad
performance in regions with extremely small log p(y|Mk, x) can still be bounded from below by
wkp(y|Mk, x) > 0.
Second, a practical concern in model comparison is how large the difference between model
performance is “significantly” large. For example, we can compute the elpd and its standard
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deviation (Vehtari et al., 2017; Yao et al., 2018) of each model, but it is still not clear how large the
elpd difference is large enough to discard the remaining models. From Theorem 2, the pointwise
elpdx is more relevant than the aggregated elpd. If a model is better than all remaining models
for some region of x, it can still have a non-zero stacking weight even if it behaves arbitrarily
bad everywhere else such that the elpd of the model is very small. In contrast, if model A is
predominated by model B in terms of every pointwise elpd, even if the margin is tiny, model A will
receive zero weight in model averaging.
Finally, a model with the largest BMA weight (assuming equal prior) will also be optimal
under marginal likelihood model selection. However, a model with the largest stacking weight is
not necessarily optimal in terms of single model selection: it may outperform other models most
of the time but also have arbitrarily low elpd in the remaining areas. Consequently, stacking is
not designed for model selection, but for model averaging to get good predictions. We do not
recommend to discarded models with small weights from the average.
4. Stacking in Practice
4.1. Practical Implementation Using Pareto Smoothed Importance Sampling
Stacking (5) requires leave-one-out (LOO) predictive density p(yi|y−i,Mk), whose exact evaluation
needs to refit each model n times. k-fold cross-validation is computationally cheaper may introduce
higher bias. Vehtari et al. (2017) proposed the an approximate method for Bayesian LOO. It is
based on the importance sampling identity:
p(θ|y−i) ∝ 1
p(θ|yi)p(θ|y1, . . . , yn).
In the k-th model, we fit to all the data, obtaining S simulation draws θsk(s = 1, . . . S) from the full
posterior p(θk|y,Mk) and calculate
rsi,k =
1
p(yi|θsk,Mk)
∝ p(θ
s
k|y−i,Mk)
p(θsk|y,Mk)
. (10)
A direct importance sampling often has high or infinite variance and we remedy it by Pareto
smoothed importance sampling (PSIS, Vehtari et al., 2019b). For each fixed model k and data yi,
we fit the generalized Pareto distribution to a set of largest importance ratios rsi,k, and calculate
the expected values of the order statistics of the fitted generalized Pareto distribution. These value
are used to obtain the smoothed importance weight wsi,k, which is used to replace r
s
i,k. PSIS-LOO
importance sampling computes the LOO predictive density as
p(yi|y−i,Mk) =
∫
p(yi|θk,Mk)p(θk|y−i,Mk)
p(θk|y,Mk) p(θk|y,Mk)dθk ≈
∑S
s=1w
s
i,kp(yi|θsk,Mk)∑S
s=1w
s
i,k
.
We implement the PSIS-LOO based stacking and pseudo-BMA in an R package called loo (Vehtari
et al., 2019a). Suppose fit1, fit1 and fit3 are three models fit objects with the Bayesian inference
package Stan (Stan Development Team, 2019), we can compute their stacking weights as follows.
model_list <- list(fit1, fit2, fit3)
log_lik_list <- lapply(model_list, extract_log_lik)
# stacking method:
wts1 <- loo_model_weights( log_lik_list, method = "stacking",
r_eff_list = r_eff_list, optim_control = list(reltol=1e-10))
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4.2. Stacking in Multilevel Models
Although the illustration in this article is focused on iid data, the leave-one-out consistency only
requires the conditional exchangeability of outcomes y given x (Bernardo and Smith, 1994, Chapter
6). Roberts et al. (2017) review cross-validation strategies for data with temporal, spatial, hierar-
chical, and phylogenetic structure. In general, the PSIS-LOO approximation applies to factorizable
models p(y|θ, x) = ∏Ni=1 p(yi|θ, xi) such that the pointwise log-likelihood can be obtained easily by
computing log p(yi|θ, xi).
Non-factorizable models can sometimes be factorized by re-parametrization. In a multilevel
model with M groups, we denote the group level parameter and global parameter as θm and ψ.
The joint density is
p(y|x, θ, ψ) =
J∏
j=1
 Nj∏
n=1
p(yjn|xjn, θj)p(θj |ψ)
 p(ψ), (11)
where y are partially exchangeable, i.e. ymn are exchangeable in group j, and θm are exchangeable.
Rearrange the data and denote the group label of (xi, yi) by zi, then (11) can be reorganized as∏N ′
i=1 p(yi|xi, zi, θ, ψ) so the previous results follow.
Depending on whether the prediction task is to predict a new observations within a par-
ticular group j, or a new group, we should consider leave-one-point-out or leave-one-group-
out, corresponding to modeling the new covariate by p(x˜, z˜) ∝ δ (z˜ = j)∑i:zi=j δ (x˜ = xi) or∑J
z=1
∑
i:zi=j
δ (z˜ = j, x˜ = xi) .
4.3. Stacking in Time Series
When observation yt come in sequence and the main purpose is to make prediction for the next
not-yet-observed data, we utilize the prequential principle (Dawid, 1984):
p(y1:N |θ) =
N∏
t=1
p(yt|y1:t−1, θ),
In model averaging, we can replace the LOO density p(yi|y−i) in (5) by the sequential predictive
density leaving out all future data: p(yt|y<t) =
∫
p(yt|y1:t−1, θ)p(θ|y1:t−1)dθ in each model, and then
stacking follows. The ergodicity of y will yield,
lim
N→∞
1
N
N∑
t=1
S (p(·|y<t), yt)− lim
N→∞
1
N
EY1:N
N∑
t=1
S (p(·|Y<t), Yt)→ 0. (12)
which implies a similar stacking optimality in terms of Theorem (1). Geweke and Amisano (2012)
discuss more details of this approach.
When there is a particular horizon of interest for prediction, a model that is good at short
term forecast is not necessarily good for long term forecast. We can extend the one-step
ahead p(yt|y<t) to m-step-ahead predictive density p(yt<m|y<t) = p(yt, . . . , yt+m−1|y1, . . . , yt−1) =∫
p(yt<m|y<t, θ)p(θ|y<t)dθ in the objective function (Lavine et al., 2019).
In terms of computation, the exact prequential evaluation requires refitting each model for each
t, which can be approximated by PSIS as, p(yt|y<t) =
∫
p(yt|θ, y<t)p(θ|y<t)p(θ|y) p(θ|y)dθ. We then start
from the full data inference p(θ|y) and dynamically update p(θ|y<t) using PSIS approximation.
When p(θ|y<t) reveals large discrepancy from p(θ|y) for some small t, we refit the model p(θ|y<t)
11
and update the proposal. Bu¨rkner et al. (2019) verify such approximation gives stable and accurate
results with minimal number of refits in time series.
Finally we can extend a static stacking scheme to have dynamic weights, allowing the explana-
tion power of models to change over time. For example we can replace model weights wt in (5) by
time-varying wt,k in the t-th term. To incorporate historical information, we can add regulariza-
tion term −τ∑Nt=2 ||wt,·−wt−1,·|| in the stacking objective function. The heterogeneity of stacking
weights can also be generalized to other hierarchical data structures, and this can be seen as related
to a generalization of the mixture formulation of Kamary et al. (2014). More generally. Bayesian
predictive synthesis (BPS, McAlinn and West, 2017; McAlinn et al., 2017) has been developed
for dynamic Bayesian combination of time series forecasting. The predictive density has the form∫
α(y|z)∏k=1:K hk(zk)dz where z = z1:K is the latent vector generated from predictive densities
hk(·) in each model and α(y|x) is the distribution for y given z that in designed to calibrate the
model-specific biases and correlations. It is a flexible model aggregation method especially for time
series, but goes beyond the scope of this paper.
4.4. What Models Should We Aggregate
As we discussed earlier, BMA and information criterion weighting are undesired against many
similar weak models. We may remedy this by a careful construction of priors. For example, George
(2010) establishes dilution priors to compensate for model space redundancy in linear models,
putting smaller weights on those models that are close to each other. Fokoue and Clarke (2011)
introduce prequential model list selection to obtain an optimal model space.
Stacking is prior invariant and immune to model duplication. Nevertheless, all methods dis-
cussed in the present paper fit models separately, and is thereby limited in that it does not pool
information between the different model fits. The benefit of stacking depends only on the span of
the model list (Le and Clarke, 2017), and models to be stacked should be as different as possible
(Breiman, 1996). In light of Theorem 2, the ideal situation of stacking is when models can offer
different predictive density pointwisely.
In general, we do not recommend construct an extremely large list of models (e.g. subset
regression) and aggregate them in a black box way, as in that setting we would recommend moving
to a continuous model space that encompasses all separate models. We prefer to carefully construct
component models that would have individually fit the data as much as possible, and all admissible
estimators for parameters should be considered before the optimization procedures.
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Appendix
In Section 3.2, we provide a novel probabilistic interpretation of stacking. We briefly sketch the proof of
Corollary 1 and Theorem 2.
Proof of Corollary 1
Proof. For a large enough L, the objective function is
1
n
n∑
i=1
log
(
wk∗i p(yi|xi, D−i,Mk∗i ) +O(exp(−L))
)
.
In the limit when L→∞, the solution is obtained by solving
max
w∈S
1
n
n∑
i=1
logwk∗i .
It can be rewritten as
1
n
K∑
k=1
n∑
i=1
1(k∗i = k) logwk, (13)
This can be solved by either a direct application of the Jensen’s inequality, or by noticing that (13)
is the log scoring rule between two length-K multinomial distributions with parameters (wk)
K
k=1 and(
n−1
∑n
i=1 1(k
∗
i = k)
)K
k=1
, and thereby attains its maximum at
wk =
1
n
n∑
i=1
1(k∗i = k).
Proof of Theorem 2
Proof. The objective function can be written as∫∫
log
(
K∑
k=1
wkp(y˜|x˜,Mk, D)
)
pt(y˜, x˜|D)dy˜dx˜
=
K∑
k0=1
∫
1 (k∗(x˜) = k0)
∫
log
(∑
k
wkp(y˜|x˜,Mk, D)
)
pt(y˜, x˜|D)dy˜dx˜
let ux˜,k = p(y˜|x˜,Mk, D)/p(y˜|x˜,Mk0 , D),
=
K∑
k0=1
∫
1 (k∗(x˜) = k0)
∫ (
log(
∑
k
wkux˜,k) + log p(y˜|x˜,Mk0 , D)
)
pt(y˜, x˜|D)dy˜dx˜
=
K∑
k0=1
∫
1 (k∗(x˜) = k0)
∫
log(wk0 +
∑
k 6=k0
wkux˜,k)pt(y˜, x˜|D)dy˜dx˜+ C0
where C0 =
K∑
k0=1
∫
1 (k∗(x˜) = k0)
∫
log p(y˜|x˜,Mk0 , D)dy˜dx˜ is a constant that does not depend on w,
=
K∑
k0=1
∫
1 (k∗(x˜) = k0)
∫
1 (ux˜,k′ ≤ exp(−L), ∀k′ 6= k0) log(wk0 +
∑
k 6=k0
wkux˜,k)pt(y˜, x˜|D)dy˜dx˜
+
K∑
k0=1
∫
1 (k∗(x˜) = k0)
∫
1 (∃k′ 6= k0 s.t. ux˜,k′ > − exp(−L)) log(wk0 +
∑
k 6=k0
wkux˜,k)pt(y˜, x˜|D)dy˜dx˜+ C0.
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In the limit when p0 → 1, P (∃k′ 6= k0 s.t. ux˜,k′ > exp(−L))→ 1, the second term vanishes and therefore to
maximize the objective function is equivalent to maximize the first term
K∑
k0=1
∫
1 (k∗(x˜) = k0)
∫
1 (ux˜,k′ ≤ exp(−L), ∀k′ 6= k0) log(wk0 +
∑
k 6=k0
wkux˜,k)pt(y˜, x˜|D)dy˜dx˜.
For a large enough L, this can be approximated by
K∑
k0=1
∫
1 (k∗(x˜) = k0) log(wk0)pt(x˜|D)dx˜.
By Corollary 1, the last expression attains its maximum at
wk =
∫
1 (k∗(x˜) = k) pt(x˜|D)dx˜ = P (k∗(x) = k) , 1 ≤ l ≤ K.
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