We investigate and solve a special class of integrals involving associated Legendre functions, which can be regarded as generalized Mehler-Fock transformations. Some of the integrals appear naturally when dealing with the heat or resolvent equation of a wedge in the hyperbolic plane. As an application, we derive explicit formulas for the Green's function and the heat kernel of a wedge.
Introduction
The concept of generalized Mehler-Fock transformation has a long history, and it has important applications to the realm of partial differential equations. It can be used, for example, to solve various boundary value problems of mathematical physics involving wedge or conically shaped boundaries (see [OH61] , [Ros74] and references therein). Moreover, it appears in the spectral decomposition of the Laplacian in the hyperbolic plane for geodesic polar coordinates (see [Ter85] ). The kernel of the generalized Mehler-Fock transformation is a so-called associated Legendre function, and therefore these functions are important for our purposes.
In order to fix our notation, let us introduce the associated Legendre functions of the first and second kinds and summarize some of their properties. Note that our discussion of the associated Legendre functions will not be complete, and that extensive treatises can be found in the literature on associated Legendre functions (see for example [GR07, Chapter 8.7 − 8.8], [Hob65] , [VF01] 
with parameters ν, µ ∈ C and variable z ∈ C\{−1, +1}. Any solution of (1) is called an associated Legendre function.
We are interested in two special solutions, namely, the associated Legendre functions of the first and second kinds. These can be defined in several equivalent ways, where we choose to define them via the hypergeometric function. Definition 1.2. For any z ∈ C, k ∈ N 0 , the Pochhammer symbol is defined as (z) k := 1, if k = 0, z(z + 1)(z + 2) · · · (z + k − 1), if k ≥ 1.
It is related to the gamma function Γ(z) through the equation
which is easily established using the identity Γ(z + 1) = z · Γ(z).
For powers, we always use the standard branch: z µ = e µ log(z) with log(z) := log(|z|)+i arg(z) for z ∈ C\(−∞, 0], with arg(z) ∈ (−π, π). For the following facts we refer to [Olv97, Section 9 of Chapter 5]. 
where ν, µ ∈ C. The associated Legendre function of the second kind is defined by 
where µ, ν ∈ C such that µ + ν / ∈ {−1, −2, −3, , ...}. For µ = 0 we use P ν (z) := P 0 ν (z) and Q ν (z) := Q 0 ν (z). These functions are also known as Legendre functions of the first and second kinds, respectively.
The associated Legendre functions of the first and second kinds are linearly independent solutions of (1), and are analytic in the parameters µ and ν, whenever defined, as well as in the variable z. Definition 1.4 was first introduced by Hobson, it can be found in his classical treatise [Hob65] and is commonly used in the literature (e.g. in [GR07] , [EMOT53] , [Tem96] ). Some authors, however, define the associated Legendre functions differently, in particular, the function of the second kind. For example, E. Barnes and G. Watson define Q µ ν (z) differently in [Bar08] and [Wat18] , respectively. Also [Olv97] , [OLBC10] do not prefer to work with Q µ ν (z) as defined in (3).
The paper is organized as follows. In the next section, we will investigate some integrals involving associated Legendre functions. Our main result is Theorem 2.9, which can be used to solve several interesting integrals (see Example 2.10, Corollary 2.12, and Corollary 2.15). These integrals can be rewritten as so-called generalized Mehler-Fock transformations. From this point of view we basically compute new such transformations. Despite the fact that the generalized Mehler-Fock transformation has been known for some time (see [Low64] , [Sne72] , [Ros74] ), apparantly there hardly exist calculated examples compared with other integral transformations (see [OH61] for a list of known generalized Mehler-Fock transformations).
In section 3, we will use those integrals to deduce new explicit formulas for the Green's function and the heat kernel for a wedge in the hyperbolic plane.
Generalized Mehler-Fock transformations
There are plenty of remarkable relations and identities between the asociated Legendre functions of the first and second kinds (see [GR07] , [EMOT53] ). For the convenience of the reader we summarize those which will be important for us.
Lemma 2.1. The associated Legendre functions of the first and second kinds satisfy the following identities for all allowed values of ν, µ, z, ω:
Proof. Equation (4), (5), and (6) are stated in [GR07, formulas 8.731 5, 8.736 4, 8.736 1]. Equation (7) follows from (5), when applied twice. Lastly, (8) follows easily from (5) and (6).
Another remarkable connection between the associated Legendre functions of the first and second kinds is given by Whipple's formula (see [EMOT53, formulas (13) and (14) on p. 141]).
Lemma 2.2. For all z ∈ C\(−∞, 1] with ℜ(z) > 0 the following relations hold:
In order to investigate the integrals later in this section, it is helpful to know the following asymptotic behaviour of the associated Legendre functions of the first and second kinds. (i) For any µ ∈ C:
as |ν| → ∞ with ℜ (ν) > −1.
(ii) For any µ ∈ C:
as ρ → ∞ with ρ ∈ R.
(iii) For any µ ∈ C and δ ∈ (0, π):
as |ν| → ∞ with | arg(ν)| < π − δ.
Proof. All three asymptotic estimates are stated at the beginning of §8 in [VF01] . A proof of (11) can be found in [Göt65] , which is also referred to in [VF01] . At this point we want to remark that both sources [VF01] and [Göt65] state more general results. They deal with asymptotic estimates for so-called generalized associated Legendre functions of first and second kinds, denoted by P n,m ν (z) and Q n,m ν (z) respectively. For n = m = µ these functions reduce to P µ ν (z), respectively Q µ ν (z). Equation (12) can be deduced from (11) (see [Uça17, Lemma 2.19] for a proof). Equation (13) is proven in Lemma 2 of §8 in [VF01] .
Lemma 2.4. Let ν ∈ C and z, ω ∈ (1, ∞) be given. Further, letz,ω ∈ (0, ∞) be such that
Then 1)
Proof. Since cosh 2 (s) − sinh 2 (s) = 1 for all s ∈ C, it follows that
Let us consider situation 1) first. When we use Whipple's formulas (9), (10) and then (4), we get
(cosh(ω)) .
We can now apply the asymptotic estimates (11), (13) to the right-hand side of the above equation. When we do so and then use the relation (17), we obtain for |µ| → ∞ with ℜ(µ) > − 1 2 :
Now use the following well-known asymptotic estimate for the quotient of two gamma functions (see [TE51, formula (12) ] or [Luk69, formula (11) on p. 33]):
as z → ∞ with |arg(z)| ≤ π − ǫ for some ǫ > 0. Applying the asymptotic estimate (19), we get
as µ → ∞ with ℜ(µ) > − 1 2 . Lastly, when we combine (20) and (18), we obtain
2 . This shows 1). For 2), we first use Whipple's formula (9) twice and (4) once, to obtain
It is known (see e.g. [Leb65] on p. 15) that for any ε ∈ (0, π) and α ∈ C,
as |z| → ∞ with | arg(z)| < π − ε.
Hence we obtain that, for ρ → ∞ with ρ ∈ R,
and therefore
On the other hand, when we use (12) and (17), we get
as ρ → ∞ with ρ ∈ R. From (24), (23) and (21) we obtain
In the last part of this section we want to discuss a class of integrals involving associated Legendre functions of the second kind. We start with a rather technical lemma.
Lemma 2.5. Let ν ∈ C with ℜ(ν) > −1 and z, ω ∈ C\ (−∞, 1]. Suppose further that we are given the following situation:
(i) Let g be a meromorphic function on C and let S ⊂ C denote the set of all poles of g.
Suppose that g is complex differentiable at all points on the imaginary axis, possibly except for a simple pole at the origin, and that g is an odd function, i.e. g(−s) = −g(s) for all s ∈ C\S.
(ii) Fix some ε ∈ (0, 1) such that 0 < 2ε < 1 + ℜ(ν) and B 2ε (0) ∩ S\{0} = ∅, where B 2ǫ (0) denotes the open disc of radius 2ε centered at the origin.
be an unbounded and monotonically increasing sequence.
Then there exists a function ϕ : N → C with lim k→∞ ϕ(k) = 0 and such that for any k ∈ N the following holds: If C k denotes any injective and piecewise differentiable curve from −iN k to iN k such that all other points on the curve lie in the domain {z ∈ C : ℜ(z) > 0}\S (see Fig. 1 ), then we have:
where S (C k ) denotes the set of all poles of g contained in the bounded domain which is enclosed by the imaginary axis and the curve C k .
Figure 1: Situation of Lemma 2.5
Proof. Let k ∈ N and ω, z ∈ C\(−∞, 1] be arbitrary. First we close up the curve C k in two different ways and obtain two piecewise smooth curves γ 1 k and γ 2 k , as shown in Fig. 2 .
Figure 2
By definition, both curves γ 1 k and γ 2 k can be written as a composition of the following curves:
We observe that the function
is holomorphic on the half plane {u ∈ C : ℜ(u) > −1 − ℜ (ν)}. Hence, we can rewrite the left-hand side of (25) by using first the residue theorem and then the above decomposition of γ 1 k , γ 2 k as follows:
with ϕ(k) := 1 2πi
We observe that we can sum up the first two summands of (26) as follows:
where we used that the function g is odd. Now we can use (8) to simplify the expression in paranthesis under the integral sign and obtain, in total: 
By assumption, the meromorphic function g has either a simple pole at the origin or is complex differentiable there. Hence the limit of the function sg(s) exists as s → 0 and is given by lim s→0 sg(s) = Res (g; 0) ∈ C. Thus the integrand s → sg(s)e
, in particular at the origin s = 0, and is bounded on B ε (0). By Lebesgue's dominated convergence theorem and since lim k→∞ N k = ∞, we have
The following corollary follows immediately from Lemma 2.5.
Corollary 2.6. Let ν ∈ C with ℜ(ν) > −1 and z, ω ∈ C\ (−∞, 1]. Further, let g be a meromorphic function with the same properties as in Lemma 2.5 and suppose:
1) There exists a sequence of curves (C k ) k∈N , each of them as in Lemma 2.5, and such that
2) The following integral converges in C:
Then it follows that
It is an interesting problem to investigate for which functions g as in Lemma 2.5 the conditions 1) and 2) of Corollary 2.6 are satisfied. We will not pursue this problem in full generality. Instead, we will restrict the parameters ω, z to real values.
The following lemma establishes a class of functions g for which condition 2) of Corollary 2.6 is satisfied.
Lemma 2.7. Let ν ∈ C with ℜ(ν) / ∈ {−1, −2, −3, ...} (e.g. ℜ(ν) > −1) and let z, ω ∈ (1, ∞). Let g be as in Lemma 2.5.
Then the integral (30) is absolutely convergent, and hence convergent.
(ii) Suppose there exists some constant C ∈ C such that g(iρ) = C 1 + O 1 ρ , as ρ → ∞ in R. Then the integral (30) is convergent for ω = z, but divergent for ω = z. Further, it is never absolutely convergent.
Proof. Let us abbreviate the integrand in (30) by
The function f (ρ) is continuous on (0, ∞) and can be extended continuously to [0, ∞) by the assumptions on g. Therefore, we only need to investigate how the integrand behaves asymptotically as ρ → ∞ in R. We will see that both (i) and (ii) follow from (16) by elementary calculations.
First consider case (i). Note that the function
is bounded, wherez,ω ∈ (0, ∞) are defined by (14). Thus it follows from (16) that
Hence the integral (30) is absolutely convergent. Now consider case (ii). In this case it follows from (16) that
as ρ → ∞ in R. Note that z = ω if and only ifz =ω, which follows directly from (14). We claim that if z = ω and K > 0, then the function ψ is integrable over the interval [K, ∞), where "integrable" is meant here in the sense that the integral converges. Furthermore, ψ is not integrable over [K, ∞) if z = ω, and for any values of z, ω ∈ (1, ∞) it is not absolutely integrable over [K, ∞).
Before we prove this claim, let us discuss why statement (ii) follows from this behaviour of ψ. It follows from (32) that there exists a function φ :
Hence there exists some constant E > 0 such that |ψ(ρ) · φ(ρ)| ≤ E ρ 2 for all ρ ∈ [Λ, ∞) and the function ψ · φ is continuous because f, ψ are continuous and ψ · φ = f − ψ. Thus ψ · φ must be (absolutely) integrable over [Λ, ∞). Therefore it follows from the equation f = ψ + ψ · φ that f is integrable over [Λ, ∞) if and only if ψ is integrable over [Λ, ∞). This shows that if the above claim is true, then the function f is integrable if z = ω, but it is not integrable if z = ω.
Further, if the above claim is true then the integral of f is never absolutely convergent. This is easily seen, since it follows from (32) that
It remains to prove the above claim for ψ. Let K > 0 and suppose z = ω and thusz =ω. To keep the notation short, let us introduce the following abbreviations:
One can easily show that the function q has the following antiderivative:
This antiderivative is obviously bounded. Hence, using integration by parts,
Observe that the remaining integral on the right-hand side is even absolutely convergent. Thus the integral on the left-hand side must be convergent as well. Suppose now z = ω, and thusz =ω. Again, one can easily show that for all τ ∈ C the function R ∋ ρ → cos 2 (zρ + τ ) ∈ C has the following antiderivative:
When we apply integration by parts, we obtain:
The right-hand side is not convergent as L → ∞, because we have lim L→∞ ln L K = ∞, and all the other terms on the right-hand side converge to some complex number for L → ∞. Therefore, the left-hand side must be divergent as well. In other words, ψ is not integrable if z = ω.
It remains to show that ψ is not absolutely integrable over [K, ∞) for all values of z, ω ∈ (1, ∞). It is easy to show that | cos(s)| ≥ | cos(ℜ(s))| for all s ∈ C. Thus we have
where ρ → R(ρ; ℜ(c)) is the function defined in (33) for τ = ℜ(c). The right-hand side diverges to ∞ as L → ∞. Thus ψ is also not absolutely integrable.
The integral on the right-hand side diverges to ∞ as L → ∞: An easy calculation yields that the function R ∋ ρ → cos 2 (zρ + ℜ(c)) cos 2 (ωρ + ℜ(c)) ∈ R has an elementary antiderivative of the form
where u is a bounded function. Thus, with integration by parts, we obtain
Consequently, it follows that lim L→∞ L K |ψ(ρ)|dρ = ∞ and thus our proof is complete.
Now we want to consider functions g for which condition 1) of Corollary 2.6 is satisfied. Note that there exists always a sequence (N k ) as in Lemma 2.5 such that all curves C k can be chosen as semicircles centered at the origin. Therefore we can assume the curves C k to be semicircles, which is no problem because 1) is a condition of existence for the C k .
Lemma 2.8. Let g be a function as in Lemma 2.5. Let ν ∈ C with ℜ(ν) > −1 and ω, z ∈ (1, ∞) with ω < z. Suppose that (C k ) k∈N , is a sequence of curves as in Lemma 2.5, each of which is a semicircle centered at the origin. Suppose further that g is bounded on the union of the images of all
In particular, condition 1) of Corollary 2.6 is satisfied.
Proof. Letz,ω ∈ (0, ∞) be associated with z, ω as in (14) . Observe that the function
is monotonically decreasing on (1, ∞) and thusz <ω.
be the unbounded and monotonically increasing sequence such that C k runs from −iN k to iN k . Let C k be parametrized as
By assumption, there exists some
. Further, by (15) there exists some K > 0 such that for all s ∈ C with ℜ(s) ≥ 0 and |s| > K:
Therefore there exist some q ∈ N such that for all k ≥ q:
To finish the proof of this corollary, we will show that the last integral converges to 0 as k → ∞.
The first term converges obviously to 0, since (recallz <ω)
The second integral converges to 0 as well. In fact, with a simple substitution we get
Now observe that sin(θ) is concave on 0, π 2 , and thus sin(θ)
To get an overview of the preceding discussion, we summarize the relevant parts in a single theorem.
Theorem 2.9. Let z, ω ∈ (1, ∞) with ω < z. Let ν ∈ C with ℜ(ν) > −1. Suppose that g is an odd and meromorphic function on C, which is complex differentiable at all points on the imaginary axis except possibly with a simple pole at the origin. Suppose further:
ρ as ρ → ∞ in R (in which case we will say "g is of type I"), or there exists some constant C ∈ C with g(iρ)
(ii) There exists an unbounded and monotonically increasing sequence
where
Further, we know that the integral on the left-hand side of (35) is absolutely convergent for all z, ω ∈ (1, ∞) and ν ∈ C with ℜ(ν) / ∈ {−1, −2, −3, ...}, if g is of type I. If, instead, g is of type II, then this integral is convergent if and only if z = ω, and it is never absolutely convergent.
With this theorem, we can solve many integrals involving associated Legendre functions. as |s| → ∞ with s ∈ C. In particular, these g will satisfy the above conditions (i), (ii) (more precisely, they are of type I) so we can apply Theorem 2.9 to solve the corresponding integrals. In order to simplify the integrands, we use the identity sin(is) = i sinh(s) for s ∈ C.
(c) We can generalize the above examples. Let H >0 := {s ∈ C | ℜ(s) > 0}. For any n ∈ N 0 and pairwise different a 1 , ..., a n ∈ H >0 , we define the following polynomials:
As usual we define the empty product as 1, e.g.
Thus, if n = 0, then p (s | a 1 , ..., a n ) := 1.
Now let m, n ∈ N 0 be given. We fix pairwise different b 1 , ..., b m ∈ H >0 and pairwise different a 1 , ..., a n ∈ H >0 . Then the following functions satisfy the conditions of Theorem 2.9:
For g 1 we obtain the integrals
For g 2 we obtain
Let c ∈ C with ℜ(c) > 0, n ∈ N, m ∈ N 0 such that 2m + 1 < 4n, and set g(s) := s 2m+1 (s−c) 2n (s+c) 2n . The only poles of g are of order 2n at the points c and −c and one can show that:
Remark 2.11. One can show that, equation (36) is also valid if ω = z and ν ∈ (−1, ∞) (see [Uça17, Lemma 3.13 (ii)]).
We want to stress a special case of the previous theorem by the following corollary.
Corollary 2.12. Let ν ∈ C with ℜ(ν) > −1 and ω, z ∈ (1, ∞) with ω < z. Let f : C → C be an entire and even function, i.e. f (s) = f (−s) for all s ∈ C. Consider the function
and the sequence (N k ) k∈N with N k := k + 1 2 . Suppose that the conditions (i) and (ii) of Theorem 2.9 are satisfied with this particular g and sequence (N k ) k∈N . Then we have
Proof. Observe that s → Let us apply Corollary 2.12 to solve an important integral, which will reappear in the next chapter.
Example 2.13. Let ν ∈ C with ℜ(ν) > −1 and ω, z ∈ (1, ∞) with ω < z. Further, let f (s) := cos (s · (π − θ)), with θ ∈ [0, 2π). We set g(s) := π sin(πs) · f (s) and N k := k + 1 2 as in Corollary 2.12. We first check if the conditions (i) and (ii) of Theorem 2.9 are satisfied.
Note that for ρ ∈ R we have
If θ ∈ (0, 2π) then this is in O(e −αρ ) as ρ → ∞ with α := min{θ, 2π − θ} > 0. In particular, it is in O 1 ρ as ρ → ∞, so g is of type I. If θ = 0, then
1 − e −2πρ = π i · 1 + 2e
1 − e −2πρ .
In particular, g is of type II (with C := π i in Theorem 2.9 (i)). Thus, condition (i) of Theorem 2.9 is satisfied.
Note that g is bounded on the set ∪ ∞ k=1 S 1 (N k ) if and only if g 2 is bounded on this set. Furthermore, if x := ℜ(s), y := ℑ(s) so that s = x + iy, then a straightforward calculation shows:
Let y 0 > 0 be such that
has a limit for y → ∞ it is bounded on [y 0 , ∞). We conclude that g 2 is bounded on { s ∈ C | |ℑ(s)| ≥ y 0 }, too. In particular, condition (ii) of Theorem 2.9 is satisfied by the function g with the above N k . Therefore, by Corollary 2.12 we get:
where the last equality is a classical addition formula (see e.g. [GR07, 8.795 2]).
In the above example we needed to assume ω < z in order to apply Corollary 2.12, but it turns out that the above formula is also valid for more general values of ω and z. Before we generalize that formula, we will prove some estimates in the following lemma, which will also be useful later.
Lemma 2.14. Let ω, z ∈ (1, ∞) and ρ ∈ [0, ∞) be arbitrary.
(ii) For all ν ∈ C with ℜ(ν) ≥ 0:
(iii) For all ν ∈ C with −1 < ℜ(ν) < − 1 2 :
Proof. Let ω, z ∈ (1, ∞), ρ ∈ [0, ∞), and ν ∈ C with ℜ(ν) > −1 be given. From [EMOT53, formula (5) on p. 155] we know that for all µ ∈ C with ℜ(µ) ≥ 0:
Hence,
(i). Suppose ℜ(ν) ≥ − 1 2 . Then we can rewrite the integrals appearing above as follows:
Using the estimates 0 ≤
1+cos(t)
z+cos(t) < 1, 0 ≤ 1 − cos(t) ≤ 2, and 0
, we obtain from (43):
Hence, from (42) and (44) we get
Moreover, it is well-known (see [OLBC10, formula 5.6.9 on p. 138]) that for all z ∈ C with ℜ(z) > 0:
Thus,
Hence, (i) follows from (47) and (45).
(ii). Suppose ℜ(ν) ≥ 0. Similar as above, we can estimate the integrals on the right-hand side of (42) as follows:
Hence, (ii) follows from the above estimate combined with (42) and (47).
(iii). Suppose −1 < ℜ(ν) < − 1 2 , and thus −1 < 2ℜ(ν) + 1 < 0. In that case, we estimate the integrals on the right-hand side of (42) as follows:
Note that [0,
π 2 ] ∋ t → sin(t) ∈ R is concave and thus sin(t) ≥ 2 π t. Hence, from the above estimate, we obtain
.
Using that upper bound and the estimate (42) we have
Furthermore, from (46) we obtain
Corollary 2.15. Let ν ∈ C with ℜ(ν) > −1, θ ∈ [0, 2π) and ω, z ∈ (1, ∞) such that ω = z. Then
Furthermore, the above equality holds for all θ ∈ (0, 2π) and ω = z ∈ (1, ∞).
Proof. Suppose θ ∈ [0, 2π) and ω, z ∈ (1, ∞) such that ω = z. For ω < z the proof was given in Example 2.13. In addition to that, observe that both sides of (48) are symmetric in the variables ω, z. The right-hand side is obviously symmetric in those variables, and the left-hand side is symmetric since the term Q −iρ ν (z)Q iρ ν (ω) of the integrand is symmetric due to (7). Hence the equation holds also if z < ω.
Now suppose that we have θ ∈ (0, 2π) and ω = z ∈ (1, ∞). Observe that the function on the right-hand side of (48) is continuous in z ∈ (1, ∞) and thus for any sequence (z n ) n∈N ⊂ (1, ∞) with z n = z for all n ∈ N and lim n→∞ z n = z we have:
where we obtain the last equality by Lebesgue's dominated convergence theorem: The integrand is continuous with respect to z ∈ (1, ∞), and the sequence of integrands is dominated by some integrable function due to Lemma 2.14 (i) and (iii). In fact, by Lemma 2.14 and the estimate cosh(ρ(π − θ)) ≤ e ρ|π−θ| for all ρ ≥ 0, there exist C, ε > 0 such that for all ρ ≥ 0 and n ∈ N:
This upper bound is obviously integrable over ρ ∈ [0, ∞). 
Lemma 2.17. Let ω, z ∈ (1, ∞). Further, let h : [0, ∞) → R be continuous such that there exists some ε ∈ (0, π) with h(ρ) = O(e (π−ε)ρ ) as ρ → ∞. Then the function be an arbitrary non-empty compact set. From (38) and the assumptions on h, there exist constantsC > 0 and ε ∈ (0, π) such that for all ν ∈ K and ρ ∈ [0, ∞):
With D := sup ν∈K 1 |Γ(ν+1)| 2 , M := sup ν∈K {|ν|} we have for all ν ∈ K and ρ ∈ [0, ∞):
That function g K is obviously integrable over [0, ∞) and satisfies sup ν∈K |f (ν, ρ)| ≤ g K (ρ) for all ρ ∈ [0, ∞). Hence, F must be holomorphic.
Lemma 2.18. Let ν ∈ (0, ∞) be fixed.
(i) For any b ∈ (0, ∞) there exist constants C, D > 0 (depending on ν and b) such that for all a ∈ (0, ∞) and µ > 0:
(ii) For all a, b ∈ (0, ∞)
Proof. From [GR07, formula 8.715 1] we know that for all µ ≥ 0 and a > 0:
Since cosh(t) = 2 sinh 2 t 2 + 1 for all t ∈ R, the above integral can be estimated as follows:
and using sinh
for all x ∈ (0, a) we obtain:
Because of (52) and (53) we have for all µ ≥ 0 and a > 0:
where, for the last equality, we used
(i). We will estimate the integrand given above. Note that for any z > 1 the function (−1, 1)
z+x ∈ R has a global maximum at x = −z + √ z 2 − 1, where the maximal value is 2z − 2 √ z 2 − 1. Hence, with z := cosh(b) we have for all t ∈ (0, π)
Thus, we can estimate the integral on the right-hand side of (55) as follows:
Using (55) we have
LetC > 0 be some constant such that (ii). Similarly, for µ = 0 we obtain from equation (55):
The statement follows from the above estimate together with (54).
We will use the generalized Mehler-Fock transformations, which we obtained in the last section, to deduce a new formula for the Green's function of a wedge in the hyperbolic plane. Let H 2 be the hyperbolic plane and let ∆ denote the Laplace-Beltrami operator. For any domain Ω ⊂ H 2 let ∆ Ω denote the Dirichlet Laplacian for Ω and let K Ω : Ω × Ω × (0, ∞) → R denote the heat kernel corresponding to the Dirichlet Laplacian. The heat kernel can be defined as the minimal non-negative fundamental solution to the heat equation (see [Uça17, Section 2.1], [Gri09] ).
We will use the following notation: For δ ∈ R
where ℜ(z) denotes the real part of z, and for
which we call the off-diagonal of the cartesian product Ω × Ω. Moreover, for a given continuous function f : (0, ∞) → R we denote its Laplace transform as L{f }(s) := ∞ 0 e −st f (t)dt, provided the Laplace integral exists for some s ∈ C. The inverse Laplace transform is indicated by the symbol L −1 {·}.
Definition 3.1. The Laplace transform of the heat kernel K Ω is called the resolvent kernel or Green's function of Ω. More precisely, for any domain Ω ⊂ H 2 , the Green's function is defined as the function 
In particular, (s + ∆) u(x) = 0 for all x ∈ Ω\{y}.
It will be useful to introduce the following shifted functions.
the shifted heat kernel and the shifted Green's function of Ω, respectively. 
Most of the formulas below are stated in terms of the shifted functions, since then they become shorter. The formulas can always be rewritten into corresponding formulas for the Green's function by (63) and for the heat kernel using (61). The heat kernel K H 2 for the hyperbolic plane is given by the following formulas (see, e.g., [Cha84, (12) and (13) 
where d(x, y) denotes the hyperbolic distance of x, y ∈ H 2 and P − 1 2 +iρ is the Legendre function of the first kind from Definition 1.4. We start with a helpful new formula for the Green's function G H 2 of the hyperbolic plane in terms of polar coordinates.
Proposition 3.4. Let s ∈ C be such that ℜ(s) > 1 4 , and let x, y ∈ H 2 with x = y be given. The shifted Green's function for the hyperbolic plane is given by the equation
Suppose, further, that we have chosen polar coordinates in H 2 (associated with a chosen orientation and a chosen geodesic ray) such that x = (a, α) and y = (b, β), where a, b ∈ (0, ∞) and α, β ∈ [0, 2π). Then
Proof. From (64) we obtain
Thus using the Fubini-Tonelli theorem we get
where the last equality can be found for example in [GR07, 7.213] or [OH61, p. 20] . Let us explain shortly why the Fubini-Tonelli theorem is applicable, which we used in the second equality above. Because of (12) and since ρ → P − 1 2 +iρ (cosh(d(x, y))) is continuous, there exists some constant C > 0 such that for all ρ ∈ (0, ∞): 
Note that the assumptions of Corollary 2.15 are satisfied here because x = y implies that either a = b or |α − β| ∈ (0, 2π).
Remark 3.5. Note that the function on the right-hand side of (66) is defined for all s ∈ C\(−∞, 0] and is also holomorphic on that domain. Hence, the function
H 2 (x, y; s) ∈ C. Obviously, the same applies to the right-hand side of (67).
2 is called a hyperbolic wedge if there exist some γ ∈ (0, 2π] and geodesic polar coordinates (a, α) with respect to some base point P ∈ H 2 (where the angle α is measured with respect to a chosen geodesic ray emanating from P and a chosen orientation), such that W is parametrised as
The point P is called the vertex and γ is called the angle of the wedge. Thus, loosely speaking, a wedge is any domain bounded by two geodesic rays emanating from one point, its vertex.
We will now focus on the heat kernel K W and the Green's function G W of a hyperbolic wedge. Before we give a rigorous treatment of those functions, we will consider a heuristic derivation of the formula (83) for G 1 /4 W given below. We want to point out that our heuristic derivation is analogous to a derivation given in [Sri88] 1 . In his doctoral thesis, Srisatkunarajah has worked out a proof of a formula due to D.B. Ray for the Green's function of a Euclidean wedge (this formula is published in [MS67, p. 44] and [vdBS88, formula (2.5)]). However, the proof given in [Sri88] is incomplete and has some argumentative gaps, which we will provide in the hyperbolic case by Lemma 3.7 and Theorem 3.8. Note that our formula for the Green's function of a hyperbolic wedge is similar to Ray's formula. The only difference is that the Bessel functions appearing in Ray's formula are replaced properly with the associated Legendre functions of the second kind. However, in the Euclidean case all integrals appearing in the derivation and involving Bessel functions are well-known, such that their solutions could be used in [Sri88] . We, instead, will have to refer to Section 2 to solve the corresponding integrals for the associated Legendre functions of the second kind.
As mentioned, we proceed with a largely heuristic discussion of the Green's function for W in order to motivate the formula (83) below. Recall that ∆ = −div • ∇ denotes the Laplacian. Suppose the heat kernel of the wedge W can be written as
The Laplacian is given in polar coordinates by the formula
which follows from the well-known representation of the Laplacian in local coordinates (see e.g. [Gri09, formula (3.40)]) and since the Riemannian metric g of the hyperbolic plane is represented in polar coordinates by g = da 2 + sinh 2 (a)dα 2 (see [Gri09, formula (3.70)]). In the following, let y = (b, β) ∈ W and s > 1 4 both be fixed. Firstly, we use the method of separation of variables to find product solutions to the partial differential equation (PDE) in (75), i.e. we look for solutions of the form u(a, α) = v(a) · w(α). Substituting into the PDE, we obtain for all points x = (a, α) such that u(a, α) = 0 :
Therefore, both sides must be equal to some separation constant c ∈ R. We assume c to be non-negative and write c = ρ 2 with ρ ≥ 0. The PDE now reduces to the following two ordinary differential equations:
We first solve the second equation. When we multiply this equation by
, it can be written equivalently as:
Considerṽ := v • arcosh : (1, ∞) → C. When we substiteṽ into the above equation, we get the following equivalent differential equation: On the other hand, two linearly independent solutions for equation I) are the functions α → cosh(ρα) and α → sinh(ρα). Thus we have the following product solutions to the PDE:
with arbitrary constantsÃ 1 ,Ã 2 ,B 1 ,B 2 ∈ C. Secondly, we construct from the product solutions above a suitable solution u = H 1 /4 (·, y; s) : W → R to the PDE which also meets the boundary condition in (75). Since
(cosh(a))| = ∞ (see e.g. [OLBC10, 14.8 .12]), we setB 1 = 0. Further, because of the formula (67) for the boundary condition we try, by using the superposition principle,
We determine suitable functions A 1 (ρ), A 2 (ρ) from the boundary conditions. The boundary ∂W of the wedge contains the two rays emanating from P , which are described in polar coordinates by
For α = 0 we have
Therefore we set
such that the boundary condition at α = 0 is satisfied. Moreover,
Obviously |γ − β| = γ − β and thus we set:
Finally we obtain the following candidate for a solution of (75), defined for all (a, α) ∈ W \{P } as:
Now observe that the long expression in brackets above can be simplified, since
Thus we set for all x = (a, α) ∈ W \{P }:
Now, a candidate for a formula (in polar coordinates) of the shifted Green's function G 1 /4 W can be deduced using (73), (67) and (77). That formula is stated explicitly in Theorem 3.8 below.
In order to give a rigorous proof we first study the function H 1 /4 , which is done in the following lemma. where H 1 /4 (x, y; s) is defined by the right-hand side of (77) with x = (a, α) and y = (b, β) (with respect to the polar coordinates chosen above). Then:
(i) For all x, y ∈ W the function C\(−∞, 0] ∋ s → H 1 /4 (x, y; s) ∈ C is holomorphic.
(ii) For all s ∈ C with ℜ(s) > 0 the function W × W ∋ (x, y) → H 1 /4 (x, y; s) ∈ R is continuous. Moreover, H 1 /4 (x, y; s) is real valued for all s > 0 and x, y ∈ W . Further, for all s > cosh((α − β)ρ) .
(ii). Suppose s ∈ C with ℜ(s) > 0 is given. We write H 1 /4 (·, ·; s) as for all x, y ∈ W and ρ > 0. We also set ψ(x, y, 0) := lim ρց0 ψ(x, y, ρ) for all x, y ∈ W , where the limit obviously exists. First of all, note that for all x, y ∈ W the function ρ → ψ(x, y, ρ) is absolutely integrable over [0, ∞) (see Theorem 2.9). Thus, the functions ). Thus, ψ(x, y, ρ) is real valued for all x, y ∈ W and ρ ≥ 0 and, consequently, H 1 /4 (x, y; s) is also real valued for all x, y ∈ W . Also note that for all ρ ≥ 0 the function W × W ∋ (x, y) → ψ(x, y, ρ) ∈ R is smooth. In the following, we deal with the other (less obvious) properties of H 1 /4 stated in (ii). We suppose now s > 
Note that we used the Fubini-Tonelli theorem for the second equality which is possible because q(x, ·) is continuous for all x ∈ W , and |(s + ∆ 1 /4 )f | is compactly supported as well as bounded, and thus for the last equation (see Lemma 3.7 (ii)), and, for the second equation, we used Lebesgue's dominated convergence theorem which is allowed because of the following: First, for all compact K ⊂ W with x ∈ K, u |K×[0,1] is bounded by continuity of u and also the function K × [1, ∞) ∋ (y, t) → e − 1 4 t u(y, t) ∈ R is bounded because of 0 ≤ e − 1 4 t u(y, t) ≤ K H 2 (x, y; t) and (84). Thus, K × [0, ∞) ∋ (y, t) → e − 1 4 t u(y, t) ∈ R is bounded as well. In particular, there exists some constant C > 0 such that for all t ≥ 0 and n ∈ N: |e −st u(x, y n ; t)| ≤ C · e 
