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Fig.  1.6  –  Interannual  variation  and  evolutionary  trend  of  the  precipitation  for  Santa 





























Fig.  2.8  –  Structural  damage  types  or  deformations  used  to  define  and  delimit  the 
boundaries  of  landslides:  a)  Fracture  parallel  to  a  road;  b) Vertically  fractured  house;  c) 
























































Fig. 3.11 – Edition of  the new alluvium deposits boundaries  through  the  interpretation of 









































































Fig. 5.2 –  (A) Example of a  rainfall‐induced  shallow  landslide of  the  soil  slide  type  in  the 
study  area.  (B)  Schematic  representation  of  the  slope‐infinite  model  showing  the 
coordinate system and variables used in the deterministic and stochastic models. Where: X 
is the slope parallel coordinate; du is the depth to the top of the capillary fringe; dw is the 
































Fig.  5.8  –  Direct  Shear  Test: Measuring  instruments  of  the  Shear  Stress  Test Machine. 
Acquisition of the shear strength parameters (cohesion and angle of  internal friction). The 




















Fig.  5.13  –  Soil  depth  contributing  factors:  a)  constant  Kc, which  is  calculated  for  each 






























































Fig.  5.24  –  Landslide  susceptibility  assessed  thought  the  safety  factor,  using  the 
geotechnical  parameters  obtained  by  laboratory  measurements  and  back  analysis  and 
uncalibrated values of saturated hydraulic conductivity (Ksat): a) Scenario 2: for one day of 
accumulated rainfall; b) Scenario 3: for three days of accumulated rainfall; c) Scenario 4: for 








Fig.  5.25  –  Landslide  susceptibility  assessed  thought  the  safety  factor,  using  the 
geotechnical  parameters  obtained  by  laboratory  measurements  and  back  analysis  and 
calibrated values of  saturated hydraulic  conductivity  (Ksat): a) Scenario 7:  for one day of 
accumulated rainfall; b) Scenario 8: for three days of accumulated rainfall; c) Scenario 9: for 









































































Fig.  5.49  –  Modeled  conditions  of  temporal  dynamic  maps  (map  series)  at  day  30  of 

































































area more  susceptible,  obtained  from:  1)  the  statistically‐based method  (SBM);  2)  the 
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Table  5.19  –  Landslides  susceptibility  classes,  for  shallow  translational  slides  obtained 
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This  dissertation  aims  to  deepen  the  knowledge  about  the  causes  that  influence  the 
spatial and  temporal occurrence of  slope  instability at a  regional  scale. The  study area, 
located  90km  north  from  Lisbon,  comprises  three  sub‐catchments,  named  Arnoia, 
Tornada  and  Alfeizerão  (275.9  km2).  These  sub‐catchments  were  chosen  for  their 
geological  and  geomorphological  features  and  because  it  is  an  area  prone  to  slope 
instability. 
 
Many  methods  have  been  proposed  worldwide  to  evaluate  landslide  hazard.  In  this 
dissertation  there  are  presented  and  performed  two  approaches  that,  according  to 
Guzzetti  (2002),  are  the  most  promising:  physically‐based  methods;  and  statistically‐
based  methods.  Methodologies  were  applied  for  acquisition  of  their  input  data.  In 
addition, within the physically‐based methods was also implemented a temporal dynamic 
approach, which  simulated  the hydrology over  time  and evaluated  its effects on  slope 
stability. 
 
Thereby,  in  order  to  obtain  the  overall  goal  the  following  10  specific  objectives were 
stated:  1)  Acquisition  of  multi‐temporal  landslide  inventories;  2)  Acquisition  and 
production  of  new  themes  based  on  modeling  and  field  observation  (e.g.  detailed 
lithological  map,  morpho‐structural  map,  DEM,  soil  depth);  3)  Acquisition  of  soil 
characteristics  according  to  the  hydrogeological  and  geotechnical  properties  of  soils 
(through  field  work,  laboratory  measurements  and  back  analysis;  4)  Landslide 
susceptibility assessment using  the hydrological model coupled  to  slope  stability model 
under  static  temporal  conditions  and  its  validation  through  the  quantification  of  the 
degree of prediction rate; 5) Acquisition, processing and modeling of  long term climatic 
data  (e.g.,  rainfall  and  temperature);  6)  Landslide  susceptibility  assessment  using 
hydrological model coupled to slope stability model under dynamic temporal conditions 
and  its  validation  through  the  quantification  of  the  degree  of  prediction  rate;  7) 
Comparison between physically base models: static and dynamic approach; 8) Sensitivity 
analysis  and  hierarchy  of  the  landslide  predisposing  factors;  9)  Landslide  susceptibility 
assessment  using  statistically‐based    method  (Information  Value  Method)  and  its 
validation  through  the  quantification  of  prediction  and  success  rate;  10)  Comparison 
between statistically and physically static models. 
 








The quality of the  landslide  inventory  is of crucial  importance  for any prediction model. 
Thus,  a  multi‐temporal  landslide  inventory  was  achieved  through  aerial 
photo‐interpretation,  orthophotomaps  interpretation  and  field work.  Since  the models 
obtained  through  the  Infinite  Slope  method  aim  to  predict  the  areas  susceptible  to 
shallow  translational  slides,  a  validation was made  based  on  the  shallow  translational 
slides validated through  field work. Further, all the  landslides types  from each  landslide 
inventory  were  modeled  through  a  bivariated  statistical  method  (Information  Value 




better discriminating power  than  the original  lithological map;  2)  Trough  a  spatial  and 
temporal  dynamic  physically‐based    method  it  is  possible  to  inferred  the  possible 
conditions  that  triggered  shallow  translational  slides;  3)  the  static  physically‐based  
















A  área  de  estudo  selecionada  para  este  trabalho  compreende  três  sub‐bacias 
hidrográficas,  localizadas  90km  a Norte  de  Lisboa,  respectivamente  Arnoia,  Tornada  e 




Diversos  métodos  têm  sido  propostos  para  avaliar  a  suscetibilidade  à  ocorrência 
deslizamentos. Nesta dissertação são apresentadas e realizadas duas abordagens que, de 
acordo com Guzzetti  (2002), se  revelam como as mais promissoras, nomeadamente: os 
métodos  de  base  física,  que  se  baseiam  em  leis  mecânicas  simples  de  controlo  da 
instabilidade das vertentes; e os métodos de base estatística, que assentam na análise 
estatística  de  fatores  ambientais  (fatores  de  predisposição)  relacionados  com  a 
ocorrência  de  deslizamentos.  São  também  desenvolvidas metodologias  para  obtenção 
dos dados de entrada nos modelos. No âmbito dos métodos de base  física  (Método do 
Talude  Infinito)  foi  também  implementada uma abordagem de dinâmica  temporal, que 





sua  qualidade/robustez  grande  parte  da  capacidade  preditiva  dos  mapas  de 
susceptibilidade  produzidos.  Desta  forma,  a  primeira  etapa  deste  trabalho  teve  como 
objetivo a criação de um  inventário de movimentos de vertente multi‐temporal à escala 
1:10 000  segmentado  em  três  etapas,  i.e.:  um  inventário  de movimentos  de  vertente 
antigos,  obtido  através  da  interpretação  estereoscópica  de  fotografias  aéreas  de  1958 
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(LI#1);  um  inventário  de  movimentos  de  vertente  antigos,  obtido  com  base  na 





mencionar  que  algumas  das  rupturas  envolvidas  nos  mecanismos  que  levaram  à 









na  área  de  estudo,  são  aqueles  que  ocorrem  com mais  frequência.  Contudo,  as  suas 
evidências são mais difíceis de cartografar no campo porque, como a área de estudo é 
maioritariamente  agrícola,  as  suas  evidências  são  eliminadas  constantemente  e  com 
relativa  facilidade.  Desta  forma,  torna‐se  crucial  obter modelos  de  susceptibilidade  a 
deslizamentos  translacionais  superficiais,  quer  pela  sua  frequência,  quer  pelas  suas 
implicações a nível agrícola e económico.  
 
É  de  salientar  a  extrema  dificuldade  na  obtenção  de  alguns  parâmetros  que  serviram 
como dados de entrada nos modelos, citando o exemplo do mapa geológico, que apenas 
existia a uma escala 1:50 000. Com o intuito de obter uma correta distribuição e variação 
das propriedades  físicas do solo  foi realizado, com base na  interpretação de  fotografias 
aéreas de 1958 e cartografia de campo, um  levantamento geológico detalhado centrado 
no  carácter  litológico  e  estrutural  de  cada  formação.  No  mapa  lito‐estratigráfico 
construído  no  decurso  deste  trabalho,  foram  corrigidos  os  limites  geológicos  entre  as 
formações, as quais foram posicionadas correctamente. Desta forma, é de salientar que a 
classe  litológica  previamente  dominante  na  área  estudo,  de  arenitos  e  argilitos 
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(sandstones  and  claystones  complexes)  foi  possível  separar  em:  (1)  complexos 
predominantemente  areníticos  (sandstone  dominated  complexes);  (2)  complexos 
predominantemente argilo‐siltíticos (shale dominated complexes).  
 
Da análise dos  resultados,  conclui‐se que as melhorias aplicadas no mapa  litológico de 
detalhe  permitiram  compreender  que  existe  um  padrão  entre  ocorrência  de 
deslizamentos  e  determinadas  classes  litológicas.  A  maioria  dos  deslizamentos 
(superficiais e profundos) ocorre nos  complexos predominantemente argilo‐siltíticos de 
menor  resistência. No entanto, alguns deslizamentos profundos  foram  identificados em 
rochas mais  resistentes  (nos  complexos predominantemente areníticos). Com base nos 
índices  Accountability  e  Reliability  foi  possível  afirmar  que  existe  uma  melhoria 




Para  além  do  mapa  litológico  de  detalhe  foi  também  realizado  um  modelo  morfo‐
estrutural à escala 1:10 000 para a totalidade da área de estudo. Para a obtenção deste 
modelo  foi  necessário  efectuar,  em  primeiro  lugar,  um mapa  lito‐estrutural  detalhado 
contento o traçado das camadas litológicas. Com base no traçado das camadas litológicas 
e com o auxílio do script Geobed foi possível obter os dados quantitativos de inclinação e 
orientação  das  camadas  litológicas.  Posteriormente,  estes  dados  quantitativos  foram 









variável  de  entrada  no modelo  dinâmico  de  base  física  (capítulo  5). No  entanto,  este 
processo  acabou  por  não  ser  efectuado  uma  vez  que  as  inclinações  das  camadas 
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litológicas  são  relativamente  baixas  na  área  de  estudo  (média  de  30º).  Desta  forma, 
introduzir  tal variável apenas aumentaria a  redundância do modelo de  susceptibilidade 
final (Philip, 1990). Assim, de acordo com os resultados da análise sensitiva dos factores 










das  curvas  de  nível,  com  base  numa  função  parabólica,  e  sujeitos  a  várias  operações 
automáticas  de  correcção.  A  finalidade  desta  operação  residiu  na  eliminação  de 
superfícies planas  incorrectas  (como por exemplo  interflúvios e  fundos de vale) geradas 
pelos modelos  TIN  durante  os  processos  de  triangulação.  O MDT  foi  posteriormente 




para  a  modelação  da  susceptibilidade  à  ocorrência  de  deslizamentos  translacionais 
superficiais com base no método do Talude infinito. O método utilizado para a obtenção 
do mapa  de  espessura  de  solo  potencialmente  instável  foi  proposto  por  Catani  et.  al 
(2010) e tem por base o MDT, o mapa litológico detalhado e factores geomorfológicos. As 
principais características e vantagens deste método  são: 1) é  indicado para a escala da 
bacia  hidrográfica;  2)  é  possível  de  implementar  em  ambiente  SIG;  2)  é  um método 
bastante acessível e com baixos custos associados; 3) promove uma análise equilibrada 
dos  atributos  topográficos  em  conjunto  com  os  factores  geológicos  e/ou 
geomorfológicos.  O  mapa  final  de  espessura  de  solo  potencialmente  instável  foi 





trabalho  de  campo  (pontos  obtidos  por  GPS  com  a  medição  da  espessura  de  solo 
potencialmente instável) (utilizando 75% dos pontos medidos no campo). Posteriormente 
este  modelo  foi  submetido  a  uma  validação  de  forma  a  garantir  a  qualidade  dos 








nas  áreas  de  interflúvio,  onde  simultaneamente  a  rocha‐mãe  é  menos  resistente  à 
erosão, a espessura de solo é menor. A aquisição deste mapa foi crucial para a elaboração 
dos  mapas  de  susceptibilidade  com  base  no  método  físico  (dinâmico  e  estático)  e 
também  para  a  integração  nos  modelos  de  susceptibilidade  com  base  no  método 
estatístico, como factor de predisposição. 
 
A  elaboração  do método  de  base  física  (estático  ou  dinâmico)  pressupõe  a  aquisição 
prévia de dados de base provenientes da análise das condições dos solos  (espessura de 
solo  potencialmente  instável,  propriedades  hidrogeológicas  e  geotécnicas  dos  solos). 
Deste modo, a  caracterização geotécnica dos materiais  foi  realizada através de ensaios 
laboratoriais  de  6  amostragens  representativas  das  formações  correspondentes  aos 
complexos  predominantemente  argilo‐siltíticos  e  aos  complexos  predominantemente 
areníticos presentes na área de estudo, com a finalidade de obter os parâmetros físicos 
dos  solos  de  cobertura  necessários  para  aplicação  nos  modelos  de  base  física.  As 
propriedades  geotécnicas  obtidas  em  laboratório  foram  confrontadas  com  valores 
obtidos  por  retroanálise  de  rupturas  características  levantadas  no  terreno,  de modo  a 
obter  estimativas  fundamentadas  das  características  de  resistência  operativas  nas 
condições  do  terreno.  Deste  processo  resultaram  os  parâmetros  geotécnicos  das 
formações relativos às características de resistência ao corte (c` e `) coincidentes com as 
condições  de  terreno  encontradas  na  altura  dos  movimentos  de  vertente.  Para  as 
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estudos  laboratoriais,  recorreu‐se  à  recolha  dessa  informação  através  de  valores 
estandardizados  desenvolvidos  por  Rawls  et  al.  (1982).  Deste  modo,  os  parâmetros 
hidrogeológicos dos solos, necessários para a modelação hidrológica (e.g., condutividade 
hidráulica  saturada,  saturação  efectiva,  porosidade),  foram  atribuídos  com  base  na 
textura  dos  solos  (classificados  previamente  com  base  nos  critérios  da USDA).  Para  as 
classes de solo que continham deslizamentos  foi ainda possível proceder, em ambos os 
modelos hidrológicos  (estático e dinâmico), a uma retroanálise, permitindo desta  forma 






maioritariamente  devido  a  um  período  intenso  e/ou  prolongado  de  precipitação 
reflectindo o efeito da saturação do solo e consequentemente a diminuição dos valores 
de  resistência  ao  corte.  Para  estimar  a  razão  entre  o  solo  saturado  e  não  saturado,  o 
modelo  tem  em  conta  a  área  contributiva  a montante,  a  recarga  por  precipitação,  as 





de  um  estudo  feito  para  uma  área  vizinha  (concelho  de  Batalha).  Para  a  avaliação  da 
susceptibilidade  foram  construídas  várias  hipóteses  que  visam  ilustrar  cenários 
hipotéticos. Os diferentes cenários obtidos (11) baseiam‐se na utilização de 1, 3, 5, 10 e 






condutividade  hidráulica  saturada  são  mais  dramáticos  e  de  predição  mais  fraca,  de 
acordo com a Área Abaixo da Curva (AAC). No entanto, a situação muda quando os mapas 
de  susceptibilidade  são modelados  com  base  nos  valores  calibrados  de  condutividade 
hidráulica saturada revelando, regra geral, uma diminuição das áreas de susceptibilidade 
elevada, acompanhada pelo aumento da capacidade preditiva, quando comparados com 





(com  uma AAC  de  0,81). No  entanto,  analisando  apenas  as  áreas  em  que  o  factor  de 
segurança  (FS)  é  igual  ou  abaixo  de  1,  o  cenário  11  (correspondente  a  15  dias  de 
precipitação acumulada) demonstra ser o modelo com melhor capacidade preditiva, uma 
vez  que  incorpora  a maioria  dos  deslizamentos  translacionais  superficiais  da  área  de 
estudo. Os melhoramentos obtidos nos parâmetros hidrogeológicos e geotécnicos foram 




Beek,  2002)  apresenta  consideráveis  vantagens  em  relação  ao modelo  hidrológico  do 
método  físico  estático. No  caso  do modelo  hidrológico  dinâmico  é  possível,  não  só,  a 
obtenção do nível piezométrico diário, como também, do nível dos caudais superficiais. 
Tal facto possibilita, para além de uma calibração espacial mais rigorosa, uma calibração 





perca  de  água  do  solo  por  evapotranspiração  efectiva  de  forma  a  aferir  com  maior 
precisão a quantidade de água disponível, para a infiltração e percolação, que é modelada 
pelo  modelo  hidrológico  dinâmico.  Para  o  efeito,  os  dados  climáticos  adquiridos  e 
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estudo  foram  seleccionadas  11  estações  meteorológicas  do  Sistema  Nacional  de 
Informação de Recursos Hídricos (SNIRH), com os respetivos dados de precipitação diária. 
O  período  seleccionado  para  análise  inicia‐se  no  ano  hidrológico  de  1975/1976  até 
2011/2012, enquanto o período disponível para calibração  (estações hidrométricas com 
informação  sobre  os  caudais)  estende‐se  entre  1977/1978  e  1989/1990.  O  período 
seleccionado  para  análise  corresponde  a  37  anos,  aproximando‐se,  deste modo,  a  um 
período equivalente a uma normal climatológica (30 anos). Os valores em falta nas séries 
foram obtidos através da regressão linear múltipla efectuando a correlação entre todas as 
estações  (recorrendo  à  função  PROJ.LIN  do  Excel),  calculando‐se  os  respectivos 
coeficientes de correlação (r2) e declives (b). Para garantir maior precisão dos dados, foi 
elaborada  separadamente  a  correlação mês  a mês  entre  todas  as  estações. Os mapas 




A  radiação  solar  diária  foi  também  calculada  uma  vez  que  se  trata  de  um  parâmetro 
importante para  a  obtenção  da  evapotranspiração  potencial  diária.  Este  parâmetro  foi 
obtido  através  do  método  proposto  por  Dingman  (2002)  que  visa  a  integração  de 
parâmetros como a constante solar, a latitude da área de estudo, a velocidade angular e 













Posteriormente,  o  cálculo  da  evapotranspiração  real  ou  efectiva  foi  obtido  através  da 
multiplicação  entre  a  evapotranspiração  potencial  e  o  factor  de  cultura.  Com  base  no 
mapa de uso do solo (discriminado por tipo de vegetação) foi possível atribuir os valores 
de  índice de área de  folha  (valores standard atribuídos globalmente por Olson, 1994) a 
partir dos quais foi possível calcular o factor de cultura.  
 
Com  base  nos  factores  acima  descritos  foi  possível  modelar  diariamente  o 
comportamento  hidrológico  subterrâneo  e  superficial  da  área  de  estudo  incluindo  os 
atrasos e as percas da água na  zona de percolação do  solo não  saturado. Acoplando o 





Com  base  nos mapas  de  susceptibilidade  obtidos,  efectuou‐se  uma  análise  estatística 
independente  de  cada  um  dos  deslizamentos  translacionais  superficiais  de  forma  a 
entender quais os anos ou dias mais propensos à ocorrência destes deslizamentos. Esta 
análise  foi  efectuada  tendo  por  base  o  centróide  da  área  de  depleção  de  cada 
deslizamento  translacional  superficial. Desta  análise  conclui‐se  que,  de  acordo  com  as 
áreas onde o  factor de segurança é  igual ou  inferior a 1  (SF≤ 1), alguns dos  locais onde 
estão  inventariados os deslizamentos  translacionais  superficiais poderiam  ter originado 
instabilidade  do mesmo  tipo  em  quase  todos  os  anos.  Por  outro  lado,  verifica‐se  que 
determinados  locais  (correspondentes  aos  locais  dos  centróide  dos  deslizamentos 
translacionais superficiais) possuem uma tendência sazonal para a instabilidade. 
 
Apesar de  todas  as  vantagens do modelo  físico dinâmico é de mencionar que existem 
alguns  locais  de  instabilidade  permanente  (todos  os  dias  do  ano).  Este  facto  não  é 
realista,  no  entanto,  devido  à  fraca  informação  sobre  as  datas  de  ocorrência  dos 
deslizamentos foi  impossível melhor estes resultados através da calibração. No entanto, 






Uma  análise  mais  rigorosa  foi  efectuada  para  o  centróide  correspondente  ao 
deslizamento translacional superficial cuja data de ocorrência é conhecida. Desta análise 
foi possível verificar que o modelo acertou espacial e temporalmente a ocorrência deste 
deslizamento  e  foi  também  possível  reconstituir  todas  as  condições  que  geraram  esta 
ocorrência para esse dia. Deste modo, é de salientar que, apesar de uma fraca quantidade 
de precipitação ocorrida nesse dia, o nível piezométrico estava bastante elevado devido a 
uma  ocorrência  de  precipitação  prolongada  nos  14  dias  anteriores  (correspondendo  o 
primeiro  dia  de  precipitação  ao máximo  diário  registado  para  o  ano  de  2006)  o  que, 




ocorrência  de  deslizamentos.  Este  ano  destaca‐se  pelos máximos  atingidos,  quer  pela 
precipitação anual quer pelos máximos diários. Através da AAC (0,85) foi possível verificar 
que o ano 2006 corresponde simultaneamente ao ano com melhor capacidade preditiva 




Aferir  as  condições que originaram deslizamentos  translacionais  superficiais  através do 




estas  limitações  incorporando  sob  a  forma  de  séries  de  mapas  diários  os  dados  da 
precipitação e evapotranspiração. Este facto possibilita aferir as datas (em termos diários) 





elevado  (1  ano  para  apenas  1  output,  e.g.,  nível  piezométrico  =  365  mapas);  2)  é 
necessário aprender linguagem Python e PCRaster; 3) por vezes torna‐se bastante difícil e 
até mesmo  impossível obter  todos os parâmetros de entrada no modelo dinâmico. No 





outros  tipos  de  deslizamentos  (foto‐interpretados  e/ou  cartografados  no  campo),  foi 
utilizado  um método  de  base  estatística  (Valor  Informativo).  Para  este método  foram 
considerados  os  seguintes  factores  de  predisposição  à  susceptibilidade:  declive; 
exposição;  curvatura  (perfil  transversal  das  vertentes);  inverso  do  Wetness  Index; 
litologia; morfo‐estrutura; espessura de solo potencialmente instável; e tipos de solo (de 
acordo  com  a  textura).  Cada  um  destes  factores  foi  reclassificado  em  variáveis 
categóricas. De forma a entender o grau de importância relativa de cada variável e a sua 
hierarquia  de  acordo  com  os  diferentes  tipos  de  deslizamentos,  estes  factores  foram 
submetidos  a  uma  análise  sensitiva  do  tipo  leave‐one‐out. Destas  análises  foi  possível 
concluir que  todos os  temas podem  ser  incluídos nos modelos de  susceptibilidade  sem 
que  a  sua  capacidade  preditiva  fique  comprometida.  Posteriormente,  com  base  na 
percentagem  de  contribuição  e  nos  índices  de  Accountability  e  Realibility  foi  possível 
estabelecer uma hierarquia entre os factores de predisposição sendo a  litologia o factor 
de maior  grau  de  importância  relativo  independentemente  do  tipo  ou  inventário  de 
deslizamento,  seguido  do  declive  e  da  morfo‐estrutura.  A  maioria  dos  estudos  de 
susceptibilidade  a  deslizamentos  efectuados  anteriormente  destacam  geralmente  o 
declive  como  o  factor  de maior  grau  de  importância  relativo,  uma  vez  que  a  litologia 
utilizada possui geralmente uma escala 1:50 000 e nos melhores dos casos 1:25 000. No 





inventário  LI#1  demonstram  ser  aceitáveis  de  acordo  com  os  valores  estipulados  por 
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Guzzetti  (2005),  sendo o melhor  resultado  registado para o modelo dos deslizamentos 
rotacionais  profundos.  Os  modelos  de  susceptibilidade  a  deslizamentos  rotacionais  e 
translacionais  superficiais  não  possuem  valores  tão  elevados  de  predição,  no  entanto, 
estes nunca decrescem abaixo do aceitável (0,70). Para o  inventário LI#1+LI#2 existem 2 
modelos  de  susceptibilidade,  nomeadamente  para  os  deslizamentos  rotacionais 
profundos  e  os  deslizamentos  translacionais  superficiais,  que  apresentam  uma 
performance aceitável, de acordo com a AAC  (0,78 e 0,75, respectivamente). O modelo 
de susceptibilidade a deslizamentos rotacionais superficiais possui o valor mais baixo de 
predição,  de  acordo  com  a  AAC  (0,72).  A  explicação  para  estes  modelos  nunca 
apresentarem  uma  predição  acima  de  0,8  pode  estar  relacionado  com  os  seguintes 
factos:  1) os  inventários  correspondentes  aos  deslizamentos mais  antigos  (LI#1  e  LI#2) 
não  foram  sujeitos  a  verificação  no  campo;  2)  poderá  haver  erros  associados  à 
georreferenciação  e  ortorrectificação  das  fotografias  aéreas  a  partir  das  quais  estes 




observados  com  alguma  cautela, uma  vez que estes não  foram  validados por meio de 
uma taxa de predição, como nos casos anteriores, mas sim através de taxas de sucesso, o 
que  implica AAC  superiores,  independentemente do  tipo de deslizamento. Neste  caso, 
todos os modelos apresentam sempre uma boa performance, pois a validação é feita com 
o  mesmo  conjunto  de  deslizamentos  utilizados  na  modelação.  O  modelo  de 
susceptibiidade  a  deslizamentos  rotacionais  superficiais  é  destacado  como  o  melhor 
modelo do LI#3 (que com uma AAC de 0,90 o torna um excelente modelo) seguido pelo 
modelo  dos  deslizamentos  translacionais  superficiais  (AAC  =  0,88)  e  pelo modelo  dos 
deslizamentos rotacionais profundos (AAC = 0,81). 
 
Posteriormente,  procedeu‐se  a  comparação  analítica  entre  os  modelos  de 






da área com  factor de segurança  igual ou  inferior a 1, o modelo de base  física estático 
(PM)  possui  uma melhor  capacidade  preditiva  (AAC=0,79)  quando  comparado  com  o 
modelo  de  base  estatística  (SM)  (AAC=0,75)  (modelado  com  base  nos  deslizamentos 
translacionais  superficiais  do  inventario  LI#1  +  LI#2  e  validado  pelos mesmos  tipos  de 
deslizamentos do inventário LI#3). 
 








A  área  correspondente  ao  factor  de  segurança  igual  ou  inferior  a  1  no modelo  PBM 
(24,7%  do  total  de  área  mais  susceptível  da  área  de  estudo)  consegue  prever 
espacialmente  72,5%  do  total  da  área  de  deslizamentos  translacionais  superficiais  (do 
LI#3),  ao  passo  que,  no  modelo  SBM  a  mesma  área  (24,7%  do  total  de  área  mais 
susceptível da área de estudo) apenas consegue predizer espacialmente 56,1% do  total 
de  área  de  deslizamentos  translacionais  superficiais  (do  LI#3). Desta  análise  é  possível 
concluir que os  resultados obtidos  com o modelo determinista  (de base  física estático) 
são mais robustos do que os resultados apresentados pelo modelo de base estatística. 
 
Considerando  a  área  correspondente  ao  factor  de  segurança  igual  ou  abaixo  de  1,  a 
sobreposição entre os dois modelos é de 36%. Nesta área de sobreposição, 40,3% do total 





complementares  no  que  concerne  à  susceptibilidade  aos  deslizamentos  translacionais 
superficiais. Do ponto de  vista estático  temporal, o  cruzamento entre os dois modelos 
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SYMBOLS 
 
a Contributing upstream area 
A Slope aspect  
Asd Angular standard deviation of the aspect map 
β Slope angle  
b Land unit width  
BC Regarding the fourth soil layer 
c Cohesion 
c' Effective cohesion 
Δc’ Apparent cohesion  
C Quantity of water detained on the canopy  
Ca Cell area  
Cp Profile curvature index 
C
max
 Maximum Storage Capacity  
D Drainage rate from leaves and stem  
D1, D2, D3 Depth of the first, second and third soil layer 
Ddt Concentrated routing of water along the stem and branches 
DF2 Arbitrary fraction to restrict the depth of the second soil layer to 0.3 m  
dfp Depth to the sliding plane  
DRA Daily rainfall anomalies  
du Depth to the top of the capillary fringe 
D
unsat Thickness of the unsaturated zone.  
dw Depth to the water table 
E0 Eccentricity correction 
Ei Event 
Er Evaporation rate  
ETact, ET0, ETc Actual, potential and crop evapotranspiration 
 LANDSLIDE SUSCEPTIBILITY EVALUATION AND VALIDATION AT A REGIONAL SCALE 
l  
fi Growth factor based on temperature 
|h| Absolute matric suction  
h
A 
Bubbling pressure (air entry value) 
H Entropy 
Hmax Maximum Entropy 
Hmin Minimum Entropy 
Ic Gross interception loss of the canopy  
J Julian day 
Kc Measured soil depth sites 
Kc Crop factor 
Kcb, Kcb mid, Kcb max, Kc min Basal crop coefficient, during the mid-season, at peak plant size or 
height and for bare soil 
Ke Soil evaporation 
K`ET Instantaneous extraterrestrial radiation flux on a horizontal plane 
Ksat Saturated conductivity of soil 
Klateral Saturated lateral hydraulic conductivity 
k(θE) Unsaturated hydraulic conductivity  
LAI, LAI max, LAI min Leaf area index, leaf area index for the growing season, leaf area index 
for dormancy season 
Limfac Arbitrary fraction to restrict the depth of the third soil layer to 0.95 m  
m  Ratio between saturated and dried soil 
MI Maximum rainfall intensity 
p Fraction of not intercepted rainfall (direct throughfall) 
P Catenary position within the hillslope profile  
Pdt Rainfall intensity 
Pdur Rainfall duration 
Perc Vertical unsaturated matric flow 
pi Probability of an event 
ps, pr Soil and rock density 
 SYMBOLS 
       li 
  li 
Ps Stemflow   
Pt Not intercept flux  
Ptot Total rain for one day 
Qsat Lateral flux over the saturated zone  
q Effective precipitation  
R Resisting forces 
Ra Modulus of the resultant vector of the unitary vectors of each aspect map cell 
Rs Incident solar radiation 
S Driving forces 
Sa Slope angle index 
Sd Surface detention  
StorMat, StorSat, StorMax Unsaturated, saturated and maximum storage 
T Temperature 
τ Tortuosity 
t Shear stress  
Δt Time increment  
tf Shearing resistance  
Te Estimated temperature 
Tm Transmissivity of soils  
 Day angle  
Thr Solar sunrise  
Ths Solar sunset  
u Pore pressure 
V Circular variance 
VMC Volumetric moisture content  
WL, ΣDsat(z) Groundwater height above the shear surface 
d,,s, ` Dry, moist, saturated and buoyant bulk densities 
w Density of water (w = 9,81 kN/m3)  
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lii  
Z, SDepth, ΣD(z) Soil thickness 
σ Sliding plane 
 Root Mean Square Error 
 Total normal stress  
  Angle of internal friction 
' Effective normal stress  
φ Angle of internal friction 
φ' Effective angle of internal friction 
∂b/∂t Rate of soil production from bedrock  
∂w/∂t Soil lowering rate due to chemical weathering 
θ, θ
sat, θres Actual, saturated and residual volumetric moisture content  
   Effective saturation or Degree of saturation 
 Latitude  
 Angular velocity 
 Porosity  
 Pore size distribution index  





















Knowledge  in  the  field  of  slope  instability  and  predisposition  of  territory  for  the 
occurrence  of  landslides  is  recognized  as  an  essential  condition  for  a  balanced  risk 
management  and  for  an  effective  spatial  planning  (Crozier  and  Glade,  2005;  Zêzere, 
2007). 
 
Within  the context of  slope  instability,  landslides can affect communities and  influence 
their activity. Thus, mapping or delineating areas susceptible to landslides is essential for 
land‐use activities and management decision‐making. The methods  implemented  in this 
dissertation  have  the  overall  objective  of  developing  the  understanding  on  slope 
instability processes and patterns at a regional scale. 
 
The basis of  this  study  is  a PhD  research project  (SFRH  / BD  / 46816  / 2008) entitled: 
“Landslide  Susceptibility  Evaluation  and Validation  at  a  Regional  Scale”,  funded  by  the 
Portuguese Foundation for Science and Technology (FCT). 
 







The causes of  landslides, related  to geomorphologic  instability, are multiple and usually 





Landslides  are  the manifestation  of  the  landscape  inertia  to  adapt  to  changes  in  the 
intrinsic or extrinsic factors that affect slope stability (Crozier, 1986). Intrinsic factors are 
those that directly  influence the stress distribution above the potential slip surface. The 
extrinsic  factors  influence  the  stress distribution  indirectly  (Crozier, 1986). Most of  the 
times,  the  intrinsic  factors  change  only  gradually  over  time  and  can  be  considered  as 
preparatory  factors whereas  the extrinsic  factors are  transient and  can  regard  triggers, 
i.e.,  the  disturbance  that  initiates  slope  instability  or  failure  (Crozier,  1986).  Thereby, 
Glade and Crozier (2005) based on previous work by Crozier (1986) and Popescu (1994), 




indirect  mapping  methods.  The  direct  mapping  method  is  a  knowledge‐driven 
geomorphic technique  (Schuster 1978). During  field surveys, the analyst establishes and 
evaluates  the  relationship  between  landslides  and  their  geologic  and  geomorphic 
settings. The  indirect mapping  technique  is an approach which  involves  the mapping of 
the parameters considered to be of potential effect to the occurrence of landslides. This is 
then followed by an analysis of all the factors (predisposing, preparatory and triggering) 
contributing  to  the occurrence of  landslides  (Soeters and van Westen 1996; Suzen and 
Doyuran 2004). Concerning the indirect mapping technique a variety of approaches have 
been  used  in  slope  instability  mapping  and  can  be  classified  into  qualitative  factor 
overlay, statistical models, and geotechnical process (physically‐based) models.  
   
In  the  qualitative  approach  (heuristic methods),  several maps  representing  the  spatial 
distribution of  those  environmental parameters  (predisposing  factors) which may have 
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models  of  hydrogeological  and  geotechnical  nature,  whose  main  objective  is 
mathematically  approach  reality  in order  to  improve  the  ability  to  forecast where  and 
when it will be triggered new landslide events (Beek, 2002). 
 
The  statistically‐based methods  include necessarily  steps  such as  (e.g., Soeters and van 
Westen,  1996;  Guzzetti,  2005):  (i)  the  preparation  of  landslide  inventory,  (ii)  the 
identification of a set of predisposition factors that can directly or indirectly relate to the 
slope  instability  (iii)  the  assessment  of  the  statistical  relationships  between  this  set  of 
predisposition factors and the distribution of past  landslides (iv) the classification of the 
territory  according  to  the  degree  of  landslide  susceptibility  (v)  the  validation  of  the 
susceptible models in order to  evaluate the predictive ability. 
 




However, due to the many parameters  involved  in the  landslides phenomena, no single 






The  main  goal  of  this  study  is  to  contribute  to  the  reduction  of  the  shortcoming 













3) Acquisition of  soil  characteristics according  to  the hydrogeological and geotechnical 
properties  of  soils  (through  field work,  laboratory measurements  and  further  back 
analysis); 
 




5) Acquisition,  processing  and modeling  of  long  term  climatic  data  (i.e.,  rainfall  and 
temperature); 
 
6) Landslide  susceptibility  assessment  using  a  hydrological model  coupled  to  a  slope 









9) Landslide  susceptibility  assessment  using  a  statistically‐based method  (Information 
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Chapter 2:  is dedicated  to  the  landslide mapping and  inventories acquisition.  It will be 
established the criteria for the classification and definition of the landslides morphology, 
used  for  this  work  and  it  will  be  presented  the  methodologies  which  were  used  to 
perform the different landslide inventories of the study area. 
 
Chapter  3:  provides  a  methodology  for  detailing  lithological  data  and,  further,  the 
quantification  of  the  improvement  through  the  relationships  between  the  lithological 








Chapter  5:  it  is  performed  landslide  susceptibility  assessment  through  the  physically‐
based methods  (which couples  the  slope hydrology with  slope  stability) using  temporal 
static  and  temporal  dynamic  approaches.  Methodologies  for  the  acquisition  and 
preparation of the input variables are presented, i.e., soil depth and soil classification for 
further  hydrogeological  properties  establishment.  The  acquisitions  of  geotechnical 
parameters  through  field  work,  laboratory  measurements  and  back  analysis  are 
performed. Further, a comparison  is made between the models obtained through static 
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1 PHYSIOGRAPHY OF THE STUDY AREA 
 












Thereby,  located 90km north  from Lisbon, part of  three sub‐catchments, named Arnoia 
(105km2), Tornada  (68.9km2)  and Alfeizerão  (102km2) were  selected  for  this work  (Fig. 
1.1).  Its boundaries were defined by  the ridge  line,  totalizing about 275km2. These sub‐
catchments were  chosen  for  its  geological  and  geomorphological  features  and  for  the 
abundance of  landslides.  It  is  important  to mention  that  the  three  sub‐catchments are 








Administratively,  the  sub‐catchments  have  an  inter‐municipal  covering,  distributed 
among the municipalities of Caldas da Rainha (59.5%), Alcobaça (13.9%), Óbidos (10.8%), 


































are  located,  has  a  strong  relationship with  the  evolution  of  the North Atlantic Ocean, 
during  the Mesozoic.  Such  evolution  has  originated  a  very  rich  and  varied  geological 
legacy  and  also  an  interesting  tectonic  history,  since  the  Late  Triassic.  Regarding  the 
Upper  Jurassic,  several  connections  can  be  established  between  the  tectonics  and  the 
stratigraphic record in the area surrounding the Caldas da Rainha structure: the basement 
and  salt  pillow  control  on  deposition;  the  beginning  of  a  diapiric  and magmatic  cycle 
associated  to  the onset of  sea‐floor;  the exhumation of both  Jurassic deposits and  the 
core of  their controlling diapir. The nature of  the outcrops and  richness  in sedimentary 
environments,  related  with  the  different  phases  of  rifting,  is  a  remarkable  case  for 
extensional basin studies (Dinis and Bernardes, 2004).  
 




falls  under  the  Portuguese  western Meso‐Cenozoic  unit  (Fig.  1.3).  Understanding  the 
tectonic regime is the key for understanding the formation of the geological materials in 
this  region.  The  Mesozoic  Era  was  marked  by  episodes  of  extensional  movements, 
interrupted by  short episodes of  compressional movements. The  compressional phases 
gave rise to a deep synclinal fold with a NE‐SW direction where the study area is located. 
This deep syncline is laterally limited by anticline folds more or less parallel (Zbyszewski et 
al.,  1966).  The  anticline  fold,  located  on  the  right  side  boundary  of  the  study  area,  is 
marked by the presence of a compressional fault (Fig. 1.3). 
 
Later, during  the  Jurassic  and  the Cretaceous,  this  region was  subjected  to  contrasting 
tectonics deformation (subsidence and uplift) originating varied geological materials such 
as  limestone  and  shale,  typical  from ocean environment,  and  sandstones,  typical  from 
continental environment (Zêzere 2005a). 
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syncline  structure  is  located.  Here  crops  out,  mainly,  upper  Jurassic  sandstones  and 
claystones (Fig. 1.4). 
 
Due  to  the  poor  presentation  of  the  geological  map  and  its  implications  for  future 
modeling it became imperative to work in its detailing. Thus, the chapter III will be based 
on detailing the geological map through aerial photo interpretation techniques and there 




are  controlled  primarily  by  the  alternating materials with  different  erosion  resistance, 
plasticity and permeability, which  is  responsible  for  the morphology of  the  study area, 





















da‐Rainha). Although not being  located on the geologic diapir  it  is  important to mention 
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and  Alfeizerão  sub‐catchments  are  located,  lies  between  the  diapir,  and  the western 
slope  of  the  Candeeiros Mountain  (already  outside  from  the  boundaries  of  the  study 
area). According  to Henriques  (1996),  it corresponds  to a  flattening coastal and  it has a 
shallow ramp form, gently inclined (usually less than 2º), towards the sea. 
  
This  coastal  plateau  is  indeed  founded  greatly  eroded  by  the  hydrographic  network, 
which originated a set of elongated hills with flattened tops. It should be noted that the 
presence  of  a  geological  depression,  such  as  the  already  mentioned  diapir,  marks  a 
sudden interruption in the coastal plateau(Zêzere 2005a). 
 
The hydrographic network  is an  important element  in the geomorphology description of 
the study area since this  is,  in part, responsible for  its physiognomy.  It can be seen that 






rises  in  the hills of  the Candeeiros Mountain  and  also  flows  towards  São Martinho do 
Porto. The Arnóia River  rises  in  the hills of  the Todo‐Mundo Hill and  flows  towards  the 
Óbidos  lagoon.  These main  rivers  have  carved  the  Coast  plateau.  The  valleys  have  a 
relatively narrow alluvial bottom and  the slopes present a predominantly straight path. 
The entrance of the rivers into the diapiric depression is marked by a pronounced fitting. 








gives  rise  to  summers  relatively  fresh  and mild  winters  with  high monthly  values  of 
precipitation  (Ribeiro  et al.,  1988).  The mean  annual precipitation of  the  study  area  is 
about 992 mm, according to the period recorded  from 1950/51 to 2001/02  (Henriques, 
2009).  Combined with  a  great  interannual  rainfall  variability  (rainiest  year  =  1449mm; 
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The combination of data contained in Fig. 1.6 and 1.7 shows that, in the last half century, 
there  is  a  tendency  for  an  increased  amount  of  water  in  the  study  area  (through 
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2 SLOPE DYNAMICS 
 
This  chapter  aims  to  establish  the  criteria  for  the  classification  and  definition  of  the 












As  Varnes  (1984)  states,  "the  past  and  the  present  are  the  key  to  the  future".  This 
premise translates the idea that in order to be able to predict the occurrence of a future 
event and,  in  turn,  to avoid  its potential damage,  it  is  important  to know precisely  the 
factors that cause or potentiate the occurrence of the phenomenon.  
 
There are  two sets of methodologies  that allow  the evaluation of  the susceptibility and 
the  hazard:  absolute  evaluation  methods  and  the  methods  of  relative  evaluation. 
Absolute  evaluation  methodologies  classify  the  susceptibility  and  the  hazard  with  a 
measurable value  (e.g.,  safety  factor  (SF) evaluated by deterministic methods). Relative 
evaluation methodologies are based primarily on  the  location and distribution of  slope 
movements and factors that influence it. Although there are some differences, all models 
of  relative  evaluation  are  based  on  common  principles,  including  the  identification, 
analysis  and  cartography  of  distribution  of  the  natural  phenomenon  studied.  The 






In  the methods  of  direct mapping  analysis  is  performed  on  the  basis of  the  effects  of 







affect  the natural phenomena. This kind of analysis has much  less subjectivity  than  the 
first  kind,  allowing  the  construction  of models.  This  type  of  evaluation  includes  two 
methods subtypes: heuristics, or  indexing, which consist  in the subjective assignment of 
"scores" to a number of factors with cartographic representation; and statistical methods, 
in which  the  factors which affected  the occurrence of a phenomenon present and past 






slope  failure  happens  there  are  a  group  of  factors  and  conditions  that  leads  to  slope 




external  causes,  resulting  from  the  increase  of  shear  stress  and,  internal  causes, which 
result from the decrease  in shear strength. As external causes  it  is considered: changes  in 
the slope morphology; erosion at the base of the slope; the slope overload; vibrations of 
the ground  (e.g., by building  structures or earthquakes);  sudden  increase  in water  level; 























Slides  are  characterized  as  “a  downslope  movement  of  soil  or  rock  mass  occurring 
dominantly on the surface of rupture or on relatively thin zones of  intense shear strain" 



























Non‐rotational  Block slide   Block slide    Slab slide








into  a  flow  at  its  toe.  This  type  of  landslide  occurs  along  curve  shear  planes  in 
homogeneous  and  isotropic materials.  According  to  Van  Asch  (1980)  and  Hutchinson 









of  interbedded  strong  and weaker materials,  e.g., marls  and  limestone  or  sandstones. 
Such slide generally produces a disrupted, anomalous drainage pattern. 
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Normally  the  rotational  slides  start  with  an  initial  slope  failure  followed  by  rotation. 
During its movement it sometimes disintegrates into several blocks, which tilt backwards 
while sliding downhill and often flattering or even slope reversal occurs. Sliding along the 
flanks causes  longitudinal and diagonal shear stress.  In  this way,  the  lowest part of  the 
slump mass moves  over  the  toe  of  the  failure  surface,  bulges,  curves,  overriding  and 
producing transverse tension cracks. The rate velocity of such movement can vary  from 
several orders of magnitude, between  a  few  centimeters  a  year  to  several meters per 
month, while soil slumps can attain velocities up to 3 meters per second. The presence of 
tilted trees (generally backwards in the head area, forwards in the foot and toe areas) can 
reveal  the presence of  rotational  slides. The  rotational  slides are generally  triggered by 




a parabolic shape  (concentric  in plan and concave  in  the direction of  the displacement) 
indicating a shear plan in form of "spoon / oval" (Fig. 2.2: a). However, in some cases, the 














with  composite  shear  plane  (non‐rotational)  and  translational  slides  occurring  along  a 
planar shear plane. The translational slides with non‐rotational shear plane normally have 
two distinct sections. The first section, situated upstream, has a circular or planar shear 
plane, with  strong  inclination.  The  second  section,  located  downstream,  has  a  planar 
shape,  with  a  reduced  slope  angle.  The  displaced  mass  develops  internal  stresses, 




slides with a planar  shear plane are  largely controlled by  surfaces weakness within  the 
structure of the slope, such as flat stratification, diaclases or the contact between a debris 
cover and rocky substrate (Varnes, 1978; Zêzere, 2000). The shear plane often determines 






Landslides  can  be  further  subdivided,  accordingly  to  affected material  in:  rock  slides; 
debris  slides  and mudslides. Rock  slides  generally occur  in mountainous environments, 
where the structural discontinuities are in agreement with the slope angle and when the 
inclination of the bedding planes is slower than the slope angle (Zêzere, 2000). Depending 




gently  undulating  surface  (Varnes,  1978).  It  is  typical  for  mountain  slopes  or  rock 
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exposures  where  the  slope  angle  is  close,  or  parallel,  to  the  dip  of  the  layers.  The 
movement is controlled by planar structural discontinuities, such as faults, joints and the 
presence  of  weaker  formations  within  the  rock mass.  (Sorriso‐Valvo  and  Gula,  1996; 
Erismann and Abele, 2001). Rock slides are characterized by well‐defined head scarps and 
flanks,  if  the  rock  slides well  away  from  the  depletion  zone,  the  scar  and  flanks may 
remain  visible.  There  are  different  mechanisms  of  movement  of  rock  slides.  If  the 





mass which produces such a stress  that  the  resistance of  the  intact  rock or  the  friction 
mobilized on existing discontinuities is exceeded. Rock slides have a wide range in volume 
and  velocities  and pose  considerable hazards  to human  settlements  and  lives  (Sorriso‐
Valvo and Gula, 1996); (Erismann and Abele, 2001). 
 
Debris  slide,  or  shallow  translational  slides,  sheet  slides  or  soil  slips  are  failures  of 
unconsolidated  material  which  breaks  up  into  smaller  parts  as  the  slide  advances 
downslope.  The  debris  slides  are  shallow  and  have  their  shear  plans  parallel  to  the 
topography  surface,  often  coincident  with  the  contact  between  a  slope  deposit  and 
bedrock (Corominas, 1996; Zêzere, 2000). The material  involved  is mostly colluvium and 
weathered material of  fractured  rock masses  (i.e.  flysch  formations,  shales and  slates). 
The  velocity  of  sliding  and  degree  of  runout  tend  to  increase  with  slope  angle  and 
decrease  with  clay  content  (Hutchinson,  1988).  Velocities  of  up  to  16m/s  have  been 
recorded. Many translational debris slides turn into debris flows. This occurs where water 
is available, and where the topography favours the convergence of both debris and water 
into  concavities  and  channels.  On  very  steep  slopes,  debris  slides  can  reach  high 
velocities.  Debris  slides  are  often  triggered  by  intense  rainfall  or  by  earthquakes.  The 
probability of a debris slide occurring is greatly increased by the destruction of vegetation 
cover by  fires or  logging. Sites most  likely  to provide  failures are  first‐order basins with 
hollows where regolith can reach the maximum thickness and high slope angles. Failures 







Mudslide,  also  known  as  earthflow,  mudflow  (redundant  usage  also  climatic  and 




has  a bowl‐shaped head.  The material  in  this  section  is usually  soft, weathered debris 
often with depressions containing water.  Mudslide movement rates range from about 1 
to  25m/yr  and  are  generally  classified  as  slow mass‐movement  types.  Extreme  events 
range  from hundreds of meters per day  (Crozier, 1984;  Ibsen and Brusden, 1996). The 
mudslide movements are normally seasonal, as the wetter weather  increases the water 
content  to  the  point  where  pore  water  becomes  sufficient  to  generate  movement. 
Mudslides  in  temperate  areas  display  a  pronounced winter‐summer  cycle. Movements 
usually start in the late autumn, peak in mid‐winter and come to a slow halt by late spring 
and  summer.  Heavy  rainfall  will  frequently  result  in  a  mudslide  surge.  The  essential 
planning  and  engineering  implication  is  that  this  form  of  slide  requires  water.  The 
removal of the source of water  influx  is critical, as the reduction of pore‐water pressure 
from  the  mudslide  mass.  Roads  and  other  linear  features  are  most  vulnerable  to 
movement  at  the  lateral  shears  (Crozier,  1984;  Ibsen  and  Brusden,  1996).  As 
morphological  characteristic  mudslides  includes  three  distinct  sectors:  i)  shear  plane 
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al.,  1996).  The wide  variety of  landslides  typologies  reflects  the diversity of  conditions 
that can  lead to slope  instability and, thus, to a variety of triggering processes (Popescu, 
2002).  The  identification  of  causative  factors  is  the  basis  of  many  methods  of 
susceptibility/stability  assessment.  The  factors  may  be  dynamic  (e.g.,  pore  water 
pressure), or static (e.g., lithology) and may also be considered in terms of the roles they 









slopes,  in: 1) predisposing  factors; 2) conditioning  factors; 3) preparatory  factors, which 
include terrain characteristics (e.g., deforestation); 4) and triggering factors, which are the 














are  responsible  for  conditioning  the  degree  of  potential  slope  instability  and  for 
determining the spatial variation of slope susceptibility. These factors, besides influencing 
the  safety  margin,  act  as  catalysts,  making  other  destabilizing  factors  acting  more 
efficiently (Zêzere, 2005b). 
 
The  conditioning  factors  are  defined  by  Popescu  (1994),  generically,  as  "preparatory 
causal factors". They establish the responsible conditions for instability which is based on 
a  complex  relationship  between  the  conditions  of  the  terrain  and  a  set  of  processes 
(geomorphological, physical and anthropogenic)  that act  for unstabilizing  the slope  in a 
short or long term. 
 
The  preparatory  factors  are  dynamic  and  are  capable  to  reduce  the  safety  margin, 






   35 
The triggering factors are those that provide the actual motion of a  landslide. According 
to  the  (SF) such  factors have  the capability  to convert a marginally  stable  state  into an 
actively unstable  state. The most  common  triggers  are:  rainfall, earthquakes  and  snow 
melting. For example, if a critical factor, such as rise in pore water pressure, is successfully 







Recent  research  has  shown  that  the  most  important  component  of  any  landslide 
susceptibility or hazard  zoning  is  the preparation of  a detailed  landslide  inventory  (LI). 
Thus, the quality of the LI is of crucial importance, because data‐driven models, used for 
landside susceptibility are based on the spatial correlation between past  landslide and a 









According  to  Guzzetti  (2005),  multi‐temporal  landslide  inventories  correspond  to  the 
most advanced  form of  landslides  inventory. The  landslides  inventories obtained  in  this 








For  the  ancient  landslides  interpretation  two  sets  of  aerial  photographs  were  used, 
respectively  dated  from  1958,  at  a  1:26,000  nominal  scale,  obtained  from  Instituto 




Since  the  landslides  inventories were  interpreted  from different  flight scales,  the  IDRISI 
software were used for stereoscopic  interpretation allowing digital zoom and enabling a 
balanced output scale among the landslides inventories. In the following chapter (chapter 
3),  it  is  explained  the  procedure  of  aerial  photographs  georeferencing,  orthorectifying, 
and stereoscopic photo‐interpretation.  
 
From  this work  two  landslide  inventories  recognizing  ancient  landslides were obtained 
(LI#1; LI#2). Through some key  information on the stereoscopic aerial photographs such 
as  landforms,  tones,  shadows  and  vegetation  was  possible  to  identify  and  draw  the 
ancient  landslides. However,  it should be mentioned  the  fact  that distinctive  landforms 
created by  landsliding are commonly obscured  in heavily forested terrain. Neither aerial 
photos  nor  photogrammetrically  prepared  topographic  maps  accurately  depict  the 
ground  surface  beneath  the  forest  canopy,  and  this  was  the main  difficulty  founded 
during  the  inventorying of ancient  landslides. As an example  it  is shown  in Fig. 2.5 and 
Table  2.2  that,  according  to  the  land  use  map  obtained  from  Centro  Nacional  de 
Informação Geográfica  (CNIG)  at  a 1:25,000  referenced  to  the  year 1990,  the  forested 
areas covered the study area in about 26.7% of the total area. 
 
However,  in  order  to  test  the  accuracy  of  the  inventories  of  the  ancient  landslides,  in 





















was  firstly  based  on  orthophotomaps  interpretation  and  secondly,  validated  by  field 
work. The orthophotomaps, used for previous interpretation of landslides, are dated from 
2004, have a 1:10,000 scale, and with of 0.5 m of pixel size. All the  landslides, detected 
during  the  interpretation, were  then  subjected  to an  intensive  field work  for validating 
purposes.  The  field  validation  was made  during  the  period  between  2007  and  2011, 
however  a  landslide  dated  from  30  of  November  of  2006  by  the  Portuguese  Civil 
Protection was included since it was geographically located and well described. 
 
In  all  inventories  the  landslides were marked  as  polygons  and  classified  based  on  the 
estimated  depth  (shallow  or  deep‐seated),  and  the  type  of movement  (rotational  or 
translational). Thereby from the  interpretation of sets of aerial photographs of different 
dates  and  orthophotomaps,  supplemented  by  an  extensive  fieldwork  in  all  the  three 











The  LI#1  resulted  in  709  landslides  indentified  on  the  aerial  photographs  of  1958, 
































Nº of landslides  584  80 7 38  709 
Landslides density 
(n/km2)  2.117  0.290  0.025  0.138  2.570 
Total affected area 
(ha)  234.879  11.985  0.534  2.269  249.666 
Unstable (% of the 
total area)  0.851  0.043  0.002  0.008  0.905 
Mean landslide area 
(ha)  0.402  0.150  0.076  0.060  0.352 
Sd landslide area (ha)  0.488  0.145 0.081 0.040  0.459 
 
For the second LI, based on the interpretation of aerial photographs obtained in 1982, has 
been  indentified  535  landslides  occurrence,  representing:  449  deep‐seated  rotational 

















Nº of landslides  449  61 4 21 535 
Landslides density 
(n/km2)  1.627  0.221  0.014  0.076  1.939 
Total affected area 
(ha)  91.072  5.418  0.333  1.509  98.332 
Unstable (% of the 
total area)  0.330  0.020  0.001  0.005  0.356 
Mean landslide area 
(ha)  0.203  0.089  0.083  0.072  0.184 
Sd landslide area (ha)  0.182  0.062 0.028 0.053 0.174 
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For  the  achievement  of  the  LI#3,  beyond  evident  landslide  recognition  on 
orthophotomaps and field, also some landslides were inferred from fractures founded in 
houses,  roads  and  other  types  of  structures.  Such  instabilities  have  a  key  role  for  the 
definition  of  some  landslides  boundaries.  Many  landslides,  observed  in  the  ancients 
landslides  inventories  had  no  more  visible  scars  on  the  field.  However,  it  remains 






landslides:  a)  Fracture  parallel  to  a  road;  b)  Vertically  fractured  house;  c) Obliquely  fractured 
house; d) Vertically  fractured house with  translation; e)  Fracture parallel  to a  road;  f)  Fracture 
parallel to a road with translation. 
 





























Nº of landslides  126  71 2 46 245 
Landslides density 
(n/km2)  0.457  0.257  0.007  0.167  0.888 
Total affected area 
(ha)  28.853  4.296  0.038  1.294  34.481 
Unstable (% of the 
total area)  0.105  0.016  0.000  0.005  0.125 
Mean landslide area 
(ha)  0.229  0.061  0.019  0.028  0.141 











Based  on  statistical  analysis  of  the  LI#1,  LI#2  and  LI#3  (Tables  2.3,  2.4  and  2.5)  some 
conclusions can be taken. Thereby, it is possible to see that, regardless the inventory, the 
most common type of landslide founded in the study area are the deep‐seated rotational 
slides  followed  by  the  shallow  rotational,  shallow  translational  and  deep‐seated 
translational slides. 
 





















Deep‐seated  rotational  slides  were  indeed  more  often  detected  on  the  landslide 
inventories, however, according to the field experience it was possible to understand that 
shallow landslides do also often happen though it is more difficult to detect because their 






the  study  area  did  not  presented  a  pure  rotational  behavior.  Those  landslides  were 
classified as having a  shear plane with a cylindrical  shape whose axis approaches a  flat 
surface,  parallel  to  the  surface  (Fig.  2.2:b).  These  types  of  landslide, which  commonly 
affect the local agricultural activity, were kept separately, together with the pure shallow 






















Regarding the preparation of the LI#3,  it must be highlighted that  in some places  it was 




created by  landsliding were obscured  in densely forested terrain and thus  impossible to 
map (Fig. 2.5). There are also some private areas, within the study area, where field work 
were not allowed, and thus impossible to perform the landslide mapping. These facts are 
important  to  be  mentioned  here  because,  in  case  of  a  statistical  assessment  of  the 
landslide susceptibility, the results are dependent on the location and distribution of past 
landslides  and,  thus,  this  fact  could mask  some  conditions where,  in  reality  there  are 










Landslide susceptibility  is the  likelihood, based on  local terrain conditions, of a  landslide 
to  occur  (Brabb,  1984).  It  is  defined  as  the  degree  of  probable  slope  failure,  i.e.,  an 
estimate of “where” landslides are likely to occur (Guzzetti, 2005). Susceptibility does not 
consider  the  temporal  probability  of  failure  (i.e.,  when  or  how  frequently  landslides 
occur),  nor  the magnitude  of  landslides,  i.e.,  the  size  of  the  new  landslides  (Guzzetti, 
2005). 
 
Landslide  susceptibility  can  be  developed  through  several  methods.  Those  can  be 





(a) Landslides  leave distinct  signs  that can be  recognized,  classified and mapped  in  the 
field  through  orbital  remote  sensing  (satellite  image)  or  suborbital  remote  sensing 
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controlled  by mechanical  laws  that  can  be  determinated with  empiric,  statistic  or 
deterministic  methods.  The  conditions  that  cause  landslides  (instability  factors), 
directly  or  indirectly  linked  to  slope  failures,  can  be  collected  and  used  to  build 
predictive  models  of  landslide  occurrence  (e.g.,  Crozier,  1986;  Hutchinson,  1988; 
Dietrich et al., 1995). 
 
(c) For  landslides  we  can  adopt  the  well  known  principle,  which  follows  from 
uniformitarianism: “the past and present are keys to the future” (e.g., Varnes, 1984; 
Carrara et al., 1991; Hutchinson, 1995). This principle  implies  that  future  landslides 
will  be more  likely  to  occur  under  the  conditions  which  led  to  past  and  present 
instability. Mapping recent slope failures is important to understand the geographical 






(d) Landslide occurrence,  in  space or  time,  can be  inferred  through heuristic methods, 
computed  from  the analysis of environmental  information or  inferred  from physical 
models.  Therefore,  a  territory  can  be  zoned  into  susceptibility  (or  hazard)  classes 
ranked according to different probabilities (e.g., Carrara et al., 1995; Soeters and van 
Westen,  1996;  Aleotti  and  Chowdhury,  1999;  Guzzetti  et  al.,  1999).  Preferably, 
identification and mapping of landslides should derive from all of these assumptions. 












The  validation method  selected  for  this  work  was  the  prediction  and  successes  rate 
curves. Thereby, the evaluation in terms of predictive or success rate curves, (e.g., Chung 
and  Fabbri,  1999,  2003;  2005)  is  shown  graphically  in  percentage  terms,  and  a  scale 
ranging from 0 to 1, illustrating the x‐axis the susceptibility of the study area ranked in a 







The  straight  line,  i.e.,  the  diagonal  line,  starting  from  the  origin  of  the  graph,  to  the 
maximum value of the graph, represents a model with a degree of prediction, or success, 
determined  by  chance. A  "positive"  shift  of  the  curve  in  relation  to  this  diagonal  line, 
indicates  a model with  a  better  performance  (e.g.,  Guzzetti,  2005),  and  a  "Negative" 
deviation  to  the  diagonal  line,  a  model  with  a  very  weak  performance,  clearly 
unacceptable for determining susceptibility, and must be readily rejected (Oliveira, 2012). 
Thereby,  to  validate  the  static  physically  based  models,  a  prediction  rate  curve  was 
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of  the  overall  predictive  capability  of  each  susceptibility model  (e.g.,  Bi  and  Bennett, 
2003;  Beguería,  2006;  Zêzere,  2010)  ranging  between  0  and  1.  A  value  closer  to  1 
indicates good predictive ability of the model. A casual predictive ability will be manifest 














y yAUC x x 

        (2.1) 
 
where x gets the percentage of study area predicted as susceptible by descending order 
and  y  the  percentage  of  correctly  classified  landslide  area  belonging  to  the  validation 
group. 
 
According  to Guzzetti  (2005), The AUC values between 0.75 and 0.8  corresponds  to an 





























This  chapter  was  developed  in  order  to  obtain  a  more  detailed  information  on  the 
lithology of the study area since, the previous lithological data, due to its scale (1:50,000) 
was very poor and not  suitable  to develop  the  following objectives of  the dissertation. 
Thus,  supported  by  aerial  photo  interpretation  and  field  work,  improvements  on  the 







of  the  land  surface.  A  more  detailed  lithological  map  have  greater  importance  in 
providing data  for susceptibility mapping since different  lithological units have different 





In  order  to  improve  the  lithological  data  and  assess  how  it  can  affect  the  landslide 
susceptibility,  a  detailed  lithological map was made.  Furthermore,  a  significant  refined 
lithological map may also be the path that leads to a correct distribution and variation of 






order  to obtain more  refined  lithological data,  the geological units may be grouped by 
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lithology,  not  necessarily  preserving  stratigraphic  order,  and  ranked  according  to  the 
observed or inferred slope stability. 
 
Based on pre‐existing geological map and according  to  the  lithological and stratigraphic 
characteristics the map improvements were performed using the interpretation of aerial 
photographs by stereoscopic analysis. However, especially  in  lower visibility of outcrops 






The detailed  lithological or  litho‐stratigraphic map, at 1:10,000  scale, was built  through 
the  interpretation  of  stereoscopic  aerial  photographs  dated  from  1958  at  a  1:26,000 













have  the  aerial  photographs  in  digital  format  (raster  dataset),  the  corresponding 
orthophotomaps  (target  data)  and  a  digital  terrain  model  of  the  study  area.  The 
orthophotomaps are  from 2004 and  correspond  to  the  spatially  referenced data which 
will  be  used  to  georeference  the  aerial  photographs.  The  digital  terrain model  is  also 
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hard  task  because  the  study  area  has  changed  a  lot  over  50  years.  Thus,  in  order  to 
establish  a  good quality of  control points  it was  chosen  a  linear  affine  transformation. 
Rather  than  conformal  projection,  the  affine  projection  is  commonly  used  in 




that  allows  three modifications  to  be made  to  the  input  image  as,  scaling  (change  in 
image  size),  offset  (lateral  shift  in  image  origin),  and  rotation  (change  in  image 
orientation). Through offset an  image  is moved  laterally by a user‐specified number of 
pixels  in  both  the  easting  and  northing  directions  preserving  the  affine  properties  of 
embedded  objects  such  as  parallelism  (Gao,  2009;  Worboys  et  al.,  2004).  The  great 
advantage  of  using  an  affine  transformation  is  that  it  does  not  involve  any  change  in 













z  coordinates,  that  link  locations  on  the  aerial  photographs  with  locations  in  the 
orthophotomaps (target data).  If possible,  is preferable to spread out the control points 
over  the  entire  aerial  photograph  rather  than  concentrating  them  in  one  area  (ESRI, 
2008).  
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the  process.  However,  adding  an  indiscriminate  quantity  of  control  points  will  not 










Fig.  3.3  –  Georeferencing:  identifying  a  series  of  ground  control  points,  known  x,  y,  and  z 
coordinates. 
 
There are many different types of elements that can be used as  identifiable  locations.  It 
may  be  considered  physical  elements,  such  as  stream  intersections,  the  mouth  of  a 










the RMSE  should be  less  than or equal  to 1/2 of  the  side of  the  image  cell  (Dimitriou, 
2005; Erdas, 2009). Regarding the purposes of the study which aims to prepare a 1:10,000 




least  four control points). According  to  the  individual RMSE  it was considered 11 or 12 
control points (tiepoints) in most of the cases (Fig. 3.4). Sometimes more than 12 control 
points  are  established  but  some  were  disregarded  due  to  their  high  RMSE.  Thus,  in 
software ILWIS,  it  is possible to exclude a tiepoint from the transformation computation 




     2 2DRow DCol  1.2*RMSE    (3.1) 
 
A tiepoint is considered to have a medium error if: 
       2 21.2*RMSE  DRow DCol 2*RMSE      (3.2) 
 
A tiepoint is considered to have a large error if: 
     2 2DRow DCol  2*RMSE    (3.3) 
 
where  “Drow”  represents  Row  deviation,  and  “Dcol”  represents  Colum  deviation  (Fig. 
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it is possible to see, in the Customize Georeference Tiepoints editor dialog box, the errors 
of control points shown by colors. Green control points are considered well positioned, 
yellow  control  points  are  considered  with  a  medium  error,  red  control  points  are 
considered with a large error and passive (excluded) control points are shown in blue (Fig. 













In  order  to  view  a  calculated  stereo  pair  of  aerial  photographs  by  a  stereoscope  it  is 
necessary  to create a stereo pair view  through a pair of photographs with overlap  (ITC, 
2007). In software ILWIS, this third step, is done with the Epipolar Stereo Pair operation. 







(fiducial marks),  principal  points  (PP),  transferred  points  (TP)  and  the  optional  scaling 
points. In each photograph (input raster map), the principal point (PP) of the photograph 
(geometric  center)  is  calculated  from  the  intersection of  the  two  lines  linking opposite 
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Fig.  3.7  –  Epipolar  Stereo  Pair  operator:  insertion  of  fiducial marks  and  the  TP  (through  the 




Fig. 3.8 – Epipolar Stereo Pair operator:  stereo pair of aerial photographs  ready  to be  seen by 
stereoscope. 
 
The  output  raster  maps  of  an  epipolar  stereo  pair  will  have  two  very  important 
georeference files. The first one, named  georef Scale_Rotate, ensures that the columns in 
the  two output  raster maps are perpendicular  to each other allowing,  in  this way,  the 





















aerial  photographs  details  without  losing  stereoscopy.  This  procedure  becomes  very 




photographs  has  angular  errors.  These  angular  errors  decrease  toward  the  center  and 
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increase towards the edges of aerial photographs, and to prevent it, is necessary to have 
a  reasonable  amount  of  aerial  photographs  covering  the  entire  study  area.  This  was 
achieved with  41  aerial  photographs  (which  18 were  submitted  to  the  process  above 






By  means  of  bibliographic  references  (Zbyszewski  and  Almeida,  1960;  França  and 
Zbyszewski, 1963; Zbyszewski et. al.,  1966; Ribeiro, 1984; Cabral, 1993; Henriques, 1996; 
Henriques et. al., 2002; Zêzere, 2005a; CM Caldas da Rainha, 2008), existing geological 





For  the  lithological  or  litho‐stratigraphic  mapping,  was  chosen  to  keep  grouped 
stratigraphically  the  different  geological  formations,  detailing within  each  one  of  them 
the  present  lithologies.  When  it  was  not  possible  to  detail  or  rectify  the  geological 
boundaries  it was  chosen  to maintain  the  representation of  the pre‐existing  geological 
































































Kimmeridgian  Upper Jurassic  0.12  0.04 
Limestones and claystones 











      3.18  1.15 
Sum      275.89  100 
 
The oldest materials, dated from middle to upper Jurassic, are located on both west and 







complexes  are  the  oldest  of  the  latest  geological  materials  and  have  the  smallest 
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Mundo  Hill  and  together  represent  a  sum  of  1.15%  of  the  total  study  area.  Where 
Dolerite  rocks crop out,  slope  is  regular,  long and  rectilinear, with a  relative high  relief 
that locally exceeds two hundred meters.  
 
Noteworthy  that  the  study  area  is  mostly  dominated  by  sandstones  and  claystones 
complexes  (respectively  dated  from  Upper  Jurassic,  Cretaceous  and  Tertiary)  which 
correspond to 90.15% of the total area (Table 3.1 and Fig. 3.10). This fact was the main 
problem/stimulus  for  trying  to get a better detailed data  for such significant portion of 
the study area through the interpretation of aerial photographs.  
 
The  central  part  of  the  lithological  map,  located  between  the  oldest  lithological 
complexes of the study area (between the diapir and sierra of Candeeiros), is occupied by 
the A‐dos‐Francos Syncline and the upper Jurassic sandstones, and claystones form here a 
large  outcrop  area  (87.88%  of  the  total)  (Zbyszewski  et.  al.,  1959).  Sandstones  and 
claystones complexes from cretaceous and tertiary are located respectively on the south 
and  southeast part of  territory corresponding  to 2.27% of  the  total  study area. Beyond 
sandstones and claystones complexes, the previous alluvium deposit (7.02% of the total 
area) was also  subjected  to a  significant  improvement based on  the  interpretation and 
drawing on orthophotomaps from 2004.  
 
The  sandstones  and  claystones  complexes,  despite  its  homogeneous  appearance  (Fig. 
3.10)  reveals  considerable  heterogeneity  from  a  detailing  lithological  point  of  view 
comprising  different  rock  types  varying  in  strength  from  hard  to weak  and  soft  rocks. 
Hard  rocks correspond  to sandstones and weak  rocks correspond  to claystones. On  the 
aerial photographs stereopairs it was possible to identify and detailed this heterogeneous 
sandstones  and  claystones  complexes  through  some  key  information  on  the  aerial 
photographs  such  as  tones,  shadows,  vegetation  and  relief.  The  study  area  shows 
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frequently  the existence of hummocky  terrain,  revealing undulating  topography on  the 
basis  of  the  predominant  slope  angles, which  helped  to  the  lithological  interpretation 
because this undulating topography corresponded  frequently to  layers with greater and 




(1959) were  obtained  new  complexes,  through  the  detailing  and  improvement  of  the 
lithological  data,  namely:  sandstones  dominated  complexes  and  shale  dominated 
complexes  (Matula, 1981), where sandstones dominated complexes correspond to hard 
rocks  and  shale  dominated  complexes  correspond  to  weak  and  soft  rocks.  From  the 
previous three sandstones and claystones complexes were obtained six new complexes, 
namely: 1) Upper Jurassic sandstone dominated complexes (28.75% of the total area);  2) 
Upper  Jurassic    shale dominated  complexes  (59.30% of  the  total  area);    3) Cretaceous 
sandstone  dominated  complexes  (0.53  %  of  the  total  area);  4)  Cretaceous  shale 




Comparing with  the previous  lithological data,  the alluvium deposits have now a  lower 
percentage of occupancy. This fact is not due to a decrease in sediment deposition but to 



































































































































Dolerite   Dolerite      3.19  1.16 
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Fig.  3.11  –  Edition  of  the  new  alluvium  deposits  boundaries  through  the  interpretation  of 
orthophotomaps  from 2004  (ArcGis 9.3). Overlapping between  the previous alluvium boundary 
and the new interpreted alluvium boundary. 
 
After  improving  the  boundaries  specifically  on  alluvium  deposits  and  within  the 
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Inevitably,  it  is  necessary  to  consider  that,  unlike  the  sandstones  and  claystones 
complexes, which  lithological  improvements  are  done within  the  boundaries  (without 
changing  the  previous  outside  boundaries),  the  improvements  on  alluvium  deposits 
boundaries will necessarily change the boundaries and/or the percentage of occupancy of 
other  lithological material where  it  spends,  such  as:  sands  (Tertiary  ‐ Quaternary) now 
with 0.71% of the total study area ; sandstone dominated complexes (upper Jurassic) and  








































Alluvium (Quaternary)  71.9  0  0  0  0  2  0  0  0  0.2 
Sands (Tertiary ‐  
Quaternary)  0.7  100  0  0  0  0  0  0  0  0 
Sandstones, claystones 
and limestones (Tertiary)  0  0  100  0  0  0  0  0  0  0 
Sandstone dominated 
complexes (Tertiary)  0  0  0  50.5  0  0  0  0  0  0 
Shale dominated 
complexes (Tertiary)  0  0  0  49.5  0  0  0  0  0  0 
Sandstone dominated 
complexes (Cretaceous)  0  0  0  0  29.9  0  0  0  0  0 
Shale dominated 




















0  0  0  0  0  0  0  0  100  0 






















to  identify some  lithological materials  through  the  interpretation of aerial photographs. 
This difficulty is exacerbated by the fact that this region is occupied and modified by other 
types  of  anthropogenic  activity  and  also  because  sometimes  the most  resistant  rocks 
(sandstones dominated complexes) are removed  for exploitation of soils  for agriculture. 








layers  are  located  on  the  north  and  south  part  of  the  study  area  (50m  to  70m, 
respectively). The thinner  layers are  located on the central west and central part of the 
study  area,  near  A‐dos‐Francos measuring  from  5m  to  6m.  Through  field work  it was 
possible  to  observe  that  the  thickness  of  these  complexes  are  mostly  expressed  by 
morphological  evidences  through  the  hill  slopes  of  the  general  slope  area  (Fig.  3.13). 
Further,  the  slope map  (Fig.  3.13)  evidences  the  hummocky  topography  characteristic 
already identified through the stereoscope interpretation of the aerial photographs. Thus 
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In some locals it was possible to observe that the sandstones dominated complexes were 
altered  and  are  not  as  resistant  as  the  current  sandstones  dominated  complexes 
observed  in  the  study  area.  The  sandstones  dominated  complexes were  found  to  be 
permeable, presenting many often  fractures  through which  the water drainage  is done. 
Being incapable to identify any spatial pattern regarding the color of these complexes, it 

















Generally  it  is  quite  difficult  to  validate  the  presence  of  alluvium  deposits mapped  on 
orthophotomaps  along  the  sides  of  narrow watercourses  due  to  the  surrounding  and 
heavy woods. Moreover, on some wider watercourses and rivers with easier access was 
possible  to  observe  the  presence  of minerals  deposits made  by  rivers  and  validate  it 
through the collection of their precise location via GPS. 
 
After clarifying all  the  lithological  identification doubts  through  field work and  finalized 
the detailed  lithological map  the next  step  consisted  in  collecting  some  georeferenced 


































k  Alluvium  8  8  100 
Sandstone dominated complexes 14  2  16  87.5 
Shale dominated complexes  2  46  48  95.8 
Sum  8  16  48  72  94.4 
 
It  can be  said  that  the  improvements made on  the  lithological map  reveal  themselves 
fairly  consistent  taking  into account  the 94.4% of global accuracy  (Table 3.4). All  items 
identified as alluvium deposits, on the field, correspond to alluvium deposits mapped on 
the  final detailed  lithological map, presenting  an  accuracy of 100%  (Table 3.4).  The 16 
field work  validation  points marked  as  sandstones  dominated  complexes,  on  the  field, 
only 2  seemed  to be  incorrect when  compared with  sandstones dominated  complexes 
mapped on the final map, presenting an accuracy of 87.5%. The 48 field work validation 
points  identified  as  shale  dominated  complexes  on  the  field  only  2  seemed  incorrect 
when  compared  to  the  shale  dominated  complexes  mapped  on  the  final  detailed 
lithological map, presenting an accuracy of 95.8%.  It has  to be noted  that  initially were 
obtained more field work points, however through a random partition of this points, half 
were  used  to  improve  the  boundaries  of  the  final  detailed  lithological map.  Thus,  the 
accuracy and validation would be more consistent using more field work validation points 
but,  due  to  the  lack  of  outcrops,  was  not  possible  to  obtain  more.  Identifying  the 
lithological  substrate  was  only  possible  on  relief  where  substrate  rocks  outcrop  and 
where was perfectly identifiable the type of existing lithological material. Many often was 
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classified  into  two  types:  exterior  and  interior  factors.  Exterior  factors  include  rainfall, 








Two  oldest  landslides  LI#1  and  LI#2,  obtained  through  the  interpretation  of  aerial 
photographs  and  a  recent  LI  LI#3,  obtained  through  the  interpretation  of 
orthophotomaps  from  2004  and  subsequently  field  work  validation  and  a  fourth  LI 
corresponding to the sum of all landslides inventories Sum LI (chapter 2). Only the area of 
the  landslide  depletion  zone was  considered  because  only  in  this way  it  is  possible  to 
estimate  the  weight  of  each  lithological  class  to  assess  susceptibility  to  landslide 
initiation.  
 
Furthermore,  the  present  study  aims  to  evaluate  quantitatively  the  relevance  of  the 
lithological  improvements  in each  landslide  typology  for each  LI.  It  is noted  that,  in  all 
landslides inventories, the most abundant landslide type in the study area correspond to 




landslides,  especially  shallow  rotational  landslides  (2.65%)  and  shallow  translational 
landslides (1.76%)  seemed to occur on the alluvium deposits  causing a landslide density 
of  0.05%  in  this  lithological  class  (Table  3.5  and  3.6).  However,  this  fact  does  not 



















Alluvium (Quaternary)  19376169  5700  3175  400  0  9275  0.05 
Sands (Tertiary ‐ 
Quaternary)  1832444  1250  0  1500  0  2750  0.15 
Sandstones, claystones and 
limestones (Tertiary)  43777  0  0  0  0  0  0.00 
Sandstones and claystones 
(Tertiary)  1353233  825  0  0  0  825  0.06 
Sandstones and claystones 
(Cretaceous)  4906541  5950  0  0  0  5950  0.12 
Sandstones and claystones 
(upper Jurassic)  242459903  2193175  113600  20875  5300  2332950  0.96 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0  0  0  0  0.00 
Limestones and claystones 
(upper Jurassic)  1142319  0  0  0  0  0  0.00 
Limestones and marls 
(middle and upper Jurassic)  1467536  4950  3050  0  0  8000  0.55 
Dolerite  3187888  136050  0  0  0  136050  4.27 














Alluvium (Quaternary)  0.24  2.65  1.76  0.00  0.37 
Sands (Tertiary ‐ Quaternary)  0.05  0.00  6.59  0.00  0.11 
Sandstones, claystones and limestones (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Sandstones and claystones (Tertiary)  0.04  0.00  0.00  0.00  0.03 
Sandstones and claystones (Cretaceous)  0.25  0.00  0.00  0.00  0.24 
Sandstones and claystones (upper Jurassic)  93.41  94.80  91.66  100.00  93.48 
Marls, sandstones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and marls (middle and upper Jurassic)  0.21  2.55  0.00  0.00  0.32 
Dolerite  5.79  0.00  0.00  0.00  5.45 
Sum  100  100  100  100  100 
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The  sand deposits  seem  to be quite  the  same  comparing  the previous  lithological data 
with the detailed lithological data. However there is a slight difference related to shallow 
translational landslides (about 0.65%) due to the improvements on the alluvium deposits 




The  same  collateral  effects  due  to  the  improvement  on  alluvium  deposits  boundaries 
seemed to occur on dolerite complex. It is possible to observe an increase of the dolerite 
complex area resulting  from a decrease on alluvium deposits boundaries. However,  it  is 

















Alluvium (Quaternary)  18786915  0  0  0  0  0  0.00 
Sands (Tertiary ‐ 
Quaternary)  1960623  1250  0  1650  0  2900  0.15 
Sandstones, claystones and 
limestones (Tertiary)  43777  0  0  0  0  0  0.00 
Sandstone dominated 
complexes (Tertiary)  683297  0  0  0  0  0  0.00 
Shale dominated complexes 
(Tertiary)  669936  825  0  0  0  825  0.12 
Sandstone dominated 
complexes (Cretaceous)  1465098  750  0  0  0  750  0.05 
Shale dominated complexes 
(Cretaceous)  3441443  5200  0  0  0  5200  0.15 
Sandstone dominated 
complexes (upper Jurassic)  79310722  71525  0  0  0  71525  0.09 
Shale dominated complexes 
(upper Jurassic)  163608615  2127350  116775  21125  5300  2270550  1.39 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0  0  0  0  0.00 
Limestones and claystones 
(upper Jurassic)  1142319  0  0  0  0  0  0.00 
Limestones and marls 
(middle and upper Jurassic)  1467536  4950  3050  0  0  8000  0.55 
Dolerite  3189527  136050  0  0  0  136050  4.27 
















Alluvium (Quaternary)  0.00  0.00  0.00  0.00  0.00 
Sands (Tertiary ‐ Quaternary)  0.05  0.00  7.24  0.00  0.12 
Sandstones, claystones and limestones (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Sandstone dominated complexes (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Shale dominated complexes (Tertiary)  0.04  0.00  0.00  0.00  0.03 
Sandstone dominated complexes (Cretaceous)  0.03  0.00  0.00  0.00  0.03 
Shale dominated complexes (Cretaceous)  0.22  0.00  0.00  0.00  0.21 
Sandstone dominated complexes (upper Jurassic)  3.05  0.00  0.00  0.00  2.87 
Shale dominated complexes (upper Jurassic)  90.61  97.45  92.76  100.00  90.97 
Marls, sandstones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and marls (middle and upper Jurassic)  0.21  2.55  0.00  0.00  0.32 
Dolerite  5.79  0.00  0.00  0.00  5.45 
Sum  100  100  100  100  100 
 
The  major  differences  lie  on  the  sandstones  and  claystones  complexes  (from  upper 
Jurassic, Cretaceous and Tertiary). Once these complexes comprises different rock types 
varying  in strength,  from hard to weak and soft rocks, there was the need to make the 
properly  identification  and  separation  in  different  complexes  (sandstones  dominated 
complexes  and  shale  dominated  complexes).  It  was  possible  to  realize  that  landslide 
abundance and pattern vary  largely within  the new  lithological  complexes obtained on 
the  detailed  lithological  map  and  this  is  also  due  to  the  distinctive  hydrogeological 
properties  which  characterize  differently  these  two  new  complexes.  Thereby  this 
lithological  separation  comes out  to be  very  important because otherwise  it would be 
considered a false landslide density regarding the previous lithological data (Table 3.5 and 
3.6). Generally  landslides are more abundant where weak rocks crop out regardless the 
type of  landslide. Landslides are  less  frequent  in  the sandstones dominated complexes, 
only a few deep‐seated rotational landslides seemed to occur there (3.05%).  The majority 




claystones and  sandstones  (upper  Jurassic);  limestones and  claystones  (upper  Jurassic); 
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and limestones and marls (middle and upper Jurassic), were not subject to any change or 
improvement  thus  the  landslides  occupation  or  susceptibility  remained  unchanged 
between  the previous  lithological data and  the detailed  lithological data  (Table 3.7 and 
3.8). 
 
According to the LI of 1982  is possible to observe that,  in the previous  lithological data, 
some  landslides  as  the  deep‐seated  rotational  landslides  (1.29%),  shallow  translational 
landslides (0.82%) and deep‐seated translational  landslides (0.79%)   seemed to occur on 
the alluvium deposits  causing a landslide density of 0.06% (Table 3.9 and 3.10). But, after 

















Alluvium (Quaternary)  19376169  11775  0  125  25  11925  0.06 
Sands (Tertiary ‐ 
Quaternary)  1832444  3925  750  0  0  4675  0.26 
Sandstones, claystones and 
limestones (Tertiary)  43777  0  0  0  0  0  0.00 
Sandstones and claystones 
(Tertiary)  1353233  675  0  0  0  675  0.05 
Sandstones and claystones 
(Cretaceous)  4906541  3975  575  0  0  4550  0.09 
Sandstones and claystones 
(upper Jurassic)  242459903  844275  52875  15000  3125  915275  0.38 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0  0  0  0  0.00 
Limestones and claystones 
(upper Jurassic)  1142319  0  0  0  0  0  0.00 
Limestones and marls 
(middle and upper Jurassic)  1467536  2975  0  150  0  3125  0.21 
Dolerite  3187888  42325  400  0  0  42725  1.34 




















Alluvium (Quaternary)  1.29  0.00  0.82  0.79  1.21 
Sands (Tertiary ‐ Quaternary)  0.43  1.37  0.00  0.00  0.48 
Sandstones, claystones and limestones (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Sandstones and claystones (Tertiary)  0.07  0.00  0.00  0.00  0.07 
Sandstones and claystones (Cretaceous)  0.44  1.05  0.00  0.00  0.46 
Sandstones and claystones (upper Jurassic)  92.79  96.84  98.20  99.21  93.12 
Marls, sandstones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and marls (middle and upper Jurassic)  0.33  0.00  0.98  0.00  0.32 
Dolerite  4.65  0.73  0.00  0.00  4.35 




difference  related  to  landslides occupancy which urges  a  landslide density decrease of 
0.02% (Table 3.9, 3.10, 3.11 and 3.12). 
 
On  what  dolerite  complex  concerns  there  are  no  landslide  occurrence  variation 
comparing  the previous  and detailed  lithological data.  In  addition,  the  variation of  the 
area  of  this  lithological  class  seemed  to  be  not  enough  to  cause  a  landslide  density 
variation (Table 3.9, 3.10, 3.11 and 3.12). 
 
As  for sandstones and claystones complexes, previously  inside only one class,   with  the  
separation made on the new detailed lithological data is now possible to understand that 
























Alluvium (Quaternary)  18786915  0  0  0  0  0  0.00 
Sands (Tertiary ‐ 
Quaternary)  1960623  3925  750  0  0  4675  0.24 
Sandstones, claystones and 
limestones (Tertiary)  43777  0  0  0  0  0  0.00 
Sandstone dominated 
complexes (Tertiary)  683297  0  0  0  0  0  0.00 
Shale dominated complexes 
(Tertiary)  669936  675  0  0  0  675  0.10 
Sandstone dominated 
complexes (Cretaceous)  1465098  150  0  0  0  150  0.01 
Shale dominated complexes 
(Cretaceous)  3441443  3825  575  0  0  4400  0.13 
Sandstone dominated 
complexes (upper Jurassic)  79310722  58675  0  0  0  58675  0.07 
Shale dominated complexes 
(upper Jurassic)  163608615  797375  52875  15125  3150  868525  0.53 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0  0  0  0  0.00 
Limestones and claystones 
(upper Jurassic)  1142319  0  0  0  0  0  0.00 
Limestones and marls 
(middle and upper Jurassic)  1467536  2975  0  150  0  3125  0.21 
Dolerite  3189527  42325  400  0  0  42725  1.34 














Alluvium (Quaternary)  0.00  0.00  0.00  0.00  0.00 
Sands (Tertiary ‐ Quaternary)  0.43  1.37  0.00  0.00  0.48 
Sandstones, claystones and limestones (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Sandstone dominated complexes (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Shale dominated complexes (Tertiary)  0.07  0.00  0.00  0.00  0.07 
Sandstone dominated complexes (Cretaceous)  0.02  0.00  0.00  0.00  0.02 
Shale dominated complexes (Cretaceous)  0.42  1.05  0.00  0.00  0.45 
Sandstone dominated complexes (upper Jurassic)  6.45  0.00  0.00  0.00  5.97 
Shale dominated complexes (upper Jurassic)  87.63  96.84  99.02  100.00  88.36 
Marls, sandstones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and marls (middle and upper Jurassic)  0.33  0.00  0.98  0.00  0.32 
Dolerite  4.65  0.73  0.00  0.00  4.35 
Sum  100  100  100  100  100 
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Also  in  this period  the  lithological classes corresponding  to: sandstones,  limestones and 
claystones  (Tertiary); marls, claystones and  sandstones  (upper  Jurassic);  limestones and 
claystones  (upper  Jurassic);  and  limestones  and  marls  (middle  and  upper  Jurassic), 
remained  unchangeable,  in what  landslide  occurrence  concerns, when  comparing  the 
previous  lithological  data with  the  detailed  lithological  data  (Table  3.9,  3.10,  3.11  and 
3.12). 
 
According  to  the  field  work  validated  LI  (LI#3)  is  possible  to  observe  that  a  large 
percentage  of  shallow  translational  landslides  (14.9%  of  the  total)  is  registered  on 
alluvium  deposits  on  the  previous  lithological  data  (Table  3.13  and  3.14),  however 


















Alluvium (Quaternary)  19376169  2500  1500  1825  0  5825  0.03 
Sands (Tertiary ‐ 
Quaternary)  1832444  0  0  0  0  0  0.00 
Sandstones, claystones and 
limestones (Tertiary)  43777  0  0  0  0  0  0.00 
Sandstones and claystones 
(Tertiary)  1353233  275  0  0  0  275  0.02 
Sandstones and claystones 
(Cretaceous)  4906541  950  200  0  0  1150  0.02 
Sandstones and claystones 
(upper Jurassic)  242459903  248300  41525  9275  400  299500  0.12 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0  0  0  0  0.00 
Limestones and claystones 
(upper Jurassic)  1142319  0  0  0  0  0  0.00 
Limestones and marls 
(middle and upper Jurassic)  1467536  0  0  375  0  375  0.03 
Dolerite  3187888  36725  475  775  0  37975  1.19 
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Alluvium (Quaternary)  0.87  3.43  14.90  0.00  1.69 
Sands (Tertiary ‐ Quaternary)  0.00  0.00  0.00  0.00  0.00 
Sandstones, claystones and limestones (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Sandstones and claystones (Tertiary)  0.10  0.00  0.00  0.00  0.08 
Sandstones and claystones (Cretaceous)  0.33  0.46  0.00  0.00  0.33 
Sandstones and claystones (upper Jurassic)  85.99  95.02  75.71  100.00  86.79 
Marls, sandstones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and marls (middle and upper Jurassic)  0.00  0.00  3.06  0.00  0.11 
Dolerite  12.72  1.09  6.33  0.00  11.00 
Sum  100  100  100  100  100 
 
There  are  no  landslide  occurrence  variation  on  dolerite  complexes  comparing  the 
previous and the detailed  lithological data and also no  landslide density variation (Table 
3.13,  3.14,  3.15  and  3.16).  As  in  all  the  landslide  periods,  also  in  this  LI  all  types  of 




In  this  period  the  lithological  classes  corresponding  to:  sands  deposits  (Tertiary  ‐ 
Quaternary);  sandstones,  limestones  and  claystones  (Tertiary);  marls,  claystones  and 
sandstones  (upper  Jurassic);  limestones and claystones  (upper  Jurassic); and  limestones 
and  marls  (middle  and  upper  Jurassic),  remained  unchangeable  in  what  landslide 

























Alluvium (Quaternary)  18786915  0  0  0  0  0  0.00 
Sands (Tertiary ‐ 
Quaternary)  1960623  0  0  0  0  0  0.00 
Sandstones, claystones and 
limestones (Tertiary)  43777  0  0  0  0  0  0.00 
Sandstone dominated 
complexes (Tertiary)  683297  0  0  0  0  0  0.00 
Shale dominated complexes 
(Tertiary)  669936  275  0  0  0  275  0.04 
Sandstone dominated 
complexes (Cretaceous)  1465098  0  0  0  0  0  0.00 
Shale dominated complexes 
(Cretaceous)  3441443  950  200  0  0  1150  0.03 
Sandstone dominated 
complexes (upper Jurassic)  79310722  17675  0  0  0  17675  0.02 
Shale dominated complexes 
(upper Jurassic)  163608615  233125  43025  11100  400  287650  0.18 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0  0  0  0  0.00 
Limestones and claystones 
(upper Jurassic)  1142319  0  0  0  0  0  0.00 
Limestones and marls 
(middle and upper Jurassic)  1467536  0  0  375  0  375  0.03 
Dolerite  3189527  36725  475  775  0  37975  1.19 














Alluvium (Quaternary)  0.00  0.00  0.00  0.00  0.00 
Sands (Tertiary ‐ Quaternary)  0.00  0.00  0.00  0.00  0.00 
Sandstones, claystones and limestones (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Sandstone dominated complexes (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Shale dominated complexes (Tertiary)  0.10  0.00  0.00  0.00  0.08 
Sandstone dominated complexes (Cretaceous)  0.00  0.00  0.00  0.00  0.00 
Shale dominated complexes (Cretaceous)  0.33  0.46  0.00  0.00  0.33 
Sandstone dominated complexes (upper Jurassic)  6.12  0.00  0.00  0.00  5.12 
Shale dominated complexes (upper Jurassic)  80.74  98.46  90.61  100.00  83.35 
Marls, sandstones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and marls (middle and upper Jurassic)  0.00  0.00  3.06  0.00  0.11 
Dolerite  12.72  1.09  6.33  0.00  11.00 
Sum  100  100  100  100  100 
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Considering all the LIs together is possible to observe that in the previous lithological data 
some  landslide  occurrence  is  registered  on  the  alluvium  deposits  (0.71%  of  the  total 
landslides). Shallow  translational  landslides seemed  to occur more  frequently  (4.97% of 
the  total  shallow  translational  landslides)  which  causes  a  landslide  density  of  0.14% 
registered  on  the  previous  lithological  data  (Table  3.17  and  3.18). However,  after  the 


















Alluvium (Quaternary)  19376169  19800  4450  2450  0  26700  0.14 
Sands (Tertiary ‐ 
Quaternary)  1832444  5200  800  1475  0  7475  0.41 
Sandstones, claystones and 
limestones (Tertiary)  43777  0  0  0  0  0  0.00 
Sandstones and claystones 
(Tertiary)  1353233  1800  0  0  0  1800  0.13 
Sandstones and claystones 
(Cretaceous)  4906541  10950  675  0  0  11625  0.24 
Sandstones and claystones 
(upper Jurassic)  242459903  3244025  205950  44900  8400  3503275  1.44 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0  0  0  0  0.00 
Limestones and claystones 
(upper Jurassic)  1142319  0  0  0  0  0  0.00 
Limestones and marls 
(middle and upper Jurassic)  1467536  8050  3025  500  0  11575  0.79 
Dolerite  3187888  198300  850  0  0  199150  6.24 

























Alluvium (Quaternary)  0.57  2.06  4.97  0.00  0.71 
Sands (Tertiary ‐ Quaternary)  0.15  0.37  2.99  0.00  0.20 
Sandstones, claystones and limestones (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Sandstones and claystones (Tertiary)  0.05  0.00  0.00  0.00  0.05 
Sandstones and claystones (Cretaceous)  0.31  0.31  0.00  0.00  0.31 
Sandstones and claystones (upper Jurassic)  93.00  95.46  91.03  100.00  93.13 
Marls, sandstones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and marls (middle and upper Jurassic)  0.23  1.40  1.01  0.00  0.31 
Dolerite  5.69  0.39  0.00  0.00  5.29 
Sum  100  100  100  100  100 
 
The  sand deposits  seem  to have  some  slight differences comparing  the  two  lithological 
settings.  Beyond  the  increase  of  this  deposits  area  (due  to  the  improvements  on  the 
alluvium  deposits  boundaries)  it  is  observed  that  the  shallow  translational  landslides 
increased  its  percentage  of  occupancy  from  2.99%  to  3.29%  (of  the  total  shallow 
































Alluvium (Quaternary)  18786915  0  0  0  0  0  0.00 
Sands (Tertiary ‐ 
Quaternary)  1960623  5200  800  1625  0  7625  0.39 
Sandstones, claystones and 
limestones (Tertiary)  43777  0  0  0  0  0  0.00 
Sandstone dominated 
complexes (Tertiary)  683297  0  0  0  0  0  0.00 
Shale dominated complexes 
(Tertiary)  669936  1800  0  0  0  1800  0.27 
Sandstone dominated 
complexes (Cretaceous)  1465098  925  0  0  0  925  0.06 
Shale dominated complexes 
(Cretaceous)  3441443  10025  675  0  0  10700  0.31 
Sandstone dominated 
complexes (upper Jurassic)  79310722  147200  0  0  0  147200  0.19 
Shale dominated complexes 
(upper Jurassic)  163608615  3116625  210400  47200  8400  3382625  2.07 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0  0  0  0  0.00 
Limestones and claystones 
(upper Jurassic)  1142319  0  0  0  0  0  0.00 
Limestones and marls 
(middle and upper Jurassic)  1467536  8050  3025  500  0  11575  0.79 
Dolerite  3189527  198300  850  0  0  199150  6.24 














Alluvium (Quaternary)  0.00  0.00  0.00  0.00  0.00 
Sands (Tertiary ‐ Quaternary)  0.15  0.37  3.29  0.00  0.20 
Sandstones, claystones and limestones (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Sandstone dominated complexes (Tertiary)  0.00  0.00  0.00  0.00  0.00 
Shale dominated complexes (Tertiary)  0.05  0.00  0.00  0.00  0.05 
Sandstone dominated complexes (Cretaceous)  0.03  0.00  0.00  0.00  0.02 
Shale dominated complexes (Cretaceous)  0.29  0.31  0.00  0.00  0.28 
Sandstone dominated complexes (upper Jurassic)  4.22  0.00  0.00  0.00  3.91 
Shale dominated complexes (upper Jurassic)  89.35  97.52  95.69  100.00  89.93 
Marls, sandstones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and claystones (upper Jurassic)  0.00  0.00  0.00  0.00  0.00 
Limestones and marls (middle and upper Jurassic)  0.23  1.40  1.01  0.00  0.31 
Dolerite  5.69  0.39  0.00  0.00  5.29 








regardless  the  type  of  landslide.  Although,  there  are  some  deep‐seated  rotational 
landslides (4.25% of the total deep‐seated rotational landslides) occurring on sandstones 
dominated  complexes.    The  majority  of  deep  seated  translational  landslides  and  all 
shallow  landslides  occur  on  the  shale  dominated  complexes  (Table  3.19  and  3.20). 
Regardless the period, it was noted that landslides that occurred on alluvium deposits on 








Regarding  the  landslide  density  given  for  the  previous  and  detailed  lithological maps 
(Tables 3.5, 3.7, 3.9, 3.11, 3.13, 3.15, 3.17, 3.19), two lithological classes on the previous 
lithological map were evidenced since they had higher  landslide density such as dolerite 
and  sandstones  and  claystones  complexes  when  comparing  with  the  remaining 
lithological  classes,  however,  through  the  lithological  improvements,  by  discriminating 
the  sandstones  and  claystones  complexes  into  resistant  and  weak/soft  rocks  were 
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3.3  Comparison  between  the  previous  lithological map  and  the  detailed 
lithological map using the Accountability and Reliability indexes 
 







with  the  four  landslides  inventories  (LI#1;  LI#2;  LI#3;  Sum  LI)  in  order  to  calculate  the 
densities  of  landslides  in  all  classes  of  both  lithological maps.  For  the  analysis  of  the 
different  lithological  maps  contributing  to  landslides  predisposition,  two  estimators 
named  accountability  and  Reliability  were  employed.  They  were  introduced  by 
Greenbaum  et  al.  (1995a,b)  and  used  by  Abella  (2008)  as  simple  indicators  of  the 
importance of particular  classes of  factor maps  for  a preliminary  susceptibility  analysis 
and  selection  of  an  appropriate  combination  of  the  factor maps  for  detailed  analysis 
(Blahut et al., 2010).  
 
The  accountability  is  calculated  as  the  sum  of  landslide  cells  in  the  classes  of  the 
lithological maps with a  landslide density greater than the average density  in the whole 
area, divided by  the  sum of  landslide  cells over  the whole  area  and multiplied by 100 
(Blahut et al., 2010):  
 
  Σ(Npixsld1 ) 100Σ(Npixsld)Accountability     (3.4) 
 










  Σ(Npixsld1) 100Σ(NpixR cls)e liability    (3.5) 
 
Where Npixcls are  the  landslide and non‐landslide cells  in  the classes of  the  lithological 
maps with a landslide density greater than the average density in the whole area. 
 
The  Accountability  index  explains  how  the  classes  of  the  lithological  maps  that  are 
relevant  for  the analysis  (with densities higher  than  regional average) contain  landslide 
cells/area.  The  Reliability  index  gives  an  idea  of  the  average  landslide  density  in  the 
classes of lithological maps that are relevant for landslide occurrence (with values higher 
than 1) (Blahut et al., 2010). The Accountability (ACC) and Reliability (RLB)  indexes were 
calculated  individually  for  the deep‐seated  landslides,  shallow  landslides and  for whole 
landslides  (sum  of  shallow  and  deep‐seated  landslides)  for  the  previous  and  detailed 
lithological maps (Table 3.21, 3.22 and 3.23, respectively).  
 
Table  3.21  –  Accountability  (ACC)  and  Reliability  (RLB)  for  both  previous  and 




LI#1  LI#2  LI#3  Sum LIs  Mean 
ACC  RLB  ACC  RLB  ACC  RLB  ACC  RLB  ACC  RLB 
Previous lithology  99.21  0.95  97.44 0.36  12.64 1.15  96.82 1.51  76.53  0.99 
Detailed lithology  96.41  1.36  92.26 0.50  93.38 0.16  95.05 1.99  94.23  1.00 
 
Table  3.22  –  Accountability  (ACC)  and  Reliability  (RLB)  for  both  previous  and 




LI#1  LI#2  LI#3  Sum LIs  Mean 
ACC  RLB  ACC  RLB  ACC  RLB  ACC  RLB  ACC  RLB 
Previous lithology  96.41  0.06  98.24 0.03 93.66 0.02  96.58 0.11  96.22  0.06 
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Table  3.23  –  Accountability  (ACC)  and  Reliability  (RLB)  for  both  previous  and 
detailed  lithological  maps  for  the  total  landslides  (shallow  and  deep‐seated 
landslides). The highest mean accountability and Reliability indexes are highlighted 
in bold. 
Lithological settings  LI#1  LI#2  LI#3  Sum LIs   
Mean 
ACC  RLB  ACC  RLB  ACC  RLB  ACC  RLB  ACC  RLB 
Previous lithology  98.93  1.01  97.46  0.39 11.00 1.19 98.45 1.53  76.46  1.03 




seated  landslides  (Table 3.21). This  is due  to  two  facts.  First, because  the deep‐seated 
landslides are the most representative  landslides observed  in the study area  (92.76% of 
the  total  landslide area considering all  inventories periods) and are distributed on both 
hard and weak rocks (sandstone dominated complexes and shale dominated complexes). 
Second, having more  lithological  classes  (on  the detailed  lithological map)  the  average 
area of these new classes will therefore decrease in relation to previous lithological map, 
so  it  is more  likely that the  landslide area on the  lithological classes above‐average area 
are smaller, resulting in a lower accountability value. 
 
Obviously  the  values  of  accountability  would  always  be  greater  for  the  previous 
lithological map since the deep‐seated landslides exist on both hard and soft rocks of the 
previous  sandstones  and  claystones  dominated  complexes  and  therefore  after  a 
lithological detailing  it  is obvious  that, even  if  the shale dominated complexes have  the 
majority  of  landslides  occurrence  and  distribution  than  the  sandstones  dominated 
complexes, when calculating the accountability  index, those values would be smaller for 
the  detailed  lithological map.  This  becomes  easier  to  understand when  observing  the 









Table  3.24  –  Calculation  form  of  Accountability  and  Reliability  indexes: Deep  seated 
landslides for LI#1 for the previous lithological map. 









2  Aluvium and sand dunes (Holocene)  19376170  5700  0.000       
3  Sands (Pliocene)  1832444  1250  0.001 
4  Sandstones, claystones and limestones (Miocene)  43777  0  0.000       
5  Sandstones and claystones (lower and middle Miocene)  1353234  825  0.001       
6  Sandstones and claystones (Cretaceous)  4906542  5950  0.001       
7  Sandstones and claystones (upper Jurassic)  242466538  2198475  0.009*  2198475     
8  Marls, sandstones and claystones (upper Jurassic)  122573  0  0.000       
9  Limestones and claystones (upper Jurassic)  1142319  0  0.000       
10  Limestones and marls (middle and upper Jurassic)  1467536  4950  0.003       
11  Dolerite  3181253  136050  0.043*  136050 
12  SUM  275892387  2353200  2334525 











































      99 
Table 3.25 – Calculation  form of Accountability and Reliability  indexes: Deep  seated 
landslides for LI#1 for the detailed lithological map. 









2  Alluvium and sand dunes (Holocene)  18786916  0  0.000       
3  Sands (Pliocene)  1960624  1250  0.001       





683297  0  0.000       
6  Shale dominated complexes (lower and middle Miocene)  669937  825  0.001       
7  Sandstone dominated complexes (Cretaceous)  1465099  750  0.001       
8  Shale dominated complexes (Cretaceous)  3441443  5200  0.002       
9  Sandstone dominated complexes (upper Jurassic)  79310723  71525  0.001       
10  Shale dominated complexes (upper Jurassic)  163608615  2132650  0.013*  2132650     
11  Marls, sandstones and claystones (upper Jurassic)  122573  0  0.000       
12  Limestones and claystones (upper Jurassic)  1142319  0  0.000       
13  Limestones and marls (middle and upper Jurassic)  1467536  4950  0.003       
14  Dolerite  3189527  136050  0.043*  136050     
15  SUM  275892387  2353200    2268700     







* Green values are  the values  that are greater or equal  than  the value on E16 cell. Those values  indicate whose values on C and B 
column will be inserted for Accountability and Reliability scores. 
 
Having  a  landslide  distribution  of  2198475m2  on  the  sandstones  and  claystones 
dominated complexes and 136050m2 on the dolerite for the previous lithological map the 
accountability value will correspond to 99.21% (Table 3.24). However, after a lithological 
detailing  it  is  possible  to  settle  that  only  the  soft  rocks  part  of  the  sandstones  and 
claystones dominated  complexes will be  important  for  the accountability  scores of  the 
detailed  lithological  map  (Table  3.25).  Since  there  is  some  deep‐seated  landslide 




be  error‐prone  when  assessing  landslide  susceptibility  because,  according  to  the 
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calculating method  of  accountability  index,  the  sandstones  and  claystones  dominated 
complexes will have a great importance weight for accountability scores (Tables 3.24 and 
Tables 1 and 3  in appendix), however  this  fact does not  correspond  to  reality because 
according with the accountability scores calculated for the detailed  lithological map only 









The  Reliability  scores,  in  almost  every  cases,  seemed  to  be  higher  for  the  detailed 
lithological map  than  for  the  previous  lithological map,  which  ensures  quality  to  the 
detailed  lithological map. However,  it  should be noted  that  the LI#3 has  less  landslides 
occurrence than the other landslides inventories and with a little difference of landslides 
distribution among the lithological classes which can explain the differences observed on 
the  LI#3  for  the  deep‐seated  and  whole  landslides  comparing  with  other  landslides 
inventories for the same type of landslides. Reliability scores seemed to be lower on the 




and claystones dominated complexes  for the previous  lithological map  (Tables 3.24 and 
Tables  A1.1,  A1.3,  A1.15,  A1.16  and  A1.18  in  Appendix  1)  and  dolerite  and  shale 
dominated complexes  for the detailed  lithological map  for both deep‐seated and whole 
landslides  (Tables  3.25  and  Table  A1.4,  A1.6,  A1.19,  A1.20  and  A1.22  in  Appendix  1), 
however,  on  the  LI#3,  according  to  the  previous  lithological map,  only one  lithological 
class  (dolerite)  seemed  to  be  important  regarding  the  accountability  and  Reliability 
calculating  methods  (Tables  A1.2  and  A1.17  in  Appendix  1)  but,  when  detailing  the 
lithological map,  beyond  the  dolerite  lithological  class,  another  lithological  class  (shale 
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density occurrence on  the detailed  lithological  classes  than on  the previous  lithological 
classes,  the  detailed  lithological map  has  a  better  discriminating  power,  i.e.  is  more 
capable  of  separating  relevant  classes  for  landslide  occurrence  than  the  previous 
lithological map for the LI#3. 
 
Regarding  the  shallow  landslides  (Table  3.22)  it  is  possible  to  see  that  the  detailed 
lithological map  is much more  consistent  regardless  the  period  of  landslides.  This  is 
because  there  are  no  shallow  landslide  occurrences  on  the  resistance  sandstones 
dominated  complexes. As  it  is  shown on Table 3.22,  in all  cases  the accountability and 
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4 RELATIONSHIPS BETWEEN THE MORPHO-STRUCTURAL 
SETTINGS AND THE LANDSLIDES PATTERN AND DISTRIBUTION 
 
This chapter aims to acquire more detailed geomorphological data for the study area. 
Thereby, it is presented here, a methodology for morpho-structural modeling. Further, it 
is aimed to determine the relationships between the morpho-structural setting given by 
the bedding attitude (BA) of the slopes and the distribution and pattern of landslides 
existing in the study area.  
 
In geomorphologic applications it is known that the BA information is useful to define 
such structural and also geological setting of an area and, thereby, to determine landslide 
susceptibility (Guzzetti et. al., 2006). BA can be defined as the spatial arrangement of the 
bedding planes, and is commonly expressed by dip direction and dip angle (inclination) 
values (Marchesini et al., 2011). 
 
Different methods for quantitative spatial interpolation of BA data have been proposed 
(e.g., de Kemp, 1998; Meentemeyer et al., 2000; Günther 2003; Grelle et al., 2011) in 
order to assess the conformity between topographic and geological surfaces, producing 
spatially distributed fields of geometric alignment between topography and the 
orientation of geologic bedding planes (topographic/bedding-plane intersection angle) 
(Meentemeyer et al., 2000). BA measurements can be obtained during structural surveys 
through field work, or through the interpretation of aerial photographs (API). The first 
method provides quantitative local (point) measures of BA that may not be 
representative of the regional structural setting. The second method provides semi-
quantitative BA information, representative of a general geological and structural 
arrangement, suitable for medium to small scale assessments (Marchesini et al., 2011). 
Due to the already investigated relationships between morpho-structural data, 
hydrological conditions and landslide spatial distribution (Santangelo et al., 2012), it 
becomes important to understand those relationships within the study area in order to 
assess how it can affect the landslide susceptibility.  
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As in Chapter 3, this work reveals to be important in order to enable more detailed and 
reliable data versus the previous lithological data already existing (at a 1:50,000 scale) 
which proved to be very homogeneous and constant throughout the study area 
producing low quality results when assessing landslide susceptibility. 
 
Typically, the relationship of the topographic/bedding and plane intersection angle is 
known only at point locations where strike and dip have been determined by GIS means 
or in the field. Although this relationship has been mapped (e.g., Eaton, 1986), it has 
proven so monotonous to do so that studies requiring such data are limited to specific 
slopes or theoretical scenarios (e.g., Freeze and Cherry, 1979; Selby, 1993). The 
availability of GIS scripting (in order to produce BA quantitative data through qualitative 
data), digital elevation models (DEMs) and methods for digital terrain analysis creates an 
opportunity to characterize these relationships over much larger areas using geologic 
structure data in combination with DEMs in a spatially distributed framework. DEMs have 
been used alone (e.g., Chorowicz et al., 1991; Ichoku et al., 1994) and in combination with 
satellite imagery (e.g., Morris, 1991; Chorowicz et al., 1995) to estimate the strike and dip 
of bedding planes. However, few work exists, on producing spatially distributed fields that 
represent the degree of conformity between topographic and geological surfaces 
(Meentemeyer et al., 2000). Thus, in this chapter will be purposed and described all the 
necessary steps for qualitative and quantitative BA data acquisition and a method for 
producing BA model in order to obtain spatially distributed fields of geometric alignment 
between topography and the orientation of geologic bedding planes.  
 
Beyond landslides pattern and distribution, the geometric relationships between 
topography and geologic structure can influence sub-surface drainage (Freeze and Cherry, 
1979; Selby, 1993). This is particularly evident where geologic structure is characterized 
by penetrative discontinuities, such as sedimentary bedding or schistosity (Sander, 1970; 
Cruden, 1989). As such, the degree of conformity between topographic slope and aspect 
relative to the strike and dip of bedding planes is often measured in these contexts (e.g. 
Cruden and Hu, 1996). 
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Thereby, estimating the morpho-structural settings through the purposed methods in this 
charter is of most importance because it provides an efficient means for estimating 
topographic/bedding plane intersection angles over large areas. Resulting surfaces are 
useful not only for prediction of landslides patterns and distribution, but also for a variety 
of landscape-scale modeling applications, such as the prediction of potential hillslope 
failure, hydrologic flow paths, and vegetation patterns (Meentemeyer et. al., 2000). 
 
 
4.1 Bedding attitude qualitative data acquisition: bedding trace mapping 
 
In order to obtain BA data, which result from the conformity between topographic and 
geological surfaces, a detailed morpho-structural map, designed by bedding traces (BTs) 
at 1:10,000 scale was prepared through aerial photographs interpretation (API) dated 
from 1958 with an acquisition scale of 1:26,000. As on chapter 3, these old aerial 
photographs were chosen because they correspond to the oldest existing aerial 
photographs for the complete study area. Therefore they exhibit a much less human 
occupancy and activity, allowing a better observation of structural and geological settings. 
BTs are the intersection line between a bedding plane and topography (Fig. 4.1).  
 
 
Fig. 4.1 – Escarpment of the study area. Black lines delineate bedding traces. 
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With the BTs data is possible to infer the bedding surface, i.e. the flat surface that locally 
approximates the bedding plane (green plane in Fig. 4.2). The estimation of the BA is 
expressed by a dip direction and a dip angle value (black symbol in Fig. 4.2). 
The API was initiated in the Research Institute for 
Hydrogeological Protection in Italy (IRPI- CNR). The 
stereoscope used in this institute has two zooms (1.5x 
e 3x), and the great advantage of allowing two 
persons to observe the elements at the same time, 
which is very important for teach and learn this 
technique. After this first experience and due to the 
unavailability of a two zooms stereoscope (1.5x e 3x), 
another technique was adopted in order to conclude 
the BTs map. The technique adopted was carried out 
using ILWIS 3.3, a GIS software that allows aerial 
photographs stereoscopy. 
     
 Fig. 4.2 – Bedding plane intersection 
with topography (Marchesini, et. al., 
2012).  
 
As already described in the previous chapter, this technique enables any digital zoom on 
the aerial photographs without ever losing stereoscopy. Subsequently, with a one zoom 
stereoscope above the screen monitor it was possible to determine and draw with 
precision the BTs position on the aerial photographs. BTs can be identified by 
photographic and morphological elements such as: sub-parallel bands having different 
color tones in unvegetated areas; the presence of sub-parallel vegetation bands; the 
repetitive variations in terrain gradient along a slope (hummocky topography); and  
geomorphological considerations on the asymmetry of a relief (Marchesini et al., 2011).  
 
The frequent existence of hummocky topography along the study area,  evidenced by the  
typical exaggeration of stereoscopic view, reveals a very undulating terrain varying on a 
series of adjacent slump blocks forms and depressions more or less concentrically aligned 
in many places of the study area which were also determinant for the BTs drawing. It 
should be noted that the interpretation of the lithological data for a detailed lithological 
map (made on the previous charter) and the identification of the morphological structure 
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used the same key information and in this way both settings seemed to be interrelated. 
Thereby on the following map (Fig. 4.3) it is possible to observe that the BT position were 
found to be connected to the transition between hard rocks (sandstone dominated 




Fig. 4.3 – Bedding trace map. 
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4.2 Bedding attitude quantitative data acquisition through Geobed GIS 
scripting 
 
Through API only BA qualitative data are commonly collected. Thus, in order to obtain BA 
quantitative data a GIS tool using Python scripting (Geobed scripting by Ivan Marchesini 
(2011) showed in Appendix 2 in GRASS GIS environment and 
GNU-Linux OS4 was used. The requested inputs are a BT layer (BA qualitative data) and a 
digital elevation model (DEM). At the end of the process the script returns a vector layer 
of points whose attributes contain information on dip angle, dip direction and associated 
uncertainty (Marchesini et al., 2011). The method was performed using 662 BTs (Fig. 4.3) 
and a 5 meters resolution DEM (Fig. 1.4, Chapter 1). 
 
The Geobed GIS script (Appendix 2) is processed by five steps, which are replicated for 
each BT. First, the bedding trace is draped on the DEM, becoming a 3D line (Fig. 4.4 a). 
Second, a three-dimensional segment, joining the two end nodes of the bedding trace, is 
created forming a 3D polygon (Fig. 4.4 b). Third, the 3D polygon boundary is sampled to 
obtain a sequence of regularly spaced points. Point spacing depends on the resolution of 
the DEM. Finally, a three-dimensional delaunay triangulation5 is performed. The result is a 
nearly flat surface corresponding to the bedding surface (BS) (Fig.4.4 c and Fig. 4.5 a).  
 
 
Fig. 4.4 – a) Bedding trace draped on the DEM; b) bedding trace nodes joining; c) bedding surface 
(BS) is drawn in green. Extracted from Marchesini et al. (2011). 
 
The fourth step consists in calculating the BS slope (Fig. 4.5:b) and aspect  raster maps 
(Fig. 4.5:c). 
                                                            
4 Operation system. 
5 Delaunay triangulation for a set number of points (P) in a plane is a triangulation DT(P) which requires that no point in P is inside the 
circumcircle of any triangle in DT(P). Delaunay triangulations maximize the minimum angle of all the angles of the triangles in the 
triangulation; they tend to avoid skinny triangles (Berg et al., 2008). 
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Fig. 4.5 –  a) BS elevation map (meters a.s.l.); b) BS slope map (degrees); c) BS aspect map 
(degrees). Extracted from Marchesini et al., (2011). 
 
Finally, in the fifth step are estimated the mean values for the dip angle and the dip 
direction of the BS. The average BS inclination is the median of the slope map values. 
Then, the standard deviation (a measure of uncertainty) of the slope map is calculated 
(Marchesini et al., 2011). 
 
Average BS dip direction is calculated following the method proposed by Davis (1973). 
Sine and cosine of the aspect map are calculated. Then, the average aspect (dip direction) 
of the BS is determined using mean sine and cosine values. The statistical spread of the 
dip direction is calculated with two methods. In the first method, circular variance (V) is 
calculated as: 
 




  (6.1) 
 
where n is the number of cells of the BS aspect map, and Ra is the modulus of the 
resultant vector of the unitary vectors of each aspect map cell. V can take values in the 
ranging from 0 to 1. Low V values indicate a nearly flat surface, and higher values indicate 
a steep surface (Davis, 1973; Nichols, 2009) (Fig. 4.6) (Marchesini et al., 2011).  
 
 
Fig. 4.6 – Circular variance:    ;              . 
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                                          (6.2)                                                   
 
where, Δi is the angle between the aspect of the i-th cell and the average aspect, and n is 
the number of the aspect map cells.  
 
All the values (i.e. median slope, slope standard deviation, average aspect, circular 
variance, angular standard deviation) are assigned to a BA point-vector layer. Each point 
in the layer is the centroid of the bounding box of the corresponding BT (Marchesini et al., 
2011) (Fig. 4.7). 
 
 
Fig. 4.7 – Angular standard deviation:    ;               . 
 
Through the process above described a point vector data with 662 BA points was created, 
corresponding to the centroid of each bedding surface, containing important bedding 
attitude data such as dip angle, dip direction, and associated uncertainty. Once the 
Geobed script is run, performing  an  interpolation, it is necessary to make a buffer 
containing bedding trace data around the study area in order to avoid no data values. 
However, the figures below only show the results within the study area (Fig. 4.8 and Table 
4.1). 
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Fig. 4.8 – Geobed scripting output. 
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By running the Geobed script several times it was possible to understand that shorter BTs 
improve the results. In this sense and in order to avoid interpolation errors it was decided 
to shorten the BTs that were initially too high. 
 
As it is shown in Table 1 for each vector point a bedding attitude data is associated. The 
Geobed script returns a database contemplated by some field values such as,  “cat”, 
“value”, “slopestdev”, “slope50”, “invslope50”, “aspect”, “azimuth”, “angstddev” and 
“circvar”. The “cat” field value is the identify BT value which is unique for each point/row. 
The “value” field is always assigned with value one for every point/row, because it means 
the BT presence. The “slope50” corresponds to the dip angle data and “azimuth” 
corresponds to the dip direction data. The “invslope50” field value corresponds to the 
calculation of: “90” – “slope50”; and it is the median of i-th distribution of the slope cells 
that represents the plain passing through the bedding trace. The “aspect” field value is 
the common aspect data derived only from the DEM which displays the cardinal direction 
of the terrain slope surface . 
 
The “slopestdev” field value is the slope standard deviation which consists on the 
uncertainly data calculated for dip angle. The “angstddev” field value is the angular 
standard deviation uncertainty and “circvar” is the circular variance uncertainty data on 
the Geobed script database output (Table 4.1).   
 
Table 4.1 – Extract of the Geobed script database output. 
cat value slopestdev slope50 invslope50 aspect circvar angstddev 
674 1.00 1.63 4.00 86.00 197.00 0.13 30.32 
676 1.00 2.69 3.00 87.00 131.00 0.30 49.11 
677 1.00 2.87 17.00 73.00 351.00 0.01 9.69 
678 1.00 2.71 21.00 69.00 347.00 0.02 10.18 
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4.2.1 Analysis and correction of probable bedding attitude errors 
 
According to the angular standard deviation field value given by the Geobed script 
database output (“angstddev” shown on the Table 4.1) it is possible to assess the 
uncertainty  of dip direction associated with each BA point. For better observation the BA 
points were converted to BA symbols as shown on the Fig. 4.9 The orientation of BA 
symbols is accorded to the dip direction.  
 
The BA symbols were classified according to low (0º to 16º), medium (16º to 30º) and 
high (30º to 96º) dip direction uncertainty. Therefore, it resulted on 208 BA symbols 
(31.4% of the total BA symbols) with low dip direction uncertainty (green BA symbols 
shown on the map), 147 BA symbols (22.2% of the total BA symbols) with medium 
uncertainty (yellow BA symbols shown on the map) and 307 BA symbols (46.4% of the 
total BA symbols) with high dip direction uncertainty. 
 
High values of angular standard deviation can be related to: sub-horizontal strata; the 
positioning errors when transferring BTs from the aerial photographs to the GIS dataset; 
identification errors (it wasn't a bedding trace); and/or to presence of folds errors. 
However, It is important to underline that, high values of uncertainty of angular standard 
deviation are frequently related to sub-horizontal strata (low inclination angle) once it is 
obvious that dip direction is particularly uncertain for sub-horizontal strata (Marchesini et 
al., 2011). 
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Based on extensive field observation it can be considered that, in the study area, most of 
the high values of angular standard deviation are more related to the occurrence of sub-
horizontal strata than with interpolator errors. It is possible to reinforce this affirmation 
according to the Fig. 4.10. 
 
 
Fig. 4.10 – Dip direction angular variance graph: with all BA data (within and outside the study 
area). 
 
As shown in Fig. 4.10, most of the high values of angular standard deviation are more 
related to the occurrence of sub-horizontal strata (low dip angle values) and just 19 BA 
points are related to the positioning, identification and/or presence of folds errors. The 
value of 19 BA points is achieved through the natural break shown in Fig. 4.10. Those BA 
errors were excluded, i.e.,  all BA points where strata is not relatively flat (> 6) and with 
high values of angular standard deviation (dip direction uncertainty) (>60) which 
correspond to probable errors already mentioned above were, therefore, not considered 
for further BA analysis and modeling (Fig. 4.11). 
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Fig. 4.11 – Bedding attitude in the study area. BAs can be represented by means of oriented 
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Noteworthy that Fig. 4.11 only shows the respective data within the study area, i.e. some 
points corresponding to probable errors were located outside the study area (the already 
mentioned buffer of BA data which surrounded the study area avoiding no data on the 
study area bordering) and therefore are not visible on the map of Fig. 4.11. Further all BA 
points that lied on the condition above described, which corresponded to the probable 
errors, were removed. 
 
 
4.2.2 Resulting Morpho-structural map 
 
Through the acquisition of BTs and BA quantitative data was possible to build a morpho-
structural map (Fig. 4.12). Based on stereoscopic interpretation of aerial photographs and 
the results from Geobed script it was further possible to identify syncline and anticline 
areas and also probable faults (Fig. 4.12). 
 
As it is shown in the Fig. 4.12  the compressive deformation produced an anticline 
evidence on the NW part of the study area and another on the central West part of the 
study area, both corresponding to two prominent reliefs. A syncline evidence, associated 
with thrusts, is also identifiable on the SW sector part of the study area. Some faults were 
likewise inferred on the study area.  In some localities along the higher reliefs was 
possible to identified triangular facets through API, this geomorphic feature characteristic 
highlights the existence of probable normal fault activity (e.g., Ganas et. al, 2005; 
Menges, 1990; Leeder and Jackson, 1993; Jackson and Leeder, 1994). Other geomorphic 
evidences identified on aerial photographs such as range-front escarpments, large slope 
angle values, V-shaped valleys, were also crucial for inferred some faults on the study 
area. 
 
A more detailed analysis shows that some inferred faults, when compared with the 
detailed lithological data of the study area, were found to be controlled by the relative 
position of sedimentary and tectonic discontinuities, by the relative abundance of hard 
versus weak or soft rocks, and by the attitude of permeable and impermeable layers.  
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Fig. 4.12 – Morpho-structural map: BAs represented by oriented symbols (according to dip 
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4.2.3 Bedding attitude spatial interpolation: selection of the statistical interpolator 
through modeling and validation 
 
Once having the BA quantitative data it is possible to build the  respective models of dip 
direction and dip angle through statistical interpolators. 
 
According to some authors (e.g., Meentemeyer and Moody 2000, Bonham-Carter, 1994; 
Burrough and McDonnell, 1998; Isaaks and Srivastava, 1989), Kriging is frequently used to 
spatially interpolate point measurements in numerous Earth system science applications.  
However, in this case, to interpolate spatially continuous fields of dip direction and dip 
angle from point measurements of strike and dip, many interpolation algorithms such as 
Inverse Distance Weighted (IDW), regularized Spline, Spline with tension, Ordinary Kriging 
and Universal Kriging have been tested in order to compare the accuracy of different 
interpolation methods and to select the one that best fits the purpose of each BA data 
(dip direction and dip angle). 
 
Unlike the dip angle, interpolating dip direction data revealed to be problematic because 
the interpolation algorithms do not consider the circumferential distribution of the given 
angular dip direction distribution, and in this sense it interpolates data in a totally wrong 
manner (Fig. 4.13). Thus, values between 350º and 10º will always be inadequately 




Fig. 4.13 – Angular interpolation data. 
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The interpolation problem of spatial dip direction data has been investigated in previous 
studies (e.g. Meentmeyer and Moody, 2000; de Kemp, 1998). However, according to de 
Kemp (1998), there are a way to overcome this problem without taking the risk of being 
wrongly interpolated. The method consists in convert angular values of dip direction data 
into sine and cosine values.  
 
The conversation process of angular dip direction values to sine and cosine dip direction 
values were carried out using Raster Calculator tools from ArcGis software. It is 
noteworthy that this software only calculates radians values, so in order to convert 
properly, the angular values were first converted to radian values (multiplying by 
0.0174532925)  and then converted into sine and cosine values. 
 
Once the aim, in this phase of the study, is to select the interpolation algorithm that best 
fits dip direction and dip angle data, was performed a random separation of the BA points 
into two groups. One group containing 75% of the total BA points, to modulate dip 
direction (resulting a continuous sine and cosine raster maps) and dip angle raster maps, 
and a second one, containing 25% of the total BA points, for validating the results (sine, 
cosine and dip angle raster maps). This random separation was performed on the 
STATISTICA software and the further interpolation methods were made through Spatial 
analyst tools from ArcGis software. 
 
Regarding the dip angle map it is important to note that the minimum value founded on 
the BA data (“slope50” field value on the Table 4.1) is 1º, and the maximum value is 57º. 
Sometimes the interpolation algorithms surpassed the value 57º  as well as bellowed the 
value 1º. In order to avoid such situation a condition was implement in Raster Calculator 
tools of ArcGis software, given value 1º to the interpolated values below 1º and 57º to 
the interpolated values above 57º. 
 
Once achieved the sine, cosine and dip angle maps the next step consisted in obtaining 
the root mean square deviation (RMSE) associated to each interpolation algorithm for the 
three BA maps, which was obtained through the differences registered between the 
raster maps and the BA points selected for validation (those 25% of the total BA points). 
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To accomplish this procedure was used the Spatial Analyst tools from ArcGis software, 
where was possible to extract the values from the raster sine, cosine and dip angle maps  
into the validating BA points database.  
 
Among all the interpolation algorithms tested, the one that best fitted the dip direction 
cosine, dip direction sine and dip angle maps was the Gaussian ordinary kriging (Table 4.2, 
4.3, 4.4 and 4.5). 
 
Table 4.2 – Dip direction cosine uncertainty interpolated by 10 interpolation algorithms. 





























mean 0.51 0.70 0.54 0.52 0.52 0.52 0.52 0.52 0.52 0.51 
standard 
deviation 
0.34 0.55 0.42 0.34 0.34 0.34 0.34 0.34 0.36 0.38 
            
Table 4.3 – Dip direction sine uncertainty interpolated by 10 interpolation algorithms.  





























mean 0.50 0.56 0.48 0.50 0.50 0.49 0.50 0.50 0.52 0.51 
standard 
deviation 
0.37 0.50 0.44 0.37 0.37 0.36 0.37 0.36 0.39 0.49 
           
 






























mean 4.05 6.00 5.27 3.99 4.00 3.98 3.78 4.01 4.09 4.15 
standard 
deviation 
3.71 6.21 5.87 3.67 3.67 3.66 3.49 3.68 3.87 4.04 
 
































1.69 2.42 2.10 1.67 1.67 1.66 1.60 1.67 1.71 1.73 
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According to the Tables 4.2, 4.3 and 4.4 the results given by the Gaussian ordinary kriging 
for dip direction cosine and dip angle have always the lowest uncertainty (lower mean 
values) and lowest standard deviation values when comparing to others interpolation 
algorithms. Dip direction sine data seemed to be performed a little bit better when using 
the exponential Ordinary Kriging method, however, it does not make much sense using 
different Ordinary Kriging methods for the same data type, so through the general mean 
of the mean (Table 4.5) of each BA data was possible to establish that the best 
interpolation algorithm for this specific data and for the study area, is the Gaussian 
Ordinary Kriging. After knowing that the Gaussian Ordinary Kriging is the best 
interpolation algorithm, the dip angle and the cosine and sine maps were again calculated 
using the 100% of the total BA points in order to increase the quality of the final dip angle 
and the cosine and sine maps. 
 
According to the resulting dip angle raster map, the lithological strata are generally 
slightly inclined, however, it is possible to notice some tenuous variation across the study 
area (Fig. 4.14).  
 
 
Fig. 4.14 – Dip angle map. 
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The dip direction map was obtained from the cosine and sine map according to a 
condition implemented on Raster Calculator tools from ArcGis software. Thus, the rules to 
achieve the final dip direction map (Fig. 4.15) were: 1) For the sine and cosine of the dip 
direction higher than zero was given the value 90º subtracting by the inverse of the 
cosine of the dip direction; 2) For the sine of the dip direction higher than zero and the 
cosine lower than zero was given the inverse of the cosine of the dip direction; 3) For the 
sine of the dip direction lower than zero and cosine of the dip direction lower than zero 
was given the value 90º subtracting by the inverse of the cosine of the dip direction; 4) 
For the sine of the dip direction lower than zero and cosine of the dip direction higher 




Fig. 4.15 – a) Cosine map of the dip direction. b) Sine map of the dip direction. c) Dip direction 
resulting map. 
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In order to get a better visualization of the dip direction tendency along the study area, 
the dip direction layer (Fig. 4.15:c) was reclassified into 8 aspect classes (North, 




Fig. 4.16 – Dip direction reclassified map. 
 
According to the dip direction map (Fig. 4.16) it is clear that generally the East part of the 
study area are mostly directed to West and the West part of the study area are mostly 
directed to North, Northeast and East, establishing two main dip direction blocks. 
Furthermore these two main blocks evidence the A-dos-Francos Syncline already 
mentioned in the chapter 3. 
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The conversion of the sine and cosine map into dip direction map on this stage of the 
study is only for allowing a general visualization of the dip azimuth tendency of the 
bedding surface and for validating the field work data. However, for further BA modeling 
the sine and cosine map will be again used.  
 
 
4.2.4 Data validation trough field work  
 
Obtaining BA validated data through field work revealed to be a very hard task because it 
is necessary the existence of slopes where the rock crops out and allowing its visualization 
from many perspectives in order to ensure a proper dip angle and dip direction 
measurements. 
 
An exhaustive search of locals with those conditions was made through orthophotomaps 
and field survey, however, few sites were find (Fig. 4.17).    
 
 
Fig. 4.17 – Slope where rock outcrops and where dip direction (110º) and dip angle (20º) was 
possible to be properly measured. (Estrada da Navalha e Fraldeu, Óbidos). (Site number 1 in Fig. 
4.18). 
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Due to the difficulty to find places with such conditions, only 15 validated points were 
possible to obtain. Dip direction was obtained using a compass and dip angle using a 
compass clinometer. For each point measure the respective coordinates were assign 




Fig. 4.18 – Morpho-structural data collected by field work. The location sites are labeled. 
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Despite realizing that only 15 BA points validated through field work are not enough to 
achieve a consistent validation of the dip direction and the dip angle, an attempt was 
made in order to understand some of the uncertainty associated to the final dip direction 
and dip angle map. 
 
Thus, to calculate uncertainty (RMSE) associated to each BA point, first there was the 
need to extract the BA value from each Raster maps (dip angle and dip direction). This 
procedure was, again, made through the Spatial Analyst tools from ArcGis software 
where it was possible to extract the values from the raster maps and, based on the BA 
fieldwork values, were possible to calculate the RMSE and the standard deviation.  
 
As it is shown in Table 4.6 the uncertainty associated to dip angle values seemed to be 
low  according to the RMSE value (2.87º) and standard deviation (3.60º). However it has 
to be noted that there are two BA points validated by fieldwork where the dip angle of 
strata seemed to be higher than those calculated by Geobed scripting causing an 
uncertainty discrepancy of 13.81º in one case and 9.16º in another (Table 4.6). 
 
Although with a few BA points obtained by field work it is possible to confirm that in 
almost every cases, the strata is mostly sub-horizontal as it was already known by the BA 
quantitative data obtained by Geobed script. The most steepest beddings found on the 
field were both located on the West part of the study area (sites number 1 and 15 in Fig. 
4.18). 
 
Through field work it was possible to realize that, many often, it is quite hard to estimate 
the azimuth of the soft dip angle beddings, in some cases it was take into account the dip 
direction from the previous geological map. A pre-conceited idea was already made 
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Table 4.6 – Confrontation between the acquired BA data on fieldwork and the BA data 
estimated by the Geobed script.  




















20 110 6.19 90.66 13.81 19.34 
 
2 
10 20 10.16 34.02 0.16 14.02 
 
3 
5 300 6.38 297.98 1.38 2.02 
 
4 
10 200 8.83 202.74 1.17 2.74 
 
5 
10 100 10.10 101.31 0.10 1.31 
 
6 
10 300 8.57 295.66 1.43 4.34 
 
7 
5 300 8.41 281.54 3.41 18.46 
 
8 
5 290 6.42 180.40 1.42 109.60 
 
9 
10 290 7.76 289.55 2.24 0.45 
 
10 
10 200 9.24 212.09 0.76 12.09 
 
11 
10 110 8.84 111.75 1.16 1.75 
 
12 
10 200 6.75 187.20 3.25 12.80 
 
13 
5 320 6.41 297.65 1.41 22.35 
 
14 
10 200 7.85 194.78 2.15 5.22 
 
15 
20 110 10.84 107.12 9.16 2.88 
 
  
    
 
  
RMSE 2.87º 15.29º 
 
  
Standard deviation 3.60º 26.20º 
*Field work validation sites can be found on the previous map (Fig. 4.18). 
 
Regarding dip direction data, the estimated uncertainty is 15.29º and the standard 
deviation is 26.20º.  According to the discrepancy between the BA points validated by 
fieldwork and those calculated by Geobed scripting (“dip direction sub” field value on 
Table 4.6) is possible to settle that in general the values seemed to be consistent. There is 
only one value where the uncertainty seemed to be very high (site 8 on Table 4.6 and Fig. 
4.18) which contributes for a higher general RMSE value and a higher standard deviation.   
While seeing the results from Table 4.6 it must not be forgotten that the BA validated 
points by field work are a correct measurement of the precise local while the values 
obtain from the raster maps (of dip direction and dip angle) are obtained through the 
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mean average of the bedding surface which arises from each bedding trace. According to 
this fact it can be assumed that both the BA data obtained qualitatively from API and BA 
data obtained quantitatively from the Geobed script and then spatially interpolated by 
Gaussian Ordinary Kriging appears to have an acceptable accuracy when validated by BA 
values obtained by fieldwork.  
 
 
4.3 Bedding attitude modeling  
 
Once having the dip direction and dip angle continuous maps was now possible to build 
the BA model. There are different ways of modeling BA data (Meentemeyer and Moody, 
2000; Santangelo et al., 2012). 
 
In this work it will be presented a computational technique of producing spatially 
distributed fields of geometric alignment between topography and the orientation of 
geologic bedding planes (topographic/bedding-plane intersection angle). The 
computation and digital mapping of the topographic/bedding-plane intersection angle 
requires the derivation of four spatially distributed variables: slope aspect, topographic 
slope, dip direction, and dip angle (Fig. 4.19). 
 
 
Fig. 4.19 – BA modeling variables: a) slope aspect map; b) topographic slope angle map; c) dip 
direction map; d) dip angle map. 
 
As the dip direction and dip angle, the topographic slope angle and slope aspect surfaces 
are derived from the very high resolution (5 m) digital elevation model. 
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The method used to modeling the BA is called TOBIA6 categorical model. This model was 
originally proposed by Meentemeyer and Moody (2000) and it requires two steps. First, 
slopes are classified into three functional types based on the alignment between the dip 
direction and slope aspect. Slopes are then partitioned based on the alignment between 
slope angle and dip angle. The method provide an efficient mean for estimating 
topographic/bedding plane intersection angles over large areas. 
 
When a rock mass contains a distinct bedding plane the BA models are categorized into 
three basic classes (Fig. 4.20) (Cruden, Hu, 1996; Cruden, 1988, 1989; Powell, 1875). If the 
bedding plane dips in the same direction as the slope, the slope is classified as cataclinal. 
If the bed dips in the direction opposite to the slope, then the slope is classified as 
anaclinal. When the azimuth of the dip direction is perpendicular to the azimuth of the 
slope direction the slopes are classified as orthoclinal (not shown in Fig. 4.20).  
 
 
Fig. 4.20 – Classification of alignment between topography and bedding planes. Orthoclinal 
orientation is not shown. (Meentemeyer and Moody, 2000). 
 
Cataclinal and anaclinal slopes may be further divided based on the alignment between 
the dip of the bedding plane and topographic slope. Cataclinal slopes that are steeper 
than the dip of the bedding plane are overdip slopes. Cataclinal slopes that are less steep 
than the dip of the bedding plane are underdip slopes. Cataclinal slopes that follow the 
bedding plane are dip slopes. Anaclinal slope divisions include normal escarpments which 
                                                            
6 Topographic/Bedding-Plane Intersection Angle Model. 
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are perpendicular to the dip of the bedding plane, steepened escarpments which are 
steeper than the bedding plane, and subdued escarpments which are less steep than the 
bedding plane (Meentemeyer and Moody 2000).  
 
 
4.3.1 TOBIA Categorical modeling 
 
Using variables such as slope angle, slope aspect, dip angle and dip direction, the 
landscape can be stratified into the slope types discussed above (Table 4.7).  
 
Table 4.7 – Classification of topography relative to strike and dip of bedding planes 
(Meentemeyer and Moody 2000). 
Division Slope Type Abbreviation Orientation 
Cataclinal 
Overdip 
Do S> θ 
Cataclinal 
Underdip 
Du S< θ 
Cataclinal 
Dip 
D S= θ 
Anaclinal Steepened 
escarpment 
Est S> θ 
Anaclinal 
Subdued escarpment 
Esu S< θ 
Anaclinal 
Normal escarpment 
En S= θ 
 
Slopes are classified into cataclinal, anaclinal, and orthoclinal types based on the 
conformity between dip direction (α) and slope aspect (A). Cataclinal slopes are classified 
where the difference between α and A is 0 ± 45. Anaclinal slopes occur if the difference 
between α and A is 180 ± 45, and orthoclinal slopes occur if the difference is 90 ± 45 or 
270 ± 45. In order to determine these differences, the chord length subtended by the 
angle between α and A on the unit circle was computed. The chord describes a 
continuous function between zero and two on the unit circle. The chord length is:  
 
2 2(cos cos ) (sin sin )L A A                                       (6.3) 
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Beyond the sine dip direction map (sin α) and cosine dip direction map (cos α) now there 
was the need to convert also the slope aspect map into sine slope aspect map (sin A) and 
cosine aspect map (cos A)  in order to build the previous chord length map (L) 
(Meentemeyer and Moody, 2000).  
 
Each slope type is then classified based on the chord length ranges corresponding to the 
four categories above. These are expressed as:  
 
                                    (6.4) 
                                                      )  (6.5) 
                                                   (6.6) 
 
where ac is cataclinal slope, aa is anaclinal slope, and ao is orthoclinal slope (Meentemeyer 
and Moody 2000).  
 
Cruden and Hu (1996) noted that slope types are conventionally categorized using a 20º 
range. However, the range and number of categories can be adapted to different 
applications. For example, using such narrow range could be required for hillslope 
stability applications at a slope-level scale. However, for landscape-scale applications, 
such as mapping relationships between the output of the model TOBIA and potential 
hillslope stability, substrate conditions, or vegetation patterns, a larger range is probably 
more appropriate given the scale and the potential error associated with spatial data 
previously obtained (Meentemeyer and Moody 2000).   
 
Cataclinal and anaclinal slopes are additionally partitioned based on the conformity 
between slope angle and dip angle. Orthoclinal slopes are not further partitioned 
(Meentemeyer and Moody, 2000). The following logic is used for cataclinal slopes: 
 
                                    (6.7) 
                                             (6.8) 
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                                                   (6.9) 
For anaclinal slopes:  
 
                                                           (6.10) 
                                                        (6.11) 
                                                      (6.12) 
 
All the statements above described were calculate through Raster Calculator tools from 
ArcGis software. The chord length was achieved by implementing the equation 4.11. 
  
Then, in order to build the final TOBIA categorical map a condition, where were included 
the equations from  4.11 to 4.20, was performed. For an accurate BA model it should be 
noted that there are some lithological elements for whom cannot be applied BA data such 
as the geological recent alluvium deposits and some volcanic rocks (as the dolerites). 
Thus, it was made a raster map containing this two lithological classes for the study area. 
Where alluvium deposits and dolerite exists it was given the value 0 (not applied) and for 
the remaining data the value 1. Further, this new binary mask raster map was multiplied 
with the BA model on Raster Calculator tool (from ArcGis software) and the final and 
accurate BA model was achieved (Fig. 4.21).     
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4.3.2 Analysis of results 
 
According to the BA modeling map (Fig. 4.21 and Table 4.8) the study area is mostly 
dominated by anaclinal normal escarpment slopes (38.97% of the total study area) 
followed by anaclinal steepened escarpment (22.09% of the total study area) and 
cataclinal dip slope (17.74% of the total study area). 
 
Table 4.8 – Areal distribution of the BA classes resulting 
from the Categorical TOBIA model. 
BA classes Area 
 
(m2) (%) 
Orthoclinal slope 1896850 0.69 
Cataclinal dip slope 48946825 17.74 
Cataclinal underdip slope 5685350 2.06 
Cataclinal overdip slope 18715925 6.78 
Anaclinal normal escarpment 107498625 38.97 
Anaclinal subdued escarpment 10209550 3.70 
Anaclinal steepened escarpment 60936625 22.09 
Not applied 21977100 7.97 
 
It is now clear that the range chosen by Meentemeyer  and Moody (2000) is such that the 
final BA modeling map contain a very few percentage of orthoclinal slopes (0.69% of the 
total study area). 
 
Cataclinal dip slope have a higher percentage of occupancy (17.74% of the total study 
area) than other cataclinal slopes. This is an important fact to be noticed because 
theoretically the cataclinal dip slopes are more susceptible to deep-seated translational 
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4.4 Landslides distribution and pattern according to bedding attitude 
model 
 
Regarding the LI#1 it is possible to observe that, in the map generated through TOBIA 
categorical approach, most of the landslides, regardless the type, seemed to occur mostly 
on anaclinal normal escarpment and anaclinal steepened escarpment (respectively, 
32.31% and 34.28% of the total landslides occurrence on Table 4.9 and 4.10). 
 
Table 4.9 – Landslide distribution according to the TOBIA categorical map classes for LI#1. 

















Orthoclinal slope 1896850 12225 300 0 0 12525 0.66 
Cataclinal dip slope 48946825 331225 17075 4150 0 352450 0.72 
Cataclinal underdip slope 5685350 6625 125 300 0 7050 0.12 
Cataclinal overdip slope 18715925 283850 8625 3750 5375 301600 1.61 
Anaclinal normal 
escarpment 
107498625 757000 40925 8500 0 806425 0.75 
Anaclinal subdued 
escarpment 
10209550 22875 1475 25 0 24375 0.24 
Anaclinal steepened 
escarpment 
60936625 798525 51200 5900 0 855625 1.40 
Not applied 21977100 136200 0 0 0 136200 0.62 
 
 
Table 4.10 – Cross tabulation area between landslides types and the TOBIA categorical map 
classes for LI#1. 











Orthoclinal slope 0.52 0.25 0.00 0.00 0.50 
Cataclinal dip slope 14.10 14.26 18.34 0.00 14.12 
Cataclinal underdip slope 0.28 0.10 1.33 0.00 0.28 
Cataclinal overdip slope 12.09 7.20 16.57 100.00 12.08 
Anaclinal normal escarpment 32.23 34.18 37.57 0.00 32.31 
Anaclinal subdued escarpment 0.97 1.23 0.11 0.00 0.98 
Anaclinal steepened escarpment 34.00 42.76 26.08 0.00 34.28 
Not applied 5.80 0.00 0.00 0.00 5.46 
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Although the anaclinal normal escarpment and anaclinal steepened escarpment present 
higher landslides occurrences the one who have the highest landslide density is the 
cataclinal overdip slopes (1.61%, Table 4.9).  
 
The deep-seated rotational landslides occur more often on anaclinal steepened 
escarpment (34% of the total deep-seated rotational landslide of the study area) and on 
anaclinal normal escarpment (32.23% of the total deep-seated rotational landslide of the 
study area) (Table 4.10). 
 
Despite shallow landslides occurrence are less interconnected with the geometric 
alignment between topography and the orientation of geologic bedding planes 
(topographic/bedding-plane intersection angle) it can be observed that shallow rotational 
landslides occur mostly on the  anaclinal steepened escarpment (42.76% of the total 
shallow rotational landslide of the study area) and that the shallow translational 
landslides occur mostly on the anaclinal normal escarpment (37.57% of the total shallow 
translational landslide of the study area) (Table 4.10), which, can be related to the fact 
that the anaclinal normal escarpment and the anaclinal steepened escarpment are the 
most frequent geometric alignment between topography and the orientation of geologic 
bedding planes in the study area (respectively, 38.97% and 22.09 of the total BA slopes on 
Table 4.8). It is observed that deep-seated translational landslides only occur within the 
cataclinal overdip slopes (100% of the total translational landslides of the study area) 
(Table 4.10). 
 
Regarding the LI#2 (Table 4.11) it is possible to observe that, most of the landslides, 
regardless the type, seemed to occur mostly on the anaclinal steepened escarpment and 
anaclinal normal escarpment slopes (respectively, 49.51% and 24.62% of the total 
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Table 4.11 – Landslide distribution according to the TOBIA categorical map classes for LI#2. 

















Orthoclinal slope 1896850 6900 0 0 0 6900 0.36 
Cataclinal dip slope 48946825 77825 4800 1525 0 84150 0.17 
Cataclinal underdip slope 5685350 2250 0 100 0 2350 0.04 
Cataclinal overdip slope 18715925 103200 5400 2500 3250 114350 0.61 
Anaclinal normal 
escarpment 107498625 227300 11700 3125 0 242125 0.23 
Anaclinal subdued 
escarpment 10209550 4000 150 150 0 4300 0.04 
Anaclinal steepened 
escarpment 60936625 447050 32175 7650 0 486875 0.80 
Not applied 21977100 42000 425 0 0 42425 0.19 
 
Table 4.12 – Cross tabulation area between landslides types and the TOBIA categorical map 
classes for LI#2. 











Orthoclinal slope 0.76 0.00 0.00 0.00 0.70 
Cataclinal dip slope 8.55 8.78 10.13 0.00 8.56 
Cataclinal underdip slope 0.25 0.00 0.66 0.00 0.24 
Cataclinal overdip slope 11.33 9.88 16.61 100.00 11.63 
Anaclinal normal escarpment 24.96 21.41 20.76 0.00 24.62 
Anaclinal subdued escarpment 0.44 0.27 1.00 0.00 0.44 
Anaclinal steepened escarpment 49.10 58.87 50.83 0.00 49.51 
Not applied 4.61 0.78 0.00 0.00 4.31 
 
According to the landslide density it is clear that the anaclinal steepened escarpment and 
the cataclinal overdip slopes have the highest landslide density (0.80% and 0.61%, 
respectively) (Table 4.11). As in the LI#1, in LI#2 the deep-seated rotational landslides 
occur more often on anaclinal steepened escarpment (49.10% of the total deep-seated 
rotational landslide of the study area) and on anaclinal normal escarpment (24.96% of the 
total deep-seated rotational landslide of the study area) (Table 4.12). It is observed that 
the shallow rotational and translational landslides occur mostly on the anaclinal 
steepened escarpment (respectively, 58.87% and 50.83% of the total shallow rotational 
and translational landslides of the study area Table 4.12).  
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As in the LI#1 it is observed that deep-seated translational landslides only occur within 
the cataclinal overdip slopes (100% of the total translational landslides of the study area) 
(Table 4.12). 
 
According to the LI#3, it is possible to observe that, as in the previous landslide 
inventories (LI#1 and LI#2), most of the landslides seemed to occur on anaclinal 
steepened escarpment (42.80% of the total deep-seated rotational landslide of the study 
area) and on anaclinal normal escarpment (26.94% of the total deep-seated rotational 
landslide of the study area) (Table 4.13 and 4.14). The excessive landslide occurrence on 
the anaclinal steepened escarpment leaded to an also high landslide density (0.24%) 
(Table 4.13). 
 
Table 4.13 – Landslide distribution according to the TOBIA categorical map classes for LI#3. 
















Orthoclinal slope 1896850 925 1925 125 0 2975 0.16 
Cataclinal dip slope 48946825 30750 4475 275 225 35725 0.07 
Cataclinal underdip slope 5685350 75 50 0 0 125 0.00 
Cataclinal overdip slope 18715925 19225 6225 175 125 25750 0.14 
Anaclinal normal 
escarpment 107498625 80125 10900 1950 0 92975 0.09 
Anaclinal subdued 
escarpment 10209550 1375 175 350 0 1900 0.02 
Anaclinal steepened 
escarpment 60936625 119000 19875 8825 0 147700 0.24 
Not applied 21977100 36750 425 775 0 37950 0.17 
 
Table 4.14 – Cross tabulation area between landslides types and the TOBIA categorical map 
classes for LI#3. 











Orthoclinal slope 0.32 4.37 1.00 0.00 0.86 
Cataclinal dip slope 10.67 10.16 2.20 64.29 10.35 
Cataclinal underdip slope 0.03 0.11 0.00 0.00 0.04 
Cataclinal overdip slope 6.67 14.13 1.40 35.71 7.46 
Anaclinal normal escarpment 27.80 24.74 15.63 0.00 26.94 
Anaclinal subdued escarpment 0.48 0.40 2.81 0.00 0.55 
Anaclinal steepened escarpment 41.29 45.12 70.74 0.00 42.80 
Not applied 12.75 0.96 6.21 0.00 11.00 
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As in the LI#1 and LI#2 the deep-seated rotational landslides occur more often on 
anaclinal steepened escarpment (41.29% of the total deep-seated rotational landslide of 
the study area) and on anaclinal normal escarpment (27.80% of the total deep-seated 
rotational landslide of the study area) (Table 4.14).  
 
Like in the LI#2, it is observed that the shallow rotational and translational landslides 
occur mostly on the anaclinal steepened escarpment (respectively, 45.12% and 70.74 of 
the total shallow rotational and translational landslides of the study area Table 4.14). The 
2 deep-seated translational landslides only occur within the cataclinal overdip slopes 
(100% of the total translational landslides of the study area on Table 4.14), an event also 
recorded in the previous landslides inventories (LI#1 and LI#2). 
 
Considering all the landslide inventories together (Sum of LIs) is possible to strengthen 
the notion that most of the landslides, regardless type and period, seemed to occur on 
anaclinal steepened escarpment (38.87% of the total deep-seated rotational landslide of 
the study area) and on anaclinal normal escarpment (30.07% of the total deep-seated 
rotational landslide of the study area) (Table 4.15 and 4.16). However, landslide density is 
higher for the classes anaclinal steepened escarpment and cataclinal overdip slopes 
(respectively, 2.40% and 2.35%) (Table 4.15). 
 
Table 4.15 – Landslide distribution according to the TOBIA categorical map classes for Sum 
of LIs. 
















Orthoclinal slope 1896850 20050 2225 125 0 22400 1.18 
Cataclinal dip slope 48946825 435900 26350 5950 225 468425 0.96 
Cataclinal underdip slope 5685350 8800 175 400 0 9375 0.16 
Cataclinal overdip slope 18715925 404650 20250 6425 8425 439750 2.35 
Anaclinal normal 
escarpment 107498625 1054375 63325 13575 0 1131275 1.05 
Anaclinal subdued 
escarpment 10209550 27150 1800 525 0 29475 0.29 
Anaclinal steepened 
escarpment 60936625 1338775 101525 22225 0 1462525 2.40 
Not applied 21977100 198275 850 0 0 199125 0.91 
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Table 4.16 – Cross tabulation area between landslides types and the TOBIA categorical map 
classes for Sum of LIs. 











Orthoclinal slope 0.57 1.03 0.25 0.00 0.60 
Cataclinal dip slope 12.50 12.17 12.09 2.60 12.45 
Cataclinal underdip slope 0.25 0.08 0.81 0.00 0.25 
Cataclinal overdip slope 11.60 9.35 13.05 97.40 11.69 
Anaclinal normal escarpment 30.23 29.25 27.58 0.00 30.07 
Anaclinal subdued escarpment 0.78 0.83 1.07 0.00 0.78 
Anaclinal steepened escarpment 38.38 46.89 45.15 0.00 38.87 
Not applied 5.68 0.39 0.00 0.00 5.29 
 
The deep-seated rotational landslides occur more often on anaclinal steepened 
escarpment (38.38% of the total deep-seated rotational landslide of the study area) and 
on anaclinal normal escarpment (30.23% of the total deep-seated rotational landslide of 
the study area) (Table 4.16).  
 
The shallow rotational and translational landslides occur mostly on the anaclinal 
steepened escarpment (respectively, 46.89% and 45.15% of the total shallow rotational 
and translational landslides of the study area Table 4.16). Finally, as registered in all 
landslide inventories the deep-seated translational landslides only occur within the 
cataclinal overdip slopes (100% of the total translational landslides of the study area) 
(Table 4.16). 
 
Theoretically it would be expected that cataclinal dip slopes would be more deep-seated 
translational landslides prone than the cataclinal overdip slopes, however this does not 
occur due to the fact that when cataclinal dip slopes occur the slope angle is generally 
lower (Table 4.17). Moreover, cataclinal overdip slopes occur mostly when the slope 
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0 – 5 10.94 15.25 69.67 0.00 16.54 74.30 0.00 53.81 17.70 
5 -10. 25.19 56.33 30.32 0.12 52.87 25.66 0.18 30.42 34.82 
10 – 15 32.56 26.83 0.00 39.48 28.81 0.04 35.66 9.18 27.50 
15 – 20 15.77 1.59 0.00 36.92 1.77 0.00 37.18 3.71 12.10 
20 – 25 7.98 0.00 0.00 13.81 0.00 0.00 15.32 1.61 4.50 
25 – 30 3.90 0.00 0.00 5.49 0.00 0.00 6.41 0.69 1.87 
30 – 35 1.92 0.00 0.00 2.31 0.00 0.00 2.80 0.28 0.81 
35 - 40 0.94 0.00 0.00 0.96 0.00 0.00 1.27 0.14 0.36 
> 40 0.79 0.00 0.00 0.91 0.00 0.00 1.18 0.16 0.34 
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5 LANDSLIDE SUSCEPTIBILITY ASSESSMENT USING PHYSICALLY-
BASED METHODS 
 
This chapter aims to assess landslide susceptibility through the physically-based methods 
(which couples the slope hydrology with slope stability) using temporal static and 
temporal dynamic approaches.  Methodologies for the acquisition and preparation of the 
input variables are presented, i.e., soil depth and soil classification according to USDA for 
further hydrogeological properties establishment. The acquisitions of geotechnical 
parameters through field work, laboratory measurements and back analysis are 
performed. Further, a described comparison is made between the models obtained 
through static and the dynamic approaches. The susceptible models are validated in 
terms of their spatial predictive capabilities. 
 
 
5.1 Landslide susceptibility assessment using physically-based methods: 
Static model VS Dynamic model 
 
Landslides, and everything from the Universe to the human psychology, embodies a 
physical system (Blasio, 2011). Understanding landslides and their behaviour requires in 
principle a few basic laws of mechanics (Blasio, 2011). Thus, in this chapter, the landslide 
susceptibility is assessed through physically-based methods.  
 
Guzzetti (2005) states that the physically-based methods tend to be more stringent and 
should have good results. In fact, at a regional scale due to a lack of data, this could be 
not always the case, making sense to use the statistical based methods instead. However, 
for the present study, an effort was made in order to obtain all the possible and necessary 
data for landslide susceptibility assessment, using physically-based methods, at a regional 
scale. The physically-based methods allow the quantification of instability through the 
explanation of the physical mechanisms and responses to the influential factors that lead 
to slope failure. Such models may numerically integrate other mathematical models of 
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hydrogeological and geotechnical nature, whose main objective is to improve the ability 
to forecast where and when new instability events will be triggered. 
 
Landslides considered as part of a complex dynamic system in space and time are 
triggered by factors such as prolonged rainfall, earthquakes and snow melting. However, 
according to many authors (e.g., Sidle et al., 1985; Crozier, 1986; Brabb and Harrod, 
1989); the main factor triggering landslides in most physiographical environments is the 
rainfall. Many often, an episode of intense rainfall triggers the downslope movement of 
material that was already in its slope failure threshold (Van Asch et al. 2007, Zêzere et al., 
2008).   
 
Beek (2002) assumed that landslides and soil erosion, considered as the main component 
in erosion processes, are closely linked through the hydrologic system and that landslides 
triggered by rainfall episodes are considered the most important due to the 
geomorphological work they perform. Hence, increasing knowledge about the main 
variables and their elementary mechanisms that trigger slope failures by implementing 
physically-based models became crucial.  
 
Literature reveals that the deterministic or physically-based models are preferred to 
forecast the spatial and the temporal occurrence of shallow landslides triggered by 
rainfall events over a given area (Raia et al., 2013). The shallow landslides are often 
associated with the occurrence of debris flows, corresponding to places where soil 
rupture occurs. This loose material, when in contact with a certain amount of water, may 
evolve into debris flows causing damage of catastrophic proportions (Reginatto et al., 
2012). 
 
The physically-based methods are favoured by the capability of predicting alterations in 
the hydrological behaviour by means of the constituent equations (Grayson et al., 1992). 
The applicability of such models for future scenarios is, however, limited. Practical 
limitations are the related problems of spatial and temporal resolution, numerical 
stability and computation time. Even if all model parameters can be acquired, it remains 
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doubtful whether the changes in the model output are discernible against the ensuing 
uncertainty (Nandakumar and Mein, 1997). 
 
Many physically-based models link the triggering groundwater level or matric suction in a 
deterministic manner to a static stability model or an observed stability threshold (e.g., 
Montgomery and Dietrich, 1994; Beek, 2002). Thus, according to these characteristics, 
the prediction of the groundwater level or matric suction, as a measure of the pore 
pressure at the potential shear plane, gives the exceedance of the critical condition. The 
subsequent changes after failure in the hydrological and mechanical behaviour of the 
system are not considered and feedback mechanisms that influence the occurrence of 
landslides are ignored. All in all, the model outcome gives an idea of the system response 
in terms of landslide susceptibility to the changing environmental conditions remaining 
constant all the other factors. The variability within the catchment and induced changes 
in the spatial and temporal distribution of landslide activity are most times neglected 
altogether (Beek, 2002). 
 
These models (using a static or a dynamic approach) for the assessment of landslide 
susceptibility rely upon the understanding of the physical laws controlling slope 
instability. Their apparently complex and unpredictable behavior is due more to lack of 
knowledge on the physical conditions and materials characteristics, rather than to a lack 
of knowledge for the basic laws (Blasio, 2011). The motion of landslides may 
consequently be described in terms of well-known laws of friction, cohesion, and gravity 
(Blasio, 2011) (Fig. 5.1). 
 
  
Fig. 5.1 – Very simplified scheme of the forces acting on a moving landslide. (Extracted from 
Blasio, 2011). 
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In the geotechnical engineering field, the simplified slope stability models are widely 
adopted, (e.g., Taylor, 1948; Wu and Sidle, 1995; Wyllie and Mah, 2004). The stability of a 
slope is calculated using parameters such as normal stress, angle of internal friction, 
cohesion, pore-water pressure, root strength and seismic acceleration. Computation 
results in the safety factor (SF), an index expressing the ratio between the local resisting 





  (5.1) 
  
Index value smaller than 1, corresponds to R < S and denotes instability, on a cell-by-cell 
basis, according to the adopted model (Table 5.1).  
 
Table 5.1 – Relative Slope Stability according to Safety Factor (extracted from 
Sharma, 2002). 
Safety Factor (SF) Slope Stability 
 




1 <SF< 1.25 
 
Unstable (likely rupture) 
 












In order to calculate the resisting and the driving forces, the geometry of the sliding mass 
must be defined, including the geometry of the topographic surface and the location of 
the (hypothetical) slip surface. Most commonly, an infinite-slope approximation is 
adopted (Taylor, 1948; Wu and Sidle, 1995; Beek, 2002; Baum et al., 2002, 2008). Within 
the infinite-slope approximation, in each cell, the slip surface is assumed to be of infinite 
extent, planar, at a fixed depth, and parallel to the topographic surface. Forces acting on 
the sides of the sliding mass are neglected (Raia, 2013). 
 
Modeling shallow planar landslides (Fig. 5.2), triggered by rainfall, adopting the infinite 
slope approach requires time-invariant and time-dependent information. Time-invariant 
information includes the mechanical and hydrological properties of the slope material 
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(e.g. unit weight, cohesion, angle of internal friction, saturated hydraulic conductivity), 
and the geometrical characteristics of the sliding mass (e.g. gradient of the slope and of 
the sliding plane and depth of the sliding plane). The fact that these parameters are 




Fig. 5.2 – (A) Example of a rainfall-induced shallow landslide of the soil slide type in the study 
area. (B) Schematic representation of the slope-infinite model showing the coordinate system and 
variables used in the deterministic and stochastic models. Where: X is the slope parallel 
coordinate; du is the depth to the top of the capillary fringe; dw is the depth to the water table; 
dfp is the  depth to the sliding plane; δ is the  sliding plane; z is the Slope normal coordinate; and  
Z is the Vertical coordinate, Z = z/cos(δ). (modified from Raia et al., 2013).  
 
Time-dependent information consists on the pressure head, i.e. the pressure exerted by 
water in soil material, a function of the amount (depth, dw) of water in the terrain 
(Freeze and Cherry, 1979). Determining the soil pore pressure, and its spatial and 
temporal variations, requires understanding on how rainfall infiltrates and how the water 
moves into the ground. This is described with some differences according to: simplified 
hydrological models in static conditions (e.g., Montgomery and Dietrich, 1994; Dietrich et 
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al., 1995) and complex hydrological models under dynamic interaction between 
precipitation, infiltration, runoff and piezometric level variation over time linked to 
rainfall events (e.g, Iverson, 2000; Beek, 2002). 
 
Simplest physically-based models, as the infinite slope model, have often been used. 
However, these methods usually do not address influences of temporally varying 
precipitation and vegetation dynamics. Outputs from these methods are limited to only a 
snapshot of spatial prediction of landslide susceptibility and cannot account for dynamic 
processes (Gorsevski et al., 2006). Prediction of landslide susceptibility based on static 
environmental factors and/or the existence of steadystate conditions appears to be 
insufficient for a temporal landslide susceptibility analysis (Wu and Sidle, 1995; Gorsevski 
et al., 2003, Gorsevski et al., 2006). Relatively static environmental factors (i.e., elevation, 
slope, aspect, and topographic curvatures) exhibit negligible changes in their state 
through time, and differ from dynamic factors such as climatic or human activities, which 
tend to alter landslide susceptibility through time. To predict the spatial and temporal 
patterns of areas susceptible to landslides, a distributed approach is needed that 
incorporates, for instance, varying precipitation intensity and vegetation.  
 
This chapter aims to carry out landslide susceptibility assessment using two different 
approaches of hydrogeological models, a static and a dynamic, coupled to the slope 
stability model (infinite slope model). Subsequently, those models will be compared, in 
order to understand the possible advantages of using a dynamic approach. Both models 
allow the integration of both hydrogeological and geotechnical parameters, whose main 
objective is a mathematical approximation of reality in order to improve the ability to 
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5.2  Infinite Slope Model 
 
The soil above a potential shear plane located in a slope is subject to a driving force (S), 
that includes the downslope component of the own weight of the soil and any additional 
loads acting on it. At the same time, the movement is resisted by the reaction force of the 
mobilized shear strength. The mobilized shearing resistance is finite and can be 
considered as the capacity of the soil to resist failure (R). Failure occurs as soon as the 
demand exceeds the capacity to resist. This principle is the basis for the limiting 
equilibrium approach, which forms the basis for the slope stability assessment in the 
coupled hillslope model; the maximum shearing resistance that can be mobilized is equal 
to the disturbing forces at imminent failure (hence the name limiting equilibrium) (Beek, 
2002).  
 
With the limiting equilibrium method, the stability can be expressed as the ratio or the 
difference between the capacity of the soil to resist failure (R) and the demand of the 
driving force (S). As already mentioned, this measure is known as the safety factor, SF 
(see Equation 5.1). 
 
Thus, the infinite slope model fits the stability analysis through the limiting equilibrium 
method which calculates the safety factor. Along a potential shear plane it is calculated 
the ratio between the destabilizing forces, resulting from the own weight of the slice of 
the potentially unstable soil and the effects of water on land, including the effects of 
percolation, and the capacity of the soil to resist failure along that surface. Thus, for the 
same terrain conditions a constant safety factor is observed over an entire shear plane 
surface (IGME, 1987; Sharma, 2002, Vallejo et al.,2002). 
 
This model assumes that the slope extends for a relatively long distance and has a 
consistent subsoil profile enabling to be analyzed as an infinite slope. The failure plane for 
this case is parallel to the surface of the slope and the limit equilibrium method can be 
applied readily (Sharma, 2002). 
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At F= 1, failure is imminent and the situation is critical. When F< 1, the slope should 
theoretically had failed. The difference between shear strength and shear stress is known 
as the safety margin, SM, 
 SM R S   (5.2) 
 
The safety factor is dimensionless whereas the safety margin has the units of the driving 
forces and capacity to resist failure forces. It is most convenient to define the conditions 
at the potential shear plane as forces, the average of the inter-particle forces over an 
elementary area, i.e., f= ΣF/A. 
 
The limiting equilibrium method takes into account the plastic failure approach. The 




  tanft c     R  (5.3) 
 
Where tf is the shearing resistance at failure (SF=1), c is the cohesion,  is the total normal 
stress and   is the angle of internal friction. The expression   is defined as an angle, 
while the other variables have units of stress or forces (N.m-2 or kPa). The contribution of 
cohesion is considered constant and consists on: 1) the inter-particle bonds due to the 
presence of cement which promotes the bonding process between grains; 2) a potential 
molecular or colloidal attraction; 3) the effect of capillary pressure in the interstitial soil 
(Blasio, 2011). 
 
The variation of the friction component of the shearing resistance depends on the 
average inter-particle stress normal to the potential shear plane, σ. If the weight of the 
soil, W is the only load acting on the potential shear plane, the total normal stress for an 
area of unit width and length is given by: 
 
 
2( )W cos    (5.4) 
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where   is the slope angle and W is the weight of the soil which depends on Z.  (m2), 
respectively, the soil depth (m) and the bulk density of the soil (KN.m-3). Under the same 
assumptions, the disturbance is given by the shear stress, t: 
 
  t W sin cos    S  (5.5) 
 
The friction component of the shear resistance depends on the effective normal stress, ', 
when a part of the load is carried by the water that is present in the pores. This is given by 
the normal total stress reduced from the pore pressure, u: 
 
 ` u    (5.6) 
 
The primed symbols are used for indicate the effective conditions, as the normal stress 
and the shear strength parameters, c' and φ'. Under the assumption that the 
groundwater levels that occur are unconfined, the effective stress is affected by the 
fluctuation of the particles below the groundwater level, so: 
  
   2` [ `]Z WL WL cos         (5.7) 
 
Where WL represents the groundwater height above the shear surface and respectively, 
  and   are the moist and buoyant bulk unit weight (KN m-3). The weight is determined by 
the depth of the potential shear plane acting upon. The potential shear plane may 
correspond to a structural weakness as bedding planes or horizons in the soil profile, like 
lower boundary of the root zone or the lower zone of the weathering profile (Beek, 2002).  
 
When the depth of the landslides is defined by structural weaknesses, its shape can be 
described as planar or translational, and its length is much greater than its depth (Crozier, 
1973). This approaches a situation in which the soil mantle has an infinite length which is 
the major premise of the infinite slope model. Under this assumption, it can be said that 
considering a homogeneous soil, all the forces that act on the ascending part of an 
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element are balanced by descendent forces  that  are also great, but opposite in sign 
(Nash, 1987). 
 
The infinite slope model is based on the slope stability, which is governed by the values of 
demand of the driving force and the capacity of the soil to resist failure. Such values are 
primarily influenced by the self weight of the soil above the potential shear plane 
(Equation 5.3 and 5.5). The stability is assessed in terms of effective stress, with the 
frictional component of the shear strength set to (σ - u) tan φ'. In the infinitive slope 
model it is assumed that the water flow is parallel to the shear plane and the topographic 
surface. Under this assumption, the pore pressure is determined. As an alternative to 
Equation 5.7, the pore pressure which is necessary for calculating the effective normal 




wu WL cos    (5.8) 
 
Where WL represents the groundwater height above shear surface,    is the density of 
water (KN m3) and   is the slope angle (Beek, 2002) (Fig. 5.3). 
 
 
Fig. 5.3 – Definition of the infinite slope model for translational slides (extracted from Beek, 
2002). 
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There are many variations of this method, but this seems to be the most complete 
formulations allowing its use in cohesive materials, such as on the materials present in 
the study area (Fig. 5.4). 
 
 
Fig. 5.4 – Infinite slope failure in cohesive soil with parallel seepage under saturated soil condition 
(extracted from Sharma, 2002). 
 
One of the advantages of using the dynamic model, instead of the static one, is that it can 
be added the matric suction as an additional interstitial force. This force is added to the 
shear strength when no groundwater is present. According to the model of Fredlund 
(Fredlund, 1987), this force is additional to the frictional shear strength and not an 
intrinsic part of it. This parameter is dynamically given by the hydrological model 
(STARWARS) over a unit area. It can be represented as an apparent cohesion term Δc’: 
 
 ´  | | bc h tan   (5.9) 
 
which is positive and consists on the absolute matric suction, |h| (kPa), and φb, the 
friction angle that describes the increase in shear strength at higher values of suction 
(Beek, 2002). In the static approach it is not possible to acquire the matric suction as an 
output from the hydrological model since it is a dynamic parameter and depends on the 
net rainfall amount.  
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Despite using the same infinite slope model, the static and dynamic approaches differ 
somewhat in their equation, due to their nature. Thus, it is shown bellow two different 
manners to calculate slope stability using the infinite slope model.  
 
According to Sharma (2002), through an articulation between a hydrological 
(Montgomery and Dietrich, 1994: SHALSTAB) and a geotechnical model, the safety factor, 
for a given area can be calculated. In this equation it is assumed that the water level is 
located at a dw height above the shear plane.  The water level is thus, dependent on the 
relation between the water height and the soil depth, more precisely, it is dependent on 
the ratio between the saturated soil thickness and the total soil thickness of the potential 
unstable soil. Thereby, the general expression of the safety factor (Equations 5.10 and 





2`  1 `  `
   1  s
c Z cos m m tan
SF
hsin cos m m
   
   
       






  (5.11) 
 
The equation of the infinite slope model, for the dynamic approach, appears slightly 
different from the previous one. In this case, the model has the capability to simulate the 
pore pressure conditions adequately over time in order to assess the activity of rainfall-
induced landslides, through a dynamic and distributed hydrological model (Beek, 2002: 
STARWARS) coupled with the probabilistic slope stability model (Beek, 2002: PROBSTAB). 
Awareness of the possible impact of changing environmental conditions, such as land use 
and climate, on the controlling pore pressures and the absence of long term 
observational records has lead to the importance of using dynamic physically-based 
hydrological models to evaluate the consequences of future landslide activity. Thereby, in 
a dynamic approach the two parameters of the apparent cohesion equation can be 
included in the equation of the infinite slope model. Thus, the hydrologic input consists of 
the absolute matric suction, |h|, and the groundwater height, WL, which stem from the 
hydrological model component, STARWARS. With stability expressed by the safety factor, 
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SF, this equation is derived by substituting Equations 5.3, 5.5, 5.6 and 5.9 into Equation 






2`  ` ` `
s
c c Z WL WL cos tan
SF
Z WL WL sin cos
   
   
       
       (5.12) 
   
where c’ and Δc’ are respectively the true and the apparent cohesion, φ’ is the angle of 
internal friction, Z is the depth to the potential shear plane, β is the slope angle, WL is the 
water level above the shear plane and y, y
s 
and y’ are respectively the moist, saturated 
and buoyant bulk densities.  
 
In both, static and dynamic approaches, the slope stability assessment is deterministic 
and requires the input of the soil depth, Z, and other parameters. The soil depth was 
obtained through an altered simplified Geomorphological Indexed Soil Thickness model 
(sGIST) developed by Catani et al., 2010 (section 5.3.5).  These two manners, for 
calculating slope stability, should be applied carefully and their results interpreted with 
scrutiny. After all, no model can predict nor assess changes beyond its original scope and 
cannot escape from a certain amount of empirism (Beek, 2002). 
 
It must be mentioned that, after several attempts, it was noted that the dynamic 
hydrological model worked better with a 25m pixel size, especially for the discharge data, 
which is one of the important outputs of the model, for calibration purposes (which will 
be explained later). Thus, in order to be consistent all the hydrological models (static and 
dynamic) were developed with a 25m pixel size. Then, these models were resampled to a 
5m pixel size in order to perform the remaining safety factor equation for both static and 
dynamic approaches. In the case of the soil depth map (Z), it must be mentioned, that, 
since it enters in both, hydrological, and safety factor equations, the acquisition of such 
map was made, previously, with a 5m pixel size, then, in order to be input within the 
hydrological models, it was resampled to a 25m of pixel size. 
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The remaining parameters of the safety factor equation were developed with a 5m pixel 
size, because, according to Frattini et al. (2010), using a high resolution terrain unit, such 




5.3 General data  
 
Despite the difficulty on data acquisition an effort was carried out for trying to get all the 
data needed for the physically-based modeling. There are physical variables that fall 
within both static and dynamic approaches and thus will be following described. 
 
5.3.1 Digital Elevation Model  
 
Digital Elevation Model (DEM) with high quality (accurate) provides also higher quality of 
its derivatives and models that come into account with DEM. In order to carry out a more 
detailed geomorphologic analysis a DEM, with a 5 m pixel size, of the study area was 
constructed (see Fig 1.5, Chapter 1). This model was generated from three types of data: 
contours, quoted points and quoted auxiliary points. The altimetric data derived from the 
Portuguese Geographic Institute (IGP), at 1:10,000 scale (contours with 5m of interval 
contour and quoted points with centesimal precision). The quoted auxiliary points were 
generated by IDRISI GIS software, through contours, based on a parabolic function, and 
subjected to several operations for automatic correction. The purpose of this operations 
aims to remove incorrect flat surfaces (such as interfluves and valley bottoms) generated 
by TIN models during the process of triangulation. However, for the development of such 
process it is necessary to have a very wide knowledge of the study area, in order to avoid 
the elimination of really plans valley bottoms or interfluves. 
 
Subsequently the optimized DEM was used to derive variables such as slope angle which 
is one of the most important variables controlling variables (see Fig.3.13, Chapter 3). 
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5.3.2 Lithology 
 
For a correct distribution and variation of the physical properties of soil, slope and 
hydrogeological conditions, a detailed litho-structural map was previously built (see 
Chapter 3) in order to improve the predictive capabilities of the landslide susceptibility 
maps. 
 
This detailed lithological map was made through the stereoscopic analysis of aerial 
photographs which was kept faithful to the pre-existing lithological map when it was not 
possible to map the lithological boundaries (see Fig 3.12, Chapter 3). 
 
 
5.3.2.1 Lithological effects on hydrological properties 
 
The soil hydrology behave differently depending on the underlying lithology. These 
differences can be understood by subdividing the regional lithology into two main groups.  
On the first group, containing the shale dominated complexes, the water percolation 
tends to be very low due to the low lithological permeability and to a low permeability of 
the dominant clay loam covering soil. Heavy rainfall events in the low permeability 
materials favors the increase of the water table leading to saturation and hence to runoff 
(Montgomery and Dietrich, 1994; Iverson, 2000).  
 
On the second group, containing the sandstones dominated complexes, the water 
percolation takes place through the existing fractures which can be, eventually, retained 
on the low permeable clay loam covering soil. During a field campaign it was actually 
possible to observe water resurgence in some places. This phenomenon is often 
responsible for erosion leading to slope instability.  The differences registered in the 
lithological resistance strongly influence the slope morphology. The resistant sandstones 
dominated complexes located on the upper sections of the topography present steep 
slopes. Moreover, the underlying shale dominated complexes presenting concave slopes 
denounce less resistance to erosion. 
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5.3.3 Geotechnical soils characterization  
 
Through field observation and landslide inventory it was possible to note that most 
landslides occur on shale dominated complexes, regardless the landslide type. This 
occurrence is naturally promoted by deficient geotechnical characteristics, high slope 
angles and significant changes in the hydrological conditions. However, it is worth 
mention the presence of large deep landslides occurring on sandstones dominated 
complexes. These two are the dominant lithologies in the study area, where the shale 
dominated complexes correspond to 60.79% and sandstones dominated complexes 
correspond to 29.53% of the total study area (Chapter 3). 
 
In order to understand the role of the two dominant lithologies for landslide occurrence 
there was the necessity of knowing the physical properties of these lithologies and the 
local hydrological conditions. Initially there was no information on the geotechnical 
parameters for the study area and for this reason, based on the detailed lithological map 
(Chapter 3) six collections of soil samples were made for further laboratory analysis (Fig. 
5.5). These collections were only made on the two dominant lithologies by removing, in 
situ, the covering soil, i.e.: 1) four samples from de shale dominated complexes; 2) and 
two samples from the sandstones dominated complexes. 
 
The samples were collected on undeformed areas in order to preserve the natural 
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Fig. 5.5 – Soil sample sites. 
 
The covering soil samples, used for the laboratory tests, were collected in cylindrical 
samplers built from PVC (1) Shear Tests: 7 cm height and 11 cm radius; 2) Weights 
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Densities: 11 cm height and 4.5 cm radius) and covered with cling film in order to avoid 
the loss of the natural humidity (Fig. 5.6). The consolidated undrained direct simple shear 
testing and water content determination for the acquisition of the geotechnical 
properties of soil needed for the infinite slope equation were made according to methods 
described in Table 5.2. 
 
 
Fig. 5.6 –  PVC samplers for collecting soil samples. 
 
Table 5.2 – Determination of Geotechnical properties of soil. 
Test Performed Methodology Parameters 
Consolidated Undrained 
Direct Simple Shear Testing 
of Cohesive Soils 
 
 
D6528 – 00 (ASTM, 2004) 
 
C, Φ 
Soil Water Content 
Determination 
 
NP – 84 (LNEC, 1965) 
 
, s, ` e, n 
 
The Direct Shear Test was made in order to determine the shear strength of the cohesive 
soil samples. The test equipment consists of a metal shear box (Fig. 5.7:a) in which the 
soil sample is placed. Many times the soil samples did not contain complete water 
saturation in the field. Thereby, to provide an accurate soil water content determination 
the soil samples were submitted to laboratory saturation with the aid of a vacuum pump. 
To insure a complete saturation of the samples a period of a week, inside the vacuum 
pump, was needed for each soil sample (Fig. 5.7:b). After this period, the metal shear box 
was inserted in the Shear Test machine (Fig. 5.7: c). The Consolidated Undrained Direct 
Simple Shear Test is split horizontally into two halves: Vertically force (normal stress) is 
applied through a metal platen; Shear force is applied by moving one half of the box 
relative to the other to cause failure in the soil sample (Fig  5.8). After being tested each 
soil sample is then dried naturally for further test completion (Fig. 5.7:d).  
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The complete results obtained from laboratory tests for each soil sample are showed in 
Fig A3.1, A3.2 and Tables A3.1, A3.2, A3.3 and A3.4 in Appendix 3. The final resulting 
parameters of the soil water determination for each soil sample were obtained through 
the median function between each different imposed shear stress (Table 5.3 and 5.4). The 
median function between the samples of both lithological type (shale dominated 
complexes and sandstones dominated complexes) was adopted because, when compared 
to the mean, the median function has the advantage of not being influenced by individual 
erratic or not significant values, which is important, in case of any anomaly on laboratory 
tests (Pimenta, 2011) (Table 5.3). Though, for the sandstones dominated complexes 




Fig. 5.7 – Laboratory equipment: a) Shear metal box; b) Vacuum pump; c) Shear Stress Test 
Machine; d) Some of the dried soil samples (after being tested).  




Fig. 5.8 – Direct Shear Test: Measuring instruments of the Shear Stress Test Machine. Acquisition 
of the shear strength parameters (cohesion and angle of internal friction). The shear stress is 
imposed on the loading bar in which 30 kg corresponds to a shear stress of 94.3kpa, 70Kg to a 
203.3kpa and 100kg to 285.0kpa. 
 
Table 5.3 – Summary table with the geotechnical parameters resulted 




















1 18.54 10.42 20.23 0.23 19.02 6.70 21.00 
2 18.58 10.19 20.00 0.12 10.66 4.80 28.00 
3 18.94 10.94 20.75 0.19 15.63 10.40 27.00 
4 18.90 11.22 21.03 0.13 11.50 0.40 28.00 
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Table 5.4 – Summary table with the geotechnical parameters resulted 




















5 19.41 12.04 21.85 0.00 0.33 0.80 34.00 




    
 
Median 18.6 11.5 21.3 9.3 29.5 18.6 11.5 
 
When completely saturated, the covering soil of the shale dominated complexes seems to 
have lower cohesion and lower internal friction when compared to the values obtained 
for the sandstones dominated complexes. Actually, as it was showed in the previous 
chapters, th proportion of landslides is higher in shale dominated complexes when 
compared with sandstones dominated complexes, i.e., the covering soil located on shale 
dominant complexes are less resistant and then, more prone to slope failure. 
 
To improve the geotechnical parameters, a systematic back analysis of landslide was 
performed (as it can be seen on the following section). This method was applied in order 
to adjust the geotechnical parameters according to the behavior of the covering soils 
present on the study area. 
 
 
5.3.4 Back analysis of landslides for optimizing shear strength parameters  
 
Despite the majority of shallow and deep-seated rotational slides observed in the study 
area, it is important to mention that most of the shallow rotational slides have not a 
perfect rotational characteristics, since the curvature radius of the shear plane is very 
high. Taking into account this fact, some of the primarily identified shallow rotational 
slides, could actually be assumed as planar slides and integrated in the infinite slope 
model for further calibration and validation purposes. 
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Thereby, using the infinite slope equation coupled with the static hydrological approach 
(Equations 5.10 and 5.11) developed by Sharma (2002) and assuming that the slope 
failure occurs when the safety factor is equal to 1, it can be reconstituted the snapshot 
conditions of the shear strength parameters (cohesion and angle of internal friction) 
when the slope failure occurred.  
 
Through the landslide inventory, validated by field work, and the detailed litho-
stratigraphic map (Chapter 3) was collected the landslide data needed for the back 
analyses, whose goal was the calibration of the shear strength values, of the affected 
material. For each lithological unit several typical landslides were selected and the mean 
slope of each landslide was calculated (b). In a spreadsheet, the information regarding the 
lithological unit in order to calculate the Safety Factor ≈ 1 was introduced (Table 5.5). 
 
Within each lithological unit the values of cohesion and internal friction angle were 
changed, separately, until a convergence of Safety Factor ≈ 1. The Table 5.5 shows an 
example of how the back analysis was performed for the typical landslides within each 
lithological unit in the study area. 
 

















































5.0 26.0 0.4 1.3 18.7 10.7 20.5 26.4 2.9 0.4 0.9 0.5 1.00 
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... 
CHAPTER 5 - LANDSLIDE SUSCEPTIBILITY ASSESSMENT USING PHYSICALLY-BASED METHODS 
 
       169 
With this procedure, it  was possible to obtain an improvement on the shear strength 
parameters (c` and `) coinciding with the conditions at the time when the mass 
movement occurred for each lithological unit containing landslides.  
 
The potential unstable soil thickness was estimated through the landslide main scraps (Z), 
observed during the field work. The thickness of the saturated soil (dw) were estimated 
through back analyses taking into account the slope position (middle, toe or top position 
along the hillslope profile) of each landslide.  
 
The calibrated geotechnical properties are given in Table 5.6. The Fig. 5.9 shows the 
variation between the safety factor (SF) plotted against the ratio between the 
groundwater and total soil thickness (m=dw/Z). This calibration was made through the 
typical landslides located on the shale dominated complexes (which is where the majority 
of the landslides are mostly located). 
 
 
Fig. 5.9 – Back analysis of landslides occurred in Shale dominated Complexes: Relationship 
between the Safety Factor and the ratio between the thickness of saturated soil and potentially 
unstable soil thickness (m) arranged in the increasing order of soil thickness (Z). 
 
Only the shear strength values of the shale dominated complexes were possible to be 
improved, since they have a sufficient amount of slope movements. The other lithological 
units remained with the initial values, due to impossibility to performed back analysis 
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For the lithologies sands and sandstones, claystones and limestones (representing 0.73% 
of the total study area) due to the fact that it was not possible to obtained consistent soil 
samples and due to the similarities observed in the field, it was decided to assign the 
same values of the sandstones dominated complexes. For the alluvium and dolerite 
standard values were adopted from Fernandes, 1994, Cernica, 1995; Jeremias, 2000; 
Vallejo et al., 2002; and Baptista, 2004. For the limestones and claystones, limestones and 
marls, marls, sandstones and claystones the geotechnical parameters obtained through 
laboratory tests made by Pimenta, 2011 were adopted. Although it is not the same study 
area, the lithologies are very similar enabling the assignment of the Pimenta 2011 values 
to these lithologies, which represent only 0.98% of the total study area (Table 5.6). 
 













Aluvium 16.0 8.2 18.0 3 19 References 
Dolerite 28.0 18.2 28.0 2000 45 References 
Limestones and claystones 25.0 17.2 27.0 11 24 References 
Limestones and marls 25.0 17.2 27.0 11 24 References 
Marls, sandstones and claystones 24.7 16.9 26.7 7 12 References 
Sands (Pliocene) 18.6 11.5 21.3 9.3 29.5 Laboratory 
Sandstones, claystones and limestones 18.6 11.5 21.3 9.3 29.5 Laboratory 
Sandstones dominated complexes 18.6 11.5 21.3 9.3 29.5 Laboratory 






5.3.5 Assessment of the soil depth  
 
Soil thickness, (Z), perceived as depth to bedrock, or depth to the first marked change in 
hydrological properties, is widely recognized as a controlling factor in numerous surface 
and subsurface processes, e.g., landscape evolution, sediment budgets and landsliding 
(Catani et al., 2010). However, this is one of the least understood and difficult to obtain 
physical variable. This is the reason why, traditional soil mapping usually does not include 
continuous information on spatially variable soil properties and direct measurement of Z. 
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It is only possible to obtain this kind of data for small and well monitored test sites (Catani 
et al., 2010). 
 
Some attempts have been made world wide in order to obtain this physical variable. One 
that can be mentioned is based on a linear correlation between soil thickness and 
elevation or slope gradient (e.g., Saulnier et al., 1997). However, the performance of such 
models is usually poor due to the lack of consideration of fundamental parameters such 
as slope curvature, lithology and relative position within the soil sequence or catena. 
Better results, although usually site specific, were described by Boer et al. (1996) and Tsai 
et al. (2001) using multivariate statistical models that correlate soil depth with a 
combination of independent variables assumed to influence the spatial distribution of soil 
depth (Catani et al., 2010).  
 
Over time, the soil thickness prediction has been studied and improved by many authors 
(Heimsath et al., 1999, 2000, 2001a, 2001b; Mudd and Furbish, 2004, 2006; Saco et al., 
2006; Park et al., 2001; Catani et al., 2010). Significant statistical correlations between Z 
and a number of terrains attributes have led to the incorporation of factors such as 
surface curvature, topographic wetness index and upslope contributing area. 
Deterministic methods, based on these factors, have been developed. However, at 
regional scale, such methods are less suitable for soil thickness prediction (Heimsath et 
al., 2001b; Catani et al., 2010).  
 
All these previous attempts were crucial to raise the knowledge about the weight 
importance of the variables controlling soil thickness and for the development of a 
continuous soil depth model. Thus, in 2010 Catani and co-authors developed a model, 
called GIST (Geomorphological Indexed Soil Thickness) and sGIST (simplified 
Geomorphological Indexed Soil Thickness), which allows calculating the thickness of soil 
(Z) of a particular area, with a given resolution, discarding the hypothesis of variation and 
evolution of soil thickness through time. 
The GIST and sGIST models are based on topographic Digital Terrain Model (DEM) data, 
digital geological maps and general information on the land-surface units. The main goal 
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of the model, is the prediction of the depth of the colluvial and residual layers with an 
accuracy compatible with the requirements of slope stability and rainfall-runoff models. 
The main characteristics and advantages of using these models are the following: 1) they 
are performed for catchment-scale analysis; 2) it is possible the implementation within a 
geographic information system (GIS) environment; 3) they have a wide availability and 
low cost of the required parameters; 4) and have more balanced consideration of 
topographic attributes in conjunction with geological and/or geomorphological factors 
(Catani et al., 2010). 
 
The models proposed by Catani et al. (2010) are based on the equations of conservation 
of mass for the soil column proposed by Heimsath et al. (1997, 1999) and Minasny and 















where ps and pr are soil and rock density, qs is the soil flux, Z is surface layer thickness, b 
and w are the elevation of bedrock and ground surface with respect to an arbitrary 
elevation reference, ∂b/∂t is the rate of soil production from bedrock and ∂w/∂t is the 
soil lowering rate due to chemical weathering. 
 
However, in models proposed by Catani et al. (2010) the previous equation was subject to 
the following modifications: 1) the rate of soil production from bedrock ∂b/∂t and that of 
soil chemical dissolution ∂w/∂t are replaced with implicit constant coefficients within 
boundary conditions that depend locally on lithology and geological history; 2) for simple 
creep, depth‐dependent creep and overland flow erosion, which expresses soil loss for 
sediment transport (right side of the equation), the authors showed that soil transfer by 
diffusion depends mainly on slope, linking the soil losses to hillslope laplacian curvature, 
since it was already proven, by many other authors, that local soil depth is inversely 
correlated with slope curvature (Heimsath et al., 1999, 2001a; Braun et al., 2001; Park et 
al., 2001). Other parameters, such as slope length or upslope contributing area, ignored 
by many previous work about soil depth are considered also by the methodology 
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developed by Catani et al., 2010, i.e., the soil thickness distribution will be taken into 
account by linking them to position along the hillslope profile; 3) According to Roering et 
al. (2001); Montgomery and Brandon (2002), and Catani et al. (2010), the net 
contribution, of soil losses and gains, due to mass movements, can be linked to threshold 
processes associated to slope gradient that in some cases decouple relief from soil losses. 
The sediment loss by intermittent landsliding in the upper portions of the hillslope is 
taken into account by defining appropriate, lithology-dependent thresholds for the 
triggering of mass transport.  
 
For the GIST model, it is also considered the position of a point along the hillslope profile. 
For this the following two steps are required: 1) calculation of the catenary position (P) 
within the hillslope profile; 2) convertion of P into an index varying from 0 to 1. Using a 
raster DEM, P can be determined by a simple algorithm that calculates the shortest 
upslope hydrologic distance to the hilltop and the shortest downslope path to the 
channel network, following the method proposed by Tucker et al. (2001).  
 
Catani et al. (2010), spatially partitioned the study area into two‐dimensional land‐surface 
units (TLU) which were based on similar relationships between topography, active 
geomorphic processes and soil thickness. TLUs were delineated from digital geological 
and geomorphological maps, field surveys and DEM data. However, to estimate soil 
thickness with this model it is not necessary to perform a complete analysis and 
classification of the soil toposequences present within an area. A simpler approach that 
identifies large land‐surface units according to the “nine‐unit” model of Conacher and 
Dalrymple (1977) through detailed field surveys and in which, the TLUs are not 
differentiated on a geomorphological basis, can be achieved through the implementation 
of a simplified Geomorphological Indexed Soil Thickness (sGIST). 
 
For the present work, the sGIST model was performed, although with some modifications. 
Thus, for lithology-dependent thresholds, instead of using the threshold processes 
associated to slope gradient, a simpler approach, using the slope angle, was performed 
(Sa). It was processed in this manner due to a lack of landslides in some lithologies and 
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due to the fact that, the dominant lithologies, contain substantially, the same triggering 
slope gradient (Table 5.7). 
 






Limestones and marls 25 
Sandstones dominated complexes 15 
Shale dominated complexes 15 
 
In Sa nondimensional index, it is assumed that higher the slope angle lower the soil depth 
and vice versa. This soil depth contributing factor must then range between 0 and 1, by 
means of linear normalization, where 0 corresponds to soil depth minimum value and 1 
to soil depth maximum value. 
 
Then, based on the assumption that on the concave lower sections soil depth is higher 
and on the convex sections soil depth is thinner (Heimsath et al., 1999, 2001a; Braun et 
al., 2001; Park et al., 2001), the nondimensional index Cp (regarding the calculation of the 
profile curvature) was also calculated, ranging between 0 and 1. This index expresses the 
expected soil depth of each pixel with respect to slope curvature.  
 
The P factor is referred to the relative soil depth value, by means of the catenary position 
within the hillslope profile. While the other two factors were simply obtained from ArcGis 
software, through Spatial Analyst tools, the P factor was obtained using the Land Facet 
Corridor Designer (LFCD) tool, an extension for ArcGIS software. The LFCD performs 
topographic analysis using the topographic position index (TPI), which is the difference 
between each pixel’s elevation and the average elevation of the surrounding pixels. TPI 
was calculated from a DEM producing a new raster of TPI values (Fig. 5.10). 
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Fig. 5.10 – Topographic position index performed with 100 surrounding cells of neighborhood 
size. 
 
A negative TPI value indicates that the pixel is at a lower elevation than the surrounding 
cells (e.g., in a valley), while a positive TPI indicates that the surrounding cells are lower 
(e.g., on a ridge). A TPI value near zero indicates a hillside slope or a flat area, and these 
can be distinguished by using the slope angle at that point (i.e., a slope angle near zero 
suggests a flat area, while higher slope angles indicates a hillside slope). By varying the TPI 
neighborhood size (the number of surrounding cells) it is possible to control the scale-or 
resolution-of the modeled topographic position. A large TPI neighborhood tends to 
minimize smaller features and capture larger ones. A small TPI neighborhood emphasizes 
finer-scale features. The user can tailor the scale according to the goal of the study 
(Jenness et al., 2011). Due to the scale of this work and after several calibration attempts 
100 surrounding cells were selected for TPI performing. Subsequently, for modeling 
purposes, the TPI was converted into the P index represented by the adimensional scale 
factor Z (where 0 ≤ Z ≤ 1). Assuming that Z increases linearly from the minimum value (Z = 
0) in the interfluves (p = 0) to the maximum (Z = 1) in the toeslope (p = 1). 
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Through a combination of soil depth contributing factors which are delineated from 
digital lithological map, field surveys and DEM data, was possible to obtain a continuous 
soil depth model (altered sGIST model): 
 
 sGIST Kc C P S     (5.14) 
 
All the factors in the formula (in the form of pure numbers ranging from 0 to 1) express 
the propensity of a point to accumulate soil cover, while the constant Kc, which is 
calculated for each lithology from the in situ measurements, calibrates the formula and 
transforms the pure number to a metric value (in m) (Fig. 5.12). Direct measurements of 
soil depth, for Kc achievement, were made from preexisting or newly excavated soil 
profiles (Fig. 5.11 and 5.12).  
 
 
Fig. 5.11 – 6 of the 67 sites where was possible to measure the soil depth, i.e., depth to bedrock 
(drawn as yellow lines). 
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Fig. 5.12 – Soil depth measuring sites. 
 
The measures were made taking into account the local detailed lithology grouped into 
nine units, mainly according to bedrock lithology, respectively: Shale dominated 
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complexes; Sandstone dominated complexes; Sand; Limestones and claystones; Alluvium; 
Marls, sandstones and claystones; Limestones and marls; Sandstones, claystones and 
limestones; and Dolerite. However it was not possible to acquired measurements in every 
lithological units. Only for Shale dominated complexes; Sandstone dominated complexes; 
Sands; Limestones and claystones; and Alluvium was possible to obtain measurements. As 
it can be seen in Table 5.8 the values range from 0.1 to 1.82 m and are evidently 
correlated with the lithology resistance. 
 








Nº of Measuring 
sites 
Occupancy area 










0.1 0.3 13 29.5 
Sands  
 




0.25 0.25 2 0.4 
Alluvium 0.85 1 4 6.8 
 
For the four units (Marls, sandstones and claystones; Limestones and marls; Sandstones, 
claystones and limestones and Dolerite), together occupying 1.8% of the total study area, 
it was not possible to obtain a single soil thickness measure. 
 
For the kc factor it would be preferable measurements in all lithological units, in order to 
assign a constant that could best fits the measurements through field work. However, it 
was not possible to do so, due to the lack of exposed soil profiles matching the location of 
the remaining unmeasured lithological units. Beyond this fact, it must be said that more 
measurements would be preferable, even for the measured units. One manner to 
overcome this disability relies upon geophysical measurements, though, in order to 
achieve the remaining objectives of this work, it was not possible to perform. It must be 
noteworthy that higher quality on this data would require more time and dedication and 
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could lead itself to a dissertation. However, in order to circumvent this issue it were 
assigned values to the unmeasured lithological units based on its similarity with the 
measured lithologies. Thereby, for the Marls, sandstones and claystones was assigned the 
same constant value as the Shale dominated complexes, for the Limestones and marls 
was assigned the same constant value as Limestones and claystones, for the Sandstones, 
claystones and limestones was assigned the same constant value as the Sandstone 
dominated complexes. For the dolerite, since it is a volcanic rock and has a different 
nature comparing with the other lithologies, it was assigned the mean value of the most 
resistant and thinner soil depth registered for two measured lithologies, i.e. Limestones 
and claystones; and Sandstone dominated complexes.  
 
Therefore, the constant Kc, which is calculated for each lithology from the in situ 
measurements, was obtained through means of calibration (by trial and error until it 
returns the lowest RMSE possible). This is a crucial step, as it summarizes the effects of 
the curvature, slope angle and catenary position for every cell.  
 
For calibration were used 75% of the total measured points on Shale dominated 
complexes, 75% of the total measured points on Sandstones dominated complexes, 75% 
of the total measured points on Sands, 50% of the total measured points on Limestones 
and Claystones and 75% of the total measured points on Alluvium, which were randomly 
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Table 5.9 – Calibration and validation groups of soil depth in-situ measurements. 
Lithology 





(% of the 
total study 
area) 

























75 10 25 3 29.5 




50 1 50 1 0.4 
Alluviums 75 3 25 1 6.8 
SUM - 50 - 17 98.2 
     
Global RMSE 0.23 0.27 
STD 0.24 0.31 
 
Some lithological units do not have a desirable amount of soil thickness measurements, 
though it is worth noting that they occupy a very small percentage of the total study area 
which causes a non dramatic insufficiency. After several tests and due to the lowest 
global RMSE value founded (0.23 meters) it was given the soil depth values according to 
Table 5.10.  
 
Table 5.10 – Constant Kc (m) inserted into the model after calibration.  
Lithology Kc (m) Attributions according to: 
Aluvium 2.5 Lowest RMSE 
Limestones and claystones 1.15 Lowest RMSE 
Sands 1.3 Lowest RMSE 
Sandstone dominated complexes 0.85 Lowest RMSE 
Shale dominated complexes 2.4 Lowest RMSE 
Marls, sandstones and claystones 2.4 Same as shale dominated complexes 
Limestones and marls 1.15 Same as Limestones and claystones 
Sandstones, claystones and limestones 0.85 
Same as Sandstones dominated 
complexes 
Dolerite 1.1 
Mean between Limestones and 
claystones; and Sandstone dominated 
complexes 
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Further, to perform a validation were used the remaining 25% of the total measured 
points on Shale dominated complexes, 25% of the total measured points on Sandstones 
dominated complexes, 25% of the total measured points on Sands, 50% of the total 
measured points on Limestones and Claystones and 25% of the total measured points on 
Alluvium. After RMSE assessment it is possible to assume that the model have an 
acceptable error of 0.27 meters (Table 5.9). 
 
Finally, after obtaining the calibrated Kc constant and the remaining soil depth 
contributing factors (Fig. 5.13) it was possible to implement the altered sGIST equation 
(Equation 5.14) and to obtain the soil depth model (Fig. 5.14). 
 
 
Fig. 5.13 – Soil depth contributing factors: a) constant Kc, which is calculated for each lithology 
from the in situ measurements; b) Profile curvature (Cp index); c) Catenary position within the 
hillslope profile (P index); d) Slope angle (Sa index). 




Fig. 5.14 – Soil depth map. 
 
The final soil depth map reflects the commitment between the four soil depth 
contributing factors. As expected, on the colluvial areas, where simultaneously the 
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bedrock is less resistant to erosion, the soil thickness is higher. Controversy, on 
interfluves areas, where the bedrock is simultaneously more resistant to erosion, the soil 
thickness is thinner. 
 
Although the altered sGIST may not be the optimal method for soil depth data 
achievement it appears to be a very interesting one when resources are scarce (e.g., lack 
of geoelectrical equipment for measurements in the field). It must be remember that, 
despite some constraints regarding the constant kc, the altered sGIST model seems to be 
a consistent method since it takes into account morphometric variables so far neglected 
by other methods, such as the linear correlation between soil thickness and elevation or 
slope gradient, so commonly used by several authors (Saulnier et al., 1997; Bourennane 
et al., 2000).  
 
The soil depth map achieved through the altered sGIST model appears especially 
promising for rainfall-runoff predictions, where subsurface flow is prominent and small-
scale soil depth variability may strongly influence water transfer behavior and thus the 
hydrological and geomechanical behavior of the slopes in the area. However, it should be 
mentioned that the simulated soil depth provides no more than an approximation of the 
actual soil depth in the study area. 
 
Soil depth is a very important parameter for the simulation of the hydrological and 
geomechanical behavior. However, the way this variable is applied depends on the model 
nature, i.e., if it a static or a dynamic approach. The static model relies on the concept 
that typically the boundary between the soil and the underlying variably weathered 
bedrock is abrupt. In line with this, the soil depth variable achieved is directly inserted 
into the static model without any division into soil horizons. However, for the dynamic 
model, the soil profile is subdivided into three layers that can be interpreted as the A, B 
and C horizons. As the study area is dominated, in many places, by shallow depths, some 
operations were needed to be performed. Thus, for thin soil layers, the depth of the first 
soil layer were stick to 0.2 m and the second soil layer were stick to 0.3 m. Whenever the 
soil were deeper those values were proportionally scaled (Beek, 2002). These operations 
were performed in the dynamic model according to the following equations: 




 1  , 1 ;D min SDepth DF
 (5.15) 
 2  ( 2, 1);D min DF SDepth D   (5.16) 
 3  ( ( 1 2),0);D max SDepth D D    (5.17) 
 3  ( 3  (1 ) ,0, 3);D if D Limfac SDepth D     (5.18) 
 2  ( ( 1 3),0);D max SDepth D D    (5.19) 
 
Where “D1”, “D2” and “D3” are, respectively, the depth of the first, second and third soil 
layer (m). “SDepth” is the soil depth map (m). “DF1” is an arbitrary fraction to restrict the 
depth of the first soil layer to 0.2 m whenever the soil layers were thin. “DF2” is an 
arbitrary fraction to restrict the depth of the second soil layer to 0.3 m whenever the soil 
layers were thin. “Limfac” is an arbitrary fraction to restrict the depth of the third soil 
layer to 0.95 m whenever the soil layers were thin (Beek, 2002). 
 
 
5.3.6 USDA soil classification for further hydrogeological properties establishment 
 
Due to the nonexistence of previous work related to the hydrological properties of soil, 
carried out in the study area, and due to an impossibility to perform flow discharges tests, 
a standard approach developed by Rawls et al. (1982) was used. 
 
Being awarded that field and laboratory measurement for hydrological soil properties 
acquisition is very difficult, laborious and costly to obtain, the authors developed a study 
based on 1323 soils with 5350 horizons, which allowed to obtain standard values of 
several hydrological parameters which includes the saturated hydraulic conductivity, 
bubbling pressure, total porosity and pore size distribution which are necessary 
parameters for further hydrological modeling purposes. In their work, a comprehensive 
compilation of soil-water and hydraulic properties have been assembled and statistically 
studied. Relationships for predicting water retention volume for particular tensions and 
saturated hydraulic conductivities based on soil properties, were presented along with a 
set of a mean hydraulic soil properties for the 12 United States Department of Agriculture 
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soil texture classes (Rawls, et al., 1982). This study, according to Rawls et al. (1982), may 
be used by hydrologists and soil scientist for: 1) the study of theoretical models by 
comparison with a large set of experimental data; 2) to check the reliability of empirical 
formula; 3) and to model soil water flow problems for a wide range of soils.  
 
Unfortunately it was not possible to perform a textural analysis of the soil samples 
collected in the field and, therefore, assign the hydrogeological parameters for each 
lithological unit. However, the soil map, from Instituto de Desenvolvimento Rural e 
Hidráulica (IDRHa), contains a very detailed textural data of soils in the study area. For 
this reason the soil map with a scale of 1:25,000 was used for this work. 
 
For the soil classification, the taxonomy from the United States Department of Agriculture 
(USDA) was adopted, This taxonomy comprises 12 soil texture classes as follows: sand, 
loamy sand, sandy loam, sandy clay loam, loam, silt loam, silt, silty clay loam, clay, clay 
loam, sandy clay and silty clay. In order to ensure a correct soil classification according to 
the 12 USDA soil texture classes it is necessary to know the soil constituents in relation to 
its content of sand, silt, clay and organic matter, as well as information on the 
permeability and structure. Normally the Portuguese soil maps associates several types of 
soils to a same polygon (may be two or three), with a certain percentage of occupancy 
according to its contents on sand, silt, clay and organic matter. Thus, in order to ensure a 
correct classification of each soil polygon on the study area, the calculation of a weighted 
average was performed taking into account the percentages of occupancy of its contents 
for each soil type in each polygon. On Table 5.11 it can be seen three types of soil 
associated to a single polygon. 
 
Table 5.11 – Example of a Data base of one polygon. 
Polygon 
ID 
Soil types according to SROA 
classification 
Occupancy (%) 
1 Pato Vato Vt 50 30 20 
 
And for each soil type the following constituents are shown on Table 5.12.  
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50 Pato Loam 9.7 44.6 45.7 2.3 
30 Vato Clay loam 31.0 44.4 24.6 1.2 
20 Vt Loam 6.8 44.3 49.0 0.7 
* Portuguese Service Recognition and agricultural planning. 
 
In order to assign a single value of clay, silt, sand and organic matter, for further soil 
classification, the calculation of a weighted average was performed as followed: 
 
For clay:   
 
   9.7 50 31.0 30 (6.8 20)
15.5
100






   44.6 50 44.4 30 (44.3 20)
44.4
100






   45.7 50 24.6 30 (49.0 20)
40.0
100
    
  (5.22) 
 
For Organic matter:  
 
   2.3 50 1.2 30 (0.7 20)
1.7
100
    
  (5.23) 
 
After this calculation it was possible to achieve a single value of clay, silt, sand and organic 
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Table 5.13 – Example of a Data base of one polygon 
after the weighted calculation. 
Polygon ID Clay Silt Sand OM 
1 15.5 44.4 40.0 1.7 
 
According to these values and using the USDA Soil Texture Triangle Bulk Density was 
possible to classify this soil within this polygon as Loam (Fig. 5.15). This procedure was 
then repeated through ArcGIS software for the remaining 880 polygons, existing in the 
soil map of the study area with the aid of Raster calculator tool (Fig. 5.16). 
 
 
Fig. 5.15 – Soil-Texture Triangle, showing the textural terms applied to soils with various fractions 
of sand, silt and clay. (Extracted from Dingman, 2002).  




Fig. 5.16 – Soil map classified according to Soil Texture Triangle Bulk Density Calculator for each 
polygon drawn on the map. 
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5.4 Static modeling of slope hydrology: TOPOG  
 
O'Loughlin (1986) developed a hydrological model under static conditions that predicts 
the degree of soil saturation in response to a steady state rainfall for topographic 
elements defined by the intersection of contours and flow tube boundaries. This model is 
then coupled to a slope stability model in order to assess the response of the slopes to a 
critical threshold of a constant rainfall needed for slope failure occurrence. Assuming that 
landslides occur mostly due to an intense and/or prolonged rainfall event, the resulting 
hydrological model, performed through the implementation of TOPOG, reflects the effect 
of soil saturation in loss of effective shear strength. 
 
According to Dietrich and Montgomery (1998) the concentration of superficial runoff and 
the slope angle are the topographical factors that most influence the stability of slopes. 
The spatial distribution of shallow slides is also influenced by other factors such as the soil 
thickness, hydraulic conductivity, shear strength parameters, the duration and intensity of 
precipitation, the flow direction of the groundwater, the water percolation in fractured 
rock underlying the covering soil and the resistance of roots of plants and trees. 
  
It is assumed that, while the local properties affect the activity, size and behavior of a 
shallow slide, the predominant control of where landslides take place is more due to the 
local topography, since it defines the location where slope failure occurs and water flow 
(surface and groundwater) converge. The model allows the identification of similar 
topographic control areas where shallow slides may be triggered (Montgomery and 
Dietrich, 1995). 
 
As already mentioned, the SHALSTAB model (Dietrich and Montgomery, 1998) is based on 
the TOPOG hydrogeological model developed by O'Loughlin (1986), which uses constant 
values of precipitation and maps of soil saturation in equilibrium based on analysis of 
contributive areas, soil transmissivity and local slope angle (Fig. 5.17). This model divides 
the basin into topographic elements (Land Units: in this case pixels) defined by the 
intersection of the topographic contours lines and the limits of the flow channels, 
orthogonal to the topographic contour lines. When the runoff goes from laminar to 
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turbulent, the groundwater flow, near surface, runs through the preferred flow channels, 




Fig. 5.17 – Topographical elements used by the TOPOG program (Montgomery and Dietrich, 1994) 
defined by the intersection of the contours and limits of the drainage channels. The contribution 
of the upstream area, (darker blue) is the cumulative drainage area where all topographic 
elements drain to a particular element, b is the width of the land unit (m), Z is the soil thickness 
(m), h is the saturated soil thickness or height of the water level and, θ is the slope angle (°). 
(Extracted from Montgomery and Dietrich, 1994). 
 
To estimate the ratio between saturated and dried soil (m) (see Equation 5.11), the model 
takes into account the contribution of the upstream area (a in m) per land unit width (b in 
m), the effective precipitation (q in m/day), the transmissivity of the soils (Tm in m
2/day) 
and the slope angle (º). 
 
Thus, the ratio between saturated and dry soil (m) being dw the relative position of the 






Z T b sin
  
  (5.24) 
 
The expected result is the value of the parameter m varying spatially throughout the area. 
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5.4.1 Data  
 
5.4.1.1 Contributing upstream area 
 
The contributing area (a), for each land unit (pixel), was estimated using the SHALSTAB 
application (Montgomery and Dietrich, 1998) (Fig. 5.18). 
 
 
Fig. 5.18 – Contributing area calculated from TOPOG application. 
 
By analyzing the Fig. 5.18 it is found that longer slopes produce higher contributing area 
downstream. Thus, higher hydraulic loads are applied along the water courses and flows, 
and lower hydraulic loads are applied on ridges areas. 
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5.4.1.2 Critical rainfall thresholds 
 
The effective precipitation (q) (m/d) referred in Equation 5.24, is given by a threshold 
which is defined according to White et al. (1996), as a minimum or a maximum quantity 
needed to occur a given process or to change a state. A minimum threshold defines the 
lowest level below which a process does not occur. A maximum threshold represents the 
level, above which a process always occurs, i.e., there is 100% chance of occurrence 
whenever the threshold is exceeded (Crozier 1996 cited by Reichenbach 1998). 
 
According to Reichenbach et al. (1998), for rainfall-induced slope failures, a threshold 
may represent the minimum intensity or duration of rain, the minimum level of pore 
water pressure, the slope angle, the reduction of shear strength or the displacement 
required for a landslide to take place. 
 
For the hydrological model under static conditions, only a single value of precipitation is 
taken into account and in this sense there is the need to obtain a critical threshold of 
minimum rainfall capable to trigger landslides in the study area. 
 
The empirical rainfall thresholds are based on the statistical and probabilistic analysis of 
the relationship between rainfall and the occurrence of mass movements for a certain 
period of time in a certain area (Reichenbach et al. 1998; Zêzere and Rodrigues, 2002; 
Pereira, 2010). This type of analysis requires accurate rainfall data as well as detailed 
information on the dates of occurrence of slope failures (Reichenbach et al., 1998).  
 
Unfortunately, for this work, it was not possible to obtain dates of occurrences for a 
reasonable amount of landslides and, in this sense, hypothetic scenarios were used based 
on work carried out in a neighboring area. 
 
To calculate the effective precipitation and perform the static hydrological model 
(Montgomery and Dietrich, 1998) it is first necessary to estimate, under static conditions, 
the critical scene of landslides occurrence under critical rainfall thresholds which can 
trigger shallow landslides.  
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For this step 7 different scenarios were used. First, a scenario where the soil is under a 
complete saturated condition (m=1). Second, a scenario where the soil is completely dry 
(m=0) and additional five different scenarios where the soil moisture varies spatially 
according to effective precipitation. For these five scenarios were used the critical rainfall 
threshold obtained by Ascenso (2011) for the Batalha municipality located, 
approximately, 26 km Northeast from the study area (Fig. 5.19): 
 
 
Fig. 5.19 – Framework showing the location and the distance between the study area and Batalha 
municipality. 
 
In a very succinct description, the critical rainfall threshold is calculated from the return 
period which is achieved through the Gumbel law. Then, by identifying the highest return 
period obtained for each event it is possible to obtain the critical rainfall threshold by 
means of regression analysis (Ascenso, 2011). For the Batalha municipality 30 landslide 
and flood events occurred from 1980 to 2010 were taken into account. Based on the 
rainfall over the same period at the Batalha meteorological station, the critical rainfall 
threshold for flood and landslide occurrence in the following (Ascenso, 2011): 
 
 Cr 6.68D  86.7   (5.25) 
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Where Cr is the Critical rainfall threshold and D is the number of cumulate antecedent 
rainfall days. The Critical rainfall threshold (Cr) is the effective precipitation (q) parameter 
of the SHALSTAB model. 
 
According to Zêzere and Trigo (2011), shallow translational soil slips are most commonly 
triggered by intense precipitation, falling within the 1 to 15 days long range. Thus, the five 
different scenarios, mentioned above, will vary according to the number of accumulated 
rainfall days, specifically for 1, 3, 5, 10 and 15 days. It is important to mention that this 
work should have been done taking into account the return periods and the critical 
thresholds computed for rainfall registered data in meteorological stations within the 
study area. However, due to lack of knowledge of the occurrence dates of landslides it 
was impossible to achieve the precise critical rainfall threshold for each meteorological 
station. Thus, it is important to emphasize that the scenarios proposed here should be 
analyzed carefully and with some restriction since it does not reflect the reality of the 
diverse geomorphological territory but it is only an approximation of what could happen 
if the critical thresholds of the meteorological station Batalha fitted within the 
heterogeneous study area.  
 
 
5.4.1.3 Soil hydrological properties: saturated hydraulic conductivity 
 
As it can be seen on Equation 5.24 to perform the static hydrological model the 
hydrological parameter transmissivity is required. The transmissivity (m2/d) takes into 
account the saturated hydraulic conductivity of soil (Ksat) (m/d) and the soil thickness (Z) 
(m) (Custodio and Llamas, 1976; Lencastre and Franco, 2006). 
 
 
m satT K Z   (5.26) 
 
The Ksat values were initially assigned according to the standard values published by Rawls 
et al., (1982) (Table 5.14).  
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Table 5.14 – Ksat values assigned for the study 
area based on the standard values given by  
Rawls et al., 1982. 
Soils Ksat (m/d) 
Clay 0.0144 
Clay loam 0.0552 
Loam 0.3168 
Loamy sand 1.4664 
Sandy clay loam 0.1032 
Sandy loam 0.6216 
Silt loam 0.1632 
Silty clay 0.0216 
Silty clay loam 0.036 
 
However, as it will be possible to observe later on this chapter, such Ksat values resulted in 
hydrological models presenting the piezometric level located above the topographic 
surface, regardless the input of rainfall. In terms of susceptibility this situation causes a 
large area of the study area classified as unstable (SF≤1), which is not realistic for the 
study area.  
 
Thus, in order to calibrate the ksat values, an iterative process was implemented, which 
consistently tested the values of ksat for the soil types where landslides occur (clay loam; 
silt loam; loam), against the results of the prediction rate curve (in terms of AUC value) 
for  40% of the shallow translational areas. The ksat values were progressively increased 
maintaining the relative proportions between the different soil types. The calibrated Ksat 
was achieved when ksat values reached its maximum without compromising the model 
performance. The maximum was achieved with a multiplier factor of 4.8 (Table 5.15).  
 
Table 5.15 – Final values of Ksat based on the standard values given by Rawls et al. (1982) 
and calibration for the study area. 
Soils Ksat (m/d) Data source Occupancy (%) 
Clay 0.0144 References 1.00 
Clay loam 0.26496 References and back analysis 34.42 
Loam 1.52064 References and back analysis 45.54 
Loamy sand 1.4664 References 1.52 
Sandy clay loam 0.1032 References 0.27 
Sandy loam 0.6216 References 3.46 
Silt loam 0.78336 References and back analysis 10.58 
Silty clay 0.0216 References 0.01 
Silty clay loam 0.036 References 3.21 
 LANDSLIDE SUSCEPTIBILITY EVALUATION AND VALIDATION AT A REGIONAL SCALE 
 
196 
The multiplication between the two statements given on Equation 5.26, i.e., between the 
Ksat map and the soil thickness map were performed on Raster calculator tool from ArcGis 
software (Fig. 5.20).   
 
 
Fig. 5.20 – Parameters needed for transmissivity acquisition: a) saturated hydraulic conductivity of 
soil (Ksat) (m/d); b) soil depth (Z) (m); c) transmissivity (m2/day). 
 
The hydraulic transmissivity seems to be lower on the central part of the study area 
where clay loam is mostly located. However, this lower hydraulic transmissivity area is 
interrupted by areas of higher hydraulic transmissivity due to the existence of alluvium, or 
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more specifically, to silt loam. Moreover, on the West and East part of the study area, 
there are some places where hydraulic transmissivity is very high registering the highest 
values of the study area due to the influence of Loam and Loamy sand here located. Due 
to the calibration of the Ksat  and the critical rainfall scenarios it is possible to define 11 
different scenarios which will be used for further SHALSTAB and slope stability modeling 
(Table 5.16). 
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 Scenario 2 1 93.37 0.09337 
Scenario 3 3 106.73 0. 10673 
Scenario 4 5 120.09 0.12009 
Scenario 5 10 153.48 0.15348 














































 Scenario 7 1 93.37 0.09337 
Scenario 8 3 106.73 0. 10673 
Scenario 9 5 120.09 0.12009 
Scenario 10 10 153.48 0.15348 
Scenario 11 15 186.87 0.18687 
 
 
5.4.2 Static hydrological model implementation 
 
Gathering all the necessary variables (effective precipitation, transmissivity, contributing 
upstream area and slope angle) it was possible to perform the hydrological static model, 
varying according to the different scenarios, i.e., according to the effective precipitation 
input and the Ksat data (Fig. 5.21 and 5.22). The following Fig. 5.21 shows the ratio 
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between saturated soil thickness and the unstable soil thickness (m) using different 
effective precipitation and the standard values of Ksat without any adjustment.  
 
 
Fig. 5.21 – Ratio between saturated soil thickness and the unstable soil thickness (m) using the 
uncalibrated values of saturated hydraulic conductivity (Ksat) and different effective precipitation: 
a) 1 day of accumulated rainfall; b) 3 days of accumulated rainfall; c) 5 days of accumulated 
rainfall; d) 10 days of accumulated rainfall; e) 15 days of accumulated rainfall. 
 
From Fig. 5.21:a to Fig. 5.21:e there is an accumulation of rainfall days according to the 
different scenarios given by the Table 5.16. Regardless the soil type, the maps given by 
Fig. 5.21 are influenced by the very low values of saturated hydraulic conductivity. In 
most part of the territory, such Ksat values results in hydrological models presenting the 
piezometric level located above the topographic surface, regardless the accumulated 
rainfall. Since the Ksat values were not obtained by field and/or laboratory measurements 
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and due to these unrealistic scenarios, unconfirmed by field observations, there was the 
need to calibrate the values of Ksat. Thus, in order to  make it more realistic the values of 
Ksat were increased, for the soil types where landslide occurred. The following Fig. 5.22 
shows the ratio between saturated soil thickness and the unstable soil thickness (m) using 
the different effective precipitation and calibrated Ksat values. 
 
 
Fig. 5.22 – Ratio between saturated soil thickness and the unstable soil thickness (m) using the 
calibrated values of saturated hydraulic conductivity (Ksat) and different effective precipitation: a) 
1 day of accumulated rainfall; b) 3 days of accumulated rainfall; c) 5 days of accumulated rainfall; 
d) 10 days of accumulated rainfall; e) 15 days of accumulated rainfall. 
 
Based on Fig. 5.22 from a) to e) it is possible to observe that, soils with higher 
permeability along with higher slope angles present lower groundwater level compared 
to the also higher permeable soils but in conjunction with lower slope angles. In lower 
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permeable soils, such as the clay (1% of the total study area), silty clay (0.01% of the total 
study area), silty clay loam (3.21% of the total study area) and the dominant clay loam 
(34.42% of the total study area) (Fig. 5.16, Table 5.15) along with topographically flat 
areas, it is possible to observe that the piezometric level is positioned at a higher 
elevation or even above the surface topography. From Fig. 5.22:a to Fig. 5.22:e it is 
possible to observe that the increase of rainfall increases the groundwater table in the 




5.5 Static modeling of slope stability: applying the Infinite slope equation 
through raster calculator 
 
In a raster GIS, such as ArcGis in which the coupled static hillslope model is embedded, 
calculations take place on the level of the individual cells. The hydrological modeling were 
made using a pixel size of 25m. However, for the slope stability model a resize were made 
in order to perform all the following calculations in a 5m pixel size. 
 
By implementing the Equation 5.10, on the Raster calculator tool of the ArcGis software, 
it was possible to obtain 11 scenarios of safety factor, which correspond to the variation 
of effective precipitation and uncalibrated and calibrated values of saturated hydraulic 
conductivity (Fig. 5.23, 5.24 and 5.25). 
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Fig. 5.23 – Landslide susceptibility assessed thought the safety factor, assuming saturated soil, i.e., 
groundwater table located at the topographical surface (m=1): Scenario1: for geotechnical 
parameters obtained by laboratory measurements and back analysis. 




Fig. 5.24 – Landslide susceptibility assessed thought the safety factor, using the geotechnical 
parameters obtained by laboratory measurements and back analysis and uncalibrated values of 
saturated hydraulic conductivity (Ksat): a) Scenario 2: for one day of accumulated rainfall; b) 
Scenario 3: for three days of accumulated rainfall; c) Scenario 4: for five days of accumulated 
rainfall; d) Scenario 5: for ten days of accumulated rainfall; e) Scenario 6: for fifteen days of 
accumulated rainfall. 
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Fig. 5.25 – Landslide susceptibility assessed thought the safety factor, using the geotechnical 
parameters obtained by laboratory measurements and back analysis and calibrated values of 
saturated hydraulic conductivity (Ksat): a) Scenario 7: for one day of accumulated rainfall; b) 
Scenario 8: for three days of accumulated rainfall; c) Scenario 9: for five days of accumulated 
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5.5.1 Analysis and validation of results 
 
Comparing the previous maps of safety factor (SF), it can be denoted major differences 
between the maps modeled with the uncalibrated (Fig. 5.24) and calibrated values of 
saturated hydraulic conductivity (Fig. 5.25). The Fig. 5.24 presents much more dramatic 
scenarios due to the uncalibrated low values of saturated hydraulic conductivity. 
Regardless the accumulated rainfall, those maps present a very large area classified as 
unstable (SF≤1). Those unstable areas increase in about more 10% as the rainfall 
accumulates to 15 consecutive days. The situation changes drastically when the modeling 
is based on the calibrated values of saturated hydraulic conductivity which results in a 
very low percent of the total occupancy of the study area classified as unstable (SF≤1). 
 
When the piezometric level is located at the topographical surface (Fig. 5.23), the 
unstable areas presents a very similar situation when compared with the maps modeled 
through the calibrated values of saturated hydraulic conductivity, for one day of critical 
precipitation (Fig. 5.25:a). However, it can be observed that, for the calibrated values of 
saturated hydraulic conductivity, the SW part of the study area presents a much more 
critical situation for Fig. 5.25 then for Fig 5.23. This can be explained by the low values of 
saturated hydraulic conductivity founded for this region, which encourages the 
piezometric level to exceed the topographical surface with only one day accumulated 
rainfall, and thereby, decreasing the safety factor for this part of the study area. 
 
In order to understand if this reduction of the unstable area corresponds to an 
improvement of the performance of the model it will be carried out a validation using the 
prediction rate curves and the Area Under Curve (AUC) technique. It should be noted 
that, for this work, instead of using all the landslide areas, it was only used the depletion 
area of the landslides. Such procedure provides the prediction of the future disruption 
areas due to shallow translational slides in the study area. 
 
There are major differences between the scenarios using the uncalibrated and calibrated  
values of saturated hydraulic conductivity (Table 5.17, corresponding to scenario 1 to 6, 
compared to the Table 5.18 for the scenario 7 to 11). Through calibration, improvements 
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were achieved which can be proved through highest AUC values (Table 5.17,  5.18 and 
Fig. 5.26 and 5.27).  
 
Table 5.17 – AUC of the Scenarios modeled with the geotechnical 
parameters obtained by laboratory measurements and back analysis 











n (q) (m/d) 
AUC (All 
landslides) 
Scenario 1   M=1 0.746 
Scenario 2 1 93.37 0.09337 0.662 
Scenario 3 3 106.73 0. 10673 0.647 
Scenario 4 5 120.09 0.12009 0.635 
Scenario 5 10 153.48 0.15348 0.611 
Scenario 6 15 186.87 0.18687 0.586 
 
 
Table 5.18 – AUC of the Scenarios modeled with the geotechnical 
parameters obtained by laboratory measurements and back analysis 















Scenario 7 1 93.37 0.09337 0.806 
Scenario 8 3 106.73 0. 10673 0.801 
Scenario 9 5 120.09 0.12009 0.792 
Scenario 10 10 153.48 0.15348 0.791 
Scenario 11 15 186.87 0.18687 0.786 
 
 
Fig. 5.26 – Prediction rate curves. 





Fig. 5.27 – Prediction rate curves. 
 
Globally, it is possible to conclude that the calibration of the saturated hydraulic 
conductivity parameters is very important for this kind of analysis.  When analyzing the 
AUC values, the models based on the calibrated values of Ksat reveal a better 
performance. The AUC values are, indeed, good indicators for comparing model 
performances. However, to be considered a good model the physically-based models 
must not only take into account the AUC values but also the ability of the modeled 
unstable areas to predict landslides. Thus, considering only the susceptibility model based 
on the groundwater table located at the topographical surface (scenario 1) and the 
calibrated models (scenario 7 to 11) it is possible to observe, in Table 5.19, that the 
scenario 11 seems to be the susceptible model with better predictive ability.  
 
Although with better AUC value the scenario 7, with only one day of accumulated rainfall 
(93.37 mm), is not enough to predict most of the shallow translational slides, i.e., the 
highest susceptible 5.9% of the total study area is not enough to predict the majority of 
the total shallow translational slides occurrences. Whereas, the unstable (rupture) area of 
the scenario 11, which corresponds to the highest susceptible 24.7% of the total study 
area, is enough to predict 72.5% of the total shallow translational slides area. 
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Table 5.19 – Landslides susceptibility classes, for shallow translational slides obtained through 
the static physically-based method. Area of each class and landslide area in each class (both in % 
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11.8 26.4 5.9 6.4 7.6 12.4 9.7 18.7 16.6 42.9 24.7 72.5 
 












4.8 6.3 4.1 18.1 4.6 18.4 5.4 24.5 5.7 10.6 3.7 4.4 
 









69.5 36.0 77.0 26.8 73.3 20.4 69.7 15.5 63.7 11.4 60.1 10.5 
TOTAL 100 100 100 100 100 100 100 100 100 100 100 100 
CA Class area 
LA Landslide area 
 
Noteworthy that these results, despite seeing promising, depict only hypothetical 
scenarios.  It is actually possible to equip these models with greater analytical ability 
when using the dynamic approach, which it is showed in the following sections. 
 
 
5.6 Dynamic modeling of slope hydrology: STARWARS 
 
Mathematical methods are already capable to reproduce the change of water level taking 
into account the dynamics of precipitation, infiltration and temporally varying flow, under 
dynamic conditions (e.g. Iverson, 2000; Amaral, 2009, 2010, Baum, 2010). 
 
Unlike the model proposed by Montgomery and Dietrich (1994), these models allow to 
address influences of temporally varying precipitation and vegetation dynamics. The 
prediction of landslides based on static environmental factors and/or the existence of 
steady state conditions appears to be insufficient for this kind of analysis (Wu and Sidle, 
1995; Gorsevski, 2002; Gorsevski et al., 2003, Gorsevski et al., 2006). Relatively static 
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environmental factors (i.e., elevation, slope, aspect, and topographic curvatures) exhibit 
negligible changes in their state through time, and differ from dynamic factors such as 
climatic factors or human activities, which tend to alter landslide susceptibility through 
time. 
  
Frequently, information on the piezometric level is hard to obtain. With limited 
equipment it is also hard to obtain such data via field measurements. Due to such 
conditions, simulating the groundwater level is crucial.  
 
As previously mentioned, rainfall is the main triggering factor of landslides. However, in 
this section we intend to go further in this matter by evaluating and incorporating, in the 
dynamic hydrological model, specific parameters, such as the contribution of the 
vegetation for the evaporation, over time, which can influence the water available for 
percolation and, subsequently, the matric suction (i.e. the additional interstitial force 
within the soils). This procedure derives from the fact that the antecedent moisture 
condition of soil revealed to be also a factor of utmost importance, especially when the 
rainfall distribution becomes more erratic in time, as in the case of Mediterranean areas. 
Percolation through the unsaturated zone can actually attenuate the response of the 
groundwater level to a large rainfall event (Iverson, 2000; Beek, 2002). 
 
The dynamic hydrological model, STARWARS, developed by Beek (2002), is here 
implemented with the aim of simulating the spatial and temporal groundwater level. This 
phase of the work was carried out at the University of Utrecht, in Netherlands, under the 
supervision of Dr. Rens Van Beek, author of the scripts of slope hydrology and stability 
(Starwars + Probstab: Script A8.1 in Appendix 8).The model takes into account the soil 
water infiltration and percolation including the delay and loss of percolation in the 
unsaturated zone which influences the critical pore pressures over time. The model 
describes the saturated and the unsaturated transient flow in the vertical and lateral 
directions. It is worth mention that, in the model, the saturated and unsaturated zones 
are taken as freely draining describing only unconfined groundwater levels. 
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This model, based on a constant groundwater level or generated over semi-impervious 
lithological boundary, restricts the direct loss of soil moisture into deeper strata. The 
transient saturated and unsaturated flow is described, in the hydrological component, as 
a function of the elevation potential only, neglecting the matric potential for the flow in 
the unsaturated zone. Thus, the percolation is limited to gravitational vertical flow only. 
Whereas, in the saturated zone, it is the piezometric level which defines the lateral flow 
(Beek, 2002). 
 
The matric potential in the unsaturated zone is here neglected because, even if the lateral 
unsaturated flux is substantial, the large vertical gradient directs it effectively towards the 
saturated zone (Jackson, 1992; Van Asch et al., 2001; Beek, 2002). Thereby, the resulting 
fluxes under the gradient of the matric potential are small when compared to those of 
the vertical and lateral gravitational flows (Beek, 2002). 
 
In some specific cases the lateral flow is influenced by the bedding inclination, however 
according to Philip (1990), for a planar slope, the lateral flux is negligible for all 
inclinations below 30°. Originally, it was thought to introduce information about the 
bedding attitude into the dynamic hydrologic model. However, this has not been done 
since the study area is dominated by low slope angles (below 30º) as it was demonstrated 
in chapter 4. Therefore, adding such data would only increase the redundancy.  
 
For modelling purposes, the soil profile is subdivided into three layers that can be 
interpreted as the A, B and C soil horizons. These subdivisions simulate the resulting 
fluxes over the differentiated soil profile above the semi-impervious lithic contact (Fig. 
5.28). 
 




Fig. 5.28 – Model layer Z (extracted from Beek, 2002). 
 
Although assuming three layers, in the third (deeper) layer it is considered a fourth 
infinite layer whenever the substratum is not considered impervious. In such cases some 
water will be lost to bedrock. The influence that this layer causes in the modelling results 
will be further discussed.  
 
For each layer the fluxes and water storage are given in units of waterslice. This approach 
has the advantage of facilitating the computation of the relative degree of saturation 
which is achieved through the maximum storage. Subsequently, based on the relative 
degree of saturation it is possible to calculate the percolation in the unsaturated zone. By 













  (5.27) 
 
Where, θ is the volumetric moisture content, θ
sat 
is the saturated moisture content and 
θ
res 
is the residual moisture content, all in units of m3.m-3  
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The porosity and the residual moisture content are the parameters needed for obtaining 
the saturated moisture content which is usually set to a fraction of this maximum. The 
relative degree of saturation varies by definition between zero and one when the soil is 
respectively at its residual and its saturated moisture content (Beek, 2002). The 
numerator, of the previous equation, corresponds to the actual amount of drainable pore 
water, while the denominator represents the maximum amount of drainable pore water. 
Thereby, the effective degree of saturation is achieve in units of waterslice by multiplying 
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is the thickness in (m) of the unsaturated zone and StorMat is the actual 
storage (m·m3·m-3) of the unsaturated zone.  
 
The vertical unsaturated matric flow, Perc, for each model layer Z, is based on the 
unsaturated hydraulic conductivity, k(θE). This parameter is obtained through the soil 
grain size and degree of saturation which can be calculated from the soil water retention 
curve (SWRC) using the mathematical formulation of Farrel and Larson (1972) and the 
saturated hydraulic conductivity, ksat (obtained through the soil grain size). Both, the 
saturated and the unsaturated hydraulic conductivity, are defined in units of (m·d-1). The 
model for the SWRC is empirical and it is based on analogies in thermo-dynamics. The 
original model was defined in terms of θ/θsat. Rewritten in terms of θE, it is given by: 
 
 
 [ (1 )]A Eh h exp     (5.29) 
 
where |h| is the absolute value of matric suction in (m), h
A 
is the absolute matric suction 
which corresponds to the air entry value in (m) and α is the dimensionless slope of the 
log-linear relationship between ln(|h|) and (1-θ
E
) (Beek, 2002).  
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The unsaturated hydraulic conductivity is obtained thought the calculation of the capillary 
of Millington and Quirk (1959, 1961).These authors stated that the relative unsaturated 
hydraulic conductivity (Kr(E) is an analogous function of filled capillaries representing the 
filled pores at different suction levels. Thus, the relative unsaturated hydraulic 





[exp 2  2 1]











Where the parameter of the tortuosity, τ, is set to 4/3 (-). The kr(θE) ranges from zero at 
the residual moisture content to 1 at complete saturation and is dimensionless. The 
absolute unsaturated hydraulic conductivity, k(θE), is subsequently obtained by 
multiplying the relative unsaturated hydraulic conductivity with Ksat (m·d
-1).  
 
In the model, the travel time of the water percolation is defined by the ration between 
the depth of the unsaturated zone, Dunsat, over the absolute unsaturated hydraulic 
conductivity (m•m-1•d=d) for each model layer Z. The percolation is then set to the 











   (5.31) 
 
An increasing of the groundwater table will shorten the thickness of the unsaturated zone 
(Dunsat) and the travel time for percolation soil moisture will be then reduced (Beek, 
2002).  
 
The iterative hydrological model applied must be understood dynamically, i.e., the model 
calculates and stipulates the variations on the groundwater level over time through 
timesteps. For the present purposes, was established that one timestep should 
correspond to one day. In this sense, according to the loss of water percolation to the 
groundwater table over the lowest semi-impervious layer, the degree of saturation (θE), 
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of the following timestep (next day), can be deducted directly from the drainable storage 
in the unsaturated zone and used to recalculate the resulting θE. From the degree of 
saturation the model can project the saturated hydraulic conductivity at the end of the 
timestep. If the expected θE=0, it is set to an arbitrary value. The new unsaturated 
hydraulic conductivity is then used to calculate the average for the current timestep as 
the geometric mean, i.e. k(θE)=√k(θE)’·k(θE)”. This average of the unsaturated hydraulic 
conductivity is then reused in Equation 5.31. 
 
As it was already mentioned, the model includes three layers, representing different 
strata over the depth of the soil mantle. The lateral flux is determined by the piezometric 
head and the effective Ksat and the condition must be satisfied that the flux density for a 
cell does not exceed the cell length over the timestep. It must be noted that the fluxes in 
the present timestep are calculated from the state variables obtained at the end of the 
previous one. 
 
In order to simulate the bypass flow through macrospores or fissures in the regolith an 
option is included to transfer a fraction of the rainfall excess directly to the lithic contact 
within one timestep. If the substratum is considered impervious, no water is lost and the 
groundwater table will form instantaneously. If this is not the case, an alternative 
boundary condition must be applied: at the lithic contact, water is lost into an infinite 
fourth layer, i.e., the bedrock. In order to simulate the effect of the hydrostatic pressure 
over the contact of this fourth layer, the height of the water level, WL= ΣDsat(z), is divided 
by the total soil depth, Z= ΣD(z), and the geometric mean is used to obtain the bulk Ksat of 
the horizontal layers (Kutílek and Nielsen, 1994): 
 
 sat
( ) K WL / Z)BCBC E BCPerc k t     (5.32) 
Where        is represented in meters, k( cEb ) is the absolute unsaturated hydraulic 
conductivity of the fourth layer, and satK bc , is the saturated hydraulic conductivity of the 
fourth layer (Fig. 5.28).  
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According to this statement, if no groundwater table exists, the vertical loss into the 
fourth infinite store is only dependent on k(θE BC). In order to generate groundwater the 
percolation from the basal layer must exceed this water loss. Thus, the fourth layer 
determines the response of the hydrological system. This is the reason why the 
antecedent moisture conditions are crucial for the triggering of landslides. 
 
The matric suction |h|BC in (m) of this fourth layer as a fixed value. This parameter is 
preferred since the matric suction is continuous over space whereas the relative degree 
of saturation depends on the local conditions of the SWRC. Thereby, |h|BC has to be 
defined after which the θE BC and k(θE BC) are calculated with incorporation of any spatially 
varying attributes of the SWRC and the saturated hydraulic conductivity assessment 
(Beek, 2002). 
 
Over the saturated zone (Qsat), the lateral outflow is given by the piezometric gradient 
which is defined by the absolute elevation of the phreatic surface. This absolute elevation 
is obtained by summing the elevation of the lithic contact in the cell with the height of the 
water level, WL (both in m). Over a window of 3x3 cells (Fig. 3.3), the maximum slope of 
the phreatic surface, tan(α), is obtained for each timestep (Beek, 2002). 
 
The flow direction (already obtained for the static model) or local drainage direction map 
(LDD) indicates in which the lateral outflow is directed. Thereby, the flow can be drained 
in one of the eight cardinal directions, i.e. the cell that coincides with this maximum slope 
is designed as the drainage direction for the saturated lateral outflow from the central 
cell. The piezometric gradient, i, for the central cell under consideration is given by the 
difference in elevation over the slope parallel distance (Fig. 5.29) (Beek, 2002). 
 
 
Fig. 5.29 – Cardinal directions of LDD. To cells without drainage direction, pits, the value 5 is 
attributed. 
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When the lateral outflow, Qsat, passes the common height of the saturated zone it begins 
to travel from the central cell to downward cell, along the LDD, with the apparent velocity 
of the saturated lateral conductivity, klateral. The Qsat and the klateral are defined as the 
arithmetic average between the central cell x and the downstream cell x+1. The bulk 
saturated hydraulic conductivity is used for obtaining the lateral saturated hydraulic 

















( ( ) ( 1))
2
lateral sat satk k x k x     (5.34) 
 
Likewise, the height of the common saturated zone is averaged over the water levels. The 




( ( ) ( 1))
2
sat lateralQ k i WL x WL x      (5.35) 
 
Which has units of (m-2.d-1). The use of the lateral saturated hydraulic conductivity makes 
the necessity that all models layers are of equal depth, superfluous. In each cell the 
storage of the saturated zone is balanced by the outgoing and incoming fluxes. Regarding 
the lateral flow, the change in storage (in m) is obtained by multiplying the net lateral 
flow with the time increment and dividing it over the cell length in the direction of the 
flow. Thereby, within a timestep, the water is added to the saturated storage by 
percolation from the unsaturated zone and from bypass flow, if any occurred. The 
saturated storage is diminished by the loss over the semi-impervious lithic contact and by 
evapotranspiration. However, this loss by evapotranspiration is only substantial when the 
groundwater table is close to the surface (Beek, 2002). 
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Whenever the next timestep starts, it starts with the water that is storage in the 
saturated zone (groundwater level) in the end of the previous one. The inherent 
convergence of the LDD leads to a concentration of Qsat in the downstream direction at 
the junctions of the LDD. The losses are summed and compared to the available storage 
after the incoming percolation and the bypass flow have been added. Those fluxes are 
reduced to match the available budget when the total loss exceeds the storage. Finally, 
after the local changes are balanced, the saturated lateral flow Qsat is directed over the 
LDD to obtain the water level for the following timestep. 
 
When a saturated storage is in excess of the maximum storage of the soil, the remaining 
water is removed as exfiltration. This exfiltration is directed over the LDD of the 
topographical surface. In the nearest downstream cell it is treated as surface detention in 
the next timestep and available for evaporation (Beek, 2002). 
 
Beyond percolation, the STARWARS model also includes infiltration and 
evapotranspiration. These inputs are given as daily totals. The infiltration capacity is 
defined as a ratio, k0, of the saturated hydraulic conductivity of the top layer. Infiltration 
excess occurs if the rain that reaches the surface exceeds the infiltration capacity (Beek, 
2002). 
 
Differently from the previous hydrological model (SHALSTAB), in the STARWARS model 
the amount of rainfall that is available for infiltration is limited by the evapotranspiration 
and by interception. All rainfall is subject to interception by the vegetation, which is 
included in the model as a canopy store of finite capacity. 
 
Before reaching the topographical surface the net precipitation is subjected to 
evapotranspiration and interception by the vegetation, which is also included in the 
model. The interception is defined as the amount of water that is detained by the canopy 
and lost to evaporation. This loss is proportional to the gross precipitation rate, P, over a 
certain time period. The amount of water that is not intercepted by the canopy is passed 
to the surface. Whereas, the amount of water that is intercepted by the vegetation and 
litter, that cover the soil, become not available for infiltration (Beek, 2002). 
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In the hydrological component of the model, the evaporation loss of the interception at 
the surface is accommodated by the actual evapotranspiration. For the canopy, the 
precipitation balance is: 
 
 
(1 )   rC p P D E       (5.36) 
 
where p is the fraction of not intercepted rainfall, P is the rainfall intensity, D is the 
drainage rate from leaves and stem, Er is the rate of evaporation and C is the quantity of 
water detained on the canopy (Aston, 1979 cited by Beek, 2002). All rates are in units of 
waterslice over time and defined over a unit area of the projected canopy. 
 
The amount of water that reaches the surface is defined by the first two terms of 
Equation 5.36. The direct transfer, conditioned by the proportion p, and the drip of the 
foliage are not separated in the model. Thus, both fluxes are aggregated into one 
quantity, the throughfall (Pt). The concentrated routing of water along the stem and 
branches, the stemflow (Ps), is defined by D. Summarizing the gross interception loss of 
the canopy (Ic) can be achieve through: 
 
 
 c t sI P P P       (5.37) 
 
Thus, the net rainfall, ΣPn, that is available for infiltration equals ΣP-ΣIc = ΣPt+ΣPs. The 
effective rainfall intensity, including the loss due to evaporation, determines the moment 
at which saturation is reached. 
 
It must be mentioned that the parameter D only become fully operative when saturation 
of canopy is reached (maximum storage capacity (C
max
)) (Rutter et al., 1971 cited by Beek, 
2002). For this reason, it is stipulated that most interception equations have the general 
appearance of a curvilinear relation that is bounded by C
max 
(Beek, 2002). Thus, a simple 
conceptual model developed by Merriam (1960) which defines the detained water at a 
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given time, as an exponential function of the maximum storage capacity and the 
accumulated rainfall: 
   
  1 exp( (1 ) / )max maxC C p P C       (5.38) 
 
Where “1-p” is replaced by coefficient k, increasing the number of parameters to two. 
Because the fraction “p” specifies the amount of direct throughfall, it is also referred to as 
the free throughfall coefficient. However, this  parameter can be estimated from 
measurements of the leaf area index, the ratio of the leaf surface over the projected 
canopy area (LAI, m2.m-2) (Beek, 2002).  
 
Once the interception has been deducted, the remaining net rainfall achieves the ground 
surface and it is stored as surface detention. Thereby, after all water reductions, by 
interception and/or evapotranspiration, the remaining water namely surface detention, 
becomes available for infiltration and further, for percolation or if it exceeds the field 
capacity, available for surface water runoff along the flow direction as exfiltration.  
 
It is noteworthy that both, interception as well as the surface detention, are subjected to 
evaporation. The evapotranspiration that is used as an input for the model is the 
reference potential evapotranspiration, ET0, which was obtained thought Hargreaves 
equation (Hargreaves and Samani, 1985; Wu, 1997), which is treated in detail in section 
5.6.1.3. 
 
The rate of evaporation is strongly reduced when the temperatures are low and the 
relative humidity is high, however being conscious of the importance of 
evapotranspiration for the study area a detailed module to simulate the loss to 
evapotranspiration has been incorporated in the STARWARS model as a timeseries. The 
model is building in such way that any interception can be lost directly to the potential 
reference evapotranspiration over the current timestep (Beek, 2002). 
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The actual evapotranspiration, ETAct, is achieved through the incorporation of 
dimensionless scaling factors or crop factors, kc, for specific vegetation covers, on the 
potential evapotranspiration, ET0. 
 
The actual evapotranspiration, ETAct, decreases with the decreasing water storage in the 
soil and this is simulated by the model by scaling the remainder of the potential 
evapotranspiration with the ratio between actual and the maximum storage of an 















where StorMat, StorSat and StorMax represent respectively the unsaturated, saturated 
and the maximum storage in units of waterslice (m). 
 
The actual loss by evapotranspiration, in each layer, is proportional to the available 
storage. The calculation of the rate of evapotranspiration is made through the gradient, 
i.e., through the slope of evapotranspiration over the depth of the unsaturated zone (Fig. 
5.30). The evapotranspiration of each unsaturated layer is limited by the difference in the 
relative degree of saturation between the layer under consideration, Z, and the overlying 
layer, Z-1.n. To be certain that the soil moisture content deeper in the soil cannot 
decrease below that of the top layer due to evapotranspiration, as in nature, a condition 
is imposed that the relative degree of saturation is a substitute for the continuity of 
matric suction in the unsaturated zone (Beek, 2002). 
 




Fig. 5.30 – Linear decrease of evapotranspiration from the unsaturated matrix. Maximum 
evapotranspiration from layer Z is limited by the relative degree of saturation of the overlying 
layer (extracted from Beek, 2002). 
 
Many input variables necessary for STARWARS implementation have already been 
obtained and described previously (e.g., soil depth, LDD map) for the static modeling 
implementation. However, there are still some variables not used for the static modeling 
which will be further described, namely, daily precipitation, daily radiation, daily 
temperature, land use (for daily evapotranspiration acquisition), among others. 
 
 




There is an increasing need of knowledge on the behavior of precipitation over time 
since, according to many authors (e.g., Sidle et al. 1985, Crozier, 1986 and Beek, 2002), it 
is the main factor triggering landslides. This net input is defined by the climatic variables 
of precipitation and evapotranspiration.  
 
For landsliding, depending on the geometry and strength of the slope materials, a single 
rainfall event can be enough to trigger a critical pore pressures in some occasions. 
However, most landslides require a more substantial period of rainfall (Iverson, 2000; 
Beek, 2002; Crosta and Frattini, 2003). Under those circumstances, evapotranspiration 
becomes more important because it uses the available soil moisture storage and thus 
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attenuates the response of following new rainfall events. On a seasonal and interannual 
scale both, precipitation and evapotranspiration, exhibit a temporal variability. The 
evapotranspiration is the steadiest process and less susceptible to extreme events, 
differently from the precipitation which is defined by its extreme events. These extreme 
events are more prone to trigger landslides (Beek, 2002). 
 
According to Wolman and Miller (1960) the high geomorphic power of the most extreme 
events is compensated by their rare occurrence, whereas the relative work done by 
events of intermediate frequency (return periods of extreme events: once every 5 to 100 
years) is the most important. For the present study it was not possible to obtain all the 
necessary data to calculate the return periods of extreme events. Thus, the landslide 
susceptibility will be assessed based on the modeled actual annual events and their 
influences on the observed landslides over the same time-frame. It is intended that the 
temporal variability of the precipitation and evapotranspiration, at a regional scale, 
explains the activity of rainfall-induced landslides for the heterogeneous spatial patterns 
of the study area. The causes of the spatio-temporal variation must be understood in 
order to reduce the uncertainty in the interpolated climatic input. 
 
Precipitation data are available as 24 hours totals from the Sistema Nacional de 
Informação de Recursos Hídricos (SNIRH) for eleven meteorological stations, namely, 
Alfeizerão, Cela, Salir de Matos, Óbidos, Asseiceira, Alcoentre, Alvorninha, Santa Catarina, 
Vermelha, Vimeiro and Turquel, which are within or near the study area (Fig. 5.31). A 
considerable time length, from 1975/1976 to 2011/2012, was choosen because: i) the 
available real discharge data, which will be used for further calibration of the spatio-
temporal hydrological model (STARWARS), has a time length from 1977/1978 to 
1989/1990; ii) the shallow translational slides, included in LI#3, were inventoried from 
2006 to 2011. The length of the record is thus 37 years, which is close to the conventional 
30 years used in climatic research. 
 




Fig. 5.31 – Meteorological stations used for interpolation of daily precipitation for the period 
between 1975/1976 to 2011/2012. 
 
Due to the vast extension of the study area (275km2) more meteorological station would 
be preferable for interpolation, although, those were the only available, for the study 
area, with observational records of considerable length.  
 
The Table 5.20 contains the characteristics of the daily precipitation records of each 
meteorological stations. Some of the meteorological stations contained several gaps and 
to avoid the presence of missing values, a multiple linear regression (using the PROJ.LIN 
function of Excel) was performed. 
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Table 5.20 – Elevation (a.s.l.) and caracteristics of the daily precipitation 









Alfeizerão 13 22021 6/2/1948 25/03/2009 
Cela 2 13258 1/1/1938 12/8/2013 
Salir de Matos 91 10932 1/10/1979 30/12/2009 
Óbidos 53 9474 1/10/1979 10/3/2010 
Asseiceira 82 9433 1/10/1979 22/09/2005 
Alcoentre 69 10497 1/10/1979 23/07/2008 
Alvorninha 117 10829 1/10/1979 30/12/2009 
Santa Catarina 84 15940 8/2/1948 30/09/2002 
Vermelha 50 9691 1/10/1980 8/4/2009 
Vimeiro 90 20863 1/9/1951 11/2/2010 
Turquel 213 7036 1/10/1990 5/4/2011 
 
Rainfall distribution shows striking difference along the study area, for this reason it was 
chosen to calculate the monthly rainfall anomalies first. The choice of using the monthly 
rainfall anomalies is preferable since it reduces the uncertainties in the calculated missing 






  (5.40) 
 
Where P is the precipitation observed for the analyzed day, and   , is the mean daily 
precipitation of each month of the observed records. This calculation is done for each day 
of the period under analysis (1975/1976 to 2011/2012) but only when rainfall data exists.  
Once having the rainfall anomalies for each day of the considered period, the correlation 
between each pair of meteorological station was determined. From this analysis was 
achieved the coefficient of determination (r2) and the slope of the regression line, of each 
month and for each meteorological station, which allowed to fill the missing records with 
a acceptable accuracy (Tables A4.1 to A4.24 in Appendix 4). The multiple regression 
equation has the following form: 
 
 1 1 2 2Y a b x b x bkxk     (5.41) 
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where a is the interception on y axis; b is the slope and k is the number of independent 
variables. 
 
Based on the coefficient of determination and the slope of the regression equation was 
possible to fill the missing data automatically, with the aid of a script built in python 
informatics language (Script A4.1 in Appendix 4), allowing to complete the series of daily 
precipitation for the considered period. 
 
The large differences between the individual hydrological years are reflected by the 
seasonal variability. The mean monthly precipitation  (calculated from the daily totals, of 
each month, over the period 1975/1976 to 2011/2012) exhibits a large range over the 
period of 37 years in every meteorological stations (Tables 5.21 to 5.31).  
 
Table 5.21 – Monthly rainfall statistics for Alfeizerão (hydrological years 1975/1976 – 
2011/2012. 
 
Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
Mean 103.5 109.5 114.1 93.1 83.9 68.0 74.9 53.5 21.6 9.9 10.9 35.4 778.4 
St. Dev. 73.5 75.3 86.5 65.2 56.8 86.8 39.0 41.1 22.1 11.5 11.6 31.4 600.8 
              
 
Rainfall occurrence (days) 
Mean 13.8 15.2 17.3 16.4 14.8 13.0 14.0 10.7 6.2 5.1 5.2 8.4 140.1 
St. Dev. 7.2 7.5 6.6 7.9 6.5 8.2 5.3 5.2 5.0 4.4 4.5 6.2 74.5 
 
 
Table 5.22 – Monthly rainfall statistics for Cela (hydrological years 1975/1976 – 2011/2012. 
 
Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
Mean 104.0 106.3 121.2 92.3 88.7 67.6 74.3 53.8 23.3 8.8 13.8 35.5 789.8 
St. Dev. 74.3 72.4 100.9 64.0 65.4 70.5 41.4 41.6 25.6 10.0 18.6 36.0 620.7 
              
 
Rainfall occurrence (days) 
Mean 15.2 16.3 18.0 16.7 15.0 13.1 14.5 11.0 6.4 5.3 5.0 8.7 145.3 
St. Dev. 6.6 
7.9 
 
7.2 7.8 6.7 7.7 5.7 5.2 4.8 4.5 4.1 5.9 74.0 
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Table 5.23 – Monthly rainfall statistics for Salir de Matos (hydrological years 1975/1976 – 
2011/2012. 
  Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
Mean 104.2 113.6 115.9 97.3 89.9 66.7 78.9 56.3 20.6 10.8 12.5 37.7 804.3 
St. Dev. 71.3 74.1 88.7 71.8 63.1 59.2 50.6 43.5 20.8 15.3 14.6 35.3 608.4 
 
             
 
Rainfall occurrence (days) 
Mean 13.4 14.9 16.5 15.5 14.3 12.3 13.1 10.8 6.1 4.8 4.7 7.9 134.2 
St. Dev. 6.7 7.3 6.3 7.5 6.3 7.6 5.4 5.6 5.3 4.2 4.4 5.7 72.4 
 
 
Table 5.24 – Monthly rainfall statistics for Óbidos (hydrological years 1975/1976 – 2011/2012. 
  Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
Mean 79.2 88.8 98.4 82.4 67.7 54.6 57.6 43.9 19.6 6.1 6.9 29.3 634.5 
St. Dev. 60.6 68.2 82.4 62.5 45.9 42.7 35.8 37.3 22.7 9.6 10.3 32.2 510.2 
 
             
 
Rainfall occurrence (days) 
Mean 14.2 14.6 17.1 15.9 15.4 13.4 13.4 10.6 6.1 4.2 4.3 8.6 137.6 
St. Dev. 7.0 7.6 7.0 7.5 7.3 8.0 5.9 5.3 5.1 3.7 4.0 6.2 74.5 
 
 
Table 5.25 – Monthly rainfall statistics for Asseiceira (hydrological years 1975/1976 – 
2011/2012. 
  Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
Mean 92.6 103.3 111.2 87.4 80.2 63.8 68.8 50.9 20.8 6.8 7.8 33.3 727.0 
St. Dev. 64.6 77.3 104.6 68.8 55.3 60.5 43.2 41.8 25.3 10.6 10.1 31.8 594.0 
 
             
 
Rainfall occurrence (days) 
Mean 14.5 14.9 17.4 14.1 13.1 12.2 12.8 10.2 5.7 3.7 3.8 7.9 130.3 
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Table 5.26 – Monthly rainfall statistics for Alcoentre (hydrological years 1975/1976 – 
2011/2012. 
  Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
Mean 98.7 106.9 118.1 93.7 87.7 67.0 71.2 50.4 18.8 5.9 6.1 33.8 758.3 
St. Dev. 73.9 87.0 110.9 74.9 64.0 63.6 45.1 42.7 23.0 8.4 7.4 34.0 634.9 
 
             
 
Rainfall occurrence (days) 
Mean 14.5 16.0 18.3 15.2 15.2 12.2 13.7 10.3 5.5 3.3 3.6 7.4 135.2 
St. Dev. 7.9 8.7 7.6 7.2 7.3 7.8 5.4 5.1 4.8 3.4 3.7 5.1 74.0 
 
 
Table 5.27 – Monthly rainfall statistics for Alvorninha (hydrological years 1975/1976 – 
2011/2012. 
 
Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
           Mean 101.6 103.0 108.6 95.7 88.2 65.1 70.3 55.1 22.1 7.6 8.4 37.0 762.5 
St. Dev. 80.5 76.4 90.8 77.1 58.4 57.3 40.0 43.7 25.5 9.5 9.5 35.0 603.6 
 
             
 
Rainfall occurrence (days) 
          
Mean 13.6 14.8 16.6 14.3 13.2 12.1 13.5 11.3 6.3 4.6 4.3 8.4 133.0 
St. Dev. 7.0 7.4 6.7 6.8 6.4 7.7 5.1 5.6 5.0 4.1 3.9 5.9 71.6 
 
 
Table 5.28 – Monthly rainfall statistics for Santa Catarina (hydrological years 1975/1976 – 
2011/2012. 
 
Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
Mean 96.2 108.8 112.2 94.6 88.0 61.1 75.3 55.7 20.7 7.5 8.9 38.6 767.7 
St. Dev. 67.8 76.5 94.4 84.1 65.4 52.6 45.1 49.6 26.1 10.5 10.1 37.6 619.8 
 
             
 
Rainfall occurrence (days) 
Mean 14.2 15.1 16.4 14.0 14.8 11.9 13.1 10.1 6.1 4.6 4.0 7.9 132.1 
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Table 5.29 – Monthly rainfall statistics for Vermelha (hydrological years 1975/1976 – 
2011/2012. 
  Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
Mean 
91.4 97.2 108.5 81.4 75.7 59.2 71.3 48.8 18.1 6.5 8.9 28.2 695.4 
St. Dev. 
64.6 68.5 93.3 70.3 54.1 57.9 43.4 37.8 22.9 9.2 9.6 29.8 561.5 
 
             
 
Rainfall occurrence (days) 
         
Mean 
13.9 14.8 16.8 14.5 13.1 11.5 12.5 9.8 5.6 3.1 3.7 6.9 126.2 
St. Dev. 
7.8 8.2 8.1 8.0 7.8 8.1 5.9 5.7 4.9 3.6 4.4 4.9 77.3 
 
 
Table 5.30 – Monthly rainfall statistics for Vimeiro (hydrological years 1975/1976 – 2011/2012. 
 
Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
           
Mean 105.7 122.1 130.0 103.6 96.3 67.4 79.9 57.7 23.6 9.2 12.4 40.4 848.2 
St. Dev. 73.9 77.3 102.7 74.6 67.9 57.5 46.6 45.0 26.1 12.1 14.2 35.2 632.9 
 
             
 
Rainfall occurrence (days) 
          
Mean 13.9 15.2 17.1 16.8 15.5 12.6 13.6 11.2 6.4 4.8 4.4 7.9 139.4 
St. Dev. 7.3 7.6 7.2 7.8 7.3 8.0 5.0 5.3 5.3 4.9 4.5 5.7 75.8 
 
 
Table 5.31 – Monthly rainfall statistics for Turquel (hydrological years 1975/1976 – 2011/2012. 
  Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Tot. 
              
 
Rainfall totals (mm) 
           
Mean 97.4 110.9 115.3 95.7 86.8 63.2 64.7 51.6 18.4 7.6 10.6 32.9 755.3 
St. Dev. 74.0 80.6 96.8 72.2 57.8 54.8 43.0 45.6 21.5 9.3 12.2 29.5 597.2 
 
             
 
Rainfall occurrence (days) 
          
Mean 14.3 14.6 16.1 15.3 14.5 12.6 13.7 11.6 6.5 5.2 4.7 8.0 137.1 
St. Dev. 6.5 7.3 6.8 7.0 6.6 7.6 5.1 5.5 5.2 4.7 4.3 6.2 72.8 
 
According to the previous Tables 5.21 to 5.31, it is possible to realize that Salir de Matos 
and Vimeiro are the most extreme locations, regarding its mean annual precipitation. For 
those sites it is recorded the higher mean annual precipitation, along the considering time 
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period (between 1975/1976 – 2011/2012), respectively, 804.3mm and 848.2mm. On the 
other hand, the Obidos and Vermelha sites yield the lowest amounts of mean annual 
precipitation (634.5mm and 695.4 mm).  
 
Cela and Alfeizerão are highlighted here as the places where there was a greater number 
of rainy days for the same period, which corresponds to an amount of, respectively, 145 
and 140 average days with precipitation. Contrary, Vermelha and Asseiceira are the locals 
where in average it was registered less rainy days (respectively, 126 and 130 days). For 
the Asseiceira site it is registered a mean annual precipitation of 727.0mm, while in 
Vermelha is registered, as already mentioned, one of the lowest quantity of mean annual 
precipitation.  
 
The bulk of rainfall, in all places, is delivered in the period between October and March. In 
contrast, dry spells last for most of the summer from July to August (Tables 5.21 to 5.31). 
For such kind of study the calculation of the extreme rainfall events in each 
meteorological station as well as it return period would be important. However, as 
already explained when describing the static methodology, only one event was registered 
within the study area which disabled a more profound study about the probability 
distribution of extreme values. This only one dated event, registered within the study 
area, occurred in Santa Catarina in November, 30, 2006.  
 
Beyond the total daily rainfall another important parameter to be considered is the 
duration of rainfall in each day. This parameter is especially important for temporal 
calibration and validation purposes since it allows obtaining the discharge in m3 of the 
surface runoff, dynamically over time. The surface runoff will occurs when the soil is 
infiltrated to its full capacity. Thus, this excess of water, will then start to flow over the 
land according to the flow direction. The parameters for the precipitation duration 




dur totP a P   (5.42) 
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  (5.43) 
 
Where Ptot (mm) is the total rain for one day, Pdur is the duration (fraction of day, where 
1=1day) and MI is the maximum intensity (mm/h), a is the rainfall duration constant, 
which equals 0.052704628, and b is the rainfall duration power, which equals 0.5. 
According to Morgan (2005) and Carvalho et al. (2010) it is considered a maximum 
intensity of 30 mm/hour and a mean of 15 mm/hour due to the rainfall Intensity-
Duration-Frequency (IDF) Curve performed for a Mediterranean environment. Thus, for 
the given example, the duration approaches one day if Ptot= 360 mm (which derived from 
15mm/h X 24h). 
 
To produce the continuous spatial daily rainfall maps (total and duration) an interpolator, 
named, Inverse Distance weight (IDW), was used. Such procedure allowed to use the 
known actual and estimated values of daily precipitation (of each meteorological stations) 
to estimate values at other unknown locations. Producing a map per day, for 37 years, 
has revealed to be time consuming. In this sense, in order to facilitate this task, a script 
was developed, in python language, which allows calculating, in an expeditious manner, 
the maps of daily rainfall for each year (Script A4.2 in Appendix 4). 
 
 
5.6.1.2  Evapotranspiration 
 
Globally, about 62% of the precipitation that falls on the continents is evapotranspirated 
(Dingman, 1994). In this sense, the input of net precipitation has to be balanced against 
the loss of the soil moisture by evapotranspiration in order to quantify the available water 
for infiltration and further percolation in the hydrological cycle (Beek, 2002). 
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5.6.1.3  Reference Potential Evapotranspiration 
 
The reference potential evapotranspiration is a rate reflecting the maximum amount of 
water that can be evaporated from a large area completely and uniformly covered with 
growing vegetation or water surface when the water supply is not a limiting factor, and 
without advection or heat storage effects (Doorenbos and Pruitt, 1977; Brutsaert, 1982; 
Dingman, 2002). Being aware that land use has a strong influence on evapotranspiration 
and soil moisture availability, it becomes crucial to assess quantitatively the influence of 
such parameter. 
 
The water loss by evapotranspiration is defined through the presence of limiting factors 
such as stomata closure and advection. The relation between the local evapotranspiration 
of a soil covered by vegetation and the reference potential evaporation is represented by 
simple empirical constants, which are commonly known as crop factors (Kc) (Beek, 2002). 
The reference potential evapotranspiration (ET0), which depends only on the atmospheric 
conditions, is defined as the rate of evapotranspiration from an extensive surface of 8 to 
15cm tall green grass cover with uniform height, actively growing and completely shading 
the ground in conjunction with an available sufficient water source (Doorenbos and 
Pruitt, 1977). The specifics loss, ETc in mm.d-1, by disease-free crop is then given by: 
 
 
0 c cET K ET   (5.44) 
 
The crop evapotranspiration (ETc) differs distinctly from the reference potential 
evapotranspiration (ET0) because the ground cover, canopy properties and aerodynamic 
resistance of the crop are different from grass. The effects of characteristics that 
distinguish field crops from grass are integrated into the crop coefficient (Kc).  
 
The reference potential evapotranspiration can be calculated by the physically-based 
model of the Penman equation (Penman, 1948). However, due to the lack of standard 
agro-climatic weather parameters (such as relative air humidity and wind velocity) a 
simple approach, named Hargreaves equation (Hargreaves and Samani, 1985), was 
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performed in this study in order to obtain the mean daily ET0.  The Hargreaves model is a 
simpler model that requires only two climatic parameters, which is incident radiation and 













where ET0 is the potential daily evapotranspiration (mm/day), T is the daily temperature 




5.6.1.4  Radiation 
 
The energy of the sun, referred as solar radiation or shortwave radiation, is usually an 
important contributor to the energy balance at the Earth`s surface and hence is an 
important input parameter to assess evapotranspiration (Dingman, 2002). Due to the 
difficulty in obtaining measured shortwave radiation, in this section, it will be estimated 
the radiation based on the latitude of the study area, for each Julian day. 
 
For calculating the incoming shortwave radiation we use the approach, given by Dingman, 
(2002). This methodology includes the solar constant, the latitude of the study area 
(39.36 º S), the angular velocity and several calculations such as extraterrestrial radiation, 
day angle, eccentricity correction, declination, solar sunrise and solar sunset, which will 
be described below. For further calculation purposes, the angular parameters, such as 
latitude and angular velocity, were converted in radians. 
 
The extraterrestrial radiation, which is intent to develop in this section, consists on a set 
of astronomical relations which gives the daily radiation incident at the top atmosphere 
directly above an arbitrary point (Dingman, 2002). 
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The solar constant (Isc=1367 W m
-2) is the average radiation flux on a plane perpendicular 
to the solar beam at the surface of the atmosphere.  The angular velocity (15º     ) is 
defined as the rate of change of angular displacement which specifies the angular speed 
(rotational speed) of the earth and its axis about which the earth is rotating (Dingman, 
2002).  
 
The extraterrestrial radiation flux incident on a plane tangent to the earth`s surface is a 
function of the radiation flux on a plane perpendicular to the solar beam and the angle of 
the tangent plane relative to beam. The position of the earth in its orbit is given by the 






   (5.46) 
 
Where  is the day angle and J is the Julian day. 
 
The relative earth-sun distance changes regularly during the year. Because radiative flux 
follows the inverse-square law, this is most usefully expressed as the eccentricity 
correction, E0, which is the square of the ratio of the average distance, r0, to the distance 
at any time, r (Dingman, 2002). E0 can be calculated for any day of the year as: 
 
 
     
2
00 ( / ) 1.000110 0.034221 cos( ) 0.001280
sin 0.000719 cos 2 0.000077 sin 2
E r r      
     
 (5.47) 
 
The angle between a horizontal (tangent) plane and the solar beam is determined by the 
latitude, , of the plane and declination of the sun, . The sun`s declination is the latitude 
at which the sun is directly overhead at noon; due to the 23.5º tilt of the earth`s 
rotational axis, this latitude changes regularly between +23.5º and -23.5º as the earth 
revolves around the sun. The declination is given by: 
 
  
   
0.006918 0.39912 cos( ) 0.070257 sin( ) 0.006758 cos(2 )
180 /
0.000907 sin 2 0.002697 cos 3 0.00148 sin(3 )

          
    
        
 (5.48) 
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The solar sunrise (Thr) and sunset (Ths) which are also needed for shortwave radiation 
calculation is given by: 
 
 





















Where  is the latitude and  is the angular velocity.  
 




0` 2 [ ( ) ( ) ( ) / ( ) ( ) ]ET scK I E cos cos sin Thr sin sin Thr              (5.51) 
 
In order to perform all this calculations automatically, for each day in a year, a python 
script has been written (script A4.2 in Appendix 4), which allowed to obtain the incoming 
shortwave radiation, for the study area, per Julian day (in W/m2). 
 
 
5.6.1.5  Temperature (T) 
 
In order to calculate the evapotranspiration, the temperature data for the considered 
period (1975/1976 to 2011/2012) was needed. For the study area only four of the eleven 
meteorological stations have the daily temperature records, namely: Cela; Óbidos; 
Asseiceira and Alcoentre. Beside the reduced number of meteorological stations with 
temperature data it also presents additionally two problems: missing values along the 
records; the oldest records only start at 1980. 
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To estimate the missing values along the records, for each meteorological station, the 







T T t sin d 
 
    
   (5.52) 
 
Where    is the estimated daily temperature, T0 is the mean annual temperature;   is the 
amplitude (between the maximum and minimum) of actual temperature registered and 
divided by two; d0 is the displacement in time, which correspond to the Julian day where 
first appears the value correspondent to the mean annual temperature (T0). After 








   (5.53) 
 
Where T is the daily temperature registered by the meteorological stations.  
 
After obtaining the daily RMSE between the actual and the estimated temperature data 
was possible to calculate the mean Root Mean squared error (MRMSE). In order to 
reduce the MRMSE between the actual and estimated temperature data were applied the 
Solver function (in Excel software). This function allows reducing the MRMSE while 
adjusting the other parameters (T0, t and d0) (Fig. A4.1 in Appendix 4). Therefore the 
estimated temperature is also adjusted reducing the uncertainty between the actual and 
the estimated values (Fig. 5.32).  
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Fig. 5.32 – Actual (blue dots) and estimated (red line) mean daily temperature after adjustment 
at: a) Cela; b) Óbidos; c) Asseiceira; d) Alcoentre over the period 1980 to 2012. 
 
According to the Fig. 5.32 it is possible to observe that Asseiceira and Alcoentre have 
hotter summer days, according to the actual mean daily temperature than in Cela and 
Óbidos, over the period 1980 to 2012. This is explained by the fact that Asseiceira and 
Alcoentre are more distant from the ocean than Cela and Óbidos. 
 
To estimate the values before 1980, once it is considering the hydrologic years from 
1975/1976 to 2011/2012, correlations were done with the Lisbon meteorological station 
for which temperature records are avaiable for the considering period. The differences 
between the actual and the estimated data (temperature anomalies) were calculated for 
all the meteorological stations in order to perform a linear regression between the 
additive temperature anomalies at Lisbon and at the others four meteorological stations. 
From this method it was possible to obtain the coefficient of determination and the slope 
of the regression equation, which were used to calculate the estimated temperature for 
Cela, Óbidos, Asseiceira and Alcoentre from 1975 to 1980. 
 
Once having the daily temperature data of each year and for each meteorological station 
(Cela, Óbidos, Asseiceira and Alcoentre) an IDW interpolating method was performed 
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which incorporates the Lapse rate, i.e., the rate of decrease with height for temperature. 
This rate is commonly used in hydrology and terrestrial models for interpolate near-
surface air temperature measurements from meteorological stations to locations at 
different elevations where measurements do not exist (Running et al., 1987; Régnière, 
1996; Thornton et al., 1997; Martinec and Rango, 1998). This so commonly used average 
environmental lapse rate of  0.65°C (100 m)-1 (Barry and Chorely, 1987) is a spatially 
global and temporally climatic average (or standard) which was used for interpolating the 
continuous daily temperature data for the study area. 
 
 
5.6.1.6  Crop factor (Kc)  
 
The crop factor Kc serves as an aggregation of the physical and physiological differences 
between crops combining all the effects of the vegetation on the evapotranspiration 
including those of ground cover and surface roughness (Allen et al., 1998; Beek, 2002). 
For the acquisition of the Kc parameter, which intends to predict the effects of specific 
wetting events on the value for the crop coefficient, the Kc must be divided into two 
separate coefficients, one for crop transpiration, i.e., the basal crop coefficient (Kcb), and 
one for soil evaporation (Ke): 
 
 
c cb eK  K  K   (5.54) 
 
The transpiration component (Kcb) must represent the changes in Kcb over the course of 
the growing season, depending on changes in vegetation cover and physiology. 
Definitions for three Kcb values (Kcb min, Kcb mid and Kcb max) are required to associate 
definitions for growth stage periods and relative ground cover over the seasons. This 
procedure is conducted on a daily basis and is intended for applications using computers 
(Allen et al., 1998). 
 
During the initial period, shortly after planting of annuals or prior to the initiation of new 
leaves for perennials, the value of Kcb is often small (stipulated as the minimum Kc for 
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bare soil (Kcb min 0.15 - 0.20) (Allen et al., 1998). The basal        correspond to the 
peak plant size or height.  The Kcb mid is the estimated basal Kcb during the mid-season, 
when plant density and/or leaf area are lower than for full cover conditions. As the Kc has 
not been derived by ET measurement, it is here estimated from a fraction of ground cover 
or leaf area index (LAI) (Allen, 2003; Olson, 1994a, 1994b; Hagemann, 2002).  
 
To obtain the parameters needed for calculating the transpiration component (Kcb), the 
Land use, derived from Centro Nacional de Informação Geográfica (CNIG) at a 1:25,000 
scale, was used. Such kind of data discriminates the types of vegetation, which is crucial 
for converting into the global ecosystem types (according to Olson, 1994a, 1994b) (Table 
A5.1 in Appendix 5). The global ecosystem types of Olson (presented in Hagemann, 2002) 
present a global dataset of land surface parameters (LSP) needed for Kcb estimation (e.g., 
leaf area index: LAI) and it is provided for the use in global and regional climate modeling 
(Table 5.32 and Fig. 5.33). 
 
Table 5.32 – Global ecosystem types of Olson (1994a, 1994b). 
Global Ecosystem Type Classes LAI min LAI max h (m)         
Urban 1 0.00 0.00 0 0 
Low Sparse Grassland 2 0.12 1.75 0.03 1.003 
Coniferous Forest 3 9.00 9.20 1 1.2 
Deciduous Broadleaf Forest 4 0.10 5.20 1 1.2 
Evergreen Broadleaf Forests 5 9.50 9.90 0.68 1.2 
Irrigated Grassland 6 0.00 4.50 0.03 1.003 
Cool Mixed Forest 7 0.10 4.20 1 1.2 
Mixed Forest 8 1.00 7.00 0.68 1.2 
Crops and Town 9 1.10 4.50 0.1 1.01 
Rice Paddy and Field 10 0.00 4.60 0.06 1.006 
Hot Irrigated Cropland 11 1.30 4.40 0.05 1.005 
Cool Irrigated Cropland 12 0.00 3.00 0.05 1.005 
Mediterranean Scrub 13 2.50 4.30 0.46 1.2 
Dry Evergreen Woods 14 1.70 1.80 0.04 1.004 
Sand Desert 15 0.00 0.00 0.05 1.005 
Forest and Field 16 2.20 6.10 0.17 1.017 
Crops, Grass, Shrubs 17 0.80 2.70 0.1 1.01 
*It is estimated from h (m) parameter, according to Allen et al., 1998. 
 




Fig. 5.33 – Global Ecosystem Types according to Olso (1994a, 1994b). 
 
The Kcb max is estimated through the mean maximum plant height (h) (Table 33) using the 
Allen et al. (1998) approach: 
 
 cb max
K  1.0 0.1 h for h 2 m  
 (5.55) 
 
where Kcb max is limited to 1.20 when h > 2 m. The value of 1.2 represents a general 
upper limit on Kcb for tall vegetation having full ground cover and LAI > 3 under the sub-
humid and calm wind conditions (Allen et al., 1998).  
 
In latitudes such, as the study area, the growth of the vegetation is mainly limited by 
temperature. According to Hagemann (2002) this limiting parameter is defined by fi: 
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Where Ti is the daily temperature of day i. Tmin and Tmax are, respectively the minimum 
and maximum annual temperature. 
 
Using the growth factor fi based on Equation 5.56, the daily LAIi (analogous for the 
vegetation ratio) can be parameterized and computed as: 
 
 
min( )i min i maxLAI LAI f LAI LAI   (5.57) 
 
Where LAI max is the leaf area index for the growing season and LAI min is the leaf area 
index for dormancy season. 
 
Natural vegetation typically has less leaf area or fraction of ground cover than does the 
agricultural vegetation that has been developed for full ground cover and for soil water 
conditions favoring vigorous growth. The value for Kcb mid for natural or non-pristine 
vegetation should be reduced when plant density and/or leaf area are lower than for full 
cover conditions (generally defined as when LAI ≥ 3). Where LAI can be measured or 
approximated, a peak Kcb mid for natural, non-typical or non-pristine agricultural 
vegetation can be approximated similar to a procedure used by Ritchie (1998). In this 




         (   )(1  [ 0.7 ]) cb mid cb min cb max cb minK K K K exp LAI      (5.58) 
 
Where Kcb mid is the estimated basal Kcb during the mid-season, when plant density and/or 
leaf area are lower than for full cover conditions. Kcb max is the estimated basal Kcb during 
the mid-season (at peak plant size or height) for vegetation having full ground cover or 
LAI > 3. Kc min is the minimum Kc for bare soil (Kc min  0.15 - 0.20). LAI is the actual leaf area 
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index, defined as the one-sided green leaf area per unit of ground surface area (m2 m-2) 
(Allen et al., 1998). 
 
The potential rate of soil evaporation (Ke) is then calculated using the leaf area index, LAI. 
When LAI is less than 1,  
 
 
e 0K   E   (1  0.43 LAI)     (5.59) 
 
and when LAI is greater than 1,  
 
 
e rK   E  EXP( 0.4 LAI)     (5.60) 
 
Where E0 is the potential evaporation and Er is the evaporation rate. These final 
parameters are automatically calculated in STARWARS model. 
 
It must be mentioned that, since it is a dynamic approach, a major number of land use 
maps with different dates would be important for modeling the variations of the Kc 
parameter, over certain years (in this case, from 1975 to 2012). However, only the 
previous land use map (named COS 90) from 1990 was possible to obtain. There are more 
land use maps for the study area for different years, although, only the map from 1990 
has all the detailing needed for subsequent acquisition of the Kc parameter.  
 
This fact is here reported as an additional limitation in the landslide susceptibility 
assessment based on the dynamic approach. A way of overcoming this problem could be 
achieved by working on satellite images, in order to detail the land use information and 
get it for several years. However, this work requires new methodologies, care and time 
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5.6.1.7   Soil hydrological properties: hydraulic conductivity and SWRC 
 
Since the hydrological properties of soils are determinant for the movement of water in 
the unsaturated zone, from the soil surface into the soil (infiltration), and the subsequent 
movement of infiltrated water in the unsaturated zone (percolation) (Dingman, 1998), it 
is important to considered parameters such as the saturated hydraulic conductivity in 
m/d (Ksat), effective saturation (e), bubbling pressure (air entry) in m (hA), total porosity 
in m3/m3 (), pore size distribution index () and capillary pressure in m (), for further 
hydrological modeling. 
 
The soil properties, determined by the proportions of clay, silt, and sand, was already 
obtained in section 5.3.6. Using the USDA classification was possible to assigned the 
hydrological parameters. The Ksat, ,  and hA were directly obtained from Rawls et al. 
(1982). The hA min (or s) is obtained from hA and it is the minimal matric suction that is 
required to start drainage from fully saturated pores. The  is the dimensionless slope of 
the loglinear relationship between ln(h) and (1- e) for minimal matric suction. The h is 
obtain through a relationship so called, soil water retention curve (SWRC) (Table 5.33). 
 
Table 5. 33 – Hydrological properties classified by soil texture based on the standard values 
given by Rawls et al. (1982) necessary for hydrological modeling. 
USDA 
classification 
ID Ksat (m/d)  (m
3/m3)  hA (m)  (m) hA min (m)  
Clay 9 1.4664 0.475 0.131 0.373 0.373 0.361 8.681 
Clay loam 1 0.0144 0.464 0.194 0.259 0.2589 0.234 6.52 
Loam 2 0.0216 0.463 0.22 0.112 0.1115 0.090 6.411 
Loamy sand 8 0.6216 0.437 0.474 0.087 0.0869 0.06 4.143 
Sandy clay loam 5 0.1032 0.398 0.25 0.281 0.3256 0.250 5.322 
Sandy loam 7 0.3168 0.453 0.322 0.147 0.1466 0.112 4.878 
Silt loam 3 0.036 0.501 0.211 0.208 0.2076 0.18 6.265 
Silty clay 4 0.0552 0.479 0.127 0.342 0.3419 0.328 8.995 
Silty clay loam 6 0.1632 0.471 0.151 0.326 0.3256 0.309 7.791 
 
This SWRC is primarily used to predict the soil water storage, i.e., the water supply to the 
plants (field capacity) and soil aggregate stability. According to the amount of water in the 
pores, different wetting and drying curves may be distinguished. The soil is close to 
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saturation when potentials or capillary pressure are close to zero. Moreover, the water is 
hell in the soil by capillary forces. When θ decreases, the binding of the water becomes 
stronger, and at small potentials (more negative, approaching wilting point) water is 
strongly bound in the smallest pores (Dingman, 2002). 
 
According to the different types of soil, the hydrological behave will act differently, e.g., 
sandy soils will involve mainly capillary binding, and will therefore release most of the 
water at higher potentials, while clayey soils, with adhesive and osmotic binding, will 
release water at lower (more negative) potentials (Dingman, 2002). 
 
To establish the relationship between the water content, θ, and the soil water potentials, 
, it is first necessary to calculate the retain water content which is expressed as the 
volumetric moisture content (VMC). Since this measure is dependent on the absolute 



















Where e is the effective saturation or degree of saturation;  is the actual volumetric soil 
water content (m3/m3); res is the residual volumetric moisture content (m
3/m3); and sat 
is the saturated volumetric moisture content (m3/m3). The residual moisture content, i.e., 
the amount of water bounded to the soil particles, which cannot be released by suction, 
has been set to a constant fraction of 5% of the porosity (Beek, 2002).  
 
A model for the SWRC can be fitted to these standard data to obtain the relative degree 
of saturation for a given matric suction and vice versa. Here, the SWRC of Farrel and 
Larson (1972) has been used. This function describes the SWRC as an exponential 
relationship: 
  
  [ (1 )]Amin Eh h exp     (5.62) 
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where  is the shape factor describing exponential relationship and hA min is the air entry value, 
interpreted here as the minimal matric suction. By definition, matric suction is taken as positive. 
At suction smaller than the air entry value, the soil remains saturated and will behave accordingly. 
The shape factor  can be interpreted as a measure for the pore size distribution. High values of  
are associated with heterogeneous porous media that experience a more gradual loss of pore 
water as the matric suction increases (Beek, 2002). This is shown by the SWRCs (Fig. A6.1 in 
Appendix 6) where it is plotted the logarithm of the matric suction (ln(h|)) against 1-e. The 
SWRCs have been performed and fitted for all type of soils present in the study area.  
 
It is important to mention that, ideally, the acquisition of the hydrological properties of 
soils, would be preferable to be obtained from field work and subsequent laboratory 
measurement, however, it was very laborious and costly to do so, and thus, impossible to 
obtain for the present work. 
 
All the input parameters of the STARWARS model where generated according to all the 
procedures, already described, in an automatically manner, by implementing the Script 





In order to reduce the discrepancy, between the observed and simulated hydrological 
response, a calibration was performed. This step provides a great advantage when 
compared to the static hydrological model, where only a static calibration of the Ksat 
values was possible to be made.  
 
Calibration is a very important step because, indirectly, it enhances the performance of 
the coupled hillslope model. Under this assumption, it is expected that the calibrated 
hydrological model have predictive power for the unknown hydrological conditions under 
which landslides are triggered. This requires that the physically-based model describes 
the relevant processes and that these processes are continuous in time and space (Beek, 
2002). 
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The parameter available for calibration was the actual water discharges. Such data was 
obtained from Sistema Nacional de Informação de Recursos Hídricos (SNIRH). In this 
sense, based on the input parameters, an equation, which calculates the simulated water 















Where Dsch is the simulated water discharge in m
3/s. Sd (in m), is the surface detention, 
i.e.,  it is the water that is removed as exfiltration when any saturated storage is in excess 
of the maximum storage of the soil. Ca is the cell area in m
2. The numerator expression is 
then divided by the precipitation duration (Pdur in days) times 24 hours, times 3600 (in 
order to obtain the precipitation duration in seconds per fraction of day). 
 
Unfortunately, the actual water discharges are only available for three sites, which are 
geographically close and two are located outside the study area. Thus, for calibrating 
purposes, a small area of a location called Óbidos, was considered as shown in Fig. 5.34 
(Fig. A7.1 to Fig. A7.4 in Appendix 7). However, it is important to mention that, for further 
comparisons with other resulting models, only the previous study area was considered. 
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Fig. 5.34 – Study area incorporating part of Óbidos location and hydrometric stations (discharge 
stations) used for calibration of the STARWARS model. 
 
The three sites, corresponding to hydrometric stations, are located in Gaeiras, Óbidos and 
Ponte de Óbidos. The actual water discharges are available for Óbidos since October 1977 
to September 1980, for Gaeiras since October 1981 to September 1983, and for Ponte de 
Óbidos since October 1982 to September 1990.  
 
Considering the observed  and simulated time steps (day by day) of water discharges, the 
calibration was based  on equal intervals of discharge and volume of water as proposed 
by Westerberg et al. (2011). The model, however, requires initial conditions that are 
equally important for its performance. Hence, the hydrological model must start being 
simulated, at least, two years before the calibration period (Beek, 2002). In the present 
case it was chosen to start modeling since October, 1975. To avoid inconsistencies as a 
result of the differences in soil depth and water height, the comparison between the 
simulated and observed water discharge was made with reference to the topographical 
surface.    
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For the calibration of the model was used a function () which is defined as the squared 





0 0 ( )b     (5.64) 
 
Where b and β stand for the simulated and actual value of the observation (0). If the 
square root of the objective function divided by the number of observation were taken, it 
will be obtained the root mean square error (RMSE). 
 
 
Fig. 5.35 – Modeled discharge (here in m3/s). An example of a map from the time step 
corresponding to the Julian day 365 of 1979). 
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The hydrological model is then improved by changing the input data. Due to the source of 
errors and uncertainties associated to the input data it was decided to calibrate only the 
Ksat values since it is the most influent variable in both, dynamic and static models. The 
calibration has stopped when the minimal RMSE was achieved (Table 5.34). As in the 
static hydrological model, it was used a multiplier factor which allowed to test the values 
of Ksat iteratively. However here a multiplier factor of 2.1 proved to be sufficient to 
provide lower results of RMSE.Above this multiplier value, RMSE become stable or even 
increase. 
 
In Table 5.34 it is possible to observe that using the Ksat values from Table 14 (initial 
values) the results of RMSE are higher than those provided by a multiplier factor of 3.1 to 
the soil types where landslides occur (clay loam; silt loam; loam). 
 
Table 5.34 – RMSE of the discharge values of the 
hydrometric stations, selected for calibration. 
 Gaeiras Óbidos 
Ponte de 
Óbidos 
 (m3/s) (m3/s) (m3/s) 
Initial 
values 
5.7 4.0 4.1 
Final 
values 
3.4 2.6 2. 9 
 
From this operation new values of Ksat have emerged (Table 5.35). 
 
Table 5.35 – Ksat values assigned for the study area after the dynamic 
calibration. 
USDA classification Ksat (m/d) Data source 
Clay 0.0144 References 
Clay loam 0.17112 References and back analysis 
Loam 0.98208 References and back analysis 
Loamy sand 1.4664 References 
Sandy clay loam 0.1032 References 
Sandy loam 0.6216 References 
Silt loam 0.50592 References and back analysis 
Silty clay 0.0216 References 
Silty clay loam 0.036 References 
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Good hydrological performance in terms of water discharge does not necessarily provide 
a good reproduction of the observed landslides. For this reason a calibration of the 
cohesion was again performed.  
 
Slope stability models have the limitation that they often overestimate the potentially 
unstable area. So, in order to avoid that, it is important to select the run that after 
calibration: 1) gives good water discharge (minimize RMSE); 2) encloses all landslide 
locations but; 3) is conservative in its estimation of landslide occurrence (smallest area 
with SF≤1).  
 
The only lithological class incorporating shallow translational slides was the shale 
dominated complexes, thus, the calibration was only possible in such lithological class. 
After some calibrating tests (by rerunning the model) it was observed that the cohesion 
value that best fitted the statements above was 3 kPa. This value enables the model 
prediction of the initial instability conditions that may have triggered the dated landslide 
(from 30 of november of 2006). Values above 3kpa did not predict the dated landslide 
(i.e. the SF was >1). 
 
´ 
5.7 Dynamic modeling of slope stability:  applying the Infinite slope 
equation through PROBSTAB  
 
Beyond the already described, geotechnical parameters of soil, as cohesion and angle of 
internal friction, the PROBSTAB model also includes parameters in order to determine the 
lower boundary conditions, i.e., the conditions of, the already described, fourth layer (bed 
rock) which is crucial for determining the response of the hydrological system. These 
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Table 5.36 – Parameters to constrain the percolation to the deeper 
bedrock (bc), Beek (2002). 
Lithology satbc resbc ksatb 
Alluvium 0.23 0 2.5 
Dolerite 0.04 0 0.1 
Limestones and claystones 0.05 0 1 
Limestones and marls 0.05 0 1 
Marls, sandstones and claystones 0.05 0 0.1 
Sands (Pliocene) 0.04 0 1 
Sandstones, claystones and 
limestones 
0.04 0 1 
Sandstones dominated complexes 0.04 0 1 
Shale dominated complexes 0.05 0 0.01 
 
The satbc and the resbc are, respectively, the saturated and residual moisture content for 
the bedrock material. ksatbc it is the saturated hydraulic conductivity for the bedrock 
material. The satbc and the resbc describe the groundwater recession and ksatbc is also 
used to constrain the percolation to the deeper bedrock. 
 
The landslide inventory validated by field work (LI#3) incorporate relative recent 
occurrences. Therefore, it was decided to run the model for a time series of the latest 10 
years (from 2002 to 2011), in order to further validate the spatial distribution of these 
landslides (shallow translational slides from LI#3) over the period 2002-2011. Later, it is 
also inferred, what would be the days, within these years, most susceptible to the 
occurrence of those landslides (according to the SF results). 
 
Thereby, having all the parameters and the calibrated values of Ksat of soil, for the period 
1977 to 1990, was possible to run the model until 2011. All the parameters and 
calculations needed for the safety factor evaluation were performed by the PROBSTAB 
model (Fig. 5.36 and Table 5.37).  
 




Fig. 5.36 – Model structure: input & output. Extracted from Beek (2002). 
 
The parameters required from PROBSTAB are entered as constant, tables or maps, which 
relate the parameter value to a spatial attribute. The PROBSTAB returned, respectively, 
the daily safety factor and the minimum safety factor over the year for each location 
(pixel). 
 
It is important to remind that the hydrological model (STARWARS) was performed with a 
25m pixel size, while the remaining data, which served as inputs for the equation of the 
safety factor, was used a 5m pixel size, in order to take into account the smallest shallow 
translational slide. Thus, the outputs from the STARWARS model (i.e., groundwater level 
and volumetric soil moisture content), which serves as input into the PROBSTAB model, 
were resampled to a 5 m resolution (Table 5.37).  
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*: also required for lower boundary condition.  
Table 5.37 – Model input & output of the coupled hillslope model for hydrology (STARWARS) 
and slope stability (PROBSTAB). Adopted from Beek, 2002. 
Model 
component: 
Hydrology – STARWARS Stability – PROBSTAB 
Model Input 
Schematisation 
High resolution DEM (m) 





Global boundary conditions Layer-dependent 






Cohesion c’ (kPa) 




















Soil depth Z (m) 
Fraction of bypass flow ByPass (-) 
Soil depth Z (m) 
 
















All parameters can be considered 
as layer and land use dependent 
Evapotranspiration  
Crop factor kc (-) 
Infiltration  
Infiltration constant K0 (-) 
Max. storage capacity Cmax (m) 








Porosity n ( m3·m-3) 
Air entry value* hA (m) 
SWRC slope* α (-) 
 
All parameters of the top layer can be 
considered as land use dependent 
 











Precipitation P (m·d-1) Volumetric soil 
moisture content 
θ (m3·m-3) 




Groundwater level WL (m) 
 Volumetric soil moisture 
content 





Groundwater level WL (m) Safety Factor  SF (-) 
Volumetric soil moisture 
content 
 
Water discharge  
θ ( m3·m-3)   
Dsch (m
3·d-1) Critical depth ZF =1 (m) 
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The spatial and temporal components of simulated safety factor were reported from the 
model in the form of daily maps (map series). Since the temporal information of the 
landslide inventory is poor, it was choosen to present only the minimum safety factor 
obtained over each year, which, obviously, does not occur on the same day in every pixel. 
Thereby, through the Script A8.1 in Appendix 8, and all the provided parameters (Table 
5.37) were possible to obtain the following maps for each year (from 2002 to 2011) (Figs. 
5.37, 5.38, 5.39, 5.40, 5.41). 
 
 
Fig. 5.37 – Landslide susceptibility (minimum safety factor over the year) assessed thought the 
STARWARS+PROBSTAB: a) year 2002; b) year 2003. 
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Fig. 5.38 – Landslide susceptibility (minimum safety factor over the year) assessed thought the 
STARWARS+PROBSTAB: a) year 2004; b) year 2005. 
 
 
Fig. 5.39 – Landslide susceptibility (minimum safety factor over the year) assessed thought the 
STARWARS+PROBSTAB: a) year 2006; b) year 2007. 
 




Fig. 5.40 – Landslide susceptibility (minimum safety factor over the year) assessed thought the 
STARWARS+PROBSTAB: a) year 2008; b) year 2009. 
 
 
Fig. 5.41 – Landslide susceptibility (minimum safety factor over the year) assessed thought the 
STARWARS+PROBSTAB: a) year 2010; b) year 2011. 
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5.7.1 Analysis and validation of results 
 
Globaly, it is possible to verify that, among all the years, and in accordance with the 
minimum safety factor, the year 2006 was the most unstable year (higher instability class 
occupying 25.8% of the total study area). Conversely, it is noted that the year 2008 was 
the lowest unstable year (higher instability class occupying only 9.8% of the total study 
area) (Table 5.38 and 5.39).  
 
Through a spatial assessment of the shallow translational slides distribution is possible to 
verify that 2006 was the year with higher predictive ability (79% of the total shallow 
translational slides). Whereas 2008 was the year with lower predictive ability (37.1% of 
the total shallow translational slides). 
 
Table 5.38 – Landslides susceptibility classes assessing the minimum safety factor, for the years 
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Table 5.39 – Landslides susceptibility classes assessing the minimum safety factor, for the years 





































































































CA Class area 
LA Landslide area 
 
However, regarding the mean annual precipitation (Fig. 5.42 to 5.46 and Table 5.40), it is 
possible to observe that 2008 was not the driest year, but the year before (2007). 
 
  
Fig. 5.42 – Mean annual precipitation for the years: a) 2002; b) 2003. 
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Fig. 5.43 – Mean annual precipitation for the years: a) 2004; b) 2005. 
  
Fig. 5.44 – Mean annual precipitation for the years: a) 2006; b) 2007. 
 




Fig. 5.45 – Mean annual precipitation for the years: a) 2008; b) 2009. 
 
  
Fig. 5.46 – Mean annual precipitation for the years: a) 2010; b) 2011. 
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Table 5.40 – Annual precipitation along the study area for each year (2002; 
2003; 2004; 2005; 2006; 2007;2008; 2009; 2010; 2011). 
Year Min (mm) Max (mm) Mean (mm) 
2002 615.7 795.0 718.3 
2003 613.4 987.6 757.5 
2004 394.1 572.5 476.9 
2005 313.5 569.6 424.6 
2006 577.47 1096.4 827.4 
2007 287.1 580.2 404.2 
2008 415.8 905.7 563.9 
2009 229.0 948.6 558.1 
2010 536.4 646.1 612.8 
2011 301.2 597.0 463.4 
 
The previous observations allows saying that, the response between precipitation and 
increased groundwater table, may not be done instantaneously. Thus, considering only 
the precipitation for such studies, may not be as precise as intended, since the pore 
pressure in the soil, which increases with the increasing presence of water, is the 
responsible factor for slope instability. On the other hand, the differences registered 
between 2007 and 2008, may be due to the fact that although being a driest year, 2007 
could have a day or more where the precipitation has been intense originating, thus, 
higher susceptibility.  
 
Each of the observed landslides (centroid of the depletion zone) was analyzed in order to 
estimate the differences between the total annual precipitation, maximum daily 
precipitation and the maximum daily groundwater level observed in each year (Tables 
from A9.1 to A9.15 in Appendix 9). This observation noticed that, many times, the 
maximum level of groundwater table is reached within a few days after a maximum 
rainfall (with reduced rainfall during this period). 
 
Once it was implemented a dynamic approach it became possible to dynamically assess 
the instability along time. Thereby, it was proceeded an analysis of each landslide, 
independently, in order to understand which could have been the years or, more 
precisely, the exact days or periods more prone to the occurrence of instability. This 
statistical analysis was performed based on the centroid of the depletion zone of each 
shallow translational slide (Tables from 5.41 to 5.46). 
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Table 5.41 – Total duration and period duration (in Julian days) with conditions to 
instability (SF  1), for each shallow translational landslide (ID, from 1 to 33) indentified in 
the study area, for the years: 2002; 2003; 2004; 2005; 2006. 
ID 
Year 





















1 365 f 365 f 366 f 365 f 365 f 





























6 5 361-365; 96 
1-93; 
363-365; 
5 1-5; 0 0 38 328-365; 
7 365 f 365 1-365; 366 f 365 f 365 f 
8 365 f 365 f 366 f 365 f 365 f 
9 365 f 365 f 366 f 365 f 365 f 
10 365 f 365 f 366 f 365 f 365 f 
11 0 0 71 9-79; 0 0 0 0 55 311-365; 
12 365 f 365 f 366 f 365 f 365 
 
13 5 361-365; 133 
1-109; 
342-365; 
105 1-105; 23 343-365; 116 
1-70; 
320-365; 




15 1 365 54 1-54; 0 0 0 0 33 333-365; 




















18 365 f 365 f 366 f 365 f 365 f 
19 0 0 0 0 0 0 0 0 4 346-349; 
20 0 0 0 0 0 0 0 0 22 332-353; 
21 365 f 365 f 366 f 365 0 365 f 
22 9 357-365 92 
1-78; 
352-365; 
5 1-5; 0 0 61 305-365; 
23 0 0 32 10-41; 0 0 0 0 38 328-365; 
24 365 f 365 f 366 f 365 f 365 
 25 0 0 0 0 0 0 0 0 22 334-355; 
26 365 f 365 f 366 f 365 f 365 f 
27 0 0 41 
25-54; 
355-365; 












29 26 340-365; 126 
1-107; 
347-365; 
61 1-61; 0 0 49 317-365; 
30 0 0 0 0 0 0 0 0 0 0 
31 0 0 0 0 0 0 0 0 0 0 
32 0 0 0 0 0 0 0 0 0 0 
33 0 0 0 0 0 0 0 0 0 0 
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Table 5.42 – Total duration and period duration (in Julian days) with conditions to 
instability (SF  1), for each shallow translational landslide (ID, from 34 to 65) indentified 
in the study area, for the years: 2002; 2003; 2004; 2005; 2006. 
ID 
Year 





















34 0 0 0 0 0 0 0 0 14 344-357; 
35 365 f 365 f 366 f 365 f 365 f 























114 1-114; 0 0 152 
37-139; 
317-365; 
39 0 0 0 0 0 0 0 0 0 0 











0 0 36 330-365; 




















44 0 0 23 
27-32; 
349-365; 
0 0 0 0 33 333-365; 
45 0 0 0 0 0 0 0 0 0 0 
46 365 f 365 f 366 f 365 f 365 f 
47 0 0 0 0 0 0 0 0 0 0 
48 365 f 365 f 366 f 365 f 365 f 
49 365 f 365 f 366 f 365 f 365 f 
50 0 0 0 0 0 0 0 0 0 0 
51 365 f 365 f 366 f 365 f 365 f 
52 365 f 365 f 366 f 365 f 365 f 
53 365 f 365 f 366 f 365 f 365 f 
54 365 f 365 f 366 f 365 f 365 f 
55 0 0 0 0 0 0 0 0 0 0 
56 365 f 365 f 366 f 365 f 365 f 
57 365 f 365 f 366 f 365 f 365 f 











60 365 f 365 f 366 f 365 f 365 f 




0 0 0 0 38 328-365 
62 0 0 0 0 0 0 0 0 0 0 
63 0 0 0 0 0 0 0 0 0 0 
64 365 f 365 f 366 f 365 f 365 f 
65 0 0 0 0 0 0 0 0 0 0 
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Table 5.43 – Total duration and period duration (in Julian days) with conditions to 
instability (SF  1), for each shallow translational landslide (ID, from 66 to 87) indentified 
in the study area, for the years: 2002; 2003; 2004; 2005; 2006. 
ID 
Year 





















66 365 f 365 f 366 f 365 f 365 f 
67 0 0 0 0 0 0 0 0 19 
335; 
337-354; 
68 0 0 0 0 0 0 0 0 0 0 
69 365 f 365 f 366 f 365 f 365 f 
70 365 f 365 f 366 f 365 f 365 f 
71 365 f 365 f 366 f 365 f 365 f 
72 365 f 365 f 366 f 365 f 365 f 
73 365 f 365 f 366 f 365 f 365 f 
74 0 0 0 0 0 0 0 0 0 0 
75 0 0 36 4-39; 0 0 0 0 37 329-365; 







102 1-102; 21 345-365; 190 
1-128; 
304-365; 
78 365 f 365 f 366 f 365 f 365 f 
79 365 f 365 f 366 f 365 f 365 f 








95 1-95; 30 336-365; 148 
1-85; 
300-365; 
82 0 0 73 
7-61; 
348-365; 
7 1-7; 0 0 38 328-365; 
83 365 f 365 f 366 f 365 0 365 f 

















86 0 0 0 0 0 0 0 0 17 344-360; 
87 0 0 0 0 0 0 0 0 0 0 
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Table 5.44 – Total duration and period duration (in Julian days) with conditions to 
instability (SF  1), for each shallow translational landslide (ID, from 1 to 33) indentified in 
the study area, for the years: 2007; 2008; 2009; 2010; 2011. 
ID 
Year 





















1 365 f 366 f 365 f 365 f 365 f 





0 0 340 2-339; 
341;365 
365 f 365 f 
4 0 0 0 0 0 0 0 0 0 0 
5 135 1-135; 0 
 
106 32-137; 39 126-164; 149 5-153; 
6 34 1-34; 0 0 0 0 0 0 0 0 
7 365 f 366 f 365 f 365 f 365 f 
8 365 f 366 f 365 f 365 f 365 f 
9 365 f 366 f 365 f 365 f 365 f 
10 365 f 366 f 365 f 365 f 365 f 















91 1-91; 92 19-110; 
14 365 f 366 f 365 f 365 f 365 f 
15 14 1-14; 0 0 0 0 0 0 0 0 
16 365 f 366 f 365 f 365 f 365 f 








18 365 f 366 f 365 f 365 f 365 f 
19 0 0 0 0 0 0 0 0 0 0 
20 0 0 0 0 0 0 0 0 0 0 
21 365 f 366 f 365 f 365 f 365 f 
22 18 1-18; 0 0 0 0 0 0 0 0 
23 5 1-5; 0 0 0 0 0 0 0 0 
24 365 f 366 f 365 f 365 f 365 f 
25 0 0 0 0 0 0 0 0 0 0 
26 365 f 366 f 365 f 365 f 365 f 
27 28 1-28; 0 0 0 0 0 0 0 0 














0 0 45 38-82; 0 0 73 15-87; 
30 0 0 0 0 0 0 0 0 0 0 
31 0 0 0 0 0 0 0 0 0 0 
32 0 0 0 0 0 0 0 0 0 0 
33 0 0 0 0 0 0 0 0 0 0 
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Table 5.45 – Total duration and period duration (in Julian days) with conditions to 
instability (SF  1), for each shallow translational landslide (ID, from 34 to 65) indentified 
in the study area, for the years: 2007; 2008; 2009; 2010; 2011. 
ID 
Year 





















34 0 0 0 0 0 0 0 0 0 0 
35 365 f 366 f 365 f 365 f 365 f 
36 0 0 0 0 0 0 0 0 0 0 
37 152 1-152; 0 0 108 32-139; 133 56-186; 
362-365; 
162 1-162; 
38 127 1-127; 0 0 78 38-115; 0 0 132 15-146; 
39 0 0 0 0 0 0 0 0 0 0 
40 0 0 0 0 0 0 0 0 0 0 
41 75 1-75; 0 0 28 338-365 71 1-71; 90 12-101; 
42 0 0 0 0 0 
 




0 0 87 41-124; 
131-133; 
0 0 131 4-132; 
137-138; 
44 8 1-8; 0 0 0 0 0 0 0 0 
45 0 0 0 0 0 0 0 0 0 0 
46 365 f 366 f 365 f 365 f 365 f 
47 0 0 0 0 0 0 0 0 0 0 
48 365 f 366 f 365 f 365 f 365 f 
49 365 f 366 f 365 f 365 f 365 f 
50 0 0 0 0 0 0 0 0 0 0 
51 365 f 366 f 365 f 365 f 365 f 
52 365 f 366 f 365 f 365 f 365 f 
53 365 f 366 f 365 f 365 f 365 f 
54 365 f 366 f 365 f 365 f 365 f 
55 0 0 0 0 0 0 0 0 0 0 
56 365 f 366 f 365 f 365 f 365 f 
57 365 f 366 f 365 f 365 f 365 f 












60 365 f 366 f 365 f 365 f 365 f 
61 9 
 
0 0 32 46-54; 
343-365; 
48 1-48; 0 
 
62 0 0 0 0 0 0 0 0 0 0 
63 0 0 0 0 0 0 0 0 0 0 
64 365 f 366 f 365 f 365 f 365 f 
65 0 0 0 0 0 0 0 0 0 0 
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Table 5.46 – Total duration and period duration (in Julian days) with conditions to 
instability (SF  1), for each shallow translational landslide (ID, from 66 to 87) indentified 
in the study area, for the years: 2007; 2008; 2009; 2010; 2011. 
ID 
Year 





















66 365 f 366 f 365 f 365 f 365 f 
67 0 0 0 0 0 0 0 0 0 0 
68 0 0 0 0 0 0 0 0 0 0 
69 365 f 366 f 365 f 365 f 365 f 
70 365 f 366 f 365 f 365 f 365 f 
71 365 f 366 f 365 f 365 f 365 f 
72 365 f 366 f 365 f 365 f 365 f 
73 365 f 366 f 365 f 365 f 365 f 
74 0 0 0 0 0 0 0 0 0 0 
75 2 1-2; 0 0 0 0 0 0 0 0 
76 0 0 0 0 0 0 0 0 0 0 
77 123 1-123; 0 0 50 49-98; 0 0 107 14-118; 
121-122; 
78 365 f 366 f 365 f 365 f 365 f 
79 365 f 366 f 365 f 365 f 365 f 




41 325-366; 19 1-19; 0 0 71 29-94; 
110-114; 
82 28 1-28; 0 0 2 347-348; 0 0 0 0 
83 365 f 366 f 365 f 365 f 365 f 
84 28 1-28; 0 0 0 0 74 1-74; 0 0 
85 151 1-151; 0 0 113 34-146; 187 5-191; 148 6-153; 
86 0 0 0 0 0 0 0 0 0 0 
87 0 0 0 0 0 0 0 0 0 0 
f*; full year (1-365; or 1-366). 
 
Based on Tables from 5.41 to 5.46, it became possible to understand that there are some 
landslides which, according to the modeled high instability (SF≤1), could have occurred in 
almost every year, while some, according to the total duration and period, have an 
occasional or seasonal trend. Nevertheless, it should be noted that the model was 
calibrated with only one event, i.e. one dated landslide. This lack of data lead to an 
overestimation of the total duration of instability (sf<=1), and therefore, to unrealistic 
situations of 365 days of instability. Considering this, the important results to take into 
account are the ones where occasional or seasonal instability takes place. In order to 
better understand these trends, a summary for each landslide was carried out (Tables 
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Table 5.47 – Summary of the conditions to instability (SF≤1) for the period from 2002 to 2011. 
Analysis performed based on the centroid of the depletion zone of the shallow translational 
landslides (ID1 to ID33). 
ID Years with continued SF1 Years with seasonality  for SF1 Years without SF1 
1 10 0 0 
2 0 0 10 
3 4  (2003;2006;2010;2011) 5  (2002; 2004; 2005; 2007; 2009) 1  (2008) 
4 0 0 10 
5 0 
9  (2002;2003;2004;2005;2006; 
2007;2009;2010;2011) 
1  (2008) 
6 0 5  (2002;2003;2004;2006;2007) 5  (2005;2008;2009;2010;2011) 
7 10 0 0 
8 10 0 0 
9 10 0 0 
10 10 0 0 
11 0 3  (2003;2006;2007) 7  (2002;2004;2005;2008;2009;2010;2011) 






14 10 0 0 
15 0 4  (2002;2003;2006;2007) 6 (2004;2005;2008;2009;2010;2011) 






18 10 0 0 








21 10 0 0 
22 0 5  (2002;2003;2004;2006;2007) 5  (2005;2008;2009;2010;2011) 
23 0 3  (2003;2006;2007) 7  (2002;2004;2005;2008;2009;2010;2011) 
24 10 0 0 




26 10 0 0 





1  (2008) 
29 0 7  (2002;2003;2004;2006;2007;2009;2011) 3  (2005;2008;2010) 
30 0 0 10 
31 0 0 10 
32 0 0 10 







CHAPTER 5 - LANDSLIDE SUSCEPTIBILITY ASSESSMENT USING PHYSICALLY-BASED METHODS 
 
       267 
Table 5.48 – Summary of the conditions to instability (SF≤1) for the period from 2002 to 2011. 
Analysis performed based on the centroid of the depletion zone of the shallow translational 
landslides (ID34 to ID65). 
ID Years with continued SF1 Years with seasonality  for SF1 Years without SF1 




35 10 0 0 





1  (2008) 
38 0 7  (2002;2003;2004;2006;2007;2009;2011) 3  (2005;2008;2010) 
39 0 0 10 
40 0 0 10 
41 0 8  (2002;2003;2004;2006;2007;2009;2010;2011) 2  (2005;2008) 
42 0 0 10 
43 0 8  (2002;2003;2004;2005;2006;2007;2009;2011) 2  (2008;2010) 
44 0 3  (2003;2006;2007) 7  (2002;2004;2005;2008;2009;2010;2011) 
45 0 0 10 
46 10 0 0 
47 0 0 10 
48 10 0 0 
49 10 0 0 
50 0 0 10 
51 10 0 0 
52 10 0 0 
53 10 0 0 
54 10 0 0 
55 0 0 10 
56 10 0 0 
57 10 0 0 





1  (2008) 
60 10 0 0 
61 0 5  (2003;2006;2007;2009;2010) 5  (2002;2004;2005;2008;2011) 
62 0 0 10 
63 0 0 10 
64 10 0 0 
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Table 5.49  – Summary of the conditions to instability (SF≤1) for the period from 2002 to 2011. 
Analysis performed based on the centroid of the depletion zone of the shallow translational 
landslides (ID66 to ID87). 
ID Years with continued SF1 Years with seasonality  for SF1 Years without SF1 
66 10 0 0 




68 0 0 10 
69 10 0 0 
70 10 0 0 
71 10 0 0 
72 10 0 0 
73 10 0 0 
74 0 0 10 
75 0 3  (2003;2006;2007) 7  (2002;2004;2005;2008;2009;2010;2011) 
76 0 0 10 
77 0 8  (2002;2003;2004;2005;2006;2007;2009;2011) 2  (2008;2010) 
78 10 0 0 
79 10 0 0 





1  (2010) 
82 0 5  (2003;2004;2006;2007;2009) 0 
83 10 0 0 





1  (2008) 




87 0 0 10 
SUM 35 31 21 
 
The Fig.5.47 shows the precise location of each centroid of the depletion zone of each 
shallow translational slides. In this map it is also possible to be recognized, according to 
its ID, where are located the occasional and permanent places of higher instability. 
 
There are some landslides lying in a permanent area of SF≤1, and others are subject to 
occasional or seasonal SF≤1. There are also some landslides, generally located on the 
south part of the study area, that are not explained by this model. (green dots in 
Fig.5.47). 
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Fig. 5.47 – Centroid of each shallow translational landslide showing the instability trends over the 
period 2002 to 2011. 
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Unfortunately, this landslide inventory has no precise dates of occurrences. The only 
exception is a landslide occurred in the municipality of Caldas da Rainha, respectively in 
Santa Catarina (ID41), dating 30 of november of 2006 (Julian day: 334). This date matches 
with the days of higher instability predicted by the model, which predicts that, this area, 
should have been very instable (SF ≤ 1) from julian day 330 (26 November of 2006) until 
the end of the year (2006). According to the model this same area was instabilized 
occasionally in other years (2002, 2003, 2004, 2007, 2009, 2010, 2011), however, in 
different Julian days. For the years 2005 and 2008 this area was always stable. 
 
From the inputs and outputs of the STARWARS + PROBSTAB model it is also possible to 
gather all the conditions that have occurred in the landsliding day (or in any other day if 
wanted) (Fig. 5.48 to 5.50  and Table 5.50).   
 
 
Fig. 5.48 – Modeled conditions of temporal dynamic maps (map series) at day 30 of november of 
2006 (Julian day 334). a) Precipitation; b) Temperature. 
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Fig. 5.49 – Modeled conditions of temporal dynamic maps (map series) at day 30 of november of 
2006 (Julian day 334). a) Potential evapotranspiration; b) Precipitation duration. 
 
 
Fig. 5.50 – Modeled conditions of temporal dynamic maps (map series) at day 30 of november of 
2006 (Julian day 334). a) Groundwater level; b) Safety factor. 
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Table 5.50 – Modeled conditions  at day 30 of november of 2006 (Julian day 
334) for the ID41. 
TU condictions 





DEM (m, asl) Input Map 88 
Slope angle (°) Input Map 14 
soil depth (m) Input Map 0.77 
























Map series: specifically for time step 334 (year 2006). 
 
On the Julian day 334 (30 of November of 2006) when the event ID41 happened, there 
was a greatly reduced amount of precipitation on that day, however, this occurrence can 
be explained by the groundwater table which had acquired a very high level (0.54m), 
considering the soil thickness at that location (0.77m) (Table 5.50).  
 
Despite only occuring 1 mm of precipitation on that day, it must be considered the 
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Table 5.51 – Daily precipitation on ID41. From first day of maximum annual precipitation 
(Julian day 320: 16 of November of 2006 until the day of landsliding).   
JD Accumulation days Rainfall (mm/day) 
Groundwater level 
(m) 
320 1 36.3 0.36 
321 2 1.3 0.37 
322 3 10.9 0.37 
323 4 3.3 0.37 
324 5 0.3 0.38 
325 6 0.5 0.38 
326 7 0.5 0.39 
327 8 2.3 0.39 
328 9 33.6 0.4 
329 10 15.7 0.41 
330 11 2.4 0.42 
331 12 2.3 0.43 
332 13 22.3 0.46 
333 14 0 0.49 
334 15 1 0.54 
SUM 132.7 mm  
*JD: Julian Day. 
 
It is noted that the maximum daily precipitation, for the year 2006, occurred at the ID41 
location 14 days before the landsliding, reaching an annual maximum amount of 36.3mm 
of precipitation (Julian day 320). Subsequently on this same place another day with a 
significant amount of rainfall (33.6 mm of precipitation at Julian day 328) occurred which, 
combined with a continuous rainfall (although lower) gave the rise to an increase of the 
groundwater table level, which increased the pore pressure and thus leaded to 
landsliding. 
 
The spatial and temporal components of simulated safety factor were reported from the 
model in the form of daily maps. The observed landslide activity provides the necessary 
parameter for model validation. Thus, the predicted instability, regarding the minimum 
safety factor obtained over each year, has been compared with the landslide inventory in 
order to assess the spatial performance of the model for each year. The temporal 
information of the landslide inventory is poor and consequently, the possibilities to 
compare the temporal component of landslide activity in the validation is limited. Thus, 
for such operation prediction rate curves were preformed in order to assess the 
performance of previous models through the AUC (Fig. 5.51 and 5.52). 
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Since the hydrologic component of the model was already temporally calibrated, it is 
assumed that the landslides occurred whenever the safety factor was lower or equal to 1.  
As it was already possible to verify, 2006 was the year more susceptible to landslides. This 
is the year where the values of mean annual precipitation and also the daily maximum 
precipitation (among all the other years) were higher. It is, at the same time, the year 
with higher SF≤1 area predicting 79% of the total shallow translational slides. Throught 
the prediction rate it was possible to verify that 2006 was also the year with best 
predictive ability (AUC value of 0.85) (Fig. 5.51 and Table 5.52). 
 
 
Fig. 5.51 – Prediction rate curve of the landslide susceptibility maps (minimum safety factor) 
obtained in 2002, 2003, 2004, 2005 and 2006. 
 
 
Fig. 5.52 – Prediction rate curve of the landslide susceptibility maps (minimum safety factor) 
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Table 5.52 – AUC values for the landslide 
susceptibility maps from 2002 to 2011 assessed 













Moreover, 2008 was the year less susceptible to landslides, although not being the year 
with the lowest mean annual precipitation, or with the lowest maximum daily 
precipitation (Table A9.1 to A9.6 in Appendix 9). The minimum SF of 2008 (SF≤1) predicts 
only 37.1% of the total shallow translational slides. By comparing the AUC values (Fig. 
5.52 and Table 5.52) with other years it is possible to note that the year 2008 was also the 
year with the lowest predictive ability. 
 
 
5.8 Comparison between Static and Dynamic models 
 
The study area is characterized by the unpredictable distribution of high intensity rainfall 
events and the existence of a soil moisture deficit over summer. In such environment, 
water is the most important agent in the process of landsliding. Thus, the development of 
mathematical models to evaluate effects of rainfall infiltration on landslide occurrence 
reveals to be crucial. In line with this, the present section provides a described 
comparison between the static and dynamic models of slope hydrology and slope 
stability, implemented in the previous sections. Only a described comparison will be 
performed because comparing a spatio-temporal model (dynamic model) with a spatial 
model (static model) becomes incongruent. 
 
Based on the results obtained from the physically-based models, which couples the slope 
hydrology with stability, it is possible to mention that, the acquisition of geotechnical and 
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hydrological parameters through field work, laboratory measurements and further back 
analysis reveals to be crucial for increasing the robustness of the predicting models. 
Unfortunately, the acquisition of the hydrological parameters, such as Ksat, was not 
possible to obtain in this manner. However, from the standard values of Ksat, calibrations 
were carried out in both cases in order to improve predictive ability of the models.  
 
The static approach was performed through the SHALSTAB modeling, developed by 
Montgomery and Dietrich (1994). The model relies on the concept that typically the 
boundary between the soil and the underlying variably weathered bedrock is abrupt and 
that, soil mantle, is a highly conductive layer of colluviums which varies in thickness in a 
relatively systematic way across the landscape (Montgomery and Dietrich, 1994).  
Globally, it has the capability to assess that, flat areas are stable, and that ridges (with 
divergent subsurface flow) may be steep enough to fail, depending on the rainfall event. 
In such model steep unchanneled valley requires the smallest concentration of rainfall to 
fail (due to the convergent subsurface flow) being, therefore, more susceptible to 
landslide occurrence. There are some advantages in using a more simplest approach as 
SHALSTAB, respectively: 1) it is fast to compute; 2) it can be applied in diverse 
environments without costly attempts of parameterization; 3) it takes little special 
training to use the model; and 4) it becomes an hypothesis that could be rejectable, i.e., 
the model can fail, rather than just be tuned until it work. As a simplest approach, it can 
effectively indicate processes and parameters not included in the model that could be 
important for landslide susceptibility, or, from another point of view, it can be simply an 
inappropriate approximation of the superficial mechanics controlling slope stability due 
to the lack of knowledge on dynamic temporally influences. SHALSTAB is more indicated 
for identifying the safety factor over long time-periods, rather than predicting the onset 
of safety factor at particular time period (Dietrich and Montgomery, 1998).  
 
Due to the black box existing in such simplest models it becomes very difficult to 
reconstitute the previous conditions of precipitation and/or water storage that triggered 
landslides. These simplest approaches do not address influences of temporally varying 
precipitation, vegetation dynamics, uncertainty associated with input parameters, as well 
as various scenarios that may be implemented through an extended management period.  
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The input precipitation of the static approach is based on the return periods obtained for 
a neighboring location (Batalha), since it was not possible to calculate it, for the study 
area, due to the lack of data (dated landslides). Considering only one day of effective 
precipitation the model can be assumed as having a good performance (with an AUC of 
0.81), however, when analyzing the SF≤1 area the model with best predictive ability is 
considered to be the susceptible model corresponding to scenario 11 (15 days of 
accumulated rainfall). These differences are due to the fact that the model assumes the 
same value of effective precipitation for all the terrain units (pixels) of the study area. 
Such fact creates unrealistic situations in some locals of the study area where, due to 
morphological characteristics and/or distance from the sea, those values may be never 
verified. Being a hypothetical scenario of rainfall such result must be understood merely 
as a hypothesis. The lack of knowledge on the precise date of landslide occurrences is a 
limiting factor for getting better and more accurate input variables. Without such data it 
is not possible to calculate, for instance, the return period and critical precipitation that 
triggered landslides within the study area. 
 
Globally, despite the calibrated landslide susceptible models based on a static approach, 
seeing promising, due to the high values of AUC, such models do not take into account 
important parameters such as the antecedent moisture conditions, which can obscure the 
relation between the triggering rainfall events and landslide occurrence. Thereby, in order 
to overcome this handicap, a dynamic approach, which also couples the hydrology with 
stability, has been implemented. Such model is much more stringent and time consuming 
when compared with a simplest approach as SHALSTAB, however, when it is pretended to 
be more thorough, on the triggering landslide assessment, such implementation is 
justified. 
 
The SHALSTAB model has the problem of increasing the piezometric level sometimes 
above the topographical surface with the continuous input of rainfall, without any 
restriction. Whereas, in STARWARS model this situation is overcome because this excess 
of water, above the topographical surface, is treated as exfiltration which subsequently 
flows over the LDD at the topographical surface. This behavior is indeed a great 
advantage of the STARWARS model because it allows the calculation of the water 
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discharge, which serves as a temporal and spatial calibration parameter of the for the soil 
hydrological properties (Ksat). 
 
For the period modeled dynamically (from 2002 to 2011) there was no need to have high 
inputs of rainfall to be observed areas with SF≤1. This situation turns out to be not 
realistic. However, not having the precise date of the landslide occurrence, an accurate 
procedure of temporal calibration and validation of the geotechnical parameters 
becomes impossible to be performed. 
 
By using a dynamic approach, it is possible to simulate the hydrology over time and 
evaluate its effects on the slope stability. As it was already mentioned, the main factor 
triggering landslides is rainfall, however, this study went further in this matter, by 
evaluating and incorporating the dynamic parameters over time (precipitation, 
evapotranspiration and matric suction), which contribute for the water available for 
percolation, giving thus, more realism to the subsequent landslide susceptibility 
assessment. Another great advantage, when compared to the static approach, is the 
possibility to calibrate the model not only spatially but also temporally by comparing the 
modeled discharge data to the actual discharge data obtained from the available 
hydrometric stations. 
 
Besides all the advantages already described, the dynamic model has also the ability to 
assess the key dates, which could have lead to landsliding. Such procedure is based on a 
spatial comparison between landslides (already occurred) and the modeled safety factor 
(map series: day by day). This is also considered an important contribution to the 
evaluation of past landslides on which, it was not possible to obtain the date of 
occurrence. However, such model is not free from limitations and it can be actually 
enumerated some of them, e.g.: 1) It is very time computing consuming; 2) it is necessary 
to learn python and pc raster programming, at least, to a level that allows handling the 
program (the models and its inputs); 3) Many times it is difficult and very time consuming 
to obtained all the parameters needed for modeling. Despite these limitations 
implementing such dynamic and complex model allows the acquisition of much more 
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realistic and consistent results, which justify its use in preference to static and simplest 
models. 
 
In a raster based GIS environment, both models allow the coupling between the output of 
the hydrological model (TOPOG or STARWARS) and the slope stability model (Infinite 
slope model). The disadvantage of using stringent models such as the STARWARS for 
coupling to the slope stability model is the transfer of data and calculations applicants in 
which, at a regional scale, become very heavy. Otherwise such model provides much 
more realism than the static approach (SHALSTAB). 
 
Despite using simplest and/or complex models it is noteworthy that all are simplifications 
of the real world, and thus, probable other variables were neglected. However, in both 
cases they were compensated by the calibration of the parameters that are included in 
the models. For this reason no model will be right in an absolute manner (Konikow and 
Bredehoeft, 1992), but represents rather a possible realization of the actual system 
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6 LANDSLIDE SUSCEPTIBILITY ASSESSMENT USING STATISTICALLY-
BASED METHODS 
 
In this chapter it will be performed landslide susceptibility models through the 
statistically-based method. Thereby, from each landslide inventory (LI#1, LI#2 and LI#3 
from chapter 2) nine landslide susceptible models will be elaborated, for three types of 
landslides: 1) shallow rotational slides; 2) shallow translational slides; and 3) deep-seated 
rotational slides. The deep-seated translational slides were not taken into account since 
they have a very low representation in the study area.  
 
Due to the, highly proven, good performance of the statistical models, it reveals also to 
be interesting to perform, in this chapter, a comparison between the results already 
obtained for the shallow translational susceptibility model through the static physically-
based method and the shallow translational susceptibility model obtained statistically. 
The results from the dynamic physically-based method were not considered for 
comparisons since it take into account different kind of nature of inputs (dynamic inputs). 
The statistical method used to perform the landslide susceptibility evaluation is the 
Information Value. This statistical bivariate method has been widely used due to the good 
results produced (e.g., Zêzere, 1997; Henriques, 2009; Pereira, 2009; Garcia, 2012; 
Oliveira, 2012). 
 
The choice for the set of predisposing factors, which generate slope instability, is an 
important task for landslide susceptibility assessed statistically. Accordingly, it is expected 
a discriminatory capacity from these factors, in order to rebuild the conditions that 
generated the slope instability in the past. These predisposing factors, inherent to the 
terrain, are often static, influence the potential level of slopes instability and determine 
the spatial variation of the terrain to landslide susceptibility (Zêzere, 2005). In this 
context, the specific objectives of this chapter are: (1) Defining the predisposition factors 
which will be used for landslide susceptibility assessment at a regional scale; (2) 
Establishing the criteria for the classification of each predisposing factors; 3) Establishing 
their relationship with the different types of landslide and inventories and the 
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determination of their sensitivity and hierarchy; 4) Comparison between the results 
obtained through the statistically-based and the static physically-based methods for the 
susceptibility assessment to shallow translational slide occurrence. 
 
 
6.1 Selection and preparation of the landslide predisposing factors 
 
The landslide predisposing factors are those that, due to their static characteristics and 
terrain representativeness, are more often used for landslide susceptibility, assessed 
through statistically-based models. Such factors are described as a data of layers that are 
expected to have control on the occurrence of landslides, and can be used as causal 
factors in the prediction of future landslides (van Westen et al., 2008). 
 
There are a wide set of thematic data, with a wide spatial variation, type of data and 
scales, that represent the predisposing factors (Van Westen, 2008). Thereby, in this 
section, it is presented and characterized the seven variables that were considered as 
predisposing factors for modeling the landslide susceptibility in the study area. These 
static data sets are related to lithology, soil types and morphography. Further it will be 
performed a sensitive analysis in order to identify the variables that most contribute for 
landsliding. 
 
To acquire the landslide predisposing factors a pixel of 5X5 m was used. As already 
described, in chapter 5, such resolution allows the identification of potential unstable 
areas with a large spatial precision (Frattini et al., 2010). 
 
 
6.1.1 DEM derived variables 
 
Digital Elevation Model (DEM) with high quality (accuracy) provides also higher quality of 
its derivatives and thus, more reliable landslide susceptibility models. 
The local topographic features derived from the DEM (e.g. slope, aspect) play a crucial 
role in a number of morphological, ecological, and hydrological processes and, thus, for 
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landslide occurrence. Thereby the optimized DEM, described in chapter 5, was used to 




6.1.1.1 Slope angle  
 
Slope angle is defined as the angle between the horizontal and the slope topographic 
surface. For classification purposes it was considered the limits already adopted by many 
authors for many regions in Portugal mainland (Garcia, 2002; Reis et al., 2003; Zêzere et 
al., 2004;; Lopes, 2008; Guillard, 2009; Piedade, 2009;; Henriques, 2009; Oliveira 2012; 
Garcia 2012). For this dissertation it was decided to classify the map in 9 classes (Fig. 6.1). 
 
 
Fig. 6.1 – Reclassified slope angle map of the study area. 
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There is a strong relationship between slope angle and landslide occurrence (Guzzetti, 
2005). Thus, higher values of slope angle, at least, up to a certain value, tend to be related 
to an increase of landslide occurrence.  
 
According to Table 6.1 it is possible to verify that 80% of the study area is dominated by 
slope angles below 15º and that only 1.5% of the study area has slope angles above 30º. 
 
Table 6.1 – Reclassified slope angle 
map of the study area. 
Classes Occupancy area  
(º) (km2) (%) 
0 - 5 48.8 17.7 
5 - 10 96.1 34.8 
10 - 15 75.9 27.5 
15 - 20 33.4 12.1 
20 - 25 12.4 4.5 
25 - 30 5.2 1.9 
30 - 35 2.2 0.8 
35 - 40 1.0 0.4 
> 40 0.9 0.3 
 275.9 100 
 
6.1.1.2 Aspect  
 
Aspect is defined by a plane tangent to a topographic surface. It identifies the downslope 
direction of the maximum rate of change in value from each cell to its neighbors. Thus, 
aspect can be thought of as the slope direction. Aspect is measured clockwise in degrees 
from 0 (due north) to 360 (again due north), coming full circle. The value of each cell in an 
aspect dataset indicates the direction of the cell's slope faces. Flat areas having no 
downslope direction are given a value of -1 (Burrough, 1986). 
 
Long recognized as an important topographic variable, aspect affects the amount and 
daily cycle of solar radiation received at different times of the year and has a strong 
influence on the microclimate, especially air temperature, humidity, and soil moisture 
(Rosenberg et al., 1983). All this environmental influences must be considered. Thus, 
incorporating the aspect as a predisposing factor for landslide susceptibility assessment 
through the statistically-based model makes much sense. 
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The slopes, within the study area, are mostly exposed to Southwest and West, as it is 
possible to observe in Fig. 6.2 and Table 6.2. 
 
 
Fig. 6.2 – Aspect map of the study area. 
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Flat 0.7 0.2 
North 27.7 10.1 
Northeast 37.1 13.4 
East 33.9 12.3 
Southeast 25.0 9.1 
South 31.0 11.2 
Southwest 45.2 16.4 
West 44.7 16.2 
Northwest 30.6 11.1 
SUM 275.9 100.0 
 
 
6.1.1.3 Curvature (cross section profile) 
 
The curvature of the slopes is the inverse of the radius of a circle tangent to the soil 
surface and it can be measured in three ways: 1) in a longitudinally profile; 2) in a 
transversally (cross sectional) profile; 3) or in a tangentially profile (Clerici et al.; 2010). 
The relationship between the curvature and slope instability is difficult to compare due to 
different and often unspecified types of curvature used. Overall, the concave slopes are 
those that are most susceptible, because it is associated with the concentration of surface 
and subsurface runoff (Zêzere et al., 2004).  
 
In the present work it was decided to use the cross-sectional profile, since this allows 
defining the preferred areas for convergence of water flows at the surface. The profile 
curvature was obtained by fitting a fourth order polynomial function for each group of 3 x 
3 neighboring cells with 25m pixel size. Differently from the other predisposing factors 
the choice for such pixel size was because, after several attempts, this pixel dimension 
was the one that best visual fitted with the DEM. 
 
The profile curvature map was classified into three classes and it expresses the variation 
between positive (concavities) and negative values (convexities) (Fig.6.3 and Table 6.3). 
Thus, the class that correspond the rectilinear slopes and flat areas is defined by positive 
and negative values near zero. The other classes (representing concavities and convexities 
are defined by the limits -0.05 and 0.05.  
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Convex 114.9 41.6 
Rectilinear 50.3 18.2 
Concave 110.7 40.1 
SUM 275.9 100 
 
 
6.1.1.4 Inverse of the Wetness Index 
 
The Topographic Wetness Index (WI) is frequently used to simulate the soil moisture 
conditions in a watershed quantitatively, and it is the most commonly used indicator for 
static soil moisture content as well. Thus, it plays an important role in the research of soil 
erosion and distributed hydrological model in watersheds (Sørensen et al., 2005).  
 
While concave areas, with low gradient, have a predisposition to gather water (low WI 
values), steep and convex areas are more prone to shed water (high WI values). The WI 
uses Flow Direction and Flow Accumulation rasters as inputs. The Flow direction derived 
from DEM and, from this model, it is possible to obtain the flow accumulation. Typically 
the WI values range from less than 1 (dry cells) to greater than 20 (wet cells). Threshold 
values are applied to the output raster, via classification, based on local knowledge, field 
characteristics, and observations of the local terrain’s response to heavy precipitation and 
overland flow. Specifically, the WI relates drainage areas with slope variations within a 










    (6.1) 
  
Where a is contributing upstream area (m2) from flow accumulation raster, and  
β is the local slope angle (degrees). It is important to mention that for it calculations it is 
important to convert degrees to radians. 
CHAPTER 6 - LANDSLIDE SUSCEPTIBILITY ASSESSMENT USING STATISTICALLY-BASED METHODS 
291 
The application of the Inverse Wetness Index (equation 4.3) avoids the errors arising 






  (6.2) 
 
There are two algorithms for determining the flow direction: D8 and D∞. For this work 
was selected the algorithm D∞. Such algorithm enables the determination of multiple 
flow directions, providing thus, better results when compared to algorithms that only 
assume 8 possible directions of flow (as the case of D8 algorithm) for determining the 
contribution area or other related hydrological parameters (e.g., Sorensen et al., 2005; 
Erskine, 2006).  
 
The procedure was developed using the application TauDEM (Terrain Analysis Using 
Digital Elevation Models) for ArcGIS software, which presupposes the existence of a DEM 
free of artificial sinks. Then, the flow direction model was derived from DEM.  
The IWI map was classified into seven classes, which revealed better discrimination. For 
this purpose were applied a range of classes based on a logarithmic progression of base 
10. The Table 6.4 discriminates the frequency of IWI classes and the Fig. 6.4 shows the 
IWI spatial distribution along the study area. The first IWI class represents the places 
where β = 0. Such areas are mostly concentrated in the valley bottoms. However, it may 
also arise from interfluves areas, as it can be seen in Fig. 6.4. Therefore, these areas 
should not be related only to the maximum potential of water accumulation. Instead, it 
should be kept independently in the classification. The IWI class ]0.001 - 0.01] covers 
most of the study area, summarizing 64.8% of the total study area (Tornada, Arnoia and 
Alfeizerão catchments). 
 
Regarding the spatial distribution, of the potential for water accumulation, it can be 
observe, that, generally, it increases due to the proximity to the hydrographical network 
(IWI classes ]0 - 0.00001] and ]0.00001 - 0.0001]) being, the permanent or temporary 
watercourses, the places where water accumulates. The steepest slope areas are 
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associated to the IWI classes ]0.0001 - 0.001] and ]0.001 - 0.01], and the interfluves areas 
are dominated by the IWI classes ]0.01 - 0.1] and > 0.1. 
 
 
Fig. 6.4 – IWI map of the study area. 
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0 4.0 1.4 
]0 - 0.00001] 2.7 1.0 
]0.00001 - 0.0001] 5.7 2.1 
]0.0001 - 0.001] 41.5 15.0 
]0.001 - 0.01] 178.2 64.8 
]0.01 - 0.1] 43.7 15.8 
> 0.1 0.1 0 





Many studies worldwide have shown that landslides are greatly conditioned by the 
lithological properties of the land surface (e.g., Carrara et al., 1991; Mejia-Navarro and 
Wohl 1994; Mejia-Navarro and Garcia 1996; Pachauri et al., 1998; Luzi and Pergalani 
1999; Dai et al., 2001; Yalcin 2005; Duman et al., 2006). For this reason, the lithology 
corresponds to one of the most important predisposing factors and it is frequently used 
to assess landslide susceptibility (e.g., Chacon et al., 2006; Clerici et al., 2010). 
 
A more detailed lithological map has greater importance in providing data for 
susceptibility mapping, since different lithological unit correlates spatiality different 
according to the landslide typology.  Thus, a detailed lithological map (obtain in Chapter 
3) was included as a predisposing factor for landslide susceptibility assessment. This 
lithological map was classified according to the Fig. 3.12 from chapter 3 and its spatial 
distribution is shown in Table 3.2 from chapter 3. 
 
 
6.1.3 Morpho-structure  
 
The landslide distribution and pattern is mostly related to the natural conditions, which 
exhibit some regionally differentiations. Although the geologic, geomorphologic, climatic 
and tectonic conditions are different at every region, the natural conditions may not show 
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a homogeneous structure even at small areas bounded by physiographic, lithological and 
climatologic conditions. In line with this, and despite the considerable morpho-structural 
heterogeneity founded in the study area, similarities between landslides types and 
patterns were identified (Chapter 4). Thus, it was decided to include this variable as a 
predisposing factor in the landslide susceptibility assessment through a statistically-based 
method. 
 
The morpho-structure model was classified according to the Fig. 4.23 from Chapter 4 and 
its distribution over the study area can be observed in Table 4.8 from Chapter 4. 
 
 
6.1.4 Soil depth 
 
Soil depth is widely recognized as a controlling factor in numerous surface and subsurface 
processes, e.g., landscape evolution, sediment budgets and landsliding (Catani et. al., 
2010). Thereby, incorporating such variable (obtained in chapter 5) as a predisposing 
factor, for landslide susceptibility assessment, through statistically-based model, makes 
total sense. This data was classified into 4 classes, as it can be seen in Fig. 6.5. 
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Fig. 6.5 – Soil depth map of the study area. 
 
Regarding the spatial distribution (Fig. 6.5), it can be observed that, the classes “0 – 0.5” 
and “0.5 – 1” which correspond to thinner soils, dominate the study area, respectively in 
40.3% and 54.9% (Table 6.5). 
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0 – 0.5 109.8 40.3 
0.5 – 1 152.3 54.9 
1 – 1.5 10.9 3.9 
1.5 – 2.08 3.0 0.9 





The different soils types, detected in the study area (chapter 5), with their different 
characteristics and resistances may influence the propensity of slopes to landslide 
activity. Thus, it is important to consider such variable for landslide susceptibility 
assessment through the statistically-based-methods. 
 
The compatibility with the USDA classification resulted in 9 classes of soil types as it is 
possible to observe in Fig 5.16 in Chapter 5. According to Table 6.6, it is possible to observe 
that the study area is mostly dominated by clay loam and loam soils which, together, 
summarize 79.96 % of the total study area.  
 




Clay loam 95.1 34.5 
Loam 125.5 45.5 
Silt loam 29.2 10.6 
Silty clay 0.03 0.01 
Silty clay loam 8.9 3.2 
Sandy loam 9.5 3.5 
Loamy sand 4.1 1.5 
Clay 2.8 1.0 
Sandy clay loam 0.7 0.3 
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6.2 Statistically-based methods 
 
In recent decades, several statistical methods have been proposed to evaluate the 
landslide susceptibility (e.g., Carrara, 1983; Aleotti and Chowdhury, 1999; Carrara et al., 
2003; Guzzetti et al., 2005; Chacón et al., 2006). These methods introduce objectivity in 
the process of landslide susceptibility evaluation and allow the validation of the results, 
through the determination of the respective rates of prediction and success (Fabbri et al., 
2002; Chung and Fabbri, 2003; Guzzetti et al., 2006).  
 
Statistical methods are applied to cartographic units defined a priori, as raster units, units 
of unique-condition, geological-geomorphological units, morpho-hydrographical units, or 
administrative units (Guzzetti, 2005). As it was already mentioned, raster (matrix) units 
with 5 m pixel are used in the present work. 
 
The statistical methods are bivariated or multivariated. On bivariated statistical analysis 
each conditioning factor is combined individually with the landslide distribution map, 
assigning the respective weighting, based on the density of slop movements observed in 
each class of each variable. On the other hand, in multivariated statistical analysis, the 
award of the degree of importance, for each class of each variable, also considers other 
variables that go into the process analysis (Suzen and Doyuran 2004). In this study, a 
bivariated statistical method is used, respectively the Informational Value, to model 
landslide susceptibility. In addition, a multivariated method, the Maximum Entropy 




6.2.1 Sensitivity analysis of the landslide predisposing factors: Analysis of variable 
contributions 
 
The sensitivity analysis of the set of predisposing factors is a very important task to be 
performed because this technique allows assessing which predisposing factors have the 
higher contribution to increase the landslide susceptibility models performance. The 
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global aim of this technique is to check the stability of the model (or its predictive 
capability), by analyzing the variation on results when inserting or removing some input 
variable or variables. The results from the sensitivity analysis indicate which variables 
should continue in the modeling process, to achieve better results (Rocha, 2012). 
 
The sensitivity analysis, in theory, should determine the following statements:  
 
1) The factors that contribute to the results. It is required a test of several 
hypotheses in order to reduce the uncertainty of the modeling results. Such 
procedure contributes to the knowledge about the factors that are not significant 
for the explanation and thus, could be eliminated (Rocha, 2012); 
 
2) If there is a group of factors with high correlation. In the final phase, it can be said 
that this type of analysis helps to improve the models because it provides 
knowledge about the sensibility before modifying certain parameters. The Fig. 6.6 
presents, in a very simplified way, the process to follow in this type of analysis. 
Firstly, it is necessary to remove a number of samples of the input factors, 
secondly the model runs a significant number of times, and thirdly it is made an 
analysis to the modeling results (Rocha, 2012). 
 
 
Fig. 6.6 – Applied sensitivity analysis, from which are extracted the input variables and the model 
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6.2.1.1 Maximum Entropy method (MaxEnt) 
 
The origin of the entropy concept goes back to Ludwig Boltzmann (1877). The entropy 
formula expresses the expected information content or uncertainty of a probability 
distribution. Let Ei stand for an event (e.g. landslide) and pi for the probability of event Ei to 
occur. Let there be n events E1 , …, En with probabilities P1 ,…, Pn  adding up to 1. Since the 
occurrence of events with smaller probability yields more information (since these are least 
expected), a measure of information h should be a decreasing function of Pi . Shannon 













which decreases from infinity to 0 for Pi ranging from 0 to 1. The function reflects the idea 
that the lower the probability of an event to occur, the higher the amount of information 
of a message stating that the event occurred. 
 
From the n number of information values h(Pi ), the expected information content of a 
probability distribution, called entropy, is derived by weighing the information values h (Pi ) 


















Where H stands for entropy and if Pi=0 usually is considered Pi ln(1/Pi)=0, which is in 
accordance to the limit value of the left term for Pi approaching zero (Theil, 1972). The 
entropy value H is non-negative (ranges from 0 to 1). The minimum possible entropy value 
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  max ln( ) ln( ) ln( )
x
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The Maximum entropy model was initially proposed by Jaynes (1957) and recently turned 
in a standalone GIS aplications called MaxEnt (Philips et al., 2004). The MaxEnt weights 
each variable with a constant. The probability distribution is the weighted sum of each 
variable divided by a scaling constant to ensure that the scale of probability values ranges 
between 0 and 1. The model starts with a uniform distribution of the probability and 
iteratively changes the weight at each time, to maximize the probability to achieve the 
best probability distribution. The algorithm is always convergent and hence the outputs 
are deterministic. 
 
Thereby, entropy can be considered as a measure of uncertainty. Theil (1972) remarks 
that the entropy concept in this regard is similar to the variance of a random variable. The 
main difference is that entropy applies to qualitative rather than quantitative values, and, 
as such, depends exclusively on the probabilities of possible events. 
 
Since the traditional implementation of the maximum entropy is prone to over-
adjustment, the MaxEnt uses a relaxivity7. Does not constrict the estimated distribution 
to the exact empirical average but within the limits of the empirical error of the mean 
value for a given predictor data. This smoothing procedure is called regularization. The 
user has the option of changing the parameters of this procedure to potentially 
compensate small sample sizes. The predictions of the MaxEnt for each cell in analysis are 
cumulative values represented as a percentage of the mean value of the probability for 
cell under analysis, and all the remaining with equal values or lower probability. 
 
                                                            
7
 It is a measure of the ability to increase the relaxation rates. The term relaxation describes the process by which a model set in a non-
equilibrium state return to the equilibrium. In other words, relaxation describes how fast MaxEnt "forget" the direction in which is 
oriented, i.e., over adjustment, and come back to proper adjustment. 
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Summarizing, this model attempts after a set of iterations, to find the probability 
distribution of maximum entropy based on the limitations imposed by the data 
distribution and the conditions of the entire study area. One of the features provided by 
this algorithm is related to the possibility to incorporate a non-absence data for the 
dependent variable, which are obtained through the generation of pseudo-random 
absences. Other features presented by this model are that the final information display 
continuous values, allowing great flexibility in choosing their limits, and submitting a 
concise mathematical definition, being expressed from the following equation:  
 
 
   ˆ ˆ  ( )
X X





Where  corresponds to the unknown probability distribution, lying on a finite set of data 
designated as X, corresponding to individual elements such as dots. The distribution  
assumes a non-negative probability    x for each point x, and the sum of all probabilities 
equals 1. The approximation of  is in the same sense, a probability distribution, being 
represented by    (Philips et al., 2004).  
 
In the landslide context, maximum entropy characterises the distributions of a random 
occurrence of landslides with an equal probability to be present in any set of predisposing 
factors. When behaving in a non-random way, e.g. when landslides occur on specific 
conjugations of predisposing factors, the resulting distribution is skewed and entropy is 
lower (Prigogine and Stengers, 1984). MaxEnt automatically invert the values, converting 
0 (no entropy) to 1 (maximum probability of landslide occurrence). The advantages and 







 LANDSLIDE SUSCEPTIBILITY EVALUATION AND VALIDATION AT A REGIONAL SCALE 
302 






The probability distribution is defined 
mathematically and therefore the 
formulation of the model. 
 
Is relatively transparent. 
 
Does not have a selection procedure 
of variables. 
Consider interactions between variables. 
 
Extremely computationally intensive. 
Provides the possibility of considering 
polynomial transforms of the predictors. 
 
Possible weaknesses in dealing with 
samples biased. 
It has the potential to evaluate the 








Works well with relatively small samples.  
 
A sensitivity analysis of the model was performed using the method based on multiple 
sub-samples called jackknife, proposed by Lachenbruch (1967). The jackknife method is a 
statistical technique consensual in the sensitivity analysis and it is particularly useful in 
models involving small sample sizes. In this method all observations can be used for 
estimating of the model parameters (Neophytou et al., 2000). 
 
The method is based on the principle leave-one-out and consists on: i) separate a variable 
from an original input set; ii) estimate the coefficients of the model based on the 
remaining variables n  1; iii) classify the dependent variable using the new equation. 
The procedure is repeated for all the input independent variables (n times) so that, all 
variables are sorted by models whose parameters were estimated based on the 
independent variables.  
 
For the present work, three types of landslides from the three landslide inventories (LI#1, 
LI#2 and LI#3 from Chapter 2) were modeled (Table 6.8), which resulted in nine landslide 
susceptible models: 1) three landslide susceptibility models for deep-seated rotational 
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slides, respectively, from LI#1, LI#2 and LI#3; 2) three landslide susceptibility models for 
shallow rotational slides from LI#1, LI#2 and LI#3; 3) three more landslide susceptibility 
models for shallow translational slides from LI#1, LI#2 and LI#3. 
 
Table 6.8 – Number of landslides of each landslide 









LI#1 584 80 38 
LI#2 449 61 21 
LI#3 126 71 46 
 
It is important to mention that, for the shallow translational susceptible model from LI#3, 
the same landslides selected for validating the physically-based models were used, which 
took into account not only the pure shallow translational slides, but also some that were 
firstly identified as shallow rotational but, due to the large curvature radius of its shear 
plane surface, were selected to incorporate the susceptibility assessment to shallow 
translational landslides. Thus, for LI#3 the landslide susceptibility model of the shallow 
rotational slides was done taking into account 30 pure shallow rotational slides and the 
landslide susceptibility model of the shallow translational slides was performed taking 
into account 46 pure shallow translational plus 41 non-pure shallow rotational slides.  
 
In order to assess the variables contribution, the maximum entropy method, described 
above, was used. This method was selected due to its expeditious behavior on sensitivity 
analysis. Differently from the bivariated Information value, in this method, was chosen to 
enter the landslides as points, which were the centroid of each depletion zone of each 
landslide. This method is usually stated in a deceptively simple way: from among all the 
probability distributions compatible with empirical data, it chose the one with the highest 
information-theoretic entropy (Philips et al., 2004). 
 
The following tables (from Table 6.9 to 6.11) give estimates of relative contributions of 
the predisposing factors for each model. To determine the first estimate, in each iteration 
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of the training algorithm, the increase in regularized gain is added to the contribution of 
the corresponding variable, or subtracted from it if the change to the absolute value of 
lambda  is negative. For the second estimate, for each environmental variable in turn, 
the values of that variable on training presence and background data are randomly 
permuted. The model is reevaluated on the permuted data, and the resulting drop in 
training AUC is shown in the table, normalized to percentages (Rocha, 2012). 
 
Table 6.9 – Analysis of the predisposing factor contributions to deep-seated rotational slides. 
Theme 
LI#1 LI#1 + LI#2 LI#3 
PC* PI* PC* PI* PC* PI* 
Lithology 74.2 68.3 58.6 29.5 58.3 52.7 
Slope angle 9.6 14.5 13.2 17 20.3 25.1 
Morpho-structure 0.3 0.1 3 0.5 4.2 0.2 
Soil depth 11.9 9.1 5.4 5.5 0.7 1.1 
IWI 1.7 6.2 17.9 45.3 12.1 12.2 
Curvature 0.9 0.8 0.2 0.2 0.4 0 
Soils 0.4 0.6 0.6 1.3 1.2 3.9 
Aspect 1 0.5 1.2 0.7 2.8 4.9 
PC* - Percent contribution 
PI* - Permutation importance 
 
Table 6.10 – Analysis of the predisposing factor contributions to shallow rotational slides. 
Theme 
LI#1 LI#1 + LI#2 LI#3 
PC* PI* PC* PI* PC* PI* 
Lithology 72.2 80.2 70.5 82.9 39.8 40.5 
Slope angle 6.3 3.2 4.3 3.7 15.6 20.1 
Morpho-structure 7.2 2.6 14.8 4.6 4.9 0.5 
Soil depth 1.8 1.4 1.7 0.8 0.1 0.6 
IWI 1.4 1.8 2.2 2.6 0.1 0.6 
Curvature 1.3 1.5 0.5 0.7 7.4 6.4 
Soils 6.2 6.3 2.4 0.6 28.7 28.8 
Aspect 3.5 3 3.5 4 3.5 2.5 
PC* - Percent contribution 
PI* - Permutation importance 
 
Table 6. 11 – Analysis of the predisposing factor contributions to shallow translational slides. 
Theme 
LI#1 LI#1 + LI#2 LI#3 
PC* PI* PC* PI* PC* PI* 
Lithology 74.7 74.6 75.9 84.4 43.7 66 
Slope angle 8.4 6.5 8.9 5.5 5.8 2.8 
Morpho-structure 6.7 3.8 6 1.9 30.9 15.2 
Soil depth 0.9 0.9 1.2 1.9 4.2 1.9 
IWI 0 0 0.1 0.2 3.2 0.1 
Curvature 2.1 3.6 0.7 1.4 8.4 11.7 
Soils 0.8 3.5 2.2 2 2.2 1 
Aspect 6.4 7.1 5.1 2.8 1.7 1.4 
PC* - Percent contribution 
PI* - Permutation importance 
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These percent contribution values are only heuristically defined: they depend on the 
particular path that the MaxEnt uses to get to the optimal solution, and a different 
algorithm could get to the same solution via a different path, resulting in different 
percent contribution values.   
 
For each landslide group modeling, the right-hand column in the table shows a second 
measure of variable contributions, called permutation importance.  This measure 
depends only on the final MaxEnt model, not the path used to obtain it. The contribution 
for each variable is determined by randomly permuting the values of that variable among 
the training points (both presence and background) and measuring the resulting decrease 
in training AUC.  A large decrease indicates that the model depends heavily on that 
variable. Values are normalized to give percentages. 
 
The Fig. 6.7, 6.8 and 6.9 show the results of the weigh importance variables of each 
landslide inventory through the jackknife test (performed through MaxEnt software), for 
each landslide type. The variable with the highest gain for every landslide inventory and 
type seem to be always the detailed lithology, which appears to have - by itself - the most 
useful information that is not present in the other variables. This is incredible strong 
when considering the inventories associated to ancient landslides (Fig. 6.7 and 6.8). 
Moreover, the variable that most reduces the gain when omitted is, again, the detailed 
lithology which seems to have the much relevant information which is not present in the 
other variables. 
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Fig. 6.7 – Jackknife of regularized training gain for LI#1: a) for Deep-seated rotational slides; b) for 
shallow rotational slides; c) shallow translational slides. 
 
 
Fig. 6.8 – Jackknife of regularized training gain for LI#1+LI#2: a) for Deep-seated rotational slides; 
b) for shallow rotational slides; c) shallow translational slides. 
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Fig. 6.9 – Jackknife of regularized training gain for LI#3: a) for Deep-seated rotational slides; b) for 
shallow rotational slides; c) shallow translational slides. 
 
Through the interpretation of Fig. 6.7, 6.8 and 6.9 it is possible to conclude that, 
generally, and within the study area context, the increment of a number of predisposing 
factors, translates into an increase of quality of the susceptibility models to most types of 
landslides, regardless the inventory period. When this is not the case, the increment of 
predisposing factors, above the strictly necessary, does not cause entropy that justifies a 
need to exclude them. Generally, the aspect variable seemed to be always the less 
important predisposing factor, regardless the type and age of the landslide. However, 
even on a reduced way, all variables, selected as inputs, contribute to increase the 




6.2.1.2 Accountability and Reliability 
 
Beyond the maximum entropy method we also used the Accountability and Reliability 
methods (e.g., Greenbaum et al., 1995a,b; Abella, 2008; Blahut et al., 2010) in order to 
conduct an independent analysis of each variable of each predisposing factor. These 
methods allow determining the relative importance of each variable according to 
landslide events based on the typology of each LI. 
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Thereby, the eight themes were individually cross-tabulated (in ArcGis 9.3 software) with 
the three landslides types (deep-seated rotational slides; shallow rotational slides and 
shallow translational slides) of each LI (LI#1; LI#1+LI#2; and LI#3) in order to calculate the 
densities of landslides in all classes or variables of the eight themes (Tables 6.12, 6.13 and 
6.14).  
 
The accountability index explains how the classes of the themes that are relevant for the 
analysis (with densities higher than regional average) contain landslide cells/area. The 
reliability index gives an idea of the average landslide density in the classes of the themes 
that are relevant for landslide occurrence (with values higher than 1) (Blahut et al., 2010), 
i.e., the accountability index only takes into account the total area of landslides present in 
a certain class while the reliability index takes into account the area of the class (i.e. the 
ratio between landslides area and class area). 
  
Table 6.12 – Accountability and reliability of the predisposing factor contributions to 
deep-seated rotational slides. 
Theme 
LI#1 LI#1 + LI#2 LI#3 
ACC* RLB* ACC* RLB* ACC* RLB* 
Lithology 96.4 1.357 95.2 1.838 93.4 0.162 
Slope angle 74.3 1.332 77.2 1.898 80.4 0.183 
Morpho-structure 46.1 1.359 52.6 2.021 54 0.189 
Soil depth 61.4 0.884 45.1 1.202 51.1 0.135 
IWI 87.1 0.932 71.7 1.295 75.4 0.122 
Curvature 46.9 0.995 45 1.310 48.9 0.127 
Soils 94.9 0.919 49.4 1.391 60.1 0.153 
Aspect 57.7 0.942 42.9 1.398 50.5 0.153 
ACC*- Accountability 
RLB* - Reliability 
 
Table 6.13 – Accountability and reliability of the predisposing factor contributions to 
shallow rotational slides. 
Theme 
LI#1 LI#1 + LI#2 LI#3 
ACC* RLB* ACC* RLB* ACC* RLB* 
Lithology 100 0.073 99 0.104 100 0.008 
Slope angle 62.8 0.057 71.1 0.095 81.1 0.008 
Morpho-structure 50 0.075 55.9 0.122 61.8 0.010 
Soil depth 58 0.046 6.2 0.102 61.8 0.005 
IWI 89.2 0.049 88 0.070 23.3 0.007 
Curvature 69.3 0.052 60.8 0.066 59.2 0.007 
Soils 68.2 0.079 61.9 0.103 89.1 0.009 
Aspect 49 0.055 62.1 0.076 64 0.006 
ACC*- Accountability 
RLB* - Reliability 
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Table 6.14 – Accountability and reliability of the predisposing factor contributions to 
shallow translational slides. 
Theme 
LI#1 LI#1 + LI#2 LI#3 
ACC* RLB* ACC* RLB* ACC* RLB* 
Lithology 100 0.014 99.6 0.023 99.5 0.026 
Slope angle 88.1 0.009 70.2 0.020 88.1 0.030 
Morpho-structure 61 0.011 52.6 0.025 67.4 0.036 
Soil depth 62 0.009 98.1 0.014 54.3 0.020 
IWI 77.5 0.010 74 0.016 73.2 0.018 
Curvature 28.3 0.013 62.2 0.014 50.3 0.020 
Soils 49 0.011 97.8 0.016 84.1 0.035 
Aspect 72.7 0.013 77.9 0.016 51.5 0.025 
ACC*- Accountability 
RLB* - Reliability 
 
According to Table 6.12, 6.13 and 6.14 it can be conclude that higher values of 
accountability mean classes of themes with higher discriminant power (classes more 
prone to landsliding regardless the class area), while high values of reliability means 
classes with high proportion of landslides (mainly due to a reduced class area). Although 
being both important, it is possible to observe  that high values of accountability does not 
necessary implies high values of reliability, thus, it  became crucial to simplify this analysis 
by establish a hierarchy among the predisposing factors (themes) for each type of 
landslide and for each LI. 
 
 
6.2.1.3 Analytical hierarchy process for landslide susceptibility mapping 
 
The Accountability and Reliability values were scaled from 0 to 100, based on the sum of 
all factors, in order to be comparable with the Percent contribution values from the 
MaxEnt.  Afterwards we proceeded to an average between the three parameters (PC, 
ACC and RLB) in order to establish a hierarchy of the predisposing factors for each 
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Table 6.15 – Hierarchy of the predisposing factor contributions to deep-seated 
rotational slides according to the average between PC, ACC and RLB (%). 
LI#1 LI#1 + LI#2 LI#3 
Lithology (35.6) Lithology (31.1) Lithology (29.9) 
Slope angle (12.7) Slope angle (14.9) Slope angle (17.0) 
Soil depth (11.0) IWI (14.4) IWI (12.2) 
IWI (9.3) Morpho-structure (10.1) Morpho-structure (10.1) 
Soils (9.2) Soil depth (8.2) Soils (8.5) 
Morpho-structure (8.0) Soils (7.4) Aspect (8.4) 
Aspect (7.3) Aspect (7.2) Soil depth (7.2) 
Curvature (6.9) Curvature (6.7) Curvature (6.8) 
 
   
 
Table 6. 16 – Hierarchy of the predisposing factor contributions to shallow rotational 
slides according to the average between PC, ACC and RLB (%). 
LI#1 LI#1 + LI#2 LI#3 
Lithology (35.2) Lithology (34.7) Lithology (23.9) 
Soils (11.6) Morpho-structure (14.1) Soils (20.1) 
Morpho-structure (10.6) Slope angle (10.4) Slope angle (14.6) 
Slope angle (9.8) IWI (9.7) Morpho-structure (11.0) 
IWI (9.3) Soils (9.5) Curvature (10.0) 
Curvature (8.2) Aspect (8.7) Aspect (8.4) 
Aspect (7.9) Curvature (7.2) Soil depth (6.6) 
Soil depth (7.3) Soil depth (5.6) IWI (5.4) 
 
Table 6.17 – Hierarchy of the predisposing factor contributions to shallow 
translational slides according to the average between PC, ACC and RLB (%). 
LI#1 LI#1 + LI#2 LI#3 
Lithology (36.3) Lithology (35.9) Lithology (24.5) 
Slope angle (12.1) Slope angle (11. 3) Morpho-structure (20.0) 
Morpho-structure (10.9) Morpho-structure (10.6) Slope angle (11.9) 
Aspect (10.1) Soils (9.6) Soils (11.2) 
IWI (8.5) Aspect (9.5) Curvature (8.9) 
Soil depth (7.5) Soil depth (8.8) IWI (8.2) 
Soils (7.4) IWI (7.6) Soil depth (7.8) 
Curvature (7.3) Curvature (6.8) Aspect (7.6) 
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The themes more important for deep-seated rotational slide activity are lithology and 
slope angle, whereas the importance of slope curvature and aspect is very low (Table 
6.15). Concerning the shallow rotational slides, the highest weight is observed for 
lithology and soils (for LI#1 and LI#3) and for lithology and morpho-structure (for 
LI#1+LI#2).Soil depth (for LI#1 and LI#1+LI#2) and IWI (for LI#3) appears to be the less 
important themes (Table 6.16). 
 
Finally, the themes with highest weight for shallow translational slides are the lithology 
and slope angle for LI#1 and LI#1+LI#2, whereas for LI#3 are the lithology and morpho-
structure. As for the deep seated rotational slides, slope curvature and aspect are the less 
important themes to justify landslide distribution (Table 6.17). 
 
It is noted that, regardless the landslide type and the landslide inventory, the theme with 
the highest gain (which appears to have the most useful information), is the detailed 
lithology (at 1:10,000 scale). This is due to the lithological detailing performed  in Chapter 
3, which shows that the shale dominated complexes class from upper Jurassic, 
corresponding to 59.3% of the total study area, contains, in many cases, about 90% of 
landslide occurrence regardless the typology and LI.  
 
 
6.2.2 Classification of the landslides susceptibility maps 
 
The classification process of the landslide susceptibility models is a very sensitive 
component in the final definition of landslide susceptibility (Oliveira, 2012). At the 
regional scale, the landslides susceptibility maps are the first step to achieve a risk 
assessment, which can contribute for the security of the communities where these 
potentially hazardous phenomena occur (e.g., Guzzetti et al., 1999; Glade et al., 2005; 
Sterlacchini et al., 2011). However, different classification methods may cause significant 
differences, although using the same susceptible model (e.g., Garcia, 2002; Garcia et al., 
2007). 
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The inherent subjectivity in the process of classification and their influence on the final 
cartographic results were demonstrated by Garcia (2002) and by Garcia et al. (2007), 
making it clear that the performance of different classification methods, all statistically 
correct, may lead to very different visual results.  
 
One of the most common and appropriate classification methods is performed by using 
the natural breaks classification based on accumulative weight and score of the prediction 
or success rate curve (e.g., Garcia, 2002; Henriques, 2009; Zêzere, 2010). Thus, for each 
susceptibility map the classification is based on the interpretation and segmentation of 
the prediction or success rate curve using the following criteria: i) very high susceptibility 
class, containing 70% of the total unstable area; ii) The class of high susceptibility 
containing 15% of the total unstable area; iii) the class of moderate susceptibility 
containing 10% of the total unstable area; and iv) low susceptibility class contain 5% of 
the total unstable area. In Table 6.18, the limits of the classes are expressed into four 
susceptibility classes adopted in this work, its predictive ability and form of color 
representation. The designation is in accordance with some proposals expressed in 
literature (e.g., Baeza and Corominas, 2001). 
 
Table 6.18 – landslides susceptibility Classes, characterization of the predictive capacity value 
of each class and form of color representation adopted for the study area. 
Designation 
Accumulated 
landslide area (%) 




Very high 0 - 70 70  
High 70 – 85 15  
Moderate 85 – 95 10  
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6.2.3 Information Value Method 
 
The assessment of susceptibility was made separately for each type of landslide (deep-
seated rotational, shallow rotational and shallow translational slides) and for each 
landslide inventory. The method chosen to evaluate the landslide susceptibility in the 
study area is, the already mentioned, Information Value and its principle is as follows: 
Once the landslides of the study area are located, physical characteristics of hillslope 
affected by landslides are studied and mapped. These characteristics are the predisposing 
factors that serve as thematic maps for assessing the susceptibility (slope angle, aspect 
and curvature, inverse wetness index, lithology, morpho-structure, soil depth, soil type). 
Each variable is divided into different classes (as described above).  
 
The Information Value (IV) Method was used to assess quantitatively the landslide 
susceptibility independently for each type of landslide. Accordingly, the weighting of each 












   
where Si is the number of pixels with landslides belonging to modeling group and the 
presence of variable Xi. Ni is the number of pixels with variable Xi. The S is the total 
number of pixels with landslides belonging to the modeling group. N is the total number 
of pixels. The S/N is the a priori probability. It is the probability for each pixel to have a 
landslide without considering predisposing factors. The Si/Ni is the conditional 
probability. It is the probability to have a landslide given the presence of variable Xi. 
 
Negative values of IVi means that the presence of the variable is favorable to slope 
stability. Positive IVi indicates a relevant relationship between the presence of the 
variable and landslide distribution; the higher the score, the stronger the relationship (Yin 
and Yan, 1988). IVi equal zero means no clear relationship between variable and landslide 
occurrence. The classes of each variable not containing any landslide have a conditioned 
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probability equal to zero. In this case, IVi cannot be obtained because of log 
transformation, and therefore the IVi was forced to be equal to the lowest value of IVi, 
within the variable (brown in Tables 6.19, 6.20 and 6.21). 
 
The final susceptibility is then determined for each cell by the sum of the Information 










  (6.9) 
 
where m is the number of variables and Xji is either 0 if the variable is not present in the 
pixel j, or 1 if the variable is present. 
 
This method allows the quantification of the susceptibility via a score for the terrain unit 
(TU) even for areas that are not unstable yet (Zêzere, 2002). The higher Information 
values, reveals greater predisposition for landslide occurrence for a certain TU (Yin and 
Yan, 1988).  
 
It should be noted that, as for the physically-based methods, also in this chapter,  the 
depletion of the landslides were used for modeling and validating purposes, in order to 
predict the future disruption areas in the study area. 
 
Nine susceptibility models were built using the Information Value method, one for each 
type of landslide for each landslide inventory. The obtained results are summarized in 
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Table 6.19 – Information values obtained for each class of each predisposing factor for each 
landslide type and inventory. Part 1 (aspect, curvature and slope angle themes). Higher IV 
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Table 6.20 – Information values obtained for each class of each predisposing factor for each 
landslide type and inventory. Part 2 (IWI, detailed lithology and soil depth themes). Higher IV 
values are highlighted in bold. 
Classes of Predisposing Factors 
















        
0 1.4 -4.32 -3.86 -4.74 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
0.00001 1.0 -1.97 -2.12 -4.74 -3.17 -3.14 -2.32 -3.51 -2.01 -3.51 
0.0001 2.1 -0.42 -0.51 -0.99 -0.49 -0.66 -0.32 0.26 -0.25 -0.68 
0.001 15.0 0.07 -0.05 -0.20 0.41 0.20 -0.06 -0.02 -0.45 -0.14 
0.01 64.8 0.10 0.10 0.15 0.03 0.08 -0.06 0.15 0.13 0.12 
0.1 15.8 -0.32 -0.22 -0.31 -0.51 -0.37 0.37 -0.69 -0.06 -0.22 
>  0.1 0.04 -0.21 0.09 -1.41 -0.53 1.17 2.76 -3.51 0.62 1.87 
Detailed Lithology:  
 
Sandstone dominated complexes 
(upper Jurassic) 
28.75 -2.25 -1.97 -1.53 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
Shale dominated complexes (upper 
Jurassic) 
59.30 0.42 0.42 0.31 0.50 0.49 0.48 0.47 0.49 0.49 
Limestones and marls (middle and 
upper Jurassic) 
0.53 -0.91 -0.74 -4.74 1.55 1.17 -2.32 -3.51 -0.29 0.49 
Sands (Pliocene) 0.71 -2.46 -1.44 -4.74 -3.17 -0.41 -2.32 2.28 1.77 -3.51 
Dolerite 1.16 1.62 1.53 2.41 -3.17 -1.62 1.12 -3.51 -2.08 0.40 
Aluvium (Holocene) 6.81 -4.32 -3.86 -4.74 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
Sandstone dominated complexes 
(Cretaceous) 
0.53 -2.75 -2.86 -4.74 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
Sandstone dominated complexes 
(lower and middle Miocene) 
0.25 -4.32 -3.86 -4.74 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
Limestones and claystones (upper 
Jurassic) 
0.41 -4.32 -3.86 -4.74 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
Marls, sandstones and claystones 
(upper Jurassic) 
0.04 -4.32 -3.86 -4.74 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
Sandstones, claystones and 
limestones (Miocene) 
0.02 -4.32 -3.86 -4.74 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
Shale dominated complexes 
(Cretaceous) 
1.25 -1.73 -1.49 -1.41 -3.17 -1.42 -2.32 -3.51 -2.08 -0.99 
Shale dominated complexes (lower 
and middle Miocene) 
0.24 -1.85 -1.60 -1.03 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
Soil depth:  
 
0 – 0.5 40.3 -0.03 0.03 0.25 -0.01 -0.01 -0.07 -0.09 0.03 0.21 
0.5 – 1 54.9 0.03 -0.01 -0.15 0.05 -0.02 0.10 0.09 -0.01 -0.19 
1 – 1.5 3.9 0.11 0.03 -1.00 -0.42 0.47 -2.32 -1.75 -0.72 0.32 
1.5 – 2.08 0.9 0.77 0.46 -4.74 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
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Table 6.21 – Information values obtained for each class of each predisposing factor for each 
landslide type and inventory. Part 3 (soils and morpho-structure themes). Higher IV values are 



















        
Clay loam 34.5 0.06 0.13 0.20 0.42 0.38 -2.00 0.19 0.09 0.81 
Loam 45.5 0.05 -0.01 -0.16 -0.45 -0.32 0.66 0.01 0.13 -1.27 
Silt loam 10.6 -1.05 -1.17 -2.51 -2.13 -1.37 -0.54 -1.04 -1.55 -1.22 
Silty clay 0.01 -4.32 -3.86 -4.74 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
Silty clay loam 3.2 0.26 0.32 1.35 1.61 1.25 -2.32 0.95 0.44 0.70 
Sandy loam 3.5 0.24 0.27 0.52 -1.18 -0.54 -2.32 -0.45 0.34 -3.51 
Loamy sand 1.5 -0.05 -0.10 -4.74 -3.17 -3.49 -2.32 -3.51 -2.08 -3.51 
Clay 1.0 0.17 -0.05 -1.80 -0.50 -0.88 -2.32 -3.51 -2.08 -3.51 





Orthoclinal slope 0.69 -0.28 -0.15 -0.76 -1.01 -1.39 -2.32 -3.51 -2.08 1.95 
Cataclinal dip 
slope 
17.74 -0.23 -0.34 -0.51 -0.22 -0.35 -1.02 0.03 -0.16 -0.67 
Cataclinal 
underdip slope 
2.06 -1.99 -2.03 -4.37 -2.98 -3.36 -1.71 -0.44 -0.66 -3.51 
Cataclinal overdip 
slope 
6.78 0.58 0.57 -0.02 0.06 0.17 0.97 0.89 0.89 0.34 
Anaclinal normal 
escarpment 
38.97 -0.19 -0.25 -0.34 -0.13 -0.26 -0.35 -0.04 -0.23 -0.63 
Anaclinal subdued 
escarpment 




22.09 0.43 0.54 0.63 0.66 0.77 0.69 0.17 0.49 0.88 
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Regarding the detailed lithology, for every landslide inventory, the dolerite followed by 
shale dominated complexes (upper Jurassic) are the lithological classes more prone to 
deep-seated rotational slides. The shale dominated complexes (upper Jurassic) seemed to 
be always the most unstable lithological class, since it includes the majority of landslide 
occurrences. However, the Information Value is not higher than dolerite because the 
study area is dominated by this lithological class (59.3%). According to the Information 
Value, the dolerite is very prone to deep-seated rotational sliding because it only occupies 
1.16% of the total study area, and thus the proportion of landslides increases the 
Information Value. The limestones and marls (middle and upper Jurassic) and also the 
shale dominated complexes (upper Jurassic) are more prone to the occurrence of shallow 
rotational slides for LI#1 and for LI#1 + LI#2 (Table 6.20). However, for LI#3 beyond shale 
dominated complexes (upper Jurassic) also the dolerite seemed to be prone to shallow 
rotational sliding. Regarding the shallow translational slides, it can be seen that for LI#1 
the class more susceptible to landslides is the shale dominated complexes (upper 
Jurassic), for LI#1 + LI#2 beyond the shale dominated complexes, also the sands (Pliocene) 
seemed to be prone to shallow translational sliding. However, for the LI#3 three classes 
are distinguished as more susceptible to shallow translational slides, respectively, shale 
dominated complexes (upper Jurassic), limestones and marls (middle and upper Jurassic) 
and dolerite. Similar to the dolerites, the high Information values assigned to limestones 
and marls (middle and upper Jurassic) and Sands (Pliocene), for the shallow rotational and 
shallow translational slides are due to the fact that these classes are very poorly 
represented in the study area (respectively, 0.53% and 0.71%), and therefore a small area 
containing landslide is enough to classify these areas as very susceptible due to its 
proportion of landslides. 
 
Regarding the Information Value of slope angle, there are some discrepancies among the 
landslide inventories. Thereby, for LI#1, the slopes above 40º are more prone to deep-
seated rotational slide. However, for LI#1 + LI#2, to the highest IV is found for the slope 
angle class 25º to 30º. For LI#3 the class more prone to deep-seated rotational landslide 
occurrence is 20º to 25º (Table 6.19). Slope angles above 40º are more prone to shallow 
rotational landsliding considering the LI#1. For LI#1 + LI#2 the class more prone to shallow 
rotational landsliding correspond to 35º to 40º and in LI#3 this situation changes to the 
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class 30º to 35º (Table 6.19). Regarding the shallow translational slides the class 30º to 
35º seemed to be more susceptible. For LI#1 + LI#2 the higher susceptibility class is from 
35º to 40 º and for LI#3 is above 40º. Generally, we can conclude that the landslide 
occurrence, in the study area, is more related to slope angles above 20º, being the more 
significant the classes ranging between 30º to 40º. 
 
According the morpho-structure the classes cataclinal overdip slope and anaclinal 
steepened escarpment seemed to be more prone to deep-seated rotational landsliding 
for IV#1 and IV#1 + IV#2. For the IV#3 only the anaclinal steepened escarpment seem to 
be more prone to deep-seated landsliding. The cataclinal overdip slope and anaclinal 
steepened escarpment seem to be always the classes more prone to shallow rotational 
landsliding, regardless the inventory. The same happens for shallow translational 
landslides. Thereby, it is concluded that any of the two morpho-structural classes 
(Cataclinal overdip slope, Anaclinal steepened escarpment) are very susceptible to 
landslides regardless the type and inventory. 
 
Once calculated, the Information values were assigned to the respective class of its 
respective variable in order to be, subsequently, summed through the Raster Calculator 
tool of the ArcGIS software. From this procedure resulted nine maps of landslides 
susceptibility, respectively, three deep-seated landslide susceptibility map for LI#1, LI#1 + 
LI#2 and LI#3, three shallow rotational slide susceptibility maps for LI#1, LI#1 + LI#2 and 
LI#3 and three shallow translational slide susceptibility maps for LI#1, LI#1 + LI#2 and LI#3. 
All these maps were reclassified into the four classes described in the previous section 
(Fig. 6.10, 6.11, 6.12 and Tables 6.22, 6.23, 6.24). 
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Fig. 6.10 – Deep-seated rotational slide susceptibility models assessed thought Information Value 
method based on: a) LI#1; b) LI#1+LI#2; c) LI#3. 
 
Table 6.22 – Deep-seated rotational slide susceptibility: occupancy of each class. 
 LI#1 LI#1+LI#2 LI#3 
 (Km2) (%) (Km2) (%) (Km2) (%) 
Very high 79.5 28.8 79.9 29.0 73 26.5 
High 39.6 14.4 36.7 13.3 42.8 15.5 
Moderate 34.1 12.4 35.5 12.9 44.4 16.1 
Low 122.7 44.5 123.8 44.9 115.7 41.9 




Fig. 6.11 – Shallow rotational slide susceptibility models assessed thought Information Value 
method based on: a) LI#1; b) LI#1+LI#2; c) LI#3. 
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Table 6.23 – Shallow rotational slide susceptibility models: occupancy of each class. 
 LI#1 LI#1+LI#2 LI#3 
 (Km2) (%) (Km2) (%) (Km2) (%) 
Very high 95.3 34.5 97.4 35.3 35.7 12.9 
High 34.1 12.4 23.9 8.7 19.6 7.1 
Moderate 23.3 8.4 46.5 16.9 20.8 7.5 
Low 123.2 44.7 108.1 39.2 199.8 72.4 
SUM 275.9 100 275.9 100.0 275.9 100 
 
 
Fig. 6.12 – Shallow translational slide susceptibility models assessed thought Information Value 
method based on: a) LI#1; b) LI#1+LI#2; c) LI#3. 
 
Table 6.24 - Shallow translational susceptibility models: occupancy of each class. 
 LI#1 LI#1+LI#2 LI#3 
 (Km2) (%) (Km2) (%) (Km2) (%) 
Very high 111.6 40.4 88.5 32.1 32.3 11.7 
High 26.9 9.7 39.4 14.3 33.4 12.1 
Moderate 65.3 23.7 40.8 14.8 47.5 17.2 
Low 72.1 26.1 107.2 38.9 162.7 59.0 
SUM 275.9 100 275.9 100 275.9 100.0 
 
When analyzing the landslide susceptibility maps, in a joint perspective, it is possible to 
conclude that there are two distinct parts in the study area. Generally, the Fig. 6.10, 6.11 
and 6.12 identifies, the Western part of the study area as less susceptible to landslides, 
whereas, the center and East parts, of the study area are more susceptible to landslides. 
However, for the specific case of shallow rotational slides from the LI#3, the result does 
not follow the generality. This is probably due to the fact that in this LI the non-pure 
shallow rotational slides were kept apart for further built the shallow translational slide 
susceptibility model. Probably there are also non-pure rotational slides in LI#1 and in 
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LI#1+LI#2, however those ancient landslides were not possible to be validated through 
field work and thus, not possible to assure its degree of rotationally. Regardless the LI, the 
Todo-Mundo hill (where dolerite outcrops) together with the slopes of the main valleys 
(Arnoia, Tornada and Alfeizerão), are the places more susceptible to deep-seated 
rotational sliding. 
 
The slopes of the main valleys (Arnoia, Tornada and Alfeizerão) are the most susceptible 
places for shallow landslides. The Todo-Mundo hill together with the Western part of the 
study area is less susceptible to shallow landslides (rotational and translational). The soil 
depth of the Todo-Mundo hill is very thin and therefore the shallow landslides will rarely 
occur in these places. However, the deep-seated rotational slides, which can occur 
independently of the soil thickness, will occur more easily on these locations than the 
shallow landslides. 
 
For the landslide susceptibility models based on the LI#3, it can be observed a distinction 
between the location of the susceptibility areas to shallow rotational and shallow 
translational slides. The latest, are mostly located on the Center/Northern part of the 
study area, whereas, the same place is identified as the least susceptible to shallow 
rotational slides (Fig. 6.12:b). 
 
 
6.3 Analysis and validation of results 
 
As for the static physically-based model, also the statistically-based model were 
submitted to a validation through the prediction and, in this case, success rate curves. In 
order to determine the success rate, the susceptibility map should be crossed with the 
same landslide inventory that was used to build the susceptibility model. This procedure 
allows defining the degree of adjustment of the model to the input data (e.g., Zêzere, 
2010) i.e., the success rate curve is obtained by varying the decision threshold and 
plotting the respective sensitivities against the total proportions of the data set classified 
as landslide. For the predictive rate, the validation process requires that the susceptibility 
maps should be crossed with a group of landslides independent from those that were 
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used to generate the respective susceptibility model, i.e., prediction rate curves are the 
same as success rate curves, except that they are computed for landslide distribution 
patterns (possibly in the training area) for a posterior time than the training data sets 
temporal domain. This means that the landslide inventories must be divided into two 
separate groups (Chung and Fabbri, 2003). This partition was not done for the physically-
based models since it does not take into account the location of past landslides for 
modeling purposes.  
 
For this work six predictive rate curve were made in order to define the predictive 
capacity of the susceptible models, of deep-seated rotational, shallow rotational and 
shallow translational landslides from LI#1 and LI#1 + LI#2. Therefore, the susceptible 
model to deep-seated rotational slides based on LI#1 was validated using the deep-seated 
rotational slides from LI#2+LI#3. The susceptible model to shallow rotational slides based 
on LI#1 was validated using the shallow rotational slides from LI#2+LI#3. The susceptible 
model to shallow translational landslide based on LI#1 was validated using the shallow 
translational slides from LI#2 + LI#3.  
 
On the other hand, the susceptible model to deep-seated rotational slides based on 
LI#1+LI#2 was validated using the deep-seated rotational slides from LI#3. The susceptible 
model to shallow rotational slides based on LI#1+LI#2 was validated using the shallow 
rotational slides from LI#3 and the susceptible model to shallow translational slides based 
on LI#1+LI#2 was validated using the shallow translational slides from LI#3 (Table 6.25). 
The susceptible models based on the landslides from LI#3 were validated through a 
success rate curve with the same set of landslides from the same LI, regarding to the 
landslide typology. As it was already mentioned, the landslides used for validating, 
through a predictive rate curve, for the LI#1 and LI#1 + LI#2, were the landslides that 
occurred in a posterior time (Table 6.25 and Fig. 6.13 and 6.14). For the LI#3, since there 
are no posterior landslides, the same set of landslides used for modeling were also used 
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Table 6.25 – AUC values for the landslide susceptible models assessed through the 
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Fig. 6.13 – Prediction rate curves for case A. 
 
 




























Study area classified as susceptible (descending order) 
Deep-seated rotational: AUC=0.78 
Shallow rotational: AUC=0.74 




























Study area classified as susceptible (descending order) 
Deep-seated rotational: AUC=0.78 
Shallow rotational: AUC=0.72 
Shallow translational: AUC=0.75 
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Fig. 6.15 – Success rate curves for case C. 
 
The prediction rate curves obtained for the case A (Table 6.25 and Fig. 6.13) seem to be 
acceptable, (according to the values stipulated by Guzzetti (2005) with a 0.78 AUC value 
for the susceptible model to deep-seated rotational slides. However, for the shallow 
rotational and translational susceptibility models these values are lower, though, without 
ever decreasing below 0.70. 
 
For the case B (Table 6.25 and Fig. 6.14) there are two types of landslides, respectively the 
deep-seated rotational and the shallow translational, which seem to have an acceptable 
performance according to the AUC values (0.78 and 0.75, respectively). The shallow 
rotational landslide susceptibility model has a lower value of AUC, however very close to 
the acceptable (0.72). 
 
It is noteworthy that the inventories of ancient landslides were not subjected to a field 
validation, as the recent landslide inventory. The georeferencing and the orthorectifying 
processes, which were necessary steps for oldest landslide inventory recognition and 
drawing, could have also lead to error. Another important difficulty, that must be 
mentioned, was the difficulty in recognizing and differentiating into the different types of 
landslides, which, due to the scale of analysis, and due to a non field validation, could 





























Study area classified as susceptible (descending order) 
Deep-seated rotational: AUC=0.81 
Shallow rotational: AUC=0.90 
Shallow translational: AUC=0.88 
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The case C (Table 6.25 and Fig. 6.15) must be observed with caution since it is not 
validated through a prediction rate curve, but, through a success rate curve. In this case, 
according to the AUC values, regardless the landslide type, the models present always a 
good performance. The shallow rotational landslide susceptibility model can be enhanced 
as the best susceptibility model (with an AUC value of 0.90, which makes it an excellent 
model) followed by the shallow translational susceptibility model (0.88) and by deep-
seated rotational susceptibility model (0.81). 
 
The high AUC values for shallow landslides based on LI#3 may indicate that the separation 
of the non-pure shallow rotational slides from the pure shallow rotational slides was an 
asset to increase the performance of the susceptible models to shallow landslides 
(rotational and translational). 
 
 
6.4 Comparison between the statistically-based methods and static 
physically-based methods  
 
Due to many parameters involved in the landslides phenomena, no single perfect method 
exists to identify and map landslides, to ascertain landslide susceptibility and hazard, and 
to evaluate the associated risk (Guzzetti, 2005). In line with this, in this section it will be 
made a comparison between the results of the shallow translational landslide 
susceptibility obtained through two different methods for predict landslides, respectively, 
the static physically-based method and the statistically-based method without, however, 
neglecting the intrinsic advantages and disadvantages of each. 
 
The result from the dynamic physically-based method was not considered here, for 
comparison, since it takes into account different kind of nature of inputs (dynamic 
inputs),.whereas the static physically-based method take into account static inputs such 
as the statistically-based methods. 
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Regarding the statistically-based model, the susceptible model to shallow translational 
slides based on LI#1+LI#2 was chosen to be compared with the susceptible model based 
on static physically-based model. This choice was done since the susceptible model based 
on LI#1+LI#2 has better performance than the susceptible model based on the LI#1 and 
because, like in all cases of the physically-based models, it was subjected to a prediction 
rate curve using the shallow translational slides from LI#3. The susceptible model derived 
from the static physically-based method chosen for comparison corresponded to scenario 
11 (15 day of accumulated rainfall) since, according to AUC value, it is more close to the 
AUC value obtained for the statistically-based model and because, considering all 
scenarios, this is the scenario which the SF ≤1 area predicts more landslide area. It must 
be taken into account that, this scenario, correspond only to a possibility that could 
happen if the critical rainfall and return period (from Batalha county) selected for 
modeling, fitted the study area reality (Table 6.26). 
 
In fact, deterministic models do not require a dependent variable (landslides) for 
modeling. However, for the present case, these elements were quite important for 
calibration and validation purposes, i.e., for parameterization of the variables, in order to 
fit the reality of the study area. 
 
In order to perform the comparison a reclassification was made in both maps. Thereby, 
the susceptible maps were reclassified into 4 classes (quartile) by taking into account the 
susceptibility values (each class with 25% of the total study area), sorted in ascending 
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Fig. 6.16 – Shallow translational slides susceptibility assessed through the statistically-based 
method (SBM) classified through quartile.  
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Fig. 6.17 – Shallow translational slides susceptibility assessed through the physically-based 
method (PBM) classified through quartile.  
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From Fig. 6.16 and 6.17 is possible to observe that the susceptible model based on the 
statistically-based method presents a more equitable trend along the study area, 
whereas, the susceptible model based on the physically-based method has a tendency to 
high susceptible values on the central part of the study area. The East part of the study 
area is dominated by low susceptible values. In both maps the Todo-Mundo hill is the 
safest place in what shallow translational slides concerns. 
 
However, for an analytical comparison just the unstable (rupture) area corresponded to 
SF ≤ 1, was selected from the physically-based model (Table 6.26). The same area, 
corresponding to 24.7% of the total study area, classified with high susceptibility was also 
selected from the statistically-based model (Fig. 6.18). 
 
Table 6.26 - Landslides susceptibility classes, for shallow translational 
slides obtained through the static physically-based method for the 













1 <SF< 1.25 
 
Unstable (likely rupture) 
15.0 5.4 
 


















The unstable areas from both maps were crossed and the overlapping was assessed. This 
procedure allowed understanding the degree of concordance between both maps (Fig. 
6.18). Then, those areas were again crossed tabulated with the shallow translational 
slides from LI#3 in order to quantify and validate the instability in the unstable areas 
modeled by the statistically-based method and by the physically-based method (Table 
6.27).  
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Fig. 6.18 – Shallow translational slide susceptibility represented by the 24.7% of the study area 
more susceptible, obtained from: 1) the statistically-based method (SBM); 2) the physically-based 
method (PBM); 3) and their overlapping. To facilitate visualization landslides depletion boundaries 
were magnified. 
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Table 6.27 – Comparison between the landslide susceptible maps modeled with 
physically (PBM) and statistically (SBM) based methods. Total 24.7% of the 
study area classified with high susceptibility (class below SF < 1, according to 
scenario 11, see chapter 5). 
 Total area Landslide area 
 km2 % m2 % 
Overlap 24.4 8.9 17218.6 40.3 
PBM 43.6 15.8 13761.6 32.2 
SBM 43.6 15.8 6739.234 15.8 
PBM: Physically-based method 
SBM: Statistically-based method 
 
According to Table 6.27, it is possible to observe that, the results obtained through the 
physically-based method present better predicting skills with 24.7% of the total study 
area than the model obtained through the statistically-based method.  
 
The overlapping between both susceptible models is about 36% and from this area 40.3% 
of the total shallow translational slides from LI#3 can be predicted. However, regarding 
the results obtained through physically-based method, it is important to highlight the fact 
that the model can actually predict 72.5% of the total shallow translational slides from 
LI#3 while the statistically-based model only predicts 56.1%. 
 
From these results it can be concluded that the deterministic (physically) model presents 
a good performance. Hence, it can be considered that for a determinist approach, such 































Several  methods  were  implemented  in  order  to  explain  the  spatial  and  temporal 
distribution  of  landslides  at  a  regional  scale.  The  Arnoia,  Tornada  and  Alfeizerão 
sub‐catchments  (275.9km2) where  selected  due  to  their  geologic  and  geomorphologic 
characteristics and due to the observed slope instability. 
 
In order  to assess  the  spatial and  temporal  slope  instability 10  specific objectives were 








The  application  of  different  techniques  and  methods,  of  landslides  inventorying,  
allowed  identifying  1489  landslides  within  the  Arnoia,  Tornada  and  Alfeizerão  sub‐
catchments.  Additionally,  the  mapped  landslides  were  classified  according  to  the 
landslide typology and depth. 
 
Multi‐temporal  landslide  inventories  were  developed  through  the  identification  and 
mapping of ancient  landslides  from aerial photographs obtained  in 1958 and 1982 and 
through field work identification and mapping of recent landslides. For such work it would 
be  desirable  to  have  the  precise  date  of  occurrence  of  landslides.  However  this  task 
revealed to be unachievable. 
 
From this work resulted:  i) two ancient  landslide  inventories  (LI#1 and LI#2 obtained by 







Some of  the shallow  rotational slides  indentified and mapped  in LI#3 did not present a 






slides  (LI#3)  happen  more  often  throughout  the  study  area  than  any  other  type  of 
landslide. However, since the study area is dominated by agriculture, their evidences are 
much more  difficult  to map  in  the  field  because  it  is  constantly  removed  by  farming 
activity. Thus,  it became  crucial  to obtain  susceptibility models  to  shallow  translational 
slides,  either  by  their  frequency  in  the  study  area  and  by  its  consequences  on  the 
agriculture and economics of the study area.  
 
During  the  field work,  in  some  places  of  the  study  area,  it was  not  possible  to map 
landslides due to the inaccessible terrain. This fact could mask some conditions where, in 








geological  survey was  carried  out  at  1:10,000  scale,  based  on  interpretation  of  aerial 
photographs (1958) and field mapping focused on structural and lithological character of 
each  geologic  formation.  Through  the  lithological  improvements,  it  was  possible  to 





by  the  local  hydrogeological  setting  and  the  attitude  of  permeable  and  impermeable 
layers.  Not  performing  such  lithological  detailing  layer would  lead  to  error,  since  the 
landslide abundance and pattern vary largely within the same lithological complex, which 
is characterized by different geotechnical and hydrogeological properties. Thus, from the 
previous  aggregated  sandstones  and  claystones  it  was  possible  to  observe  that  the 
detailed  shale  dominated  complexes  are more  prone  to  landsliding  than  the  detailed 
sandstones  dominated  complexes.  Shallow  landslides  were  identified  only  on  shale 
dominated  complexes which  causes  an  increase  of  the  importance weight  of  landslide 
susceptibility  on  this  lithological  class.  However  some  deep‐seated  landslides  were 
identified on more resistant rocks (sandstones dominated complexes). 
 
Regarding the  landslide density, two  lithological classes on the previous  lithological map 
were evidenced for having higher values such as dolerite and sandstones and claystones 
complexes, but, through the  lithological  improvements by discriminating the sandstones 
and  claystones  complexes  into  shale  dominated  complexes  and  sandstones  dominated 




map  has  a  better  discriminating  power  than  the  previous  lithological map,  performing 
better the landslide susceptibility analyses with the separation of relevant classes. 
 
Modeling  the  morpho‐structural  settings,  at  a  1:10,000  scale,  revealed  also  to  be 










as  also  concluded  by  field work.  There were only  19 BA points  actually  related  to  the 
positioning,  identification  and/or  presence  of  folds  errors which  have  been  previously 
removed from the modeling methods. 
 





Despite  the  considerable  morpho‐structural  heterogeneity,  similarities  between 




The  distribution  and  the  slope  failure  depth  of  landslides  reflect  the  structural  control 
exercised  by  the  bedding  attitude.  Regarding  the  shallow  landslides,  although 
theoretically  a  more  random  distribution  may  exist  in  what  BA  classes  concern  it  is 





In  specific  cases  the dynamic hydrological model  (STARWARS)  can  incorporate also  the 
morpho‐structural data which can  influence the  lateral groundwater flow. However, this 


















is  based  on  DEM  data,  digital  geological maps  and  general  information  on  the  land‐
surface units. The main characteristics and advantages of using this model is that: 1) it is 
performed  for  catchment‐scale  analysis;  2)  it  is  possible  to  implement  within  a 
Geographic Information System; 3) it has a wide availability and low cost of the required 
parameters;  4)  it  promotes  a  balanced  consideration  of  topographic  attributes  in 
conjunction with geological and/or geomorphologic factors. 
 
In  order  to  quantitatively  define  the  system  responses  of  the  soil  depth  model,  a 
calibration was done. This procedure was based on the  lowest Root Mean Square Error 
(RMSE) value founded, between the modeled values and the field measured values of soil 
depth  (using  75%  of  the  field measured  sites).  Subsequently,  in  order  to  ensure  the 
quality of  the  soil depth data, a  validation based on  the  same method was performed 
(using the remaining 25% of the field measured sites). 
 
The  final  soil  depth  map  reflected  the  commitment  between  the  four  soil  depth 
contributing factors (constant Kc, profile curvature, catenary position within the hillslope 













This  step was made  in order  to understand  the  role of  the physical properties and  the 
local  hydrological  conditions  of  the  study  area,  for  landslide  occurrence.  Initially  there 





was  performed.  This  method  was  applied  in  order  to  calibrate  the  geotechnical 
parameters according  to  the behavior of  the  covering  soils, present on  the  study area. 
From  this procedure  resulted  shear  strength parameters  (c` and `) coinciding with  the 
conditions  at  the  time  when  the mass movement  occurred  for  each  lithological  unit 




carried  out  in  the  study  area,  and  since  it  was  not  possible  to  perform  laboratory 
measurements,  a  standard  approach  developed  by  Rawls  et  al.  (1982)  was  used. 
Therefore  the  hydrogeological  parameters  were  assigned  to  each  soil  type  classified 
according  to  the  United  States  Department  of  Agriculture  (USDA)  soil  texture  classes 
(saturated hydraulic conductivity, effective saturation, bubbling pressure (air entry), total 






















data  to  perform  such  calculations,  values  of  critical  precipitations,  calculated  for  a 
neighboring area, were used  in order to build hypothetic scenarios. Those scenarios are 
only an approximation of what could happen if the critical thresholds of the neighboring 







area  of  higher  susceptibility  classes when  compared  to  the maps  based  on  the  initial 
values of Ksat.  
 






The adjustment of  the Ksat values  turns out  to be critical  for  improving  the  results. The 






The  long  term climatic data were acquired and modeled  in order  to enter  the dynamic 
physically‐based model. The temporal dynamic climatic data acquired were, respectively: 
1) daily precipitation; 2) daily radiation; 3) daily temperature; 4) daily evapotranspiration.  
According  to  several  authors,  precipitation  is  the  main  factor  triggering  landslides, 
however,  it must  not  be  neglected  the  evapotranspiration which,  globally  reduces  the 
water  rainfall  in  about  62%,  reducing,  thus,  the water  available  for  infiltration  and  for 
percolation.  In  this sense,  the  input of net precipitation has  to be balanced against  the 
loss of the soil moisture by evapotranspiration. 
 
Precipitation  data  was  available  as  24  hour  totals  from  the  Sistema  Nacional  de 




A  considerable  time  length,  from  1975/1976  to  2011/2012,  was  choose  in  order  to 
evaluate  the behavior on  the  field  throughout  these hydrological years and also due  to 




daily  rainfall  maps  (daily  total  and  duration)  the  Inverse  Distance  weight  (IDW) 
interpolator was used. 
 








The solar radiation was also daily calculated since  it  is an  important  input parameter to 
assess  evapotranspiration.  For  calculating  such  data  an  approach,  given  by  Dingman 
(2002) was performed. This methodology  includes the solar constant, the  latitude of the 
study area, the angular velocity and several previous calculations such as extraterrestrial 




The  effective  evapotranspiration  was  obtained  by multiplying  the  reference  potential 
evapotranspiration (1) with the crop factor (2): 
 
1) The  reference potential evapotranspiration was  calculated  through  the Hargreaves 
equation,  which  takes  into  account  temperature  and  incident  radiation.  The 
temperature data were obtained  as daily  records  for  four meteorological  stations, 
namely:  Cela;  Óbidos;  Asseiceira  and  Alcoentre.  Then,  for  daily  continuous  map 




soil evaporation. To obtain  the parameters needed  for calculating  the  transpiration 
component  (Kcb),  the Land use, derived  from Direcção Geral do Teritório  (DGT) at a 
1:25,000  scale, was used.  Such  kind of data discriminates  the  types of  vegetation, 
which  is  crucial  for  converting  into  the  global  ecosystem  types  for  subsequently 
estimate specific parameters  for calculating  the crop  transpiration, such as  the  leaf 


























occurrence of  critical pore pressures  including  the delay  and  loss of percolation  in  the 





compared  to  the  static  approach, was  the  possibility  to  calibrate  the model  not  only 
spatially but also temporally by using the actual discharge data. 
 






location  of  the  centroid  of  each  depletion  zone  of  each  shallow  translational  slide. 
According to the modeled areas where SF ≤ 1 and to the to the total rain duration and 
period,  some  landslides could have occurred  in almost every year, while  some have an 
occasional or seasonal trend.  
 











There  was  a  greatly  reduced  amount  of  precipitation  on  that  day.  However,  that 
occurrence can be explained by  the groundwater  table which had acquired a very high 
level.  According  to  the model  results  the  trigger  of  the  landslide  is  due  to  a  rise  in 




















conditions of precipitation and/or water storage  that  triggered  landslides. This  simplest 












fact,  the  rainfall  and  evapotranspiration  time  series modeling,  involves  an  important 
temporal dimension.  
 
Besides all  the advantages already described,  the dynamic model has also  the ability  to 
assess the key dates, which could have  lead to  landsliding. For assessing the key dates a 
spatial comparison between  landslides (already occurred) and the modeled safety factor 
was performed.  This  is  also  considered  an  important  contribution  to  the evaluation of 
past landslides on which it was not possible to obtain the date of occurrence. 
However,  such model  are not  free  from  limitations  and  it  can  actually be enumerated 
some of them: 1) It is very time computing consuming; 2) it is necessary to learn Python 














The  predisposing  factors  are  those  that,  due  to  their  static  characteristics  and  terrain 








A data‐driven  landslide  susceptibility  zonation map depicts division of  the  land  surface 
into  zones  of  varying  degrees  of  stability  based  on  estimated  significance  of  the 
predisposing  factors. The sensitivity analysis of  the variables was performed  in order  to 
assess the relative weight  importance and hierarchy of predisposing  factor according to 
the landslides distribution. From the results, it was possible to conclude that all variables 
can be  included  in  the statistically‐based method without  reducing  the model ability  to 
predict  landslides.  Later,  by  using  the  percent  contribution,  the  accountability  and 
reliability  it was also possible  to establish a hierarchy between  the predisposing  factors 











study,  and  in order  to understand  the possible  advantages  and disadvantages of using 
statistically  and  physically‐based  methods,  a  simple  and  robust  statistical  bivariated 
method, named  Information Value, was selected  for  landslide susceptibility assessment. 
The prediction rate curves obtained for the LI#1 seem to be acceptable, (according to the 
values stipulated by Guzzetti  (2005) with a 0.78 AUC value  for the susceptible model to 
deep‐seated  rotational  slides.  However,  for  the  shallow  rotational  and  translational 
susceptibility models these values are lower, though, without ever decreasing below 0.70. 
For the LI#1+LI#2 the susceptibility models for the deep‐seated rotational slides and the 
shallow  translational  slides  have  acceptable  performance  according  to  the  AUC  values 
(0.78  and  0.75).  The  shallow  rotational  slide  susceptibility  model  has  a  lower  AUC, 
however very close to the acceptable (0.72). The reason why this susceptible models do 
never exceed 0.8 can derive from three situations: 1) The inventories of ancient landslides 
(LI#1  and  LI#2)  were  not  subjected  to  a  field  validation;  2)  errors  derived  from  the 
georeferencing  and  the  orthorectifying  processes,  which  were  necessary  for 
interpretation  of  ancient  landslides;  3)  Difficulties  in  the  recognition  of  the  landslides 
types through the aerial photographs due to the scale of analysis.  
 
The  validation  results  obtained  for  the  susceptible models  based  on  the  LI#3 must  be 
observed with caution  since  it were not validated  through a prediction  rate curve, but, 
through a  success  rate  curve.  In  this  case, according  to  the AUC  values,  regardless  the 
landslide  type,  the  models  have  always  a  good  performance  because  the  model  is 
validated  with  the  same  set  of  landslides  that  were  used  for modeling.  The  shallow 
rotational slide susceptibility model can be enhanced as the best predictive model (with 










The  physically‐based  methods  allow  the  quantification  of  instability  through  the 
explanation of the physical mechanisms and responses to the influential factors that lead 









(SBM) and physically‐based methods  (PBM)  it  is possible  to conclude  that, according  to 
the AUC values and to the physically modeled unstable area (SF≤1 area), the PBM present 




of  the  total  study  area  each  class).  Thereby,  the  SBM model  provides  a more  diffuse 






study  area),  it  is  important  to  highlight  the  fact  that  72.5%  of  the  total  shallow 
translational slides  from LI#3 are  included  inside  the  this unstable class while  the same 
portion of the territory, with 24.7% of highest instability, only includes 56.1% in the SBM 
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Table  A1.1  –  Calculation  form  of  Accountability  and  Reliability  indexes: Deep  seated 
landslides for LI#2 for the previous lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  11825  0.001       
3  Sands (Pliocene)  1832444  3925  0.002       
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  625  0.000       
6 
Sandstones and claystones 
(Cretaceous)  4906542  4000  0.001       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  847325  0.003*  847325     
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  3000  0.002       
11  Dolerite  3181253  42150  0.013*  42150     
12  SUM  275892387  912850    889475     
13   






































































Table  A1.2  –  Calculation  form  of  Accountability  and  Reliability  indexes: Deep  seated 
landslides for LI#3 for the previous lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  2500  0.000       
3  Sands (Pliocene)  1832444  0  0.000       
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  250  0.000       
6 
Sandstones and claystones 
(Cretaceous)  4906542  900  0.000       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  248525  0.000       
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  0  0.000       
11  Dolerite  3181253  36500  0.011*  36500     
12  SUM  275892387  288675    36500     
13   
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Table  A1.3  –  Calculation  form  of  Accountability  and  Reliability  indexes: Deep  seated 
landslides for Sum Iv for the previous lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  19875  0.001       
3  Sands (Pliocene)  1832444  5175  0.003       
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  1775  0.001       
6 
Sandstones and claystones 
(Cretaceous)  4906542  10900  0.002       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  3253150  0.013*  3253150     
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  8050  0.005       
11  Dolerite  3181253  198125  0.062*  198125     
12  SUM  275892387  3497050    3451275     
13 
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Table A1.4  –  Calculation  form  of Accountability  and Reliability  indexes: Deep  seated 
landslides for LI#2 for the detailed lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.000       
3  Sands (Pliocene)  1960624  3925  0.002       
4 
Sandstones, claystones and 





683297  0  0.000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  625  0.001       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  150  0.000       
8 
Shale dominated complexes 
(Cretaceous)  3441443  3850  0.001       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  59150  0.001       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  800000  0.005*  800000     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  3000  0.002       
14  Dolerite  3189527  42150  0.013*  42150     
15  SUM  275892387  912850    842150     
16   
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Table A1.5  –  Calculation  form  of Accountability  and Reliability  indexes: Deep  seated 
landslides for LI#3 for the detailed lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.000       
3  Sands (Pliocene)  1960624  0  0.000       
4 
Sandstones, claystones and 





683297  0  0.000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  250  0.000       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  0  0.000       
8 
Shale dominated complexes 
(Cretaceous)  3441443  900  0.000       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  17950  0.000       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  233075  0.001*  233075     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  0  0.000       
14  Dolerite  3189527  36500  0.011*  36500     
15  SUM  275892387  288675    269575     
16   
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Table A1.6  –  Calculation  form  of Accountability  and Reliability  indexes: Deep  seated 
landslides for Sum Iv for the detailed lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.000       
3  Sands (Pliocene)  1960624  5175  0.003       
4 
Sandstones, claystones and 





683297  0  0.000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  1775  0.003       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  875  0.001       
8 
Shale dominated complexes 
(Cretaceous)  3441443  10025  0.003       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  147325  0.002       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  3125700  0.019*  3125700     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  8050  0.005       
14  Dolerite  3189527  198125  0.062*  198125     
15  SUM  275892387  3497050    3323825     
16   
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Table  A1.7  –  Calculation  form  of  Accountability  and  Reliability  indexes:  Shallow 
landslides for LI#1 for the previous lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  3575  0.0000       
3  Sands (Pliocene)  1832444  1525  0.0001       
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.0000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  0  0.0000       
6 
Sandstones and claystones 
(Cretaceous)  4906542  0  0.0000       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  133975  0.0006*  133975     
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  3025  0.0021*  3025     
11  Dolerite  3181253  0  0.000       
12  SUM  275892387  284200    137000     
13 
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Table  A1.8  –  Calculation  form  of  Accountability  and  Reliability  indexes:  Shallow 
landslides for LI#2 for the previous lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  150  0.0000       
3  Sands (Pliocene)  1832444  800  0.0004*  800     
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.0000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  0  0.0000       
6 
Sandstones and claystones 
(Cretaceous)  4906542  525  0.0001       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  67575  0.0003*  67575     
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  150  0.0001       
11  Dolerite  3181253  400  0.0001       
12  SUM  275892387  69600    68375     
13   

















































“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  3375  0.0002       
3  Sands (Pliocene)  1832444  0  0.0000       
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.0000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  0  0.0000       
6 
Sandstones and claystones 
(Cretaceous)  4906542  175  0.0000       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  50825  0.0002*  50825     
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  375  0.0003*  375     
11  Dolerite  3181253  1250  0.0004*  1250     
12  SUM  275892387  56000    52450     
13 
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Table  A1.10  –  Calculation  form  of  Accountability  and  Reliability  indexes:  Shallow 
landslides for Sum Iv for the previous lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  6850  0.00035       
3  Sands (Pliocene)  1832444  2275  0.00124*  2275     
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.00000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  0  0.00000       
6 
Sandstones and claystones 
(Cretaceous)  4906542  675  0.00014       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  252450  0.00104*  252450     
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.00000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.00000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  3475  0.00237*  3475     
11  Dolerite  3181253  1625  0.00051       
12  SUM  275892387  267350    258200     
13   
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Table  A1.11  –  Calculation  form  of  Accountability  and  Reliability  indexes:  Shallow 
landslides for LI#1 for the detailed lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.0000       
3  Sands (Pliocene)  1960624  1675  0.0009*  1675     
4 
Sandstones, claystones and 





683297  0  0.0000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  0  0.0000       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  0  0.0000       
8 
Shale dominated complexes 
(Cretaceous)  3441443  0  0.0000       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  0  0.0000       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  137400  0.0008*  137400     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  3025  0.0021*  3025     
14  Dolerite  3189527  0  0.0000       
15  SUM  275892387  142100    142100     
16   
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Table  A1.12  –  Calculation  form  of  Accountability  and  Reliability  indexes:  Shallow 
landslides for LI#2 for the detailed lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.0000       
3  Sands (Pliocene)  1960624  800  0.0004*  800     
4 
Sandstones, claystones and 





683297  0  0.0000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  0  0.0000       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  0  0.0000       
8 
Shale dominated complexes 
(Cretaceous)  3441443  525  0.0002       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  0  0.0000       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  67725  0.0004*  67725     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  150  0.0001       
14  Dolerite  3189527  400  0.0001       
15  SUM  275892387  69600    68525     
16   
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Table  A1.13  –  Calculation  form  of  Accountability  and  Reliability  indexes:  Shallow 
landslides for LI#3 for the detailed lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.0000       
3  Sands (Pliocene)  1960624  0  0.0000       
4 
Sandstones, claystones and 





683297  0  0.0000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  0  0.0000       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  0  0.0000       
8 
Shale dominated complexes 
(Cretaceous)  3441443  175  0.0001       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  0  0.0000       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  54200  0.0003*  54200     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  375  0.0003*  375     
14  Dolerite  3189527  1250  0.0004*  1250     
15  SUM  275892387  56000    55825     
16   
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Table  A1.14  –  Calculation  form  of  Accountability  and  Reliability  indexes:  Shallow 
landslides for Sum Iv for the detailed lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.0000       
3  Sands (Pliocene)  1960624  2450  0.0012*  2450     
4 
Sandstones, claystones and 





683297  0  0.0000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  0  0.0000       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  0  0.0000       
8 
Shale dominated complexes 
(Cretaceous)  3441443  675  0.0002       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  0  0.0000       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  259125  0.0016*  259125     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  3475  0.0024*  3475     
14  Dolerite  3189527  1625  0.0005       
15  SUM  275892387  267350    265050     
16   











































“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  9275  0.0005       
3  Sands (Pliocene)  1832444  2750  0.0015       
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.0000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  825  0.0006       
6 
Sandstones and claystones 
(Cretaceous)  4906542  5950  0.0012       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  2332950  0.0096*  2332950     
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  8000  0.0055       
11  Dolerite  3181253  136050  0.0428*  136050     
12  SUM  275892387  2495800    2469000     
13   
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Table  A1.16  –  Calculation  form  of  Accountability  and  Reliability  indexes:  Shallow  and 
Deep seated landslides for LI#2 for the previous lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  11925  0.001       
3  Sands (Pliocene)  1832444  4675  0.003       
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  675  0.000       
6 
Sandstones and claystones 
(Cretaceous)  4906542  4550  0.001       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  915275  0.004*  915275     
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  3125  0.002       
11  Dolerite  3181253  42725  0.013*  42725     
12  SUM  275892387  982950    958000     
13 
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Table  A1.17  –  Calculation  form  of  Accountability  and  Reliability  indexes:  Shallow  and 
Deep seated landslides for LI#3 for the previous lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  5825  0.0003       
3  Sands (Pliocene)  1832444  0  0.0000       
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.0000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  275  0.0002       
6 
Sandstones and claystones 
(Cretaceous)  4906542  1150  0.0002       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  299500  0.0012       
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  375  0.0003       
11  Dolerite  3181253  37975  0.0119*  37975     
12  SUM  275892387  345100    37975     
13 
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Table  A1.18  –  Calculation  form  of  Accountability  and  Reliability  indexes:  Shallow  and 
Deep seated landslides for Sum Iv for the previous lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Aluvium and sand dunes 
(Holocene)  19376170  27025  0.0014       
3  Sands (Pliocene)  1832444  7425  0.0041       
4 
Sandstones, claystones and 
limestones (Miocene)  43777  0  0.0000       
5 
Sandstones and claystones 
(lower and middle Miocene)  1353234  1775  0.0013       
6 
Sandstones and claystones 
(Cretaceous)  4906542  11650  0.0024       
7 
Sandstones and claystones 
(upper Jurassic)  242466538  3547725  0.0146*  3547725     
8 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
9 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
10 
Limestones and marls 
(middle and upper Jurassic)  1467536  11500  0.0078       
11  Dolerite  3181253  216750  0.0681*  216750     
12  SUM  275892387  3823850    3764475     
13   
















































“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.0000       
3  Sands (Pliocene)  1960624  2900  0.0015       
4 
Sandstones, claystones and 





683297  0  0.0000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  825  0.0012       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  750  0.0005       
8 
Shale dominated complexes 
(Cretaceous)  3441443  5200  0.0015       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  71525  0.0009       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  2270550  0.0139*  2270550     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  8000  0.0055       
14  Dolerite  3189527  136050  0.0427*  136050     
15  SUM  275892387  2495800    2406600     
16   
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Table A1.20 – Calculation  form of Accountability and Reliability  indexes: Shallow and 
Deep seated for LI#2 for the detailed lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.0000       
3  Sands (Pliocene)  1960624  4675  0.0024       
4 
Sandstones, claystones and 





683297  0  0.0000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  675  0.0010       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  150  0.0001       
8 
Shale dominated complexes 
(Cretaceous)  3441443  4400  0.0013       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  58675  0.0007       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  868525  0.0053*  868525     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  3125  0.0021       
14  Dolerite  3189527  42725  0.0134*  42725     
15  SUM  275892387  982950    911250     
16   












































“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.0000       
3  Sands (Pliocene)  1960624  0  0.0000       
4 
Sandstones, claystones and 





683297  0  0.0000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  275  0.0004       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  0  0.0000       
8 
Shale dominated complexes 
(Cretaceous)  3441443  1150  0.0003       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  17675  0.0002       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  287650  0.0018*  287650     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  375  0.0003       
14  Dolerite  3189527  37975  0.0119*  37975     
15  SUM  275892387  345100    325625     
16   
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Table A1.22 – Calculation  form of Accountability and Reliability  indexes: Shallow and 
Deep seated for Sum Iv for the detailed lithological map. 







“C”/”D”  “C” values to be used ACC  RLB 
2 
Alluvium and sand dunes 
(Holocene)  18786916  0  0.0000       
3  Sands (Pliocene)  1960624  7575  0.0039       
4 
Sandstones, claystones and 





683297  0  0.0000       
6 
Shale dominated complexes 
(lower and middle Miocene)  669937  1775  0.0026       
7 
Sandstone dominated 
complexes (Cretaceous)  1465099  900  0.0006       
8 
Shale dominated complexes 
(Cretaceous)  3441443  10750  0.0031       
9 
Sandstone dominated 
complexes (upper Jurassic)  79310723  147875  0.0019       
10 
Shale dominated complexes 
(upper Jurassic)  163608615  3426725  0.0209*  3426725     
11 
Marls, sandstones and 
claystones (upper Jurassic)  122573  0  0.0000       
12 
Limestones and claystones 
(upper Jurassic)  1142319  0  0.0000       
13 
Limestones and marls 
(middle and upper Jurassic)  1467536  11500  0.0078       
14  Dolerite  3189527  216750  0.0680*  216750     
15  SUM  275892387  3823850    3643475     
16   





























































































































































      res=`echo "$heigh/5" | bc ‐l` 
      g.region res=$res 
      echo "la risoluzione è $res" 
    elif [ $heigh ‐gt $heigh_max ] && [$heigh ‐ne $area ] 
    then 
      res=`echo "$base/5" | bc ‐l | cut ‐f1 ‐d'.'` 
      g.region res=$res 
      echo "la risoluzione è $res" 
    else 










































      #assegno slope 
    eval `r.univar ‐eg map=slope_$i`   
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    echo $mean_sen_int 
    echo $mean_cos_int     
    if [ "$mean_sen_int" ‐gt "0" ] && [ "$mean_cos_int" ‐gt "0" ]  
    then 
      aspect_avg=`echo "a($mean_sen/$mean_cos)*360/6.28" | bc ‐l` 
      azimuth=`echo "90‐$aspect_avg" | bc ‐l` 
    elif [ "$mean_sen_int" ‐gt "0" ] && [ "$mean_cos_int" ‐lt "0" ]  
    then 
      aspect_avg=`echo "a($mean_sen/$mean_cos)*360/6.28+180" | bc ‐l` 
      azimuth=`echo "360‐$aspect_avg+90" | bc ‐l` 
    elif [ "$mean_sen_int" ‐lt "0" ] && [ "$mean_cos_int" ‐lt "0" ]  
    then 
      aspect_avg=`echo "a($mean_sen/$mean_cos)*360/6.28+180" | bc ‐l` 
      echo "l'aspect medio è: $aspect_avg" 
      azimuth=`echo "360‐$aspect_avg+90" | bc ‐l` 
      echo "l'azimuth è: $azimuth" 
    elif [ "$mean_sen_int" ‐lt "0" ] && [ "$mean_cos_int" ‐gt "0" ]  
    then 
      aspect_avg=`echo "a($mean_sen/$mean_cos)*360/6.28+360" | bc ‐l` 
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      aspect_avg_new=$aspect_avg_int 
    elif [ $aspect_avg_int ‐gt 180 ] 
    then 









































      eval `g.region vect=pt_$i ‐p ‐g` 
      g.remove vect=giaciture_mediate 
      g.copy vect=pt_$i,giaciture_mediate 
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      v.edit tool=catdel map=giaciture_mediate ids="1‐99999" cats="1‐
99999" layer=1 
      v.edit tool=catadd map=giaciture_mediate bbox="$w,$s,$e,$n" 
layer=1 cat=$i 
      v.db.update map=giaciture_mediate layer=1 column=cat value=$i 
      echo "creo la mappa delle giaciture mediate" 
      #read 
    else 
      eval `g.region vect=pt_$i ‐p ‐g` 
      v.patch ‐a ‐e input=pt_$i output=giaciture_mediate ‐‐o 
      last_cat=`v.category input=giaciture_mediate option=print type=point 
layer=1 | tail ‐1` 
      v.edit tool=catdel map=giaciture_mediate ids="1‐99999" 
cats="$last_cat" layer=1 
      v.edit tool=catadd map=giaciture_mediate bbox="$w,$s,$e,$n" 
layer=1 cat=$i 
      v.db.update map=giaciture_mediate layer=1 column=cat value=$i 
where="cat=$last_cat" 
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APPENDIX  4:  COEFFICIENT OF DETERMINATION  (r2)  AND  SLOPE OF  THE  REGRESSION 
LINE,  OF  EACH  MONTH  AND  FOR  EACH  METEOROLOGICAL  STATION  AND 






Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  0.91  0.89  0.31 0.83 0.83 0.87 0.67 0.87  0.77  0.71
Cela  0.91  1  0.84  0.30 0.79 0.79 0.86 0.75 0.72  0.78  0.73
Salir de Matos  0.89  0.84  1  0.24 0.81 0.82 0.89 0.82 0.73  0.77  0.70
Óbidos  0.31  0.30  0.24  1 0.29 0.23 0.27 0.32 0.25  0.36  0.39
Asseiceira  0.83  0.79  0.81  0.29 1 0.90 0.88 0.77 0.81  0.73  0.69
Alcoentre  0.83  0.79  0.82  0.23 0.90 1 0.86 0.75 0.80  0.72  0.67
Alvorninha  0.87  0.86  0.89  0.27 0.88 0.86 1 0.82 0.84  0.77  0.76
Santa Catarina  0.67  0.75  0.82  0.32 0.77 0.75 0.82 1 0.73  0.76  0.72
Vermelha  0.87  0.72  0.73  0.25 0.81 0.80 0.84 0.73 1  0.66  0.62
Vimeiro  0.77  0.78  0.77  0.36 0.73 0.72 0.77 0.76 0.66  1  0.67





Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  1.25  1.09  0.63 0.94 1.12 1.12 0.65 0.78  0.85  0.67
Cela  1.25  1  0.82  0.48 0.71 0.83 0.85 0.62 0.97  1.11  0.87
Salir de Matos  1.09  0.82  1  0.51 0.79 0.94 0.96 0.71 0.86  0.99  0.78
Óbidos  0.63  0.48  0.51  1 0.50 0.47 0.56 0.42 0.53  0.70  0.57
Asseiceira  0.94  0.71  0.79  0.50 1 1.12 1.09 0.78 0.80  0.85  0.72
Alcoentre  1.12  0.83  0.94  0.47 1.12 1 0.92 0.67 0.94  0.98  0.83
Alvorninha  1.12  0.85  0.96  0.56 1.09 0.92 1 0.71 0.93  1.01  0.86
Santa Catarina  0.65  0.62  0.71  0.42 0.78 0.67 0.71 1 0.68  0.78  0.65
Vermelha  0.78  0.97  0.86  0.53 0.80 0.94 0.93 0.68 1  0.93  0.72
Vimeiro  0.85  1.11  0.99  0.70 0.85 0.98 1.01 0.78 0.93  1  0.62
Turquel  0.67  0.87  0.78  0.57 0.72 0.83 0.86 0.65 0.72  0.62  1
LANDSLIDE SUSCEPTIBILITY EVALUATION AND VALIDATION AT A REGIONAL SCALE 
 








Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  1.29  1.13  0.56  0.93  1.09  1.03  0.72  0.85  0.84  0.53 
Cela  1.29  1  0.83  0.42  0.67  0.78  0.79  0.62  1.07  1.10  0.70 
Salir de Matos  1.13  0.83  1  0.40  0.76  0.86  0.85  0.67  0.99  1.00  0.63 
Óbidos  0.56  0.42  0.40  1  0.47  0.49  0.43  0.41  0.55  0.55  0.35 
Asseiceira  0.93  0.67  0.76  0.47  1  1.08  0.89  0.63  0.87  0.78  0.53 
Alcoentre  1.09  0.78  0.86  0.49  1.08  1  0.70  0.60  0.98  0.97  0.62 
Alvorninha  1.03  0.79  0.85  0.43  0.89  0.70  1  0.71  0.94  0.86  0.62 
Santa Catarina  0.72  0.62  0.67  0.41  0.63  0.60  0.71  1  0.68  0.78  0.48 
Vermelha  0.85  1.07  0.99  0.55  0.87  0.98  0.94  0.68  1  0.85  0.52 
Vimeiro  0.84  1.10  1.00  0.55  0.78  0.97  0.86  0.78  0.85  1  0.73 




Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  0.92  0.90  0.23  0.72  0.67  0.87  0.71  0.87  0.78  0.66 
Cela  0.92  1  0.84  0.25  0.69  0.64  0.85  0.74  0.80  0.79  0.61 
Salir de Matos  0.90  0.84  1  0.19  0.71  0.62  0.86  0.74  0.81  0.79  0.62 
Óbidos  0.23  0.25  0.19  1  0.25  0.20  0.24  0.27  0.26  0.28  0.24 
Asseiceira  0.72  0.69  0.71  0.25  1  0.79  0.79  0.54  0.79  0.60  0.54 
Alcoentre  0.67  0.64  0.62  0.20  0.79  1  0.75  0.60  0.83  0.61  0.51 
Alvorninha  0.87  0.85  0.86  0.24  0.79  0.75  1  0.69  0.86  0.72  0.68 
Santa Catarina  0.71  0.74  0.74  0.27  0.54  0.60  0.69  1  0.64  0.79  0.50 
Vermelha  0.87  0.80  0.81  0.26  0.79  0.83  0.86  0.64  1  0.69  0.58 
Vimeiro  0.78  0.79  0.79  0.28  0.60  0.61  0.72  0.79  0.69  1  0.70 
Turquel  0.66  0.61  0.62  0.24  0.54  0.51  0.68  0.50  0.58  0.70  1 
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Table A4.6 – Misclassification table:   slope (b) of the regression  line for March  (for the period between 1975/1976 to 
2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  1.38  1.08  0.67  1.01  1.12  1.01  0.72  0.79  0.82  0.61 
Cela  1.38  1  0.72  0.44  0.70  0.78  0.68  0.55  1.12  1.12  0.92 
Salir de Matos  1.08  0.72  1  0.59  0.89  0.96  0.89  0.69  0.92  0.94  0.82 
Óbidos  0.67  0.44  0.59  1  0.56  0.50  0.53  0.61  0.66  0.64  0.62 
Asseiceira  1.01  0.70  0.89  0.56  1  1.05  0.77  0.62  0.95  0.91  0.84 
Alcoentre  1.12  0.78  0.96  0.50  1.05  1  0.71  0.53  1.04  1.03  0.93 
Alvorninha  1.01  0.68  0.89  0.53  0.77  0.71  1  0.72  0.91  0.91  0.77 
Santa Catarina  0.72  0.55  0.69  0.61  0.62  0.53  0.72  1  0.71  0.71  0.66 
Vermelha  0.79  1.12  0.92  0.66  0.95  1.04  0.91  0.71  1  0.87  0.71 
Vimeiro  0.82  1.12  0.94  0.64  0.91  1.03  0.91  0.71  0.87  1  0.73 
Turquel  0.61  0.92  0.82  0.62  0.84  0.93  0.77  0.66  0.71  0.73  1 
 
Table A4.5 – Misclassification  table: coefficient of determination  (r2) of  the  regression  line  for March  (for  the period 
between 1975/1976 to 2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  0.89  0.85  0.35  0.75  0.69  0.79  0.79  0.79  0.80  0.73 
Cela  0.89  1  0.81  0.30  0.73  0.64  0.78  0.74  0.76  0.76  0.74 
Salir de Matos  0.85  0.81  1  0.36  0.74  0.65  0.84  0.75  0.77  0.80  0.76 
Óbidos  0.35  0.30  0.36  1  0.33  0.24  0.31  0.51  0.43  0.36  0.33 
Asseiceira  0.75  0.73  0.74  0.33  1  0.83  0.75  0.70  0.77  0.72  0.75 
Alcoentre  0.69  0.64  0.65  0.24  0.83  1  0.74  0.61  0.74  0.69  0.67 
Alvorninha  0.79  0.78  0.84  0.31  0.75  0.74  1  0.76  0.83  0.80  0.83 
Santa Catarina  0.79  0.74  0.75  0.51  0.70  0.61  0.76  1  0.75  0.75  0.80 
Vermelha  0.79  0.76  0.77  0.43  0.77  0.74  0.83  0.75  1  0.75  0.70 
Vimeiro  0.80  0.76  0.80  0.36  0.72  0.69  0.80  0.75  0.75  1  0.75 
Turquel  0.73  0.74  0.76  0.33  0.75  0.67  0.83  0.80  0.70  0.75  1 
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Table A4.7  – Misclassification  table:  coefficient  of  determination  (r2)  of  the  regression  line  for April  (for  the  period 
between 1975/1976 to 2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  0.85  0.77  0.25  0.59  0.54  0.75  0.73  0.75  0.72  0.78 
Cela  0.85  1  0.69  0.30 0.68 0.54 0.80 0.71 0.76  0.74  0.76
Salir de Matos  0.77  0.69  1  0.26 0.65 0.63 0.75 0.65 0.70  0.73  0.64
Óbidos  0.25  0.30  0.26  1  0.27  0.18  0.24  0.48  0.37  0.29  0.30 
Asseiceira  0.59  0.68  0.65  0.27 1 0.82 0.77 0.71 0.78  0.70  0.79
Alcoentre  0.54  0.54  0.63  0.18  0.82  1  0.70  0.65  0.78  0.67  0.56 
Alvorninha  0.75  0.80  0.75  0.24  0.77  0.70  1  0.74  0.82  0.81  0.84 
Santa Catarina  0.73  0.71  0.65  0.48  0.71  0.65  0.74  1  0.70  0.81  0.75 
Vermelha  0.75  0.76  0.70  0.37  0.78  0.78  0.82  0.70  1  0.74  0.79 
Vimeiro  0.72  0.74  0.73  0.29  0.70  0.67  0.81  0.81  0.74  1  0.66 
Turquel  0.78  0.76  0.64  0.30 0.79 0.56 0.84 0.75 0.79  0.66  1
 
 
Table A4.8 – Misclassification  table:    slope  (b) of  the  regression  line  for April  (for  the period between 1975/1976  to 
2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  1.14  0.94  0.42  0.80  0.84  0.71  0.71  1.06  0.85  0.68 
Cela  1.14  1  0.77  0.40  0.65  0.68  0.58  0.56  1.09  1.10  0.88 
Salir de Matos  0.94  0.77  1  0.43  0.90  0.97  0.68  0.69  0.95  0.83  0.80 
Óbidos  0.42  0.40  0.43  1  0.54  0.53  0.43  0.66  0.54  0.46  0.43 
Asseiceira  0.80  0.65  0.90  0.54  1  1.00  0.71  0.72  0.88  0.91  0.75 
Alcoentre  0.84  0.68  0.97  0.53  1.00  1  0.60  0.66  0.94  0.98  0.77 
Alvorninha  0.71  0.58  0.68  0.43  0.71  0.60  1  0.86  0.78  0.77  0.60 
Santa Catarina  0.71  0.56  0.69  0.66  0.72  0.66  0.86  1  0.69  0.77  0.63 
Vermelha  1.06  1.09  0.95  0.54  0.88  0.94  0.78  0.69  1  0.86  0.71 
Vimeiro  0.85  1.10  0.83  0.46  0.91  0.98  0.77  0.77  0.86  1  0.60 
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Table A4.9  – Misclassification  table:  coefficient  of  determination  (r2)  of  the  regression  line  for May  (for  the  period 
between 1975/1976 to 2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  0.76  0.83  0.32  0.62  0.64  0.70  0.58  0.70  0.53  0.64 
Cela  0.76  1  0.73  0.31  0.62  0.65  0.62  0.62  0.60  0.48  0.66 
Salir de Matos  0.83  0.73  1  0.35  0.66  0.64  0.78  0.76  0.68  0.53  0.69 
Óbidos  0.32  0.31  0.35  1  0.33  0.30  0.29  0.30  0.22  0.29  0.53 
Asseiceira  0.62  0.62  0.66  0.33  1  0.84  0.73  0.53  0.67  0.46  0.66 
Alcoentre  0.64  0.65  0.64  0.30  0.84  1  0.71  0.68  0.71  0.48  0.71 
Alvorninha  0.70  0.62  0.78  0.29  0.73  0.71  1  0.74  0.70  0.58  0.73 
Santa Catarina  0.58  0.62  0.76  0.30  0.53  0.68  0.74  1  0.68  0.53  0.76 
Vermelha  0.70  0.60  0.68  0.22  0.67  0.71  0.70  0.68  1  0.48  0.56 
Vimeiro  0.53  0.48  0.53  0.29  0.46  0.48  0.58  0.53  0.48  1  0.75 
Turquel  0.64  0.66  0.69  0.53  0.66  0.71  0.73  0.76  0.56  0.75  1 
 
 
Table A4.10 – Misclassification  table:   slope  (b) of  the  regression  line  for May  (for  the period between 1975/1976  to 
2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  1.08  0.98  0.72  0.80  0.89  0.85  0.59  0.82  0.70  0.61 
Cela  1.08  1  0.73  0.54  0.69  0.77  0.63  0.55  0.96  0.83  0.71 
Salir de Matos  0.98  0.73  1  0.69  0.80  0.84  0.84  0.72  0.93  0.69  0.69 
Óbidos  0.72  0.54  0.69  1  0.53  0.52  0.42  0.36  0.55  0.69  0.55 
Asseiceira  0.80  0.69  0.80  0.53  1  0.97  0.82  0.61  0.86  0.69  0.62 
Alcoentre  0.89  0.77  0.84  0.52  0.97  1  0.74  0.60  0.95  0.73  0.77 
Alvorninha  0.85  0.63  0.84  0.42  0.82  0.74  1  0.80  0.84  0.69  0.66 
Santa Catarina  0.59  0.55  0.72  0.36  0.61  0.60  0.80  1  0.73  0.60  0.60 
Vermelha  0.82  0.96  0.93  0.55  0.86  0.95  0.84  0.73  1  0.65  0.53 
Vimeiro  0.70  0.83  0.69  0.69  0.69  0.73  0.69  0.60  0.65  1  0.58 
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Table A4.11 – Misclassification  table:  coefficient of determination  (r2) of  the  regression  line  for  June  (for  the period 
between 1975/1976 to 2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  0.83  0.84  0.15  0.53  0.56  0.73  0.66  0.73  0.77  0.82 
Cela  0.83  1  0.74  0.22  0.65  0.60  0.76  0.62  0.72  0.68  0.72 
Salir de Matos  0.84  0.74  1  0.21  0.70  0.69  0.68  0.76  0.72  0.80  0.75 
Óbidos  0.15  0.22  0.21  1  0.22  0.16  0.26  0.46  0.29  0.32  0.48 
Asseiceira  0.53  0.65  0.70  0.22  1  0.86  0.76  0.60  0.76  0.54  0.64 
Alcoentre  0.56  0.60  0.69  0.16  0.86  1  0.79  0.60  0.80  0.50  0.66 
Alvorninha  0.73  0.76  0.68  0.26  0.76  0.79  1  0.69  0.82  0.72  0.78 
Santa Catarina  0.66  0.62  0.76  0.46  0.60  0.60  0.69  1  0.64  0.69  0.89 
Vermelha  0.73  0.72  0.72  0.29  0.76  0.80  0.82  0.64  1  0.65  0.79 
Vimeiro  0.77  0.68  0.80  0.32  0.54  0.50  0.72  0.69  0.65  1  0.77 
Turquel  0.82  0.72  0.75  0.48  0.64  0.66  0.78  0.89  0.79  0.77  1 
 
 
Table A4.12 – Misclassification  table:   slope  (b) of  the regression  line  for  June  (for  the period between 1975/1976  to 
2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  1.36  1.17  0.45  0.89  0.98  1.20  0.66  0.61  0.91  0.49 
Cela  1.36  1  0.74  0.37  0.66  0.75  0.86  0.44  1.12  1.23  0.66 
Salir de Matos  1.17  0.74  1  0.44  0.72  0.83  0.80  0.60  1.02  1.16  0.74 
Óbidos  0.45  0.37  0.44  1  0.37  0.37  0.63  0.59  0.58  0.57  0.85 
Asseiceira  0.89  0.66  0.72  0.37  1  1.05  1.06  0.59  0.91  0.83  0.57 
Alcoentre  0.98  0.75  0.83  0.37  1.05  1  0.96  0.49  1.10  0.90  0.70 
Alvorninha  1.20  0.86  0.80  0.63  1.06  0.96  1  0.50  1.21  1.19  0.68 
Santa Catarina  0.66  0.44  0.60  0.59  0.59  0.49  0.50  1  0.65  0.72  0.47 
Vermelha  0.61  1.12  1.02  0.58  0.91  1.10  1.21  0.65  1  0.85  0.49 
Vimeiro  0.91  1.23  1.16  0.57  0.83  0.90  1.19  0.72  0.85  1  0.61 
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Alfeizerão  1  0.79  0.80  0.28  0.64  0.68  0.40  0.62  0.40  0.65  0.48 
Cela  0.79  1  0.86  0.20  0.48  0.48  0.41  0.62  0.41  0.53  0.70 
Salir de 
Matos  0.80  0.86  1  0.17  0.48  0.54  0.35  0.53  0.36  0.58  0.77 
Óbidos  0.28  0.20  0.17  1  0.32  0.32  0.28  0.21  0.34  0.17  0.23 
Asseiceira  0.64  0.48  0.48  0.32  1  0.92  0.78  0.45  0.83  0.40  0.38 
Alcoentre  0.68  0.48  0.54  0.32  0.92  1  0.87  0.53  0.93  0.51  0.44 
Alvorninha  0.40  0.41  0.35  0.28  0.78  0.87  1  0.71  0.89  0.58  0.60 
Santa 
Catarina  0.62  0.62  0.53  0.21  0.45  0.53  0.71  1  0.64  0.81  0.81 
Vermelha  0.40  0.41  0.36  0.34  0.83  0.93  0.89  0.64  1  0.48  0.53 
Vimeiro  0.65  0.53  0.58  0.17  0.40  0.51  0.58  0.81  0.48  1  0.88 
Turquel  0.48  0.70  0.77  0.23  0.38  0.44  0.60  0.81  0.53  0.88  1 
 
 
Table A4.14 – Misclassification  table:    slope  (b) of  the  regression  line  for  July  (for  the period between 1975/1976  to 
2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  0.86  0.94  0.49  0.85  0.61  0.52  0.33  0.76  1.30  0.57 
Cela  0.86  1  1.01  0.38  0.73  0.43  0.53  0.31  1.16  1.17  0.60 
Salir de Matos  0.94  1.01  1  0.32  0.68  0.50  0.48  0.28  1.03  1.32  0.58 
Óbidos  0.49  0.38  0.32  1  0.82  0.51  0.84  0.25  0.53  0.43  0.22 
Asseiceira  0.85  0.73  0.68  0.82  1  0.64  1.13  0.37  1.00  0.79  0.47 
Alcoentre  0.61  0.43  0.50  0.51  0.64  1  1.81  0.61  0.69  0.58  0.32 
Alvorninha  0.52  0.53  0.48  0.84  1.13  1.81  1  0.41  1.30  1.07  0.65 
Santa Catarina  0.33  0.31  0.28  0.25  0.37  0.61  0.41  1  0.50  0.61  0.40 
Vermelha  0.76  1.16  1.03  0.53  1.00  0.69  1.30  0.50  1  0.77  0.43 
Vimeiro  1.30  1.17  1.32  0.43  0.79  0.58  1.07  0.61  0.77  1  0.68 


















Alfeizerão  1  0.72  0.62  0.12  0.39  0.30  0.56  0.52  0.56  0.78  0.70 
Cela  0.72  1  0.38  0.06  0.28  0.26  0.31  0.43  0.49  0.66  0.54 
Salir de Matos  0.62  0.38  1  0.08  0.31  0.38  0.54  0.41  0.35  0.63  0.59 
Óbidos  0.12  0.06  0.08  1  0.02  0.14  0.13  0.27  0.12  0.18  0.14 
Asseiceira  0.39  0.28  0.31  0.02  1  0.36  0.68  0.30  0.48  0.37  0.42 
Alcoentre  0.30  0.26  0.38  0.14  0.36  1  0.73  0.41  0.50  0.28  0.53 
Alvorninha  0.56  0.31  0.54  0.13  0.68  0.73  1  0.50  0.57  0.51  0.63 
Santa 
Catarina  0.52  0.43  0.41  0.27  0.30  0.41  0.50  1  0.62  0.70  0.72 
Vermelha  0.56  0.49  0.35  0.12  0.48  0.50  0.57  0.62  1  0.52  0.67 
Vimeiro  0.78  0.66  0.63  0.18  0.37  0.28  0.51  0.70  0.52  1  0.65 






Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  1.16  0.79  0.35  0.37  0.38  0.45  0.49  1.26  1.26  0.73 
Cela  1.16  1  0.44  0.28  0.25  0.30  0.25  0.26  1.07  1.62  1.00 
Salir de Matos  0.79  0.44  1  0.24  0.34  0.43  0.43  0.53  0.74  1.16  0.61 
Óbidos  0.35  0.28  0.24  1  0.13  0.13  0.16  0.23  0.74  0.40  0.36 
Asseiceira  0.37  0.25  0.34  0.13  1  0.48  0.84  0.63  0.59  0.49  0.36 
Alcoentre  0.38  0.30  0.43  0.13  0.48  1  0.75  0.48  0.69  0.57  0.46 
Alvorninha  0.45  0.25  0.43  0.16  0.84  0.75  1  0.72  0.76  0.56  0.42 
Santa Catarina  0.49  0.26  0.53  0.23  0.63  0.48  0.72  1  0.60  0.76  0.47 
Vermelha  1.26  1.07  0.74  0.74  0.59  0.69  0.76  0.60  1  0.76  0.50 
Vimeiro  1.26  1.62  1.16  0.40  0.49  0.57  0.56  0.76  0.76  1  0.97 












Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  1.25  1.04  0.54  0.79  0.76  0.77  0.59  0.95  0.92  0.55 
Cela  1.25  1  0.70  0.45  0.52  0.49  0.50  0.44  1.15  1.24  0.65 
Salir de Matos  1.04  0.70  1  0.49  0.72  0.66  0.73  0.65  1.05  1.15  0.75 
Óbidos  0.54  0.45  0.49  1  0.59  0.59  0.43  0.41  0.42  0.60  0.51 
Asseiceira  0.79  0.52  0.72  0.59  1  0.91  0.64  0.67  0.78  0.82  0.59 
Alcoentre  0.76  0.49  0.66  0.59  0.91  1  0.56  0.75  0.76  0.78  0.56 
Alvorninha  0.77  0.50  0.73  0.43  0.64  0.56  1  0.86  0.81  0.90  0.53 
Santa Catarina  0.59  0.44  0.65  0.41  0.67  0.75  0.86  1  0.73  0.85  0.54 
Vermelha  0.95  1.15  1.05  0.42  0.78  0.76  0.81  0.73  1  0.83  0.53 
Vimeiro  0.92  1.24  1.15  0.60  0.82  0.78  0.90  0.85  0.83  1  0.57 
Turquel  0.55  0.65  0.75  0.51  0.59  0.56  0.53  0.54  0.53  0.57  1 
Table A4.17  – Misclassification  table:  coefficient  of  determination  (r2)  of  the  regression  line  for  September  (for  the 
period between 1975/1976 to 2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  0.82  0.79  0.37  0.52  0.46  0.73  0.64  0.73  0.77  0.63 
Cela  0.82  1  0.68  0.34  0.40  0.34  0.60  0.53  0.62  0.65  0.46 
Salir de Matos  0.79  0.68  1  0.26  0.57  0.46  0.85  0.78  0.69  0.86  0.81 
Óbidos  0.37  0.34  0.26  1  0.33  0.26  0.27  0.32  0.20  0.30  0.22 
Asseiceira  0.52  0.40  0.57  0.33  1  0.78  0.60  0.57  0.58  0.53  0.46 
Alcoentre  0.46  0.34  0.46  0.26  0.78  1  0.49  0.54  0.61  0.48  0.36 
Alvorninha  0.73  0.60  0.85  0.27  0.60  0.49  1  0.80  0.75  0.83  0.77 
Santa Catarina  0.64  0.53  0.78  0.32  0.57  0.54  0.80  1  0.58  0.80  0.76 
Vermelha  0.73  0.62  0.69  0.20  0.58  0.61  0.75  0.58  1  0.63  0.60 
Vimeiro  0.77  0.65  0.86  0.30  0.53  0.48  0.83  0.80  0.63  1  0.50 
Turquel  0.63  0.46  0.81  0.22  0.46  0.36  0.77  0.76  0.60  0.50  1 
LANDSLIDE SUSCEPTIBILITY EVALUATION AND VALIDATION AT A REGIONAL SCALE 
 






Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  1.08  0.92  0.39  0.83  0.87  0.80  0.78  0.98  0.96  0.68 
Cela  1.08  1  0.79  0.33  0.69  0.71  0.68  0.61  0.98  1.19  0.78 
Salir de Matos  0.92  0.79  1  0.44  0.89  0.91  0.82  0.82  0.86  0.97  0.72 
Óbidos  0.39  0.33  0.44  1  0.38  0.35  0.34  0.34  0.41  0.48  0.53 
Asseiceira  0.83  0.69  0.89  0.38  1  1.01  0.86  0.75  0.87  0.90  0.65 
Alcoentre  0.87  0.71  0.91  0.35  1.01  1  0.71  0.67  0.86  0.93  0.70 
Alvorninha  0.80  0.68  0.82  0.34  0.86  0.71  1  0.86  0.80  0.86  0.65 
Santa Catarina  0.78  0.61  0.82  0.34  0.75  0.67  0.86  1  0.79  0.86  0.63 
Vermelha  0.98  0.98  0.86  0.41  0.87  0.86  0.80  0.79  1  1.02  0.69 
Vimeiro  0.96  1.19  0.97  0.48  0.90  0.93  0.86  0.86  1.02  1  0.74 





Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  0.87  0.89  0.16  0.76  0.68  0.78  0.67  0.78  0.79  0.63 
Cela  0.87  1  0.86  0.15  0.75  0.65  0.76  0.69  0.75  0.82  0.65 
Salir de Matos  0.89  0.86  1  0.17  0.81  0.68  0.80  0.74  0.80  0.84  0.70 
Óbidos  0.16  0.15  0.17  1  0.18  0.12  0.18  0.19  0.15  0.21  0.32 
Asseiceira  0.76  0.75  0.81  0.18  1  0.82  0.82  0.70  0.84  0.75  0.62 
Alcoentre  0.68  0.65  0.68  0.12  0.82  1  0.68  0.64  0.72  0.66  0.56 
Alvorninha  0.78  0.76  0.80  0.18  0.82  0.68  1  0.68  0.81  0.78  0.65 
Santa Catarina  0.67  0.69  0.74  0.19  0.70  0.64  0.68  1  0.78  0.74  0.57 
Vermelha  0.78  0.75  0.80  0.15  0.84  0.72  0.81  0.78  1  0.77  0.63 
Vimeiro  0.79  0.82  0.84  0.21  0.75  0.66  0.78  0.74  0.77  1  0.74 
Turquel  0.63  0.65  0.70  0.32  0.62  0.56  0.65  0.57  0.63  0.74  1 
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Table A4.21  – Misclassification  table:  coefficient  of  determination  (r2)  of  the  regression  line  for November  (for  the 
period between 1975/1976 to 2011/2012). 
 
Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  0.88  0.89  0.32  0.70  0.63  0.82  0.77  0.82  0.79  0.79 
Cela  0.88  1  0.82  0.28  0.69  0.66  0.74  0.66  0.77  0.74  0.74 
Salir de Matos  0.89  0.82  1  0.30  0.75  0.66  0.80  0.77  0.80  0.83  0.81 
Óbidos  0.32  0.28  0.30  1  0.29  0.26  0.33  0.39  0.32  0.29  0.41 
Asseiceira  0.70  0.69  0.75  0.29  1  0.87  0.83  0.66  0.88  0.71  0.63 
Alcoentre  0.63  0.66  0.66  0.26  0.87  1  0.75  0.60  0.83  0.64  0.61 
Alvorninha  0.82  0.74  0.80  0.33  0.83  0.75  1  0.73  0.87  0.79  0.73 
Santa Catarina  0.77  0.66  0.77  0.39  0.66  0.60  0.73  1  0.69  0.77  0.74 
Vermelha  0.82  0.77  0.80  0.32  0.88  0.83  0.87  0.69  1  0.76  0.73 
Vimeiro  0.79  0.74  0.83  0.29  0.71  0.64  0.79  0.77  0.76  1  0.73 
















Alfeizerão  1  1.06  0.92  0.53  0.83  0.91  0.79  0.79  1.04  0.93  0.79 
Cela  1.06  1  0.79  0.43  0.67  0.72  0.66  0.60  1.03  1.09  0.82 
Salir de Matos  0.92  0.79  1  0.54  0.87  0.95  0.78  0.79  0.88  0.94  0.79 
Óbidos  0.53  0.43  0.54  1  0.58  0.63  0.47  0.58  0.52  0.55  0.45 
Asseiceira  0.83  0.67  0.87  0.58  1  1.08  0.78  0.70  0.93  0.88  0.65 
Alcoentre  0.91  0.72  0.95  0.63  1.08  1  0.63  0.59  1.02  0.98  0.70 
Alvorninha  0.79  0.66  0.78  0.47  0.78  0.63  1  0.91  0.81  0.80  0.62 
Santa 
Catarina  0.79  0.60  0.79  0.58  0.70  0.59  0.91  1  0.71  0.84  0.66 
Vermelha  1.04  1.03  0.88  0.52  0.93  1.02  0.81  0.71  1  0.95  0.68 
Vimeiro  0.93  1.09  0.94  0.55  0.88  0.98  0.80  0.84  0.95  1  0.70 


















Alfeizerão  1  0.91  0.88  0.37  0.76  0.75  0.83  0.67  0.83  0.73  0.73 
Cela  0.91  1  0.84  0.29  0.73  0.74  0.79  0.67  0.74  0.74  0.70 
Salir de Matos  0.88  0.84  1  0.38  0.79  0.77  0.83  0.75  0.83  0.81  0.72 
Óbidos  0.37  0.29  0.38  1  0.38  0.35  0.35  0.46  0.41  0.42  0.44 
Asseiceira  0.76  0.73  0.79  0.38  1  0.90  0.83  0.71  0.87  0.71  0.77 
Alcoentre  0.75  0.74  0.77  0.35  0.90  1  0.81  0.69  0.88  0.73  0.72 
Alvorninha  0.83  0.79  0.83  0.35  0.83  0.81  1  0.75  0.86  0.77  0.80 
Santa 
Catarina  0.67  0.67  0.75  0.46  0.71  0.69  0.75  1  0.71  0.70  0.74 
Vermelha  0.83  0.74  0.83  0.41  0.87  0.88  0.86  0.71  1  0.78  0.79 
Vimeiro  0.73  0.74  0.81  0.42  0.71  0.73  0.77  0.70  0.78  1  0.78 






Alfeizerão  Cela  Salir de Matos  Óbidos Asseiceira Alcoentre Alvorninha
Santa 
Catarina Vermelha Vimeiro Turquel
Alfeizerão  1  1.33  0.96  0.66  0.95  1.04  0.88  0.71  0.94  0.91  0.68 
Cela  1.33  1  0.72  0.38  0.69  0.75  0.63  0.55  1.11  1.30  0.89 
Salir de Matos  0.96  0.72  1  0.60  0.91  1.00  0.81  0.77  0.86  1.01  0.75 
Óbidos  0.66  0.38  0.60  1  0.61  0.68  0.53  0.52  0.60  0.75  0.58 
Asseiceira  0.95  0.69  0.91  0.61  1  1.05  0.81  0.68  0.95  0.98  0.84 
Alcoentre  1.04  0.75  1.00  0.68  1.05  1  0.72  0.64  1.03  1.11  0.83 
Alvorninha  0.88  0.63  0.81  0.53  0.81  0.72  1  0.84  0.82  0.90  0.71 
Santa Catarina  0.71  0.55  0.77  0.52  0.68  0.64  0.84  1  0.71  0.85  0.70 
Vermelha  0.94  1.11  0.86  0.60  0.95  1.03  0.82  0.71  1  1.04  0.72 
Vimeiro  0.91  1.30  1.01  0.75  0.98  1.11  0.90  0.85  1.04  1  1.04 
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Script  A4.2  –  Python  Script  for  interpolating  daily  radiation;  daily  precipitation;  daily 























































































































































































































































































































































































































































































































































Pinus Pinea  below 10% covered Coniferous Forest  3 
Pinus Pinea + Pinus Pinaster  from 10% to 30% covered  Coniferous Forest  3 
Pinus Pinaster + Cork‐Oak  from 30% to 50% covered  Coniferous Forest  3 
Pinus Pinaster + eucalyptus  from 10% to 30% covered  Coniferous Forest  3 
Pinus Pinaster + Other Broadleaves  below 10% covered Coniferous Forest  3 
Pinus Pinaster + Pinus Pinea  below 10% covered Coniferous Forest  3 
Pinus Pinaster  Clearcutting or fire Coniferous Forest  3 
Chestnut + Other Broadleaves  below 10% covered Deciduous Broadleaf Forest  4 
Chestnut  >50% covered  Deciduous Broadleaf Forest  4 
Chestnut + Pinus Pinaster  from 30% to 50% covered  Deciduous Broadleaf Forest  4 
Oak + Other Broadleaves  from 30% to 50% covered  Deciduous Broadleaf Forest  4 
Oak  >50% covered  Deciduous Broadleaf Forest  4 








Eucalyptus + Cork‐Oak  >50% covered  Evergreen Broadleaf Forests  5 
Eucalyptus + Annual crop  from 30% to 50% covered  Evergreen Broadleaf Forests  5 
Eucalyptus  Clearcutting or fire Evergreen Broadleaf Forests  5 
Eucalyptus + Other Broadleaves  >50% covered  Evergreen Broadleaf Forests  5 
Eucalyptus + Pinus Pinea  >50% covered  Evergreen Broadleaf Forests  5 
Eucalyptus + Pinus Pinaster  Clearcutting or fire Evergreen Broadleaf Forests  5 
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Eucalyptus + other Resinous  >50% covered  Evergreen Broadleaf Forests  5 
Semi‐Natural Grasslands  Irrigated Grassland  6 
Pinus Pinaster + Oak  from 30% to 50% covered  Cool Mixed Forest  7 
Pinus Pinea + Cork‐Oak  >50% covered  Mixed Forest  8 
Pinus Pinea + Eucalyptus  from 10% to 30% covered  Mixed Forest  8 
Pinus Pinea + Other Broadleaves  from 10% to 30% covered  Mixed Forest  8 
Other Broadleaves + Cork‐Oak  from 30% to 50% covered  Mixed Forest  8 
Other Broadleaves  Urban green zone or protective  Mixed Forest  8 
Other Broadleaves + Pinus Pinea  >50% covered  Mixed Forest  8 
Other Broadleaves + Pinus Pinaster  >50% covered  Mixed Forest  8 







Eucalyptus    Mediterranean Scrub  13 
High Scrubland and degraded or transition forest + 




Pinus Pinaster    Mediterranean Scrub  13 
Cork‐Oak  >50% covered  Dry Evergreen Woods  14 
Cork‐Oak + Eucalyptus  >50% covered  Dry Evergreen Woods  14 
Cork‐Oak + Other Broadleaves  >50% covered  Dry Evergreen Woods  14 
Cork‐Oak + Pinus Pinea  >50% covered  Dry Evergreen Woods  14 
Cork‐Oak + Oak  from 30% to 50% covered  Dry Evergreen Woods  14 
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 AREA= DefaultParams\clone.map;        #  area  of  interest  (boolean), 
should cover entire DEM or catchment(s) 
 PI= scalar(3.14159265359);      # constant pi 
  
 #‐Meteo 
 #‐requires  stack  of  total  precipitation  and  evapotranspiration  in  units  of  depth  per  timeslice 
[m/day] and 
 # average air temperature [degC] 
 PRECSTACK= meteo\prec;        # precipitation input [m/day] 
 PRECDURATIONSTACK= meteo\pdur;      # duration of precipitation event,  fraction 
of [day] 
 EPOTSTACK= meteo\epot;        #  reference  potential  evapotranspiration 
[m/day] 
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 MQN= scalar(3); 
 PSIFC= DefaultParams\psifc.map;        # matric  suction  at  field  capacity 
[m] 
 PSI50= DefaultParams\psi50.map;        #  matric  suction  at  which 
transpiration is halved [m] 
 PSIBC= DefaultParams\psibc.map;        #  matric  suction  specifying 
boundary condition [m] 
 BYPASSFLOWFRACTION= DefaultParams\bypassflowfraction.map;  #  fraction  of  surface 
detention passed on to groundwater [‐] 
 MINRUNOFFDEPTH= scalar(0.001);      # minimum runoff depth [m] 
  
 #‐Snow routine parameters: constants 
 TT= scalar(0.0);      #threshold temperature for freezing/thawing [degC] 
 CFMAX=scalar(0.0055);        #degree‐day factor [m/(degC*day] 
 CWH= scalar(0.10);        #water holding capacity snow cover [‐] 
 CFR= scalar(0.05);        #refreezing coefficient [‐] 
  
 #‐Topography 
 DEM= DefaultParams\dem.map;        #  digital  elevation  model  of 
surface topography [m] 
 LDD= DefaultParams\ldd.map;       #  local  drainage  direcion map  of  surface 
topography 
 OUTLETS= DefaultParams\outlets.map;      #  outlets  corresponding  to  LDD 
pits 













 KSAT0= DefaultParams\ksat0.map;        # infiltration capacity [m/day] 
 KSAT1= DefaultParams\ksat1.map;        #  saturated hydraulic  conductivity 
of first layer [m/day] 
 KSAT2= DefaultParams\ksat2.map;        # second layer [m/day] 
 KSAT3= DefaultParams\ksat3.map;        # third layer [m/day] 
 KSATBC= DefaultParams\ksatbc.map;        #  lithic  contact  and  bedrock  base 
[m/day] 
 #‐volumetric moisture content: at saturation and residual moisture content 
 THETASAT1= DefaultParams\thetasat1.map;      #  saturated  volumetric  moisture 
content for first layer [m3/m3] 
 THETASAT2= DefaultParams\thetasat2.map;      # second layer [m3/m3] 
 THETASAT3= DefaultParams\thetasat3.map;      # third layer [m3/m3] 
 THETASATBC= DefaultParams\thetasatbc.map;    # bedrock base [m3/m3] 
 THETARES1= DefaultParams\thetares1.map;      #  residual  volumetric  moisture 
content for first layer [m3/m3] 
 THETARES2= DefaultParams\thetares2.map;      # second layer [m3/m3] 
 THETARES3= DefaultParams\thetares3.map;      # third layer [m3/m3] 
 THETARESBC= DefaultParams\thetaresbc.map;    # bedrock base [m3/m3] 
 #‐SWRC: air entry value and shape factor 
 HA1= DefaultParams\ha1.map;        # air entry value for first layer [m] 
 HA2= DefaultParams\ha2.map;        # second layer [m] 
 HA3= DefaultParams\ha3.map;        # third layer [m] 
 HABC= DefaultParams\habc.map;        # lithic contact [m] 
 ALPHA1= DefaultParams\alpha1.map;        # shape factor for first layer [‐] 
 ALPHA2= DefaultParams\alpha2.map;        # second layer [‐] 
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 ALPHA3= DefaultParams\alpha3.map;        # third layer [‐] 
 ALPHABC= DefaultParams\alphabc.map;        # lithic contact [‐] 
 #‐soil mechanical properties per layer and at the slip plane 
 GAMMADRY1= DefaultParams\gammadry1.map;      # dry bulk weight  for  first 
layer [kN/m3] 
 GAMMADRY2= DefaultParams\gammadry2.map;      # second layer [‐] 
 GAMMADRY3= DefaultParams\gammadry3.map;      # third layer [‐] 
 STATICSURCHARGE= DefaultParams\surcharge.map;    # surcharge ‐static‐  in kPa 
 COHESION= DefaultParams\cohesion.map;      #  soil  cohesion  [kPa]  at  shear 
plane 
 ROOTCOHESION= DefaultParams\cohesion.map;      #  root  cohesion  [kPa]  at 
shear plane 
 TANPHI= DefaultParams\tanphi.map;        #  tangent  of  angle  of  internal 
friction at shear plane [‐] 








 CROPFACTORSTACK= DefaultParams\kc;      #  crop  factor  to  obtain  crop‐
specific potential evapotranspiration [‐] 
 VEGETATIONCOVERSTACK= DefaultParams\cv;     #  vegetation  cover,  used  for 
interception [m2/m2] 














 INTINI= DefaultParams\int00000.ini;      # initial depth of interception storage [m] 
 SCINI= DefaultParams\snowcov0.ini;      # snow cover, water equivalent [m] 
 SCFINI= DefaultParams\snowliq0.ini;      #  snow  liquid  storage,  water  equivalent 
[m] 
 SURFDETINI= DefaultParams\surfdet0.ini;      # amount of surface detention [m] 
 WATLEVELINI= DefaultParams\watlev00.ini;      #  waterlevel,  WL,  above 
lithological contact [m] 
 THETAINI1= DefaultParams\theta1l0.ini;      #  volumetric  moisture  content 
(VMC) [m3/m3], 1st layer 
 THETAINI2= DefaultParams\theta2l0.ini;      # VMC [m3/m3], 2nd layer 
 THETAINI3= DefaultParams\theta3l0.ini;      # VMC [m3/m3], 3rd layer 







 INT= results\int;        # canopy interception [m] 
 SC= results\snowcov;        # snow cover [m] 
 SCF= results\snowliq;        # snow liquid storage [m] 
 SURFDET= results\surfdet;      # surface detention [m] 
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 STREAMFLOW= results\qstr;      # stream flow [m3] 
 THETA1= results\theta1l;      #  volumetric  moisture  content  (VMC  [m3/m3]), 
1st layer 
 THETA2= results\theta2l;      # VMC 2nd layer 
 THETA3= results\theta3l;      # VMC 3rd layer 
 WATLEVEL= results\watlev;      # water level [m] 
 DEEPWATER= results\deepwat;      #  storage  in  water  slice  [m]  of  deep, 
regional groundwater 
 #‐states: stability 
 MSAFFAC= results\sf;        # safety factor [‐] 
 MSAFMAR= results\sm;        # mean expected safety margin [kPa], can 
be reported with its standard 
 SDSAFMAR= results\sm_sd;      # deviation  to compute more exact values of  the 
probability of failure 














































       
475 
 PROFCURV= profcurv(DEM); 























































 LIMSAFFAC= scalar(9.99);      # cut‐off to report safety factor 
 GAMMAWATER= scalar(9.81);      # bulk unit weight of water [kN/m3] 
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 C1= scalar(1.2533141);       # constants for cumulative PDF 















 INT= INTINI;          # initial depth of canopy storage in water slice [m] 
 SC= SCINI;          #  initial  water  equivalent  depths  of  snow  and 
liquid snow storage [m] 
 SCF= SCFINI; 
 SURFDET= SURFDETINI;        #  initial  depth  of  water  stored  at  the 
surface [m]  
 DEEPWATER= DEEPWATERINI;      # deep, regional groundwater storage [m]  
 #‐perched groundwater depths  
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2002  2003  2004  2005  2006  2007  2008  2009  2010  2011 
1  755.8  795.3  499.2  484.9  990.0  428.8  539.1  328.4  598.8  436.1 
2  739.8  676.5  456.1  408.6  754.0  367.3  506.9  568.2  573.6  419.0 
3  738.9  722.2  464.6  417.9  816.7  411.5  534.4  442.8  627.1  470.9 
4  738.4  709.2  458.5  408.6  802.5  410.3  530.6  440.2  628.1  475.5 
5  734.5  710.2  456.4  408.2  802.3  407.7  529.7  439.4  624.3  471.7 
6  729.4  716.7  451.4  404.1  809.0  399.7  523.8  438.0  617.0  461.2 
7  733.1  681.5  437.9  386.1  775.0  401.3  517.1  427.3  628.2  484.0 
8  736.7  742.0  475.0  435.1  846.4  412.8  541.7  448.0  621.1  458.6 
9  753.6  797.3  500.1  486.8  988.3  428.0  545.2  334.6  599.6  436.2 
10  761.3  804.0  500.4  490.2  1014.7  431.7  534.5  284.5  598.7  431.2 
11  755.9  796.6  496.6  484.5  1002.4  427.6  531.0  291.8  595.6  429.7 
12  708.1  792.2  500.6  483.3  856.0  409.8  628.7  593.5  618.7  460.1 
13  693.1  794.3  498.8  481.4  810.5  397.6  646.3  691.2  613.1  470.3 
14  732.9  680.0  437.3  385.0  774.3  402.2  516.6  424.9  628.5  485.3 
15  732.6  691.2  448.9  398.2  779.2  403.8  525.2  446.5  628.8  477.2 
16  722.4  718.7  458.1  414.9  807.6  397.0  531.4  464.5  616.5  451.1 
17  736.9  735.5  471.2  429.9  839.6  411.2  539.3  444.4  621.0  460.4 
18  726.8  759.4  470.5  439.3  885.1  403.1  533.1  417.0  602.2  436.7 
19  728.7  749.2  476.2  443.2  865.7  404.4  540.4  442.1  610.6  440.1 
20  738.7  771.9  485.8  461.7  924.2  414.7  537.9  382.2  602.8  436.0 
21  732.0  770.1  486.9  463.6  908.3  411.5  550.4  424.3  606.2  437.2 
22  756.5  797.2  496.7  483.7  998.2  428.0  533.0  299.2  597.2  431.3 
23  753.5  794.9  496.6  482.4  992.3  426.1  535.0  310.1  597.1  431.2 
24  748.5  783.7  499.1  478.6  951.1  423.8  546.2  397.7  602.1  443.7 
25  736.9  789.4  498.5  480.9  930.2  418.9  570.1  439.8  605.4  444.8 
26  737.2  684.7  463.4  416.6  770.1  375.4  516.1  579.0  578.4  427.2 
27  703.1  774.1  490.4  467.6  822.6  393.2  607.5  649.1  605.6  463.0 
28  722.2  778.8  462.0  433.1  834.3  403.3  598.0  835.2  627.1  546.4 













2002  2003  2004  2005  2006  2007  2008  2009  2010  2011 
30  760.5  739.1  462.2  389.7  779.0  415.1  513.2  389.8  627.4  467.5 
31  722.2  691.1  440.4  390.4  771.4  390.5  517.9  458.8  622.6  462.4 
32  734.9  669.5  438.8  387.1  764.3  404.1  519.2  431.2  632.4  489.9 
33  759.4  723.0  459.0  391.2  780.3  415.0  517.5  398.9  631.8  483.7 
34  718.0  717.6  457.8  415.7  804.3  393.7  531.4  472.1  615.5  445.0 
35  726.2  782.5  462.8  436.6  836.0  405.3  600.1  842.9  627.2  547.3 
36  721.9  778.1  461.9  432.8  834.6  403.6  597.7  835.0  627.1  546.4 
37  728.0  749.4  476.5  443.9  863.1  404.8  542.4  450.8  613.1  441.0 
38  741.8  718.1  454.4  397.8  800.7  410.1  520.2  409.1  623.4  471.2 
39  723.9  681.3  440.6  391.1  772.4  391.5  518.2  456.1  623.7  465.1 
40  738.4  717.2  452.0  398.8  805.6  406.3  520.5  413.9  620.7  467.3 
41  752.1  632.8  418.4  364.4  684.9  328.2  457.5  505.5  544.9  375.9 
42  732.6  721.9  449.3  394.0  804.7  404.6  513.7  394.4  612.3  448.0 
43  729.6  734.2  468.6  427.4  855.0  410.7  532.6  424.1  611.5  449.1 
44  717.6  784.0  496.6  476.0  865.2  411.5  605.4  553.9  618.8  454.8 
45  727.3  734.1  481.7  446.5  833.7  397.1  546.8  562.8  594.6  446.9 
46  730.6  781.2  498.7  476.7  889.9  414.7  583.7  519.6  610.1  456.2 
47  739.2  785.5  484.9  463.9  957.5  414.8  529.9  351.3  593.7  429.5 
48  704.2  799.2  502.6  481.8  810.0  401.7  634.6  734.2  619.2  490.3 
49  696.4  794.5  498.3  478.7  803.8  396.7  639.4  726.6  614.6  482.1 
50  727.8  756.7  470.4  437.2  884.6  406.6  530.8  408.9  602.2  440.4 
51  751.9  791.8  494.0  479.0  991.5  424.3  529.5  302.6  593.3  428.4 
52  704.9  799.2  503.3  482.4  809.8  402.2  635.5  731.0  619.4  489.7 
53  717.4  821.1  506.1  478.0  819.3  405.1  595.4  799.8  627.0  530.7 
54  723.6  796.3  479.3  454.5  827.8  406.8  603.5  824.4  627.9  540.3 
55  700.2  693.7  436.6  385.4  751.5  368.5  508.1  498.0  610.7  421.4 
56  641.5  620.4  398.1  326.6  590.0  292.2  437.4  588.6  599.7  308.1 
57  639.5  618.6  395.3  324.1  598.7  289.8  435.1  580.6  595.6  309.4 
58  750.7  762.7  412.5  399.9  850.3  402.4  599.7  913.2  621.1  570.3 
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Table A9.3 – Total anual precipitation  (mm)  registered  for each  year  for each  centroid of  the 
depletion zone of the shallow translational landslides (ID60 to ID87). 
ID  Years 
2002  2003  2004  2005  2006  2007  2008  2009  2010  2011 
60  732.3  773.9  437.8  426.5  842.5  405.4  630.4  880.1  623.3  550.9 
61  749.9  762.4  409.7  397.6  849.1  400.2  597.6  910.7  617.8  566.9 
62  748.2  762.4  410.4  396.9  848.2  399.6  598.0  908.2  617.5  566.4 
63  711.2  695.0  445.3  397.6  767.3  384.8  521.2  483.8  619.0  442.2 
64  740.2  723.4  463.3  411.5  813.5  414.5  529.2  420.7  623.4  463.7 
65  712.1  694.1  444.6  396.9  765.9  386.2  522.1  483.9  617.4  441.7 
66  734.5  760.7  479.1  452.1  920.0  411.5  533.1  384.5  599.5  436.0 
67  743.0  777.6  489.7  467.4  934.6  418.3  542.4  382.1  605.5  437.8 
68  739.0  771.6  485.4  462.2  928.2  414.8  536.2  376.5  600.7  433.5 
69  731.3  740.6  471.3  433.9  851.6  407.6  537.5  438.7  613.4  449.4 
70  743.1  781.8  490.4  471.6  950.3  419.1  539.9  361.4  600.9  433.3 
71  730.5  773.6  496.8  473.4  880.8  413.0  577.6  527.8  608.0  455.6 
72  723.2  722.0  460.4  418.2  814.5  398.0  532.3  460.9  615.2  450.3 
73  746.5  779.8  496.3  476.1  945.4  421.6  545.0  404.9  600.9  442.9 
74  642.0  866.6  531.4  550.5  810.4  415.8  836.9  812.6  636.9  480.0 
75  726.8  738.8  469.2  432.0  862.8  405.0  533.9  432.1  609.2  445.8 
76  728.4  757.5  470.5  437.7  885.1  406.9  531.2  409.0  603.1  440.8 
77  728.8  756.6  470.3  436.5  883.4  407.0  531.5  410.5  603.1  441.3 
78  745.1  780.4  487.5  470.4  974.4  419.0  530.7  333.2  594.3  429.8 
79  745.0  780.7  488.4  471.1  975.3  419.2  530.6  331.6  593.8  429.4 
80  760.9  805.6  503.4  492.1  1010.3  433.6  540.7  303.4  601.2  436.1 
81  754.7  793.2  501.2  484.6  978.7  429.2  543.3  354.4  601.8  440.5 
82  737.5  682.9  461.8  415.1  766.6  374.3  513.9  576.5  578.1  425.7 
83  716.8  783.7  496.7  475.6  864.0  410.9  606.2  556.3  619.2  455.2 
84  747.9  764.5  413.7  400.6  848.9  400.5  598.8  906.5  619.4  567.0 
85  686.4  723.6  455.7  418.9  786.5  369.3  547.8  549.2  605.2  412.2 
86  720.0  729.1  463.4  424.4  823.8  396.0  534.4  464.6  612.5  442.5 
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Table  A9.4  –  First  achieved maximum  daily  precipitation  registered  for  each 
centroid  of  the  deletion  zone  of  the  shallow  translational  landslide  (ID1  to 
ID29). Year: 2002; 2003; 2004; 2005; 2006. 
Year 
ID  2002  2003  2004  2005  2006 
(m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD) 
1  31.7  323  30.4  341  47.7  3  32.9  303  59.9  328 
2  28.3  274  26.8  274  31.4  3  23.3  336  37.7  328 
3  25.2  318  29.4  273  35.4  3  26  303  47.4  328 
4  24.7  323  28.9  273  34.8  3  25.1  303  46.6  328 
5  24.4  318  28.8  273  34.6  3  25.1  303  46.3  328 
6  24.8  23  28.5  273  34  3  24.8  303  45.2  328 
7  26.2  23  25.6  273  33.1  3  22.8  303  44.3  328 
8  26.3  318  28.2  273  36.6  3  27.9  303  49.1  328 
9  31.6  323  30.7  341  47.5  3  33.3  303  59.8  328 
10  33.4  323  31.4  341  50  3  33.6  303  62.6  328 
11  32.5  323  31.3  19  48.8  3  32.9  303  61.3  328 
12  27.6  274  29.9  341  34.4  3  34.3  303  46.3  328 
13  30.3  274  29.8  341  30.7  13  34.6  303  40.4  328 
14  26.4  23  25.5  273  33.2  3  22.7  303  44.3  328 
15  24.2  361  26.7  273  33.2  3  24.1  303  45.1  328 
16  24.4  318  27.2  273  33.3  3  26.1  303  45.7  328 
17  26  318  28.8  273  36.3  3  27.3  303  48.6  328 
18  26.1  318  26.4  273  38.1  3  28.5  303  49.8  328 
19  26.5  318  25.8  273  37.1  3  29  303  49.8  328 
20  28.5  318  27.3  19  42.1  3  30.7  303  54.5  328 
21  28  318  26.7  341  40.2  3  31.1  303  52.8  328 
22  32.4  323  30.9  19  48.5  3  32.9  303  61  328 
23  31.9  323  30.6  19  47.9  3  32.8  303  60.3  328 
24  29.4  323  29.1  341  44.3  3  32  303  56  328 
25  28.5  318  29.6  341  42  3  33  303  53.9  328 
26  27.9  274  26.1  274  31.7  3  23.4  303  38.6  328 
27  29  274  28  341  31.7  13  32.4  303  41.1  328 
28  43.5  274  26.1  19  29.8  13  36.5  303  45.8  296 
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Table  A9.5  –  First  achieved maximum  daily  precipitation  registered  for  each 
centroid  of  the  deletion  zone  of  the  shallow  translational  landslide  (ID30  to 
ID59). Year: 2002; 2003; 2004; 2005; 2006. 
Year 
ID  2002  2003  2004  2005  2006 
(m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD)  (mm)  (JD) 
30  26.9  318  44.3  273  36.2  3  22.9  307  45.7  328 
31  23.1  23  25.9  273  31  3  23.5  303  43.2  328 
32  26.6  361  24.7  273  33  3  22.9  303  44.6  328 
33  26.8  23  37.5  273  36.5  3  23.1  307  46.1  328 
34  24.3  318  26.7  273  32.5  3  26.2  303  45.2  328 
35  44.5  274  26.1  273  29.8  13  37  303  46.8  296 
36  43.4  274  26.1  19  29.9  13  36.5  303  45.7  296 
37  26.7  318  25.8  273  36.7  3  29.1  303  49.7  328 
38  26.2  23  34.6  273  35.1  3  23.5  303  45.8  328 
39  23.2  23  25.8  273  31.2  3  23.5  303  43.4  328 
40  26.2  23  33.1  273  34.9  3  23.8  303  45.6  328 
41  29.6  274  28.9  274  29.8  3  22.3  336  36.3  320 
42  27  23  40.5  273  33.7  3  25.4  54  44.5  328 
43  25.5  323  32  273  36.4  3  26.7  303  48  328 
44  26.8  318  28.8  341  35.5  3  33.3  303  48.2  328 
45  26.6  274  25.5  341  34.6  3  28  303  43.6  328 
46  26.7  318  29.2  341  38.5  3  32.5  303  49.7  328 
47  28.9  323  29.9  19  43.8  3  30.6  303  55.5  328 
48  32.1  274  29.2  341  30.3  13  35.1  303  40.1  328 
49  31.8  274  29  341  29.9  13  34.8  303  39.4  328 
50  25.9  318  28.3  273  38.2  3  27.9  303  49.7  328 
51  31.6  323  31.4  19  47.9  3  32.3  303  60  328 
52  32.1  274  29.5  341  30.4  13  35.1  303  40.3  328 
53  33.8  274  27.9  326  30  13  36.7  303  40.6  296 
54  40.6  274  25.6  273  30  13  36.9  303  44.5  296 
55  22  318  26.1  273  26.4  13  23.3  303  40.3  328 
56  30.3  322  34.5  88  33.4  12  17.1  303  29.2  328 
57  28.9  322  34.4  88  32.2  13  16.9  303  28.9  328 
58  58.8  274  28.7  273  32.1  13  38.1  303  56.5  296 
59  35  274  26.4  326  29.8  13  36.4  303  41.2  296 
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Table  A9.6  –  First  achieved maximum  daily  precipitation  registered  for  each 
centroid  of  the  deletion  zone  of  the  shallow  translational  landslide  (ID60  to 
ID87). Year: 2002; 2003; 2004; 2005; 2006. 
Year 
ID  2002  2003  2004  2005  2006 
(m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD) 
60  52.9  274  26.9  273  29.4  13  38.5  303  53.2  296 
61  58.5  274  28.8  19  33.8  13  37.8  303  56.4  296 
62  58.1  274  28.8  19  33.9  13  37.7  303  56.1  296 
63  23  318  26.1  273  29.6  3  24.5  303  42.8  328 
64  25.7  323  35.8  273  35.3  3  25  303  46.9  328 
65  27.5  1  27.7  1  41  1  29.6  1  52.8  34.7 
66  27.5  323  27.7  19  41  3  29.6  303  52.8  328 
67  29.2  318  27.5  341  42.8  3  31.4  303  55.5  328 
68  28.5  318  27.8  19  42.4  3  30.7  303  54.7  328 
69  25.9  318  27.7  273  36.7  3  27.9  303  48.8  328 
70  29.6  323  28.3  19  44.1  3  31.7  303  56.6  328 
71  26.7  274  28.7  341  37.9  3  31.8  303  48.8  328 
72  24.5  318  27.3  273  33.8  3  26.4  303  46.1  328 
73  28.8  323  28.6  341  43.6  3  31.6  303  55.2  328 
74  36.1  274  40.5  341  27.8  3  43.8  303  46.7  296 
75  25.6  318  27.7  273  36.7  3  27.6  303  48.6  328 
76  26  323  28.3  273  38.3  3  28  303  49.8  328 
77  25.9  318  28.5  273  38.2  3  27.9  303  49.7  328 
78  30  323  30.4  19  45.3  3  31.3  303  57.3  328 
79  30  323  30.4  19  45.5  3  31.4  303  57.4  328 
80  33.4  323  31.8  341  49.5  3  33.8  303  62.3  328 
81  31.2  323  30.4  341  46.7  3  32.8  303  58.8  328 
82  28  274  26.3  274  31.6  3  23.2  303  38.4  328 
83  26.7  318  28.7  341  35.3  3  33.3  303  47.9  328 
84  57.8  274  28.5  273  32.8  13  37.8  303  55.9  296 
85  23  318  24.7  273  27.3  13  27.3  303  41.1  328 
86  24.9  318  26.6  273  33.9  3  27.1  303  46.5  328 










       
501 




ID  2007  2008  2009  2010  2011 
(m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD) 
1  32.8  39  37.3  1  14.3  280  32.5  105  30.2  121 
2  40  324  28.1  1  32.1  320  29.7  105  28.6  121 
3  26.1  39  30.1  1  19.1  32  35  105  35.1  121 
4  26  39  29.5  1  20.7  32  34.9  105  35.5  121 
5  27.3  39  28.7  1  21.9  32  33.7  105  34.6  121 
6  30.4  39  26.7  17  25.2  32  31  105  32.6  121 
7  27.2  39  27  17  26.7  32  33.1  105  35.5  121 
8  26.5  39  30.9  1  16.5  32  34.6  105  34  121 
9  32.7  39  37.3  1  14.4  280  32.6  105  30.3  121 
10  33.1  39  39.9  1  13.1  280  32.8  105  30.1  121 
11  34.4  39  38.5  1  13.9  32  31.5  105  29.4  121 
12  33.7  324  42  1  23.5  320  35  105  33.4  121 
13  41.9  324  41.8  1  31.3  320  32.8  105  32.3  121 
14  27.2  39  26.9  17  26.9  32  33.1  105  35.6  121 
15  25.4  39  28.7  17  22.9  32  34.4  105  35.8  121 
16  28.2  39  28.4  1  21.8  32  31.8  105  32.7  121 
17  27.1  39  30.3  1  17.7  32  34.3  105  34  121 
18  34  39  28  1  21.3  32  29.2  105  29.5  121 
19  29.6  39  29.7  1  17.7  32  31.8  105  31.5  121 
20  32.4  39  32.4  1  15.9  32  31.3  105  30.3  121 
21  30.6  39  31.2  1  15.7  280  32.1  105  30.9  121 
22  33.7  39  38.3  1  13.2  32  32  105  29.8  121 
23  33.8  39  37.7  1  13.4  280  31.7  105  29.7  121 
24  31.3  39  33.6  1  16.3  280  32.7  105  30.9  121 
25  30.8  39  33.9  1  17.2  280  33.1  105  31.3  121 
26  39.6  324  28.4  1  31.5  320  29.9  282  28.7  121 
27  37.9  324  36.2  1  29.1  320  31.4  105  31.3  121 
28  42.5  324  28  1  35  157  34  105  40.3  121 
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Table  A9.8  –  First  achieved maximum  daily  precipitation  registered  for  each 
centroid  of  the  deletion  zone  of  the  shallow  translational  landslide  (ID30  to 
ID59). Year: 2007; 2008; 2009; 2010; 2011. 
  Year 
ID  2007  2008  2009  2010  2011 
(m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD) 
30  28.4  39  27.3  1  23.4  32  34.2  105  34  121 
31  26.7  39  27  17  25.5  32  31.8  105  33.9  121 
32  25  39  28.1  17  25  32  34.6  105  36.9  121 
33  26.7  39  28.1  17  23.3  32  35.2  105  35.8  121 
34  28  39  28.3  1  21.8  32  31.4  105  32.2  121 
35  43.8  324  28.2  1  36.1  157  34.7  105  40.9  121 
36  42.5  324  27.9  1  34.8  157  34  105  40.3  121 
37  28.1  39  30.5  1  16.5  32  32.7  105  32.1  121 
38  29.3  39  27.2  17  24.1  32  33.1  105  33.9  121 
39  26.4  39  27.2  17  25.3  32  32.2  105  34.3  121 
40  30.4  39  26.7  17  25  32  32.1  105  33.2  121 
41  37.5  324  26.4  1  33  320  28.2  105  26  121 
42  34.4  39  24.6  1  27.3  32  29.7  105  30.3  121 
43  32.4  39  27.5  1  21.4  32  31.1  105  31  121 
44  30.7  324  39.7  1  21  157  35.7  105  33.9  121 
45  32.1  324  29.3  1  25.4  320  29.9  105  29.7  121 
46  28.2  39  35.4  1  19.8  280  34  105  32.4  121 
47  36.7  39  33.2  1  18.9  32  28.9  105  28.2  121 
48  47.3  324  39.8  1  34  320  35  105  34.8  121 
49  44.9  324  39.8  1  33.4  320  33.2  105  33.3  121 
50  34.8  39  27.9  1  22.1  32  29.2  105  29.4  121 
51  35.7  39  37.3  1  15.7  32  30.4  105  28.7  121 
52  47.7  324  40.4  1  34.1  320  35.4  105  35  121 
53  48.9  324  33.2  1  35.2  320  35.6  105  37.9  121 
54  46.3  324  30  1  35.1  320  35.5  105  40  121 
55  27  39  25  1  26.7  32  28.2  105  30.4  121 
56  24.5  324  18.3  1  27.5  32  31.7  65  25.9  121 
57  22.1  324  17.1  1  30.1  32  32  65  24.9  121 
58  40.8  324  24.2  1  43.7  157  33.6  105  44.9  121 
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Table  A9.9  –  First  achieved maximum  daily  precipitation  registered  for  each 
centroid  of  the  deletion  zone  of  the  shallow  translational  landslide  (ID60  to 
ID87). Year: 2007; 2008; 2009; 2010; 2011. 
  Year 
ID  2007  2008  2009  2010  2011 
(m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD) 
60  43.2  324  28.7  1  41.3  157  34.4  105  42.7  121 
61  40.1  39  24.2  1  43.9  157  32.5  105  44.1  121 
62  40.2  39  24.3  1  43.7  157  32.4  105  43.9  121 
63  26.2  39  27.4  1  23.8  32  31  105  32.6  121 
64  28.5  39  28.7  1  20.3  32  34  105  33.7  121 
65  34.7  1  30.7  1  19.3  29.7  1  29.3  1 
66  34.7  39  30.7  1  19.3  32  29.7  105  29.3  121 
67  30.8  39  33.4  1  14.8  280  32.7  105  31.1  121 
68  33.2  39  32.5  1  16.5  32  30.8  105  29.8  121 
69  30  39  29  1  19.3  32  32  105  32  121 
70  32.6  39  34.4  1  14.3  32  31.6  105  30.1  121 
71  28.4  324  34.3  1  20.9  320  33.7  105  32.2  121 
72  28.8  39  28.3  1  21.7  32  31.6  105  32.3  121 
73  32.1  39  32.8  1  16.4  280  31.9  105  30.4  121 
74  56.9  324  71.7  13  39.1  320  38.7  105  35  121 
75  31.8  39  27.9  1  21  32  30.7  105  31  121 
76  34.7  39  28  1  21.9  32  29.3  105  29.5  121 
77  34.4  39  27.9  1  21.7  32  29.5  105  29.7  121 
78  36  39  34.8  1  17.2  32  29.7  105  28.6  121 
79  36  39  34.9  1  17.2  32  29.7  105  28.5  121 
80  31.2  39  39.7  1  13.8  280  34.2  105  31.2  121 
81  31.4  39  36.3  1  15.2  280  33.3  105  31  121 
82  39.8  324  28.3  1  31.7  320  29.9  282  28.8  121 
83  30.7  324  39.6  1  21.2  157  35.5  105  33.8  121 
84  40.3  324  24.4  1  43.4  157  33  105  44.2  121 
85  28.9  39  29.5  1  22.6  32  27.9  105  29  121 
86  29.1  39  28.5  1  20.9  32  31.1  105  31.6  121 
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Table A9.10 – First achieved maximum daily groundwater  level registered for 
each centroid of the deletion zone of  the shallow translational  landslide  (ID1 
to ID29). Year: 2002; 2003; 2004; 2005; 2006. 
Year 
ID  2002  2003  2004  2005  2006 
(m)  (JD)  (m)  (JD)  (m)  (JD) (m)  (JD)  (m)  (JD) 
1  0.155  365  0.485  30  0.214 15  0.146 365  0.799  348 
2  0.223  365  0.367  30  0.314 9  0.129 365  0.639  352 
3  0.179  365  0.489  30  0.216 18  0.077 37  0.647  350 
4  0.408  365  0.836  30  0.379 4  0.137 365  0.966  348 
5  0.375  365  0.583  28  0.352 3  0.136 365  0.775  348 
6  0.350  365  0.707  28  0.325 6  0.130 365  0.833  349 
7  0.353  365  0.526  16  0.269 11  0.114 10  0.607  349 
8  0.142  365  0.487  28  0.203 9  0.060 365  0.772  348 
9  0.538  365  0.946  26  0.559 1  0.413 361  ats  349 
10  0.560  365  0.995  25  0.560 1  0.547 349  ats  343 
11  0.510  365  ats  26  0.506 1  0.365 360  ats  350 
12  0.326  365  0.613  352  0.514 1  0.357 360  0.961  347 
13  0.298  365  0.766  357  0.734 1  0.483 362  ats  350 
14  0.350  365  0.598  17  0.266 11  0.114 10  0.683  350 
15  0.365  365  0.546  15  0.315 7  0.118 10  0.673  348 
16  0.362  365  0.696  29  0.353 3  0.152 365  0.887  353 
17  0.391  365  0.694  28  0.415 1  0.193 365  0.986  347 
18  0.200  365  0.597  30  0.256 10  0.114 365  0.840  347 
19  0.176  365  0.546  32  0.244 13  0.109 365  0.742  348 
20  0.546  365  0.930  28  0.563 1  0.422 354  ats  344 
21  0.192  365  0.455  29  0.275 9  0.155 365  0.765  347 
22  0.479  365  0.812  27  0.474 1  0.361 360  ats  345 
23  0.602  365  ats  25  0.585 1  0.513 350  ats  343 
24  0.427  365  0.799  27  0.500 1  0.349 357  ats  344 
25  0.401  365  0.718  29  0.519 1  0.345 361  ats  344 
26  0.099  3  0.162  37  0.116 10  0.051 54  0.364  354 
27  0.102  365  0.414  38  0.382 2  0.173 365  0.718  355 
28  0.129  365  0.401  32  0.248 2  0.092 365  0.522  353 
















ID  2002  2003  2004  2005  2006 
(m)  (JD)  (m)  (JD)  (m)  (JD) (m)  (JD)  (m)  (JD) 
30  0.240  365  0.591  26  0.230 16  0.083 30  0.583  354 
31  0.136  365  0.494  33  0.160 55  0.065 37  0.504  357 
32  0.148  365  0.519  32  0.150 55  0.070 37  0.514  357 
33  0.190  365  0.559  26  0.159 16  0.058 19  0.526  353 
34  0.339  365  0.592  29  0.365 2  0.151 365  0.827  349 
35  0.126  365  0.298  27  0.251 2  0.095 365  0.410  350 
36  0.128  365  0.517  38  0.358 7  0.091 365  0.675  360 
37  0.379  365  0.577  29  0.426 1  0.229 365  0.946  346 
38  0.927  365  ats  58  0.725 6  0.317 32  ats  346 
39  0.334  365  0.593  29  0.290 9  0.110 11  0.724  351 
40  0.977  365  ats  11  0.766 3  0.481 354  ats  333 
41  0.332  365  0.636  30  0.368 4  0.106 365  0.762  350 
42  0.018  365  0.090  27  0.017 2  0.004 1  0.082  351 
43  0.150  365  0.283  28  0.168 1  0.082 358  0.343  350 
44  0.185  365  0.392  357  0.359 1  0.185 352  0.606  348 
45  0.122  365  0.261  31  0.195 1  0.101 363  0.363  351 
46  0.111  365  0.212  354  0.171 1  0.110 355  0.326  349 
47  0.178  365  0.341  29  0.189 1  0.160 357  0.472  348 
48  0.036  3  0.185  364  0.187 2  0.057 365  0.252  359 
49  0.061  365  0.237  357  0.200 1  0.097 360  0.226  354 
50  0.171  365  0.549  28  0.201 9  0.086 365  0.877  345 
51  0.171  365  0.417  30  0.184 1  0.139 360  0.620  348 
52  0.120  365  0.373  354  0.328 1  0.170 360  0.382  354 
53  0.101  360  0.291  360  0.280 1  0.110 353  0.429  351 
54  0.072  365  0.192  362  0.186 1  0.074 365  0.282  353 
55  0.035  2  0.292  43  0.129 55  0.023 38  0.135  365 
56  0.022  1  0.039  85  0.018 55  0.010 38  0.011  365 
57  0.021  1  0.052  43  0.026 55  0.011 38  0.013  365 
58  0.194  365  0.414  33  0.146 17  0.044 365  0.504  356 














ID  2002  2003  2004  2005  2006 
(m)  (JD)  (m)  (JD)  (m)  (JD) (m)  (JD)  (m)  (JD) 
60  0.064  364  0.138  32  0.096 1  0.054 360  0.199  351 
61  0.086  362  0.158  31  0.083 47  0.023 365  0.198  351 
62  0.090  365  0.199  33  0.091 60  0.017 365  0.236  354 
63  0.198  365  0.414  30  0.210 7  0.070 36  0.413  356 
64  0.342  365  0.579  27  0.317 1  0.144 365  0.788  348 
65  0.000  1  0.000  1  0.000 1  0.000 1  0.000  1 
66  0.200  365  0.595  30  0.251 12  0.145 365  0.893  345 
67  0.397  365  0.783  26  0.444 1  0.294 361  ats  345 
68  0.386  365  0.802  26  0.423 1  0.282 362  ats  345 
69  0.401  365  0.692  27  0.426 1  0.260 365  0.948  346 
70  0.401  365  0.808  26  0.442 1  0.311 360  ats  344 
71  0.319  364  0.527  29  0.442 1  0.316 356  0.942  346 
72  0.350  365  0.607  29  0.371 2  0.160 365  0.820  347 
73  0.336  365  0.634  28  0.407 1  0.278 357  ats  345 
74  0.000  344  0.068  345  0.000 1  0.000 345  0.012  345 
75  0.447  365  0.654  27  0.464 1  0.254 365  0.887  345 
76  0.170  365  0.547  28  0.202 9  0.087 365  0.807  346 
77  0.373  365  0.583  27  0.397 1  0.222 365  0.822  345 
78  0.400  365  0.770  27  0.411 1  0.321 362  ats  344 
79  0.474  365  0.954  26  0.477 1  0.331 365  ats  345 
80  0.601  365  0.997  25  0.634 1  0.586 348  ats  344 
81  0.189  365  0.489  27  0.251 2  0.155 365  0.799  345 
82  0.155  358  0.299  35  0.203 1  0.139 365  0.535  350 
83  0.362  365  0.527  29  0.486 1  0.335 361  0.944  346 
84  0.206  365  0.566  39  0.277 59  0.037 365  0.573  362 
85  0.283  365  0.526  32  0.393 1  0.160 365  0.735  350 
86  0.154  365  0.509  30  0.215 17  0.075 365  0.649  350 
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ID  2007  2008  2009  2010  2011 
(m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD) 
1  0.552  1  0.020  1  0.010 106  0.006 1  0.071  109 
2  0.554  1  0.044  248  0.259 365  0.262 9  0.244  45 
3  0.520  1  0.022  1  0.128 95  0.044 208  0.166  71 
4  0.860  1  0.037  246  0.277 64  0.115 160  0.259  40 
5  0.562  1  0.035  248  0.283 64  0.114 160  0.258  40 
6  0.674  1  0.031  248  0.308 62  0.115 160  0.273  70 
7  0.466  1  0.032  248  0.363 53  0.113 160  0.249  71 
8  0.564  1  0.015  1  0.051 105  0.022 240  0.110  48 
9  0.977  1  0.038  248  0.081 101  0.057 202  0.274  39 
10  0.799  1  0.076  215  0.111 69  0.106 365  0.396  27 
11  ats  1  0.033  250  0.075 104  0.049 365  0.259  68 
12  0.689  1  0.084  209  0.165 79  0.333 33  0.284  36 
13  0.993  1  0.109  194  0.474 365  0.697 22  0.463  69 
14  0.527  1  0.032  248  0.375 53  0.112 160  0.250  71 
15  0.468  1  0.036  247  0.309 62  0.120 160  0.242  42 
16  0.731  1  0.034  248  0.246 66  0.126 157  0.244  69 
17  0.734  1  0.038  248  0.206 73  0.116 160  0.266  39 
18  0.721  1  0.024  1  0.086 105  0.034 160  0.194  73 
19  0.543  1  0.023  1  0.073 105  0.041 160  0.165  73 
20  0.786  1  0.071  214  0.186 69  0.141 152  0.384  27 
21  0.484  1  0.023  1  0.048 105  0.035 218  0.164  73 
22  0.762  1  0.033  248  0.076 104  0.050 365  0.256  41 
23  0.983  1  0.072  217  0.123 75  0.110 160  0.391  27 
24  0.913  1  0.036  248  0.103 99  0.084 160  0.286  37 
25  0.842  1  0.049  246  0.112 95  0.109 160  0.280  37 
26  0.310  1  0.025  1  0.100 365  0.115 11  0.114  70 
27  0.670  1  0.033  230  0.138 365  0.329 33  0.209  71 
28  0.434  1  0.022  79  0.339 365  0.659 11  0.170  43 
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ID  2007  2008  2009  2010  2011 
(m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD) 
30  0.531  1  0.023  1  0.194 74  0.033 230  0.199  71 
31  0.480  1  0.022  1  0.171 80  0.048 160  0.152  73 
32  0.487  1  0.021  1  0.196 75  0.041 214  0.151  73 
33  0.451  1  0.016  1  0.133 91  0.018 267  0.115  73 
34  0.636  1  0.034  248  0.240 66  0.130 154  0.239  69 
35  0.284  2  0.022  79  0.309 365  0.519 8  0.163  43 
36  0.640  1  0.022  79  0.455 365  0.927 20  0.173  43 
37  0.621  1  0.037  248  0.158 82  0.116 160  0.252  41 
38  ats  1  0.101  194  0.746 60  0.398 153  0.693  69 
39  0.546  1  0.032  248  0.323 61  0.127 159  0.233  71 
40  0.849  1  0.420  132  0.789 46  0.688 121  0.684  20 
41  0.638  1  0.035  248  0.329 362  0.326 1  0.302  37 
42  0.067  2  9.996  156  7.873 36  9.909 323  9.826  1 
43  0.234  1  0.025  1  0.081 57  0.055 160  0.116  30 
44  0.454  1  0.093  217  0.145 92  0.162 23  0.162  22 
45  0.276  1  0.025  1  0.088 81  0.099 32  0.130  29 
46  0.193  1  0.024  248  0.045 92  0.050 39  0.097  28 
47  0.306  1  0.026  1  0.056 106  0.030 251  0.161  56 
48  0.233  1  0.013  1  0.108 365  0.254 21  0.064  33 
49  0.177  1  0.022  246  0.119 365  0.196 16  0.090  30 
50  0.608  1  0.019  1  0.058 106  0.022 238  0.143  73 
51  0.427  1  0.025  1  0.035 106  0.021 365  0.075  36 
52  0.339  1  0.049  169  0.204 365  0.330 21  0.151  35 
53  0.339  1  0.049  224  0.207 365  0.378 17  0.107  43 
54  0.211  1  0.014  1  0.176 365  0.329 12  0.089  32 
55  0.176  25  0.018  1  0.100 154  0.046 161  0.092  111 
56  0.029  90  0.013  1  0.012 157  0.044 73  0.018  1 
57  0.029  39  0.011  1  0.030 106  0.075 36  0.017  1 
58  0.453  1  0.018  1  0.414 365  0.797 17  0.121  74 
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2007  2008  2009  2010  2011 
(m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD)  (m)  (JD) 
60  0.137  1  0.016  1  0.154 365  0.300 8  0.056  38 
61  0.142  1  0.019  1  0.166 365  0.336 8  0.083  72 
62  0.198  1  0.019  1  0.192 365  0.412 11  0.086  109 
63  0.376  1  0.024  1  0.135 67  0.090 132  0.125  39 
64  0.550  1  0.035  248  0.261 65  0.103 160  0.282  37 
65  0.000  365  0.000  1  0.000 365  0.000 365  0.000  365 
66  0.654  1  0.024  1  0.065 106  0.027 234  0.195  73 
67  0.793  1  0.025  248  0.098 92  0.066 160  0.268  35 
68  0.960  1  0.022  248  0.114 89  0.061 160  0.265  36 
69  0.679  1  0.050  230  0.299 63  0.162 132  0.317  25 
70  0.732  1  0.023  248  0.095 94  0.057 160  0.265  36 
71  0.596  1  0.057  230  0.144 84  0.196 47  0.295  35 
72  0.600  1  0.033  248  0.241 66  0.124 158  0.249  69 
73  0.662  1  0.035  248  0.110 97  0.086 160  0.249  26 
74  0.000  58  0.000  120  0.006 339  0.000 13  0.000  53 
75  0.558  1  0.047  235  0.314 62  0.157 129  0.350  67 
76  0.535  1  0.019  1  0.057 106  0.022 238  0.143  73 
77  0.509  1  0.030  250  0.197 74  0.096 160  0.300  69 
78  0.775  1  0.029  250  0.103 101  0.056 200  0.288  69 
79  ats  1  0.029  250  0.102 102  0.056 202  0.287  69 
80  ats  1  0.081  212  0.113 64  0.117 365  0.443  25 
81  0.432  1  0.017  1  0.009 106  0.006 365  0.087  73 
82  0.409  1  0.045  248  0.167 351  0.153 2  0.160  23 
83  0.625  1  0.078  214  0.148 82  0.247 41  0.276  37 
84  0.569  1  0.032  78  0.388 365  0.843 21  0.216  75 
85  0.599  1  0.044  230  0.237 66  0.244 45  0.233  72 
86  0.502  1  0.023  1  0.106 101  0.050 160  0.165  73 
87  0.654  1  0.023  1  0.090 104  0.049 160  0.165  73 
ats* above topographical surface 
JD* Julian days 
 
 
 
 
 
 
