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We prove the uniqueness (as well as the existence and regularity) of solutions of 
the Cauchy problem and of the first and mixed boundary value problems for the 
equation 
I(, = @vu).,, + b(u),. (E) 
4 and b are assumed to belong to a large class of functions, including, in particular, 
cases d(u) : u”‘, b(u) = u”, n? 2 1 and 1 > 0. P 1987 Academk ~rcrr. I~C. 
1. INTRODUCTION 
This paper deals with the nonlinear parabolic equation 
u/ = 4(U)YX + b(u),, (E) 
where ~5 and b are continuous real functions. 
Equation (E), sometimes called the nonlinear Fokker-Planck equation, 
arises, for example, in the study of the flow of a fluid through a 
homogeneous isotropic rigid porous medium. If 6(t, X, y, Z) denotes the 
volumetric moisture content and v(t, x, 4’: Z) the velocity then the con- 
tinuity equation is 
ae 
Z+divv=O, 
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the density of the fluid being assumed constant. By the Darcy law 
v = -K(8). grad @, 
where K(B) is the hydraulic conductivity and @ is the total potential. If 
absortion and chemical, osmotic and thermal effects are neglected, then, for 
unsaturated flows, @ may be expressed as the sum of a hydrostatic poten- 
tial due to capillary suction $(O) and a gravitational potential [3, 311. 
Thus, if we choose the (x, JJ, Z) coordinate system in such a way that the 
z-coordinate is vertical and pointing upwards, we may write 
Then we obtain 
$ = div(D(0) grad e} + & K(B), (1.1) 
where 
o(e) = K(e) -g (e). (1.2) 
If the fluid movement takes place in a vertical column of the medium, 
Eq. ( 1.1) takes the form 
8, = d(e),, + b(e),, (1.3) 
where 
d(s) = s,‘ D(r) dr, b(s)=K(s) for r~iR. (1.4) 
If the fluid movement takes place in a horizontal column of the medium 
and x denotes distance along the column, (1.1) reduces to the equation 
As is well known, Eq. (1.5) also appears in many other contexts. 
The functions D and K (and then 4 and b) are usually determined 
empirically according to the nature of the flow problem, as well as the 
nature of the porous medium. In any case a reasonable choice for D and K 
is 
D(u) = D,,tP- ‘, K(K) = k,u” 
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where D,, k,, m and L are positive constants. After a suitable resealing of 
the independent variables Eq. (1.3) yields (by changing z by xj 
u, = (Lf’n).yx + (u”),. (Em.il 
The flow problem which has been treated more frequently in the 
mathematical literature corresponds to the phenomena of absorption and 
“downward infiltration” of a fluid (e.g., water) by the porous medium (e.g., 
soil). In those cases, some physical experiences show that the 
corresponding functions K and II/ are such that 4 E C2( [0, CT jj, 
d(O)=#(O)=O, d’(r)>O, d”(r)>0 if r>O and bE C’([O, CE j), b(O)=O, 
b’(rj>O, b”(r)>0 if r>O (see [34, p.220; 3, p.5111). In terms of 
Eq. (E,,,) those cases correspond to the assumptions nz > 1 and J > 1. 
(Some mathematical papers on such problems are [18, 15, 13, 26, 36, 5, 
381.1 
Nevertheless, there are other interesting flow problems that give rise to 
different elections of the functions K and $ (and then of C$ and b). 
In particular, the physical problem of evaporation from bare soil when 
the surface is so dry that water loss is limited by the rate of soil-water 
movement upwards has been studied for many years (see, e.g.? [30, 341 and 
the references therein). In such problems, the hydraulic conductivity 
function K is a regular comaw function (see [23, p. 425; 30, p. 357; 34, 
p. 2591 and D is a regular increasing function). An immediate change of 
variables shows that the values of m and J for which Eq. (E,,,) governs the 
evaporation problem are rn > 1 and 0 < 3, < 1. 
The main objective of this paper is to consider Eqs. (E) and (E,,,.,.) in a 
general framework, which includes the corresponding equations of 
evaporation problems as particular cases. 
To be precise, we shall study the following three problems for Eq. (E): 
ut = &uL, + b(u), on S=(O, T)x(-co, aj 
u(0, x) = u&c) on ( -KJ, ccj), 1 
(CP) 
u, = d(u),, + b(u), on R=(O, T)x(l,,Z?) 
U(L Z,)=@-(t), MC Izj=$+(t) on (0, T) 
1 
(FBVP) 
40, x) = kdx) on (zIy z2) 
and 
u, = d(zl), + b(u), on H=(O, T)x(-c~,I,) 
4c 12) = 4et) on (0, T) 
i 
(MBVP) 
u(0, x) = z+)(x) on (-co, z2j. 
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It is important to remark that the most interesting problem in 
evaporation (as well as in downward infiltration) corresponds to (MBVP) 
with I, = 0 (see [30, p. 359; 34, p. 2291). 
Like the porous media equation, (E) is a degenerate parabolic equation. 
At points (t, X) where u > 0 it is parabolic, but at points where u = 0 it is 
not. Consequently, we cannot expect the above problems to have a 
ciassical solution (in fact, between a region where u >O and another one 
where U= 0, II need not be smooth). It is, therefore, necessary to generalize 
the notion of solutions of these problems. Among the different notions of 
solutions, we shall follow the one introduced in [19]. 
DEFINITION 1.1. A function u(x, t) defined on 3 is said to be a 
generalized solution of the (CP) problem if 
ii) II is bounded, continuous and nonnegative. 
(ii) u satisfies the integral identity 
I(z4, (, pj E fr’ /“’ C&u) 5,,r + UC1 - b(w) 5,3 d-Y lit 
- f0 .x, 
-~“u~dyI~~-~“#jZI)~.~dfI::~=o 
T  , 4 
for all P=[tor,]x[x,,x2] and for all i~C’:y-(Pj such that (it,xlj= 
;(t, x,j=O for any tE [to, t,]. 
(iii) ~(0~ ?c)=zfO(.x) for all .ue(-;ri, ‘m). 
DEFINITION 1.2. A function u(x, t) defined on i? is said to be a 
generalized solution of the (FBVP) problem if 
(i) u is bounded, nonnegative and continuous on R. 
(ii) II satislies the integral identity I(u, <, P) = 0 for any 
P=[r,,r,]x[x,,x,]~R and any (EC:;:(P) such that cl,=,,= 
4 .Y = x2 +-I = 0. 
(iii) 44 Il)=$-,tj, u(t, E,) = t+b + (t) for ail f E [0, r] and ~(0, x) = 
u,(x) for all SE [II3 1J. 
DEFINITION 1.3. A function u(x, t) defined on H is said to be a 
generalized solution of the (MBVP) problem if 
(i j u is bounded, nonnegative and continuous on i7. 
L We shall limit our attention to the physically reasonable case of nonnegative data. 
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(ii) u satisfies the integral identity Z(u, [, P) =0 for any 
p= C&l, fll x cx , , x2] c Z?Z and any [ E C:,:(P) such that [lx =.~, = 
i’I,~,2=0. 
(iii) u(t, I,) = $(t) for all t E [O, r] and ~(0, s) = uO(s) for all 
XE( -cc, 12). 
To prove the existence of a generalized solution for each one of the three 
problems we shall follow the constructive method given initially by 0. A. 
Oleinik, A. S. Kalashnikov and E. Yui Lin in [28] for the case of Eq. (1.5). 
To do this, we first obtain a sequence of classical solutions of (E) (which 
are strictly positive functions). We shall show that it tends (pointwise) to a 
function that we call the limit solution. (Such a function satisfies all the 
required properties except, perhaps, the continuity.) This will be done in 
Section 2. 
In Section 3 we shall prove that under additional hypotheses the limit 
solution is more regular and, in particular, a generalized solution. Such 
results are well known when 
bdQ0, mj)j and s 
’ ( IQ”(r)1 + lb”(r)1 } dr E L’(0, 1 j (1.6) 
3 
[ 131. In the case of Eq. (E,.,), this corresponds to the assumption M 3 1 
and 2 3 1. The study of the regularity of its solutions is made in [ 18, 151. 
In both cases, optimal estimates on the modulus of continuity of the 
solution are given; in fact. such estimates are independent of 6. In con- 
sequence, the idea that the transport term b(zr), has no fundamental effect 
on the behaviour of the solution is defended in the previous literature. In 
contrast to that, here we shall show that if, for instance, 0 -CA < 1, then 
(u’+~)~EZ.” and so the modulus of continuity of the solution of (E,,,) 
depends on L. More generally, if the function J defined by 
is finite for r > 0 (this is the case, for instance, of #(zdj = zlm, b(s) = si. and 
m > 2) then we shall prove that .Z(&u)), E L” for solutions u of (Ej. 
In Section 4 the uniqueness of the generalized solutions is considered. 
The problem of uniqueness has been a polemic subject in the existing 
literature. Indeed, the first uniqueness result seems to be the one obtained 
in 1975 by A. S. Kalashnikov. In his paper [ 181, the uniqueness of a 
generalized solution of (E,,,,) is shown under the assumptions nz > 1 and 
13 1. In 1976, B. H. Gilding and L. A. Peletier [l5] made a systematic 
study of Eq. (E,,,) independently of Kalashnikov’s work. In fact they 
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introduce a different notion of solution of the problem (CP): they sub- 
stitute conditions (ii) and (iii) of Definition 1.1 by 
in s (ii)* (urn) h as a bounded generalized derivative with respect to s 
1 
(iii)* ~4 satisfies the identity 
for all 4 E C’(s) which for large 1x1 and for t = T. The uniqueness result of 
[ 161 for such a class of solutions (called weak solutions) is obtained under 
the assumption A >, f(nf + 1). The important work [ 151 has been the object 
of several generalizations in the last years. For instance, B. H. Gilding in 
[13] proved the uniqueness of weak solutions of (CP), (FBVP) and 
(MBVP) under the hypothesis 
(b’J2 (s) = @(d’(s)) as s-+0+. (1.7) 
More recently, Wu Dequan in [36] has proved the uniqueness of the 
generalized solution of (FBVP), assuming 
(b’)(s) = Q((d’)’ (s)) as s +O+, d’(s) 3 KS“ for s>O, and 
c( >, + if \I < 2 and c( > $ - 411 if Y 2 2. 
(1.8) 
We remark that in terms of Eq. (E,x n) condition (1.7) is equivalent to 
A> a( m + 1) and condition ( 1.8) is equivalent to I 3 $( m + 3) if n? < 3 and 
/1> n?/2 if rn 3 3. (Other uniqueness results are given in [26, 281 for some 
variations of Eq. (E).) Finally, we point out some recent result obtained in 
[4] by a different approach. 
In this paper we give a general and unified answer to the problem of 
uniqueness of solutions of (CP), (FBVP) and (MBVP). Our assumptions 
on 4 and b are weaker than those of the above papers. In particular, they 
are fulfilled if in Eq. (E,,,,) we assume m > 1 and A >, 0. On the other hand. 
in Section 3 the equivalence between the generalized and weak solutions is 
proved. Thus, the uniqueness of a weak solution is also ensured. 
Our uniqueness result is a particular consequence of some L.‘-estimates. 
These also show the continuous dependence of solutions with respect to the 
initial data as well as comparison results. Such estimates also show that the 
semigroup operator defined by the solution is a nonlinear semigroup of 
contractions on the space L’( - ~1, co), L’(I,, IZ) or L’( -x8, I,), respec- 
tively. 
In order to provide the reader with a summary collecting some of the 
results of this paper, we shall restrict ourselves to consideration of problem 
(PC) for Eq. (E,,,,). We can state the following result: 
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THEOREM 1.1. ASSU~Z~ ~ti > 1 and 12 0. Let u0 3 0 on (-co, m) be such 
that u{ is Lipschitz continuous for some ,!3 such that 
max((m- l), (m-A)+}</? (h+ = max(h, 0)). 
Then there exists a unique generalized solution u of the (CP) problem for 
Eq. (E,,,). In addition (u”),E L”(S) for V= min(1, l/p} atzd u coincides 
with the unique weak solution of (CP). 
We point out that our results can be easily extended to a more general 
class of equations of the form 
where 4(u) is strictly increasing, d(O) = 0 and 4’(O) = 0, and b( ., ., u) and 
cc., ., U) are allowed to be not necessarily Lipschitz continuous at U= 0 
(some additional hypo!heses must be made on b and c, e.g., c( ., ., ~4) non- 
increasing in u, and so on). 
A preliminary version of this paper appeared as MRC Technical Sum- 
mary Report No. 2502 (1983). The qualitative behaviour of the solutions of 
(E,,,) was considered in J. I. Diaz and R. Kersner, Non existence d’une des 
frontieres libres dans une kquation d&g&trie en thtorie de la filtration, 
C.R. Acad. Sci. Paris 296 (1983), 505-508. See also G. Francsics, On the 
porous medium equations with lower order singular nonlinear terms, Acta 
Math. Hung. 45 (1985), 425436. Some other references on the physical 
model and its treatement by semigroup theory may be found in N. I. 
Wolanski, Flow though a porous column, J. Math. Anal. Appl. 109 (1985), 
140-159. Finally, we mention the works by M. Bertsch and D. Hilhorst, A 
density dependent diffusion equation in population dynamics: Stabilization 
to equilibrium, to appear, and M. Bertsch, R. Kersner, and L. A. Peletier, 
Positivity versus localization in degenerate diffusion problems, Nonlinear 
Anal. 9 (1985), 987-1008, where our uniqueness arguments are developed 
for some N-dimensional degenerate parabolic equations. 
2. EXISTENCE OF A LIMIT SOLUTION 
The basic idea in the study of degenerate equations like (E) consists in 
obtaining the solution as the limit of a sequence of functions which are 
solutions of some adequate nondegenerate parabolic equations 
approaching Eq. (E). This idea can be carried out in two different ways: (a) 
by considering the equations 
2.4 &,I = ((d’(u,) + E)(u,),), + b,(u,L 
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or (bj by replacing uO(x) > 0 by the sequence L&X) > E > 0 and then 
showing (via the maximum principle) that the corresponding solutions U, 
satisfy aE(t, xj > E, so they are solutions of the nondegenerate equations. 
Method (a) is very useful if the signs of the data (for instance, ~1~ for 
(CP)) are not “a priori” prescribed. However, the passage to the limit is 
often a difficult task (see the results of [‘i’, 331 for the case h s 0). Here we 
shall follow the method (b) introduced in [28]. Then we shall obtain a 
sequence of classical solutions and prove that they converge pointwise to a 
function that we call limit solution. In the next sections we shall prove that. 
under some supplementary hypotheses, the limit solution coincides with the 
unique generalized solution. 
PROPOSITION 2.1. Assume that there exists CI E (0, I] such that 
+~EC~‘-~((O, +cn))nC’([O, ~~)),~(O)=O,and#‘(uj>Oifr>O (2.1) 
bE2+y(0, ,cGj. (2.2) 
(i) For every USE C,( - w, a)),’ u,> 0, there exists at least ace 
jimction u defined on 3 such that zl> 0, u E L*(S) and u satisfies (ii) and (iii j 
of Definition 1.1. 
(ii) For every uoEC([Z1, l,]), ~4~30, $-, 9, EC(CO, t]L 
t,!-, t,b+ 30 and z,-(O)= u,J/,), $+(O) = u0(12) there exists at least one 
fzrnction II defined on R such that ~30, u E L”(R) and u satisfies (ii) an.d 
(iii) qf Dqfinition I .2. 
(iii) For every u,gC,(( -km, Z2]), u,30, $E C([O, t]), $20 and 
$(O) = zzO(ZZ) there exists ut least one function II defined on I? such that u 
satisfies (ii) and (iii) of Definition 1.3. 
The proof of Proposition 2.1 is already standard after the work [28] and 
its generalizations (see, for instance, [ 18, 13, 261). Nevertheless, in the next 
sections we shall need some properties of the function 24 which are obtained 
by using the proof of Proposition 2.1. This is the reason for our sketch. 
We shall use the following result of the classical theory of quasilinear 
parabolic equations. 
LEMMA 2.1 (see, e.g., [13]). Let Q = (ql, y12) x (0, TJ, E, CI E (0, 11 and 
ME(O, a~). Suppose that u,~C~+~([qz,q~]), $k,Ij12~Czfu[0, Tl and 
1cli(Oj = ‘,(4i)’ Al = ~(‘0)” (iii) + (b(uO))’ (Si) for i=l,2. 
’ C,(Q) denotes the set of all the bounded continuous functions defined on 0. 
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Then (under assumptions (2.1) and (2.2)) there exists a unique function 
u(t, x) such that 
24(x, 0) = L&(x) 0’2 II~~,~Izl 
46 f?;) = $At) on [0, T],for i= 1, 2. 
Proof of Proposition 2.1. We shall prove (i). We can always choose 
M> 0, { sk} and {LQ) such that 
E~E(O, l],s~-+Oasli+m, 
u~,~ E C* + “( - cc,, XI j, sk < u,,Jx) < M if 1x1 < k and u~,~(x) = sk if 1x1 3 k 
z40,1,+,(x)~z~,,,(x)forallx~(-~~, ~~30) 
u,,~ -+ u0 as k + CC uniformly on compact subsets of ( - cr, CXJ ). (2.3 1 
By classical theory [24], there exists a unique function uk E C;:;(Sj such 
that (i) (u~),.EC~;,Z(S) and E~<u~<M in 3, (ii) uk satisfies (E)‘in S, and 
(iii) ~~(0, X) = U&X), x E (-XI, !zo). Then, by a standard application of the 
maximum principle we obtain that Us+, (t,~j~u~(t,x) for all (t,x)ES. 
Hence, we can define 
u(t, x) = lim u,(t, x) (2.4) 
k -. cc 
for all (t, X) E S. The function ~4 is nonnegative and bounded and satisfies 
the integral condition (ii) in Definition 1.1. The proofs of (ii) and (iii) 
are similar. The natural modifications now being that uO,k are defined 
only in [II, I!,] (in the proof of part (ii) of Proposition 2.1 j. Also, 
there exist (I+-.~} and ($ +,k) (sequences in C’+‘( [0, T])) such that 
&~*-,k~ *,,kGM *-,k+ld~-,k~ ti+,k+lG*+,k> II/-.kiO)=UO,k(~l)~ 
l//+.dv = 4&j, w--.d’ (0) = (dcd)” (4) + wb.d (4~ (Icl+,kuo) = 
(9(uo.k))” (I,)+ (bi~~,~))’ (I,). Finally $+,k+IC/+, $-,k+ $- uniformly on 
[0, T] when k- CXI. 
Remark 2.1. Obviously, we can also consider more general quasilinear 
equations or choose data LIP, (u,, $-, $+ j and (u,, I/J), not necessarily 
continuous (see [16, 41). We remark that the result applies to Eq. (E,,;) 
when 0 < m < 1. When b 3 0 such an equation arises in plasma physics (see 
the exact references in [29]). 
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3. REGULARITY OF THE LIMIT SOLUTIONS: EXISTENCE OF 
GENERALIZED SOLUTIONS 
The continuity of the limit solutions is a consequence of the general 
results of [9, 33, 391, where in fact N-dimensional problems are considered. 
A modulus of continuity of the solutions is given in [9? lo], but, in general, 
it is not optimal. In the one-dimensional case, the optimal modulus of con- 
tinuity of the solutions of (E,,,), where yfz >, 1 and ;13 1, was given in [18]. 
More generally, the modulus of continuity of solutions of (E) was obtained 
in [ 131 assuming that C$ and b satisfy (2.1), (2.2) as well as 
bEC’(L-0, ~)I (3.la 
’ {l@‘(r)1 + lb”(r)/} drEL’(0, 1 j. (3.Lb 
Here we shall study some additional regularity for Eq. (E j under 
assumptions including Eq. (E,,;) for 172 3 1 and 0 < I& < 1. 
An important tool in our study will be the following: if we define the 
improper integral 
for every r>O (we can suppose, without loss of generality that b(0) =OJ, 
then, when d(s) = s”l and b(s) = s’, J(r j is finite if and only if m > i,. Thus, 
our fundamental hypothesis will be J(r) < +‘x for some Y E (0, m). 
We start by studying the general nondegenerate problem given in 
Lemma 2.1. 
PROPOSITION 3.1. Gicen d~(O,$q~-q~)j andrE(O,T) let &=(O.T]x 
(.rll+&v--6), Q~T)=(T, Tlx(rli,~l?), Qstt)=(~, Tlx(ql+&vz-d). 
Assume (2.1), (2.2) and that fbr eoery r E (0, E) thefollowirzg h~:potheses hold 
J(r)< +,cxL (3.2) 
c&(r) b’(r) d -C,b”(r) b(r) (3.3) 
l&‘(r)1 d C, lb”(r)/ (3.4) 
for some positioe constants C, and C,. Then ,for any u0 and I/I~, gitlen as in 
Lemma 2.1, the solution u satisfies: for an)’ 6 and T there e.uists a constant C 
(depending on/~) on 6, 5 and M) such that 
lJ(c4~)).~I G c in Q6(-c). (3.5) 
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Ifin addition, u0 tlerifies 
sup IJ(&&J(x)))‘l = L < +m> (3.6) 
(VI + km ~~ 6) 
then (3.5) holds in Qs. 
Before proving the above result, let us explain some facts about the 
proof. The method we use is due to Bernstein. As is well known, the major 
difficulty of this method appears in the seIection of the function of u to be 
estimated. The estimate 
I(dlr)Ll <Gin Qdt) (3.7) 
has been obtained by different authors in the following cases: 
(a) g(s)=$(s). (see [l] for br0 and [14] if b satisfies (3.lb).) 
(b) g(s) = J; (+‘(s)/s) ds, if such an integral converges and b E 0 (see 
Cl, 181). 
Estimate (3.6) is completely new. For Eq. (E+), all the hypotheses of 
Proposition 3.1 are satisfied if 
O<kl<m. 
In this case a single computation shows that J(~(s)j = (nz/(m -A)) s’+~. 
More generally we can prove (using Proposition 3.1 if 0 < L < 1, or [ 181 if 
2.3 1) that 
I(u”Ll d C in Q&it) (3.8) 
for all PER such that 
max{(nz- I), (m-A)+)</$ 
where h+ =max{h, O}. Then, estimate (3.7) includes also the estimates of 
[l, 18, 151 for Eq. (E,,;). 
Proof of Proposition 3.1. Let f be the real function defined by 
f(r) = @-‘(J-‘(r)) for r > 0. Set w  = f -l(u). From Eq. (E) we obtain 
Using the definition of J and f we have 
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and 
Then 
Consider now a smooth function [(t, x) such that [ = 1 on Q,(r), [ = 0 on 
the parabolic boundary of Q and 0 <j < 1 in Q. Define the function 
z = pp*, where p = 1~~; at any point (to, .r,,j E Q, where -7 attains a positive 
maximum, one has 
z.,=o and zr - fj’(f( 11’)) z, 3 0. 
Hence, at (t,, 5,, j we have cp- = -[,p and 
i’P(P, -d’(f) P,,) 2 c-ii, + 9’!f) 5i.Y.X + W(S) r:, P2. 
Differentiating (3.11 j with respect to x, multiplying the result by [‘p and 
using the former relations we obtain 
-b”(f) f’C2p3 B ip,‘[ - f+v’(f) f’ji, - 2b’(f J i, - b”(f) f’i] 
+ P2!x, - d’(f) ii,, - %5’(f) ;:.- b’(f) Lil. 
(3.12) 
Using the hypotheses (3.3 j and (3.4) we can find two positive constants K, 
and K2 depending only on q5, h, 111, 6 and r? such that 
2[*p’ < K,i Ipl -t K2 at (to, x0). (3.13) 
By an elementary argument, (3.13) implies that 
and hence 
To prove the second part, we note that 1~~1 is now bounded at t =O. 
Hence we may take a cut-off function i(t, x) = C(X) and allow z to attain its 
maximum at a point of the lower boundary of Q. Otherwise the proof is the 
same. 
380 DIAZ AND KERSNER 
Remark 3.1. Arguing as in [lS] we can improve estimate (3.6) when 
(J(4(.)))” ~0. Indeed, in this case it is possible to show that, in fact, 
U,E L”. In particular, using the results of [ 171 we can prove that if u is 
solution of (E,,,i) then (u’), is bounded for \J =min{l, l/p) and for any 
/32max{(nz- l), (HZ-/~)+). 
A further regularity result is the following: 
THEOREM 3.1. L.et q5 and b satisfJ)ing the hypotheses of Proposition 3.1. 
Then 
(i) For any u,>O such that J($(u,)) b ls ounded Lips&& continuous 
on ( - co, m) there exists at least one generalized solution u of (CP) such 
that J(~~(u)),E Lm(S) (where the derivative is taken in the sense of dis- 
tributions). In particular &u j, E L”(S) and u satisfies 
jr ja 
0 ~ a 
{e,[c,qu),+ b(u)] - 0,~) dx dt = j”, QO, x) u,(x) d.u (3.14) 
for all 6 E C’(s) which vanish for large 1x1 and t = T. 
(ii) For any uo, $- and @ ,. nonnegative functions such that q3(uoj is 
locally Lipschitz continuous OIZ (I,, Z2), and such that (p(II/ -) and d($ +) are 
absolutely continuous on [0, T] and IG, _ (.O) = u,(l,), $ + (0) = uo(12). there 
exists at least one generalized solution u of (FBVP) such that b(u), E L’(R) 
(distributionai derivative) and u satisfies the identit? 
for all 6 E C’(R) which vanish for x = I,, x = I, and t = T. 
(iii) For any uo, $ nonnegative functions such that q5(uo) is locally 
Lipschitz continuous and bounded on (- 03, 12), dill/) is absolutelMv continuous 
on [IO, T], and q+(O) = u,(l,), there exists at least one generalized solution u 
of (MBVP) such that Q(u), E Lf,,( H) (distributional derivative) and such that 
\j {Q,[cj(u).~ + b(u)] - 0,u) dx dt = j” 8(0, x) uO(x) d-x. (3.16) 
- H --I) 
fbr all OE C’(E7 ) which vatlish for x = 12, for large 1x1 and for t = T. 
The proof of (i) is a simple consequence of the fact that 
14i~k~xl = litfif-1wM G c*. If--li~,j,l <c*. c, 
where C* =max b(uk(t, x)) and k >, 1. Otherwise the proof is standard (see, 
e.g., C131). 
In order to prove (ii) we need the following estimate near the boundary. 
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LEMMA 3.1. .Issume q5 and b as in Proposition 3.1. Let u0 and I/I~ satisfij 
the assumptions of Lemma 2.1, (3.6) and 
s oT IiQ($i(t)jYl dt dL* fori=1,2(L*>O). (3.17) 
Then, for arzy 6 > 0, there exists a constant C”, which depends only on L, L”, 
M, T and 6, such that 
for any T E (0, T]. 
ProoJ: We shall only prove that 
(the estimate lljz;-b (d(u),, t2 d.x dt B C*/2 is obtained in a similar way). 
The key idea is due to Gilding [ 131. Let ~(r, x) = d(u( t, ?c)) - $($r( tj). If 
we take Eq. (E), multiply it by 1 and integrate by parts we obtain 
- jo’C!‘hh(z4)(~(z~)),d.~dt-~o=~~‘+~u,((u)dxdz 
u,it, xj &$l(t)) dx df. (3.19) 
We denote the four integrals on the right-hand side of (3.19) by I,, I,, I, 
and Z4, respectively. The only difficult term to estimate is II (see [ 131). But 
by Proposition 3.1 we know that 
Then 
If--‘(4 it, yII +6)/ <c for any t E [0, T]. 
Id(u), (t, ffl +Sjl= I&f’(f-‘iu)j, (t, q1 +Sjl G c’ 
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for some C>O. So 
II,/ <2qqM) T(C’+ sup b(s)). 
SG(O,M] 
Proof of (ii) oj- Theorem 3.1. Now the functions ~4~,~, II/ -,k and I) +,k can 
be assumed to satisfy the conditions given in the proof of Proposition 2.1 
as well as 
for any 6 E (0, 1) there exists a constant L(6) such that 
l&u,,,)’ (x)1 6 L(6) for all x E (I, + d, I, - 6) 
and 
Then, by Lemma 3.1, there exists a constant C* (which depends only on 
L(p), L*, A4 and T(p = (12 - /i)/4)) such that 
for all k> 1. On the other hand, by Proposition 3.1 there exists a constant 
C, which depends only on L(p) and 111 such that 
l(d(~~)),(t,~)l<C, forall (~,x)E[O,T]X[I,+~,~~-P]. (3.21) 
From (3.20) and (3.21) we obtain that II~~(u~).J~Q~, is uniformly bounded 
and by using the fact that uk is a classical solution it is easy to see that the 
weak limit v E L’(H) of (&u,),) can only be d(u),. The proof of (iii) is 
analogous. 
Remark 3.2. By using a generalization of the Nash theorem [24 
p. 2041, it is not difficult to show that, under the assumptions of 
Theorem 3.1, the generalized solution obtained in the above result is a 
classical solution of (E) in a neighborhood of any interior point (to, x0) 
where u(to, x,)>O (see, e.g., [l] or [13]). 
Remark 3.3. Suppose, for instance, that b(s) > 0 for any ~20. Given 
I E R, we define the stationary function 
U(t,x)=f((Z-xx)+)= 
if x<l 
if x > 1. 
(3.22) 
It is easy to see that u is a generalized solution of (MBVP) and satisfies 
u(O,x)=f((l-x)+) for O<x< Ix, and u(t, O)=j(Z) for te [0, n. 
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Moreover 
(f-‘(u))x=((l-x)+)x 
and hence (f-l(~)),=0 if x>Z but (f-‘(~)),jl -1 when x7/. Thus, the 
estimate J&u)), E L” is exact and cannot be improved. 
Remark 3.4. In some previous works (see [ 15, 131) a different notion 
of solution of (CP) (respectively (FBVP) and (MBVP)) is introduced by 
means of the integral equality (3.14) (respectively (3.15) and (3.16)). Thus, 
following [13], a function u defined on s is said to be a weak solution of 
(CP) if u satisfies (i) and (iii) of the Definition 1.1 as well as the condition 
cc (@.,[qS(u), + b(u)] - 0,~) dx dt = s O(0, x) q,(x) dx (3.23) ~ m 
for every 0 E C’(S) such that 0 vanishes for large 1x1 and t = 7. 
Analogously, the notions of weak solutions of (FBVP) and (MBVP) are 
defined by substituting the integral conditions of Definitions 1.2 and 1.3 by 
the conditions (3.15) and (3.16), respectively. Theorem 3.1 states that. 
under some natural assumptions, every limit solution is also a weak 
solution. The following result shows the equivalence between both notions 
of solution. 
THEOREM 3.2. Assume q5 E C’([O, m)) and b E CO( [0, ‘m)). Then eoery 
weak solurion of (CP) (resp. (FBVP) and (MBVP)) is a generalized solution 
of (CP) (resp. (FBVP) and (MBVP)). 
Proof. We shall follow an idea suggested to the first author of this 
paper by M. G. Crandall. 
Let ~1 be a weak solution of (CP) and let P= [to, ti] x [xi, x2] and 
[EC::$P) such that [(r,x,)-c(t,~~)=O for any tE[tO, ti] C[O, T]. Let 
9 E C”(R) be such that 
(a) n(r)= 1 if r< -1 and q(r.)=O if t-20; 
(b) r/‘(O)=v]‘(-lI)=O. 
For every E > 0, we define the test function O,( t, x) as 
f 0 otherwise. 
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From the definition of ye, it is immediate that @,E C”(S) (and support 
0,) s P. By assumption we have 
0 = -joTjyz OE,IU dx dt + jar jm O,,&u), dx dt 
x2 
T  co 
+ ss O,,b(u) dx dt 0 -zG 
= I,,, + 12.E + 13.E. 
(3.24) 
One has 
= jj i,ui?(.)r(.)I](.)yI(.)dxdt 
P 
Then, when E converges to zero, we obtain 
-I,,, -+ jj~:,udxdt-Sx’i(t,,,~)~(tl,x)d,~ 
m 
‘X2 
+ J <(to, x) 4to, xl dx. -‘iI 
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Analogously 
Because of the fact that [(t, x1) = [(t, .v?) = 0, one has 
I:., -+ jr’ (5,(t, x2) @(t,, .4-ir(t, -t.J d(w, xd)) dt. 
f0 
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Arguing similarly as in integral ZI,E, we obtain 
when E + 0. Moreover 
x ryl”( t) rj(u( t, x2 + ET)) d<x dt 
and then 
(we recall that $(O j = q’( - 1) = 0). We also remark that 
x rl’ qi(u(t, x)) dAxdt=O 
for every E > 0 such that 0 -C E < (x2 -x, )/2. Then 
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Finally, in a similar way we obtain 
I E’O 3.s - ss [,b(u) dx dt. P 
Then, making E + 0 in (3.24) we obtain that -I(u, i, P) = 0 and then u is a 
generalized solution of (CP). The cases of the problems (FBVP) and 
(MBVP) are similar. 
4. UNIQUENESS, COMPARISON RESULTS AND CONTINUOUS DEPENDENCE 
In this section we prove that the generalized solution obtained in 
Proposition 2.1 and Theorem 3.1 (i.e., the limit solution) is the unique 
generalized solution. 
Our uniqueness result will be a consequence of some L’-estimates that 
also prove the continuous dependence of the solutions on the data. Other 
important consequences of these L’-estimates are the comparison results 
showing the monotone dependence of solutions with respect to the data. 
To formulate general results about comparison of solutions we introduce 
the following definition: 
DEFINITION 4.1. Let G be a closed set of 3. A function v(t, X) defined on 
G is a generalized supersolution (resp. subsolution) of Eq. (E) in G if 
(a) u is nonnegative, bounded and continuous, and 
(b) 1: satisfies the integral inequality I(L), i, P) < 0 (resp. 30). 
(I given in Definition 1.1 for any rectangle P= [to, tl] x [x,, .x2], PC Go 
and for all (EC:;,:(P) such that i(t,~r)=[(t,~~)=O for any t~[t,,t,], 
520 on P.j 
In this section we shall assume the following hypotheses: 
4 E C’( [0, co)) n C*( (0, XI)), $(O) = d’(O) = 0 and there exists a 
convex function p E C”( [0, co)) n C’((0, SJ)) such that ~(0) = 0 (Hd) 
and 0 < P’(Y) d 4’(r) for r > 0. i 
b E C’([O, ,s)) n C’((O, K~)), lim inf,.,,+ b’(r) > -co and 
limsup,.,,, b”(r)< +oc; iflimsup,,,+ b’(r)= +a. 
1 
U-M 
We remark that (H,) obviously holds if 4 is a convex function and (Hb) 
is trivially verified if b E C’( [0, a)) (no condition on b“ is requested in that 
case). On the other hand, if b(s) = sAI, I E R, then (Hh) is satisfied if ,I > 0. 
We start considering the (CP) problem. The main result in this section is 
the following: 
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THEOREM 4.1. Assume (H,) and (Hb) or (Heb). Let u be a limit solution 
of (CP) continuous on 3 and let U (resp. _u) be a generalized supersolution 
(resp. subsolution) qf (Ej on G = % Then for every 0 < t < T we have 
srn 
-co 
(u(t, x)-ii(t, x)j+ dx</“, (zr(0, x)-U(O: x))+ d-x (4.1) 
(resp. jcCrn (u(t, x-u(t, x)j+ dx<<Sm (u(O, x)--(0, x))+ d,x), where 
r +~ = max{r, 01. 
As a first consequence of the above result we can state our main result 
about uniqueness. 
THEOREM 4.2. Assume (Hmj and (Hb) or (HP,). Let ~,EC&CO, cc)), 
u0 > 0. Then under any of the Ufollowing hypotheses there exists a unique 
generalized solution of (CP): 
(1 j Assumption or Condition (3.1) is satisfied and d(z+,) is Lipschin 
continuous. 
(2) Assumptions or Conditions (3.2) (3.3), and (3.4) are satisJied and 
J(&uo) j is Lipschitz continuous. 
Before giving the proof of the above result let us make some remarks. 
First, we recall that, by Theorem 3.3, every “weak solution” (see the 
definition in Remark 3.4) is a generalized solution. Then, by Theorem 3.2, 
Theorem 4.2 gives automatically the uniqueness of weak solutions, 
improving the knowledge in the literature about Eq. (E) (see the 
Introduction). Second, if we consider the particular case of d(s) = Y and 
b(s) = s1 (i.e., (E) coincides with (E,,,)) then, for adequate data, 
Theorem 4.2 shows uniqueness of generalized (and weak) solutions under 
the following restrictions: 
112 3 1, A > 0. 
In particular, uniqueness of solutions for the evaporation type problems 
(A E (0, 1)) follows. 
Other consequences of Theorem 4.1 will be commented upon later. 
Proof of Theorem 4.2. Under the assumptions of the theorem, we know 
the existence of at least one limit solution of the problem. Moreover, this 
limit solution is continuous (see [13] if (1) or [9] if (2). Then, if li is 
another generalized solution of (CP), we can obviously apply the estimate 
(4.1 j and then u < t on S. Analogously, ti is also a generalized subsolution 
of (E) on S and the dual estimate of (4.1) implies that zi d u on ,%! In 
conclusion, zl= ti. 
Proof of Theorem 4.1. Let u = limj _ ~ uI be the limit solution of (CP) 
obtained in Proposition 2.1. 
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We prove estimate (4.1) by showing that inequality 
*x J (U(f,.Y)-iqt, x))+ co(x)dx<jyx~ (u(0, x)-27(0, xjj+ dx (4.2) --Ic 
holds for every o E C,“(R), 0 < w  < 1. To do this, we suppose that 
(supp wj = C-L, L]. For every t* E (0, r], let P E (0, t*) x (-I’, I), where 
r>L+l. Let [EC’:%,~(P),[>O, such that 
te [0, 1*]. Then I(u,,‘i, P)-Z(zi, [, P)>,O, i.e., 
i(t,-r)=[(:,r)=O for ali 
(24#*, x) - zi(t*, x) i(t*, x) dx 
d s ’ (zQ(O, x) - U(0, x)) [(O, x) dx -i- 
+ s :* [Id[Il4j(t, -rj)-dll(t, -r))] [,(t, -r) dt 
+ [I (Uj-ii)(it+Ai~.,,--Bii,)d~~dt, (4.3 1 
* P 
where 
A’= L4’(t, X) = jol $‘(O!& x) + (1 - 0) ii@, .u)) d0 (4.4) 
and 
B’=B’(t,x)=I’b’(Ou,(l,u)+(l-nju(r;.~),dQ. (4Sj 
0 
Hypothesis (H,) and the properties of uj imply 
O+;j4A~(t,X)QMI (4.6) 
J 
for every (t, X) E P and for some M, independent on j. On the other hand, 
due to hypothesis (Hb), there exist two real numbers M, and M, (M2 
independent ofj), such that 
At, < Bj(t, x) < M3(jj (4.7) 
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for every (t, X) E P. Indeed, if - (xj < lim inf, _ 0+ b’(s) < lim sup,, ,,+ 
b’(s) < +a, there exist M, and M, (both independent of j) such that 
M, d b’(s) d M3 for every SE [0, M] and then (4.9) is obvious. If 
lim SUP,,~+ b’(s) = +XJ, then, by the second part of (Hb), there exist Mz 
and M; (both independent ofj) such that 
I%42 < b’(s) 
for every s E (0, M]. Therefore, 
and b”(s) < kf: 
MT d j-l b’(Ouj + (1 - 0) z7) d0 < {I b’(&,) d0 + l; M;(O(uj - E,.) 
0 0 
+(1-O)u)dB~~b(E,)+/iM:l,M. 
J 
Then (4.7) holds with M3(j) = ( l/cj) b(Ej) + ]MfI M. 
Analogously, if we suppose (H-b) we can find two real numbers M,(j) 
and M, (M, independent of j) such that M?(j) < Bj(t, X) <M, for every 
(t, x) E P. Hence, in any case, we can assume that M2(j) ,< Bj(t, x) 6 M,(j) 
for every (t, x) E P. 
Define now two sequences of smooth functions, on P= P,, {A:;‘);=, and 
{Bj’),“= I, satisfying 
(A;‘} is monotonically decreasing on n and converges 
uniformly to A’, on P, (when n --f + CG). 
{Bk’} is, e.g., monotonically increasing on n and converges 
uniformly to Bj, on P, (when n --f +co). 
Then, by (4.6) and (4.7) we have 
and 
On the other hand, inequality (4.3) can be written in the following way: 
s ’ (u,(t*, x)- u(t*, x)) ((t*, x) d+x --I 
d 5 I, (q(O, x) - $0, x)) LJO, x) dx 
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+ s ;* [~&z4~(t, -r))-b(U(t, -r))] [,(t, -r) dt 
- s :* Cd(uj(t, r)) - d(i(t, rJ)l i,(t, r) dt 
+ [J- (~;‘;‘-~‘)(u~-u)i,d-~dt 
J P. 
+ j-j- (A;‘[,, + [, - Bi’i,)( uj - u) dx dt. (4.8) 
P, 
Now, let i = [ir be the classical solution of the linear parabolic problem 
UC E Aj;?,, - B;‘[,y + [, = 0 on P, 
l(t*, x)=4x) x(x) on (-r,r) (4.9) 
[(t, -r)=c(t, r)=O on (0, t*L 
where 3: is a given function such that 1 E C,“(R) and 0 <x < 1 (The 
existence and uniqueness of i is a well-known result (see [24]).) One of the 
crucial points in the present proof is based on the following estimates of the 
solution of (4.9). 
LEMMA 4.1. Let [ be the solution of (4.9). Then 
(i) O<i(t, x)< max Ice(x) x(x)1 d 1, Jar all (t, X) E P,. 
(ii) There exists M, = M,(j) such that 0 < i(t, x) 6 M,(j) epI-“, for 
all (t, X)EP,. 
(iii) There exists M, = M,(j) such that max(\[,(t, r)I, l<,(t, -r)i l < 
M,(j) eCr, for all t E [0, t*]. 
(iv) There exists M,= M6(j) such that l[,(t, x)1 <Me(j) for all 
(t,x)EP,. 
(v) There exists M, = M& r, t*) such that Sk* j’r([,,)2 dx dt < 
M,(j, r, t*) for all (t, x)E P,. 
Proof of Lemma 4.1. We follow some of the ideas introduced in [27]. 
Part (i) is a consequence of the maximum principle. To prove (ii), let us 
consider the function w  = i - i, where 
z(t, x)= Cexp(--x+p(t*- t)), 
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where C and B will be chosen later. Let P,? = (0, t* j x (0, r). Then we have 
~~~-Cexp(-x+B(t*--))(Al;‘+B~‘-p) 
<exp(-x+/?(t*-t)){M,+M,(j)-PI<0 
if fi > M, + MJj). 
w(t*, x) = Ce-” -o(x) x(x) > 0, for every x E [0, r] 
if CeF- 120, i.e., C3eL.. 
w( t, 0) = Cescr* ~ I) - [(I, 0) 3 0, for every t E [0, t*], 
w(t,r)=Cexp(-r+P(t*-t))>O, for every t E [0, t*]. 
Hence, by using the maximum principle we have 
0 <[(t, ,y) < eP”*~mr)e--y< h!:(j) e--’ 
on P;‘, where 
M;(j) = eLer*(MI +‘%43(/)+ 0 
On the set P, = [0, t*] x [ -r, 0] we use the auxiliary function )I’ = z - [, 
where now 
Then we obtain 
z(f,x)=Cexp(s+/?(t*-t)) 
0 <[(t, x) d M;(j) YY 
on P;, with 
This proves (ii) for M4( j) = max{M:(j), M:(j)} (We remark that if AI2 
and M, are independent of j, the same holds for M4.) 
In order to prove (iii), we define the function 
w(t, x)=e-‘+I exp&x-r+l)-[(t,x) 
for some 0 to be chosen. Consider the cylinder P(r- 1, r) = 
(O,t)x(r-l,r).Thenwehave 
z),‘Ee-‘+’ expp(x-r+ 1)(/12A$‘-/?BR~‘} 
>e-‘+I expp(x-r+ 1) 
{ 
fl ME.) L-j?M3(j) >O 
-5, > 
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~~l(tr~-l)=~-~+‘-~(t,r-lj~e-‘+’ 
w(t, r) = e-‘+‘eB 
w(t* ,x)=e- r+ leP(.r--r+ I) 
(we recall that r> L + 1). Then, w(t, X) attains the positive maximum 
e -‘+ ‘eB at (t, 1.). Hence 
i,(r,r-0)6e~‘+‘peP=M:(j)e~’ for Ml = Q) eBti)+ ‘. 
Now, if we consider the function 
w(f, x) = e-‘+ ’ expp(x-v+lj+[(t,xj, 
we have i,,( t, r - 0 j > -M:(j) e-‘. Finally, by using the auxiliary functions 
w(t, x) = e-‘+ I expfi(x+r- l)+[(t, x) 
on the set P(-r, -r+l)=(O,t*)x(-r, -r+lj, for some suitable fl we 
obtain l(,(t, --r + O)l d M:(j) epr for some M:(j). This proves (iii) for 
Mj(j)=max{M:(j), hl:(jj). 
Part (iv) is a consequence of the fact that the coefficients ‘4;’ and B;‘;’ arc 
bounded independently of n and I’. Indeed, in these circumstances we can 
apply the results of the classical theory of linear parabolic equations (see 
C241). 
Finally, to show (v) we multiply the equation in (4.9) by i,, and 
integrate. Then 
=I, +I,. (4.10) 
Integrating by parts, 
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On the other hand, 
r 1 
I/2 
(i,)* dx dt 
-r 
= M;(j, r, t*) jr* jr (c.;~)~ dx dt 1 
l/2 
0 -r 
Therefore, from (4.10) we deduce 
.r* *r 
! J 
l/2 
--r (Lx)' dx dt d ---& M: + M:( j , r, t*) (i,,J2 dx dt 
0 J )I 
This finishes the proof. 
Proof of Theorem 4.1 (continued). By substituting the solution [ = <ir of 
(4.9) in the expression (4.8) and applying Lemma 4.1, we have 
jr bj(t*,X)-M(t*,X)) CL)(X) X(X)dxGjr @,(0,X)-U(O,X))+ dx 
I -r 
+ f*MdA eerio~~xt* 14(Uj(t, r)) -i($t, r))l + n-m Id(u,(t, -r)) . . oir<r* 
- 4($t, -r))l > + rn? IAj--Ai’I rnF Iuj- U] MJj, r, t*) 
+ max )Bf-B’I max )uj-UI 2t*rM,(j). (4.11) 
h pr 
By taking limits, first with respect to n (n + +co) and then with respect to 
r (Y + co), we obtain 
s m ~ m (u,(t*,x)-ti(t*,x))m(x)~(x)dx< jm (u&0,x)-$0,x))+ dx -co 
(4.12) 
(we recall that \uj--uI <A4 and that 14(uj) -$(u)l <b(M)). Now letting j 
diverge to infinity, we obtain 
s m (dt*, m x)-~((t*,x))~(x)~(x)dx,< s (~(0, x)-$0, x))+ dx. - cc ~ or, 
(4.13) 
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Finally, relation (4.13) is also true for the function x given by X(.X) = 1 on 
the set (x: u(t*, X) > ti(t*, x) > and X(.X) = 0 otherwise. (Indeed, it suffices to 
approximate the function x by xrn E C,“(R j and then pass to the limit on 
m.) This concludes the proof of (4.2). Finally, if _u is a subsolution of (E) on 
3, by a similar argument we obtain 
s 
a 
x. (1, (t, x)-~(t, xj)+ O(X) d;l-< 
--?c 
- i -,~ (y(0, x) - 240, x))+ dx 
for every OE C;;‘(R), 06~6 1, and the proof of Theorem 4.1 is 
finished. 
For problems (MBVP) and (FBVP), our answers are similar te 
Theorem 4.1 but the proof is somewhat more delicate and therefore we 
need another assumption on & 
q5 satisfies (H,) as well as &( I.) < C,U(~) on r > 0, for some C > 0. i&Y 
THEOREM 4.3. Assume (Hz) and (Hh) or (HP,:). 
(a) Let u be a limit solution of (FBVP) continuous on R. Let U(resp. 
u) be a generalized supersolution (resp. subsolz&vz) of (E) on G’= R such 
that 
J/-(t)G_Uit, ,117 cC/+(r) Q qr, I,) 
(resp. $-(t)>_u(t, 11), $+(t)2g(t, 12))for euery tE [0, TJ. Tlzen 
j-y (u(t, XJ- lri(t, ,K))+ dxd l/l2 (u(0, x) - ti(0, x))+ d”K (4.14) 
1 
(req. j% (g(t, x) - u(t, x))+ dx < j% (~(0, x) - ~(0, x))+ Ax). 
(b) Let u be a generalized solzction of (MBVP) continuous on R. Let U 
(resp. u be a generalized szlpersubsolution (resp. subsolution) qf (E) on G = iii 
such that 
(resp. $(t) 3 _u(t, i2)) for every t E [IO, T]. Then 
iu!C-x)-$&.x))+ dxf ((u(O.x)-u(O,x))‘- d.y (4.15) . ~~ r
(resp. Jkx: (g(t,~)-u(~,x))+ d-x<SIzX (@(0,x)-u(O,x)j+ d-x). 
About the uniqueness question we have. 
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THEOREM 4.4. Assume (Hz) and (Hb) or (Hpb). 
(a) L~~~,EC,(CI,,~,I),~,~O~~~~-,~+EC(CO, 7X$-,$+aO, 
satisfv II/ ~ (0) = u,Jl,), $ + (0) = uO(l,). Then, under one of the following 
/tJpotheses there exists a unique generalized soktion of (FBVP): 
(1) Assumption (3.1) is satisfied and &u,) is locally Lipschitz con- 
tinuous on (I,, I,) and qHt,b + ), d($ - ) are absolutely continuous on [0, T). 
(2) Assumptions (3.2), (3.3), and (3.4) are satisfied and f -‘(uoj is 
locally Lipschitz continuous on (II, II). 
(b) Let u0 E C,(( - SS, fJ), 14~ 2 0, and t,b E C( [0, TJ), $ > 0, sutisj$ 
$(O) = u,(i,). Then under an-v of the following assumptions there exists a 
unique generalized solution of (MBVP): 
(1) Assumption (3.1) is satisfied and $(u,,) is Lipschitz continuous on 
( - GO, I, - 6) jar every 6 > 0 and #(+) is absolutely continuous on [O, T]. 
(2) Assumptions (3.2), (3.3) and (3.4) are satisfied and f -'(uo) is 
Lipschitz continuous on ( - XI, l2 - 6) for every 6 > 0. 
Proof of Theorem 4.3. (a j Let u be a limit solution of (FBVP) con- 
tinuous on I? and let U be a generalized supersolution of (E) on G = i? such 
that 
for every t E [0, T]. Let P= (0, t*) x ([L, I,). Then, if u = lim ujY we obtain, 
as in (4.8), 
J ; (uj(t*, x) - rc(t*, ~~)) i(t*, x) d.~ d ! ~ (zlj(O, x) - ~(0, x)) i(O, xj dx 
+ I’* (d(uj(t, II)) -d(fi(t, I,)) i,(t, II) dt 
0 
- s ‘* (4(u,(t> 4)) - d(Q(t> 4))) L(t, I,) dt 0 
+ /i (~‘-~:(~j-u)i,,dxdt+SS (Bj,-B’j(uj-‘ji.cdxdt 
P P 
+ j-j- (A;‘;i,,+i,--~r,)(u,-Ujdxdt, (4.16) 
P 
where (A;) and (B!) are two sequences of smooth functions as in the 
proof of Theorem 4.1. Now define c = c! to be the classical solution of (4.9) 
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after substituting Ag, Bf and P,. by A’,, Bi and P, respectively. Our inten- 
tion is to pass to the limit in (4.16) first with respect to n and afterwards 
with respect to j. To do this we have to distinguish two different cases3: 
(a,) The supersolution is such that 
z?(t,Z,)>$-,j(t) and ~?(t,1~)~$+,j(t) foreverytE[O, T], (4.17) 
for some approximations of $_(t) and $+(t) as in the proof of 
Proposition 2.1. 
(a?) The supersolution does not satisfy (4.17) (as, for instance, if 
C(to, I,)=0 or U(f,, I,) =0 for some t,~ [0, r]). 
If (a,) holds, then by observing that i,(r, II) 2 0 and [,V(t, I,) < 0 for 
every f E [O, r], we obtain the conclusion after passing to the limit in n and 
j, respectively, as in the proof of Theorem 4.1. 
To treat case (a2 j we obtain sharper estimates on [,(t, II) and i_‘,(t, j2j: 
LEMMA 4.2. Assume (H,*) and (Hb) or (Kb). Let i be the solution of 
2’; = A;[,, - Biir + [, = 0 on P 
<(t*, x) = m(x) x(x, 011 (/I > 12) (4.18j 
i(f, I,) = it4 12) = 0 on (0, r*), 
iwhere x is a given function such that x E C,“(I, , 12) and 0 < x < 1. Then there 
exist trco constants M,(j) and M,(j) such that 
(4.19) 
(4.20) 
ProoJ: We first remark that the first inequality in (4.19) and the second 
one in (4.20) are trivial because by the maximum principle [ is nonnegative 
in P. Now we shall prove the first inequality in (4.20) (the second one in 
(4.19) is obtained in a similar way). To do this, we construct an adequat.e 
function di(s) in such a way that the function FVj(t, x) = oj(x) + [(t, x) has 
a positive maximum at (t, Z2). Then we shall deduce that [,(t, i2) B -+(Z2 j, 
3 The authors thank M. Bertsch for some remarks on this point 
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which proves (4.20). Consider the cylinder P(1, - 6, ZJ = (0, tj x (I, - 6, /2), 
where 6 > 0 will be fixed later. Define the function 
ojj(x j = Cj 
( 
Ii? 
ajexIaj - / x + L, 
> M,(j) ’ 
where 
p(‘j) 
ze - hi~i 
a,- 
J hf3(jj Ed’ 
c,=-...- 
aj ’ 
and Kj and Lj will be suitably chosen, Assuming CJ~ 3 0 we have 
_ M3(j) 
( 
K’ ex:? - I 
M,(.i) I 
= C& > 0. 
Note that without loss of generality we may assume that 1, - 6 > 0. On the 
parabolic boundary of P(I, - 6, Zz) we have 
Wj(t, 12 - 6) 6 fTj(l, - (5 j + 1 
w,(t*, X) =0,(-x) (if 6 is such that supp ox E (I,, I, - 6)). 
But m>(t, x)20 on P(lz -6, /2) if L,, is large enough (take 
Lj~suPlz-d<.Yc& {(I$/M,(j)) x- aie”!q)). By the maximum principle 
max Wj is attained on the parabolic boundary of P(12 - 6, I,). 
If 
aj(1,-6)+ l dOj(12) (4.21) 
and 0; 9 0 then 
w,ct*, x) d wj(t*, 12) for x E (I, - 6, I, j, (4.22) 
therefore max W, is attained on x = lz. 
Condition (4.21) is equivalent to 
(4.23) 
where F(z) = ze’2/Z(+ - e p6/r). From the definition of LX~ and M,(j) (recall 
that M,(j) = ~(E/)/E~+ A7 for some fV> 0) we observe that 
u,=P(E~)/(~(~~) + MEW) and then mj-+O as sj+ 0: indeed, if 
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lim supp, _ Ot b’(y) = C for some c< cn then we have 
lim ai = lim (p’(~~i)/(C + Iri)) < lim (#‘(c)/(C + M)) = 0. On the other hand, 
if lim supp b’(r) = +a then lim IX~ = lim ($(E~)/(~‘(E~) + a)) = 0. Con- 
sequently we can choose j, such that a.i < io for any j 3 jO, where z0 is the 
first positive zero of the equation F(‘(z)=O. Note that such a z0 exists 
because F(s) 7 + co when z L 0 and F(Z) -+ --CG when z -+ +KI. Then con- 
dition (4.23) makes sense because F(aj) >O ifj> j,. 
With respect to (4.22) we remark that o;(x) 2 0 holds on (i2 - S, 12) if cj 
is chosen such that K,2/M,(j) < e(‘2-s)!Ej. It is clear that it is possible to 
choose Ki satisfying the above condition as well as (4.23) because 
M,(j) 2 hf. 
The proof of Lemma 4.2 concludes by noting that 
when &j + 0 (see (H:)) 
Proof of Theorem 4.3. (continued). Suppose that a2 holds. Then if we 
denote Ij= (t~(0, t*):9(~-,i(t))>~(u(f, II))} we have 
s ‘* (d($-,j(t))-d(Q(t, 4)) i.Jt, II) dfG[,, (c&i-.j(tj) 0 
- d(c(t, I, 1) i.x(t, 11) dr G t*4(Ej) M,(j) 
(here we use the fact that I,-,~ can be always chosen such thar 
q5(II/p,,(t))-q4(ii(t, Zl))<q5(Ejj if tcIj). Now, by Lemma4.2 we have 
when j diverges to infinity. Similarly 
when j diverges to infinity. Then the conclusion follows by passing to the 
limit in (4.16) in n and then inj. 
We remark that in order to prove the conclusion for subsolutions it is 
505;69$s 
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not necessary to use Lemma 4.2, because in all cases we may choose $ -,j 
and Lj satisfying 
i4h II) G ICI-J@) 
for every t E [0, T]. 
The proof of part (b) is an easy modification of the proofs of 
Theorem 4.1 and part (a), above. 
The proof of Theorem 4.4 is analogous to that of Theorem 4.2. 
Other important consequences of Theorems 4.1 and 4.3 are included in 
the following theorem, which shows continuous and monotone dependence 
of generalized solutions with respect to the initial data. (We shall consider 
only the (CP) problem, analogous statements holding for the others.) 
THEOREM 4.5. Assume the hypotheses of Theorem 4.2. 
(i) Let u, ti be generalized solutions of (CP) corresponding to the 
initial data u0 and I&,, respectively. Then 
II4f,.)--(f,-)II L’(R) d hl- liOII L](R) (4.24) 
jbr every t E [0, T]. 
(ii) Let u be a generalized solution of (CP) and U, _u generalized super- 
and subsolutions of (E) 012 G= S. Then if _u(O, x) 6 q,(x) <U(O, x) on 
(- 03, ~0) it follows that 
_u(t,x)bu(r,S)~U(t,X) (4.25) 
for eoery (t, x) E 3. 
Proof: The assertion (i) follows from part (a) of Theorem 4.1 by apply- 
ing the estimates to U = ti and _u = ti. Part (ii) is also a trivial consequence of 
such estimates. 
Other estimates giving the continuous dependence on the initial data as 
well as the numerical treatment of Eq. (E) for b E C’( [0, co)) can be found 
in [32]. 
We end this section by making several comments on the obtained results. 
Remark 4.1. The conclusions of Theorem 4.1 are true even under more 
general hypotheses. So, for the (CP) problem, e.g., it is enough that U, U, _u 
be in the function space C( [0, T]: L;,,,(R)). The existence of solutions of 
(CP) in such a function space is not difficult and some hypotheses on $ 
and b made in Theorem 3.1 can be weakened (see, e.g., the approach made 
in [2] considering a different nonlinear degenerated parabolic equation). 
Remark 4.2. If we denote by S(t) u0 = u(t, . ) the generalized solution of 
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(CP) corresponding to the initial datum uO, then, by the uniqueness of 
solutions of (CP), S(t) is a semigroup. The estimate (4.24) shows that it is 
a semigroup of contractions on the space X= L’(R). Our conclusion, then, 
coincides with the one obtained by the abstract theory of accretive 
operators on Banach spaces and evolution equations. Such an approach 
has been applied to the concrete case of Eq. (E) by different authors (see 
[I36 37, 51). 
Remark 4.3. There exists a vast literature about the existence and uni- 
queness of solutions of (CP) when function 4 is not assumed to be strictly 
increasing on R+. It is clear that the approach is very different from ours. 
Indeed, such an approach includes the case 4 = 0 and then Eq. (E) reduces 
to the “conservation law” equation 
for which the existence of discontinuous solutions is well known. The uni- 
queness of solutions is then found by introducing a different notion of 
generalized solutions of (CP) (see, e.g., [35, 5, 11, 37, 38, 251). 
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