Finite element methods with numerical quadrature for elliptic problems with smooth interfaces  by Deka, Bhupen
Journal of Computational and Applied Mathematics 234 (2010) 605–612
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Finite element methods with numerical quadrature for elliptic problems
with smooth interfaces
Bhupen Deka ∗
Department of Mathematical Sciences, Tezpur University, Napaam, Tezpur-784028, India
a r t i c l e i n f o
Article history:
Received 16 October 2008
Received in revised form 30 March 2009
MSC:
65N15
65N20
Keywords:
Elliptic equation
Finite element method
Interface
Optimal error estimates
Quadrature
a b s t r a c t
The purpose of this paper is to study the effect of the numerical quadrature on the finite
element approximation to the exact solution of elliptic equations with discontinuous
coefficients. Due to low global regularity of the solution, it seems difficult to achieve
optimal order of convergence with classical finite element methods [Z. Chen, J. Zou, Finite
element methods and their convergence for elliptic and parabolic interface problems,
Numer. Math. 79 (1998) 175–202]. We derive error estimates in finite element method
with quadrature for elliptic interface problems in a two-dimensional convex polygonal
domain. Optimal order error estimates in L2 and H1 norms are shown to hold even if the
regularity of the solution is low on the whole domain. Finally, numerical experiment for
two dimensional test problem is presented in support of our theoretical findings.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider a linear elliptic interface problem of the form
Lu = f (x) inΩ (1.1)
subject to the boundary condition
u(x) = 0 on ∂Ω (1.2)
and interface conditions
[u] = 0,
[
A
∂u
∂n
]
= g(x) along Γ , (1.3)
whereΩ is a convex polygonal domain inR2 andΩ1 ⊂ Ω is an open domainwith C2 boundaryΓ = ∂Ω1. LetΩ2 = Ω \Ω1.
The operatorL is a second order elliptic partial differential operator of the form
Lv = −∇ · (A∇v).
The symbol [v] is a jump of a quantity v across the interface Γ and n denotes the unit outward normal to the boundary ∂Ω1.
For the simplicity of exposition, we assumeLu = −∇ · (β∇u), where the function β is positive and piecewise constant, i.e.,
β(x) = βi for x ∈ Ωi, i = 1, 2.
∗ Tel.: +91 98644 60529; fax: +91 3712 267005, +91 3712 267006.
E-mail addresses: deka_b@tezu.ernet.in, bhupen_d@yahoo.com.
0377-0427/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2009.12.052
606 B. Deka / Journal of Computational and Applied Mathematics 234 (2010) 605–612
The equations of the form (1.1)–(1.3) are often encountered in stationary heat conduction problems, material sciences
and fluid dynamics. It is the casewhen two distinct materials or fluids with different conductivities or densities or diffusions
are involved. For the literature relating to applications of elliptic differential equations with discontinuous coefficients, one
may refer to Ewing [1], Nielsen [2] or Peacemen [3] for the model of the pressure equation arising in reservoir simulation,
Reddy [4] for reactor dynamics, Li et al. [5] for the model of the potential in the computation of micromagnetics for the
ferromagnetic materials or electrostatics for macromolecules.
The analysis of finite element methods for interface problem has become an active research area over the years. Solving
interface problems efficiently and accurately is still a challenge because of many irregularities associated with them. One
major difficulty is that the solution has low global regularity. So the classical analysis is difficult to apply for the convergence
analysis of the interface problems. In order to put the results of this paper into proper prospective, we first give a brief
account of the development of the finite elementmethods for such problems. In [6], Babuška has studied the elliptic interface
problems defined on a smooth interface. The author of [6] has formulated the elliptic interface problem as an equivalent
minimization problem. The finite element method is then applied to solve the minimization problem and sub-optimal
H1-norm error estimate is obtained. Subsequently, the authors of [7] have studied the finite element method for elliptic
interface problem via a related penalized problem by assuming its solution and the normal derivatives of the solution are
continuous along the interface, and fourth order differentiable on each sub-domain. By choosing the penalty parameter
appropriately, the authors of [7] have proved optimal rates of convergence in H1 and L2 norms over an interior subdomain.
For the problems (1.1)–(1.3), Bramble and King [8] have also analyzed a finite elementmethod inwhich the domainsΩ1 and
Ω2 are replaced by polygonal domains Ω1,h and Ω2,h, respectively. Then, the Dirichlet data and the interface function are
transferred to the polygonal boundaries. Finally, discontinuous Galerkin finite element method is applied to the perturbed
problem defined on the polygonal domains. Optimal order error estimates are derived for rough aswell as smooth boundary
data. Recently in [9], the authors have discussed the finite elementmethods for solving second order self-adjoint elliptic and
parabolic interface problems in a two-dimensional polygonal domain. Sub-optimal order error estimates in energy norms
(see, Theorem 2.2 and Theorem 3.3 of [9]) are shown to hold when interfaces are of arbitrary shape but are smooth. More
recently, the authors of [10] have shown that the finite element solution converges to the exact solution at an optimal rate
in L2 and H1 norms if the grid lines coincide with the actual interface by allowing interface triangles to be curved triangles.
As it may be computationally inconvenient to fit the mesh to an arbitrary interface exactly, a finite element discretization
based on [9] is considered in [11] for non-symmetric problems. Sub-optimal order error estimates in L2 norm and optimal
order error estimates in energy norm are shown in [11]. For detailed elaboration on finite element analysis for elliptic and
parabolic interface problems, we refer to [12].
In practice, the integrals appearing in finite element approximation are evaluated numerically by using somewell known
quadrature schemes. The purpose of this paper is to show that this replacement will not effect the order of convergence of
the finite elementmethod discussed in [9]. More precisely, an improved optimal L2 andH1 norm error estimates are derived
for arbitrary shape but smooth interfaces. Themain crucial technical tools used in our analysis are some Sobolev embedding
inequality, a new approximation result for the linear interpolant (see, Lemma 2.4), duality arguments and some known
results on elliptic interface problems. Finally, a numerical example is presented for a two-dimensional elliptic interface
problem.
We have used standard notations for Sobolev spaces and norms in this paper. Form ≥ 0 and real pwith 1 ≤ p ≤ ∞, we
useWm,p(Ω) to denote Sobolev space of ordermwith norms
‖u‖Wm,p(Ω) =
( ∑
0≤|α|≤m
‖Dαu‖pLp(Ω)
)1/p
, 1 ≤ p <∞,
‖u‖Wm,∞(Ω) = max
0≤|α|≤m
‖Dαu‖L∞(Ω), p = ∞.
In particular for p = 2, wewriteWm,2(Ω) = Hm(Ω). Hm0 (Ω) is a closed subspace of Hm(Ω), which is also closure of C∞0 (Ω)
(the set of all C∞ functionswith compact support) with respect to the norm ofHm(Ω). For a fractional number s, the Sobolev
space Hs is defined in [13].
In addition, we shall also work on the following spaces:
X = H1(Ω) ∩ H2(Ω1) ∩ H2(Ω2)
equipped with the norm
‖v‖X = ‖v‖H1(Ω) + ‖v‖H2(Ω1) + ‖v‖H2(Ω2).
In order to introduce the weak formulation of the problem, we now define the bilinear form A(·, ·) : H1(Ω)× H1(Ω)→ R
by
A(w, v) =
∫
Ω
β(x)∇w.∇v ∀w, v ∈ H1(Ω).
Then the weak formulation of the interface problem (1.1)–(1.3) is stated as follows. Find u ∈ H10 (Ω) such that
A(u, v) = (f , v)+ 〈g, v〉Γ ∀v ∈ H10 (Ω). (1.4)
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Here, (·, ·) and 〈·, ·〉 are used to denote the inner products of the L2(Ω) and L2(Γ ) spaces, respectively.
Concerning the problem (1.4), we have the following regularity result. For a proof, see [9,14].
Theorem 1.1. Let f ∈ L2(Ω) and g ∈ H 12 (Γ ). Then the problem (1.4) has a unique solution u ∈ X ∩ H10 (Ω) and u satisfies a
priori estimate
‖u‖X ≤ C
(
‖f ‖L2(Ω) + ‖g‖H 12 (Γ )
)
. 
Remark 1.1. From the Theorem 1.1, it is clear that the solution of the problem (1.4) belongs to the space X . By Sobolev
embedding theorem it is easy to verify that u ∈ W 1,p(Ω) ∀p > 2.
The rest of the paper is organized as follows.While Section 2 introduces the finite element discretization and some known
results for elliptic interface problems, the effect of numerical quadrature in finite element methods has been discussed in
Section 3. Finally, a computational example for elliptic interface problem is presented in Section 4.
Throughout this paper, C denotes a generic positive constant which is independent of the mesh parameter h.
2. Finite element discretization
For the purpose of finite element approximation of the problem (1.1)–(1.3), we now describe the triangulation Th of Ω
as follows. We first approximate the domainΩ1 by a domainΩh1 with the polygonal boundary Γh whose vertices all lie on
the interface Γ . LetΩh2 be the approximation for the domainΩ2 with polygonal exterior and interior boundaries as ∂Ω and
Γh, respectively.
Triangulation Th of the domainΩ satisfy the following conditions:
(A1) Ω = ∪K∈Th K .
(A2) If K1, K2 ∈ Th and K1 6= K2, then either K1 ∩ K2 = ∅ or K1 ∩ K2 is a common vertex or edge of both triangles.
(A3) Each triangle K ∈ Th is either inΩh1 orΩh2 and intersects Γ (interface) in at most two points.
(A4) For each triangle K ∈ Th, let rK , rK be the radii of its inscribed and circumscribed circles, respectively. Let h = max{rK :
K ∈ Th}. We assume that, for some fixed h0 > 0, there exists two positive constants C0 and C1 independent of h such
that
C0rK ≤ h ≤ C1rK ∀K ∈ Th,∀h ∈ (0, h0).
The triangles with one or two vertices on Γ are called the interface triangles, the set of all interface triangles is denoted
by T ∗Γ and we writeΩ∗Γ = ∪K∈T ∗Γ K .
Let Vh be a family of finite dimensional subspaces of H10 (Ω) defined on Th consisting of piecewise linear functions
vanishing on the boundary ∂Ω . Examples of such finite element spaces can be found in [15,16].
In order to study the effect of numerical quadrature we need to define approximation of the original bilinear form A(., .).
For this purpose,wedefine the approximationβh(x)of the coefficientβ(x) as follows: For each triangleK ∈ Th, letβK (x) = βi
if K ⊂ Ωhi , i = 1 or 2. Then βh is defined as
βh(x) = βK (x) ∀K ∈ Th.
Then the approximation Ah(·, ·) : H1(Ω)× H1(Ω)→ R can be defined as
Ah(w, v) =
∑
K∈Th
∫
K
βK (x)∇w · ∇vdx ∀w, v ∈ H1(Ω).
To handle the inner-product, we define the approximation on Vh and its induced norm by
(w, v)h =
∑
K∈Th
{
1
3
meas(K)
3∑
j=1
w(PKj )v(P
K
j )
}
, (2.1)
and ‖φ‖h = (φ, φ)
1
2
h , where P
K
j are the vertices for the triangle K .
We now recall some existing results on the approximation Ah and the inner product which will be frequently used in our
analysis. For a proof, we refer to [16,11].
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Lemma 2.1. On Vh the norms ‖.‖L2(Ω) and ‖.‖h are equivalent. Further, for w, v ∈ Vh and f ∈ H2(Ω), we have
|Ah(w, v)− A(w, v)| ≤ Ch
∑
K∈T ∗Γ
‖∇vh‖L2(K)‖∇wh‖L2(K),
|(w, v)− (w, v)h| ≤ Ch2‖w‖H1(Ω)‖v‖H1(Ω),
|(f , v)− (f , v)h| ≤ Ch2‖f ‖H2(Ω)‖v‖H1(Ω),
C‖v‖2H1(Ω) ≤ Ah(v, v).
Approximating the interface function g(x) by its discrete specimen gh, the next lemma describes the distinguished
accuracy the theory in [9] guarantees.
Lemma 2.2. Let g ∈ H2(Γ ). If Ω∗Γ is the union of all interface triangles then we have∣∣∣∣∫
Γ
gvhds−
∫
Γh
ghvhds
∣∣∣∣ ≤ Ch 32 ‖g‖H2(Γ )‖vh‖H1(Ω∗Γ ) ∀vh ∈ Vh.
We now recall the following interface approximation property. For a proof, we refer to [11] (cf. Lemma 3.3).
Lemma 2.3. If Ω∗Γ is the union of all interface triangles, then we have
‖u‖H1(Ω∗Γ ) ≤ Ch
1
2 ‖u‖X .
LetΠh : C(Ω)→ Vh be the Lagrange interpolation operator corresponding to the space Vh. As the solutions concerned
are only on H1(Ω) globally, one can not apply the standard interpolation theory directly. However, following the argument
of [9] it is possible to obtain optimal error bounds for the interpolant Πh (see Chapter 3, [12]). In [12], the authors have
assumed that the solution u ∈ X ∩W 1,∞(Ω1 ∩Ω0)∩W 1,∞(Ω2 ∩Ω0), whereΩ0 is some neighborhood of the interface Γ .
The following lemma shows that optimal approximation ofΠh can be derived for u ∈ X .
Lemma 2.4. Let Πh : X → Vh be the linear interpolation operator and u be the solution for the interface problem (1.1)–(1.3),
then the following approximation properties
‖u−Πhu‖Hm(Ω) ≤ Ch2−m‖u‖X , m = 0, 1,
hold true.
Proof. For any v ∈ X , let vi be the restriction of v onΩi for i = 1, 2. As the interface is of class C2, we can extend the function
vi ∈ H2(Ωi) on to the wholeΩ and obtain the function v˜i ∈ H2(Ω) such that v˜i = vi onΩi and
‖v˜i‖H2(Ω) ≤ C‖vi‖H2(Ωi), i = 1, 2. (2.2)
For the existence of such extensions, we refer to [17].
Now, for any triangle K ∈ Th \ T ∗Γ , the standard finite element interpolation theory (cf. [15,16]) implies that
‖u−Πhu‖Hm(K) ≤ Ch2−m‖u‖H2(K), m = 0, 1. (2.3)
For any element K ∈ T ∗Γ , we write Ki = K ∩ Ωi, i = 1, 2, for our convenience. Again it follows from the standard analysis
that dist(Γ ,Γh) ≤ O(h2). Thus, without loss of generality, we can assume that meas(K2) ≤ Ch3. Further, using the Hölder’s
inequality and the fact meas(K2) ≤ Ch3 we derive that for any p > 2, andm = 0, 1,
‖u−Πhu‖Hm(K2) ≤ Ch
3(p−2)
2p ‖u−Πhu‖Wm,p(K2)
≤ Ch 3(p−2)2p ‖u−Πhu‖Wm,p(K)
≤ Ch 3(p−2)2p +1−m‖u‖W1,p(K), (2.4)
in the last inequality, we used the standard interpolation theory (cf. [16]). On the other hand
‖u−Πhu‖Hm(K1) = ‖u˜1 −Πhu˜1‖Hm(K1)
≤ C‖u˜1 −Πhu˜1‖Hm(K)
≤ Ch2−m‖u˜1‖H2(K)
≤ Ch2−m‖u‖X , (2.5)
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in the last inequality, we used (2.2).
In view of (2.4)–(2.5), it now follows that
‖u−Πhu‖2Hm(Ω∗Γ ) ≤ Ch
4−2m‖u‖2X + C
∑
K∈T ∗Γ
h
3(p−2)
p +2−2m‖u‖2W1,p(K)
≤ Ch4−2m‖u‖2X + C
∑
K∈T ∗Γ
h5−2m−
6
p ‖u‖2W1,p(K)
≤ Ch4−2m‖u‖2X + C
∑
K∈T ∗Γ
h5−2m−
6
p {‖u‖2W1,p(K1) + ‖u‖2W1,p(K2)}
≤ Ch4−2m‖u‖2X + C
∑
K∈T ∗Γ
h5−2m−
6
p {‖u˜1‖2W1,p(K1) + ‖u˜2‖2W1,p(K2)}. (2.6)
We now recall Sobolev embedding inequality for two dimensions (cf. [18])
‖v‖Lp(Ω) ≤ Cp 12 ‖v‖H1(Ω) ∀v ∈ H1(Ω), p > 2. (2.7)
Now, setting p = 6 in the Sobolev embedding inequality (2.7), we obtain
‖u˜i‖L6(Ki) ≤ ‖u˜i‖L6(Ωi) ≤ C‖u˜i‖H1(Ωi),
‖∇u˜i‖L6(Ki) ≤ ‖∇u˜i‖L6(Ωi) ≤ C‖∇u˜i‖H1(Ωi).
In view of the above estimates, it now follows that
‖u˜i‖W1,6(Ki) ≤ C‖u˜i‖H2(Ωi).
This together with (2.6), we have
‖u−Πhu‖2Hm(Ω∗Γ ) ≤ Ch
4−2m‖u‖2X , m = 0, 1. (2.8)
Then Lemma 2.4 follows immediately from the estimates (2.3) and (2.8). 
3. Error analysis
In this section, we have derived error estimates in finite element method with quadrature for elliptic interface problems.
For f ∈ H2(Ω) and g ∈ H2(Γ ), the finite element approximation with numerical quadrature is defined as: find uh ∈ Vh
such that
Ah(uh, vh) = (fh, vh)h + 〈gh, vh〉Γh ∀vh ∈ Vh, (3.1)
where gh ∈ Vh and fh are the linear interpolant of g and f , respectively.
From (1.4) and (3.1), for all vh ∈ Vh, we note that
A(u, vh)− Ah(uh, vh) = −{(fh, vh)h − (fh, vh)} − {(fh, vh)− (f , vh)} − {〈gh, vh〉Γh − 〈g, vh〉Γ }. (3.2)
It follows from Lemma 2.4 and (3.2) that
‖Πhu− uh‖2H1(Ω) ≤ C{Ah(Πhu− u,Πhu− uh)+ Ah(u− uh,Πhu− uh)}
≤ Ch‖u‖X‖Πhu− uh‖H1(Ω) + {Ah(u−Πhu,Πhu− uh)− A(u−Πhu,Πhu− uh)}
+ {Ah(Πhu,Πhu− uh)− A(Πhu,Πhu− uh)}
+ {(fh, uh −Πhu)h − (fh, uh −Πhu)} + {(fh, uh −Πhu)− (f , uh −Πhu)}
+ {〈gh, uh −Πhu〉Γh − 〈g, uh −Πhu〉Γ }
≡: Ch‖u‖X‖Πhu− uh‖H1(Ω) + I1 + I2 + I3 + I4 + I5. (3.3)
It follows from [11] and Lemma 2.4 that
|I1| ≤ Ch‖u‖X‖Πhu− uh‖H1(Ω). (3.4)
In view of Lemma 2.1, we have
|I2| ≤ Ch‖u‖X‖Πhu− uh‖H1(Ω). (3.5)
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and
|I3| ≤ Ch2‖fh‖H1(Ω)‖Πhu− uh‖H1(Ω)
≤ Ch2(‖fh − f ‖H1(Ω) + ‖f ‖H1(Ω))‖Πhu− uh‖H1(Ω)
≤ Ch2‖f ‖H2(Ω)‖Πhu− uh‖H1(Ω). (3.6)
In the last inequality, we have used the standard argument of [16]. Applying standard argument, we have the following
estimate for I4
|I4| ≤ Ch2‖f ‖H2(Ω)‖uh −Πhu‖L2(Ω). (3.7)
Finally, Lemma 2.2 yields
|I5| ≤ Ch 32 ‖g‖H2(Γ )‖uh −Πhu‖H1(Ω). (3.8)
Combining (3.3)–(3.8) together with Lemma 2.4 we obtain the following optimal H1 norm estimate.
Theorem 3.1. Let u be exact solution and uh be the finite element solutionwith quadrature. Then, for f ∈ H2(Ω) and g ∈ H2(Γ ),
the following H1-norm error estimate holds:
‖u− uh‖H1(Ω) ≤ Ch
(‖u‖X + ‖f ‖H2(Ω) + ‖g‖H2(Γ )) . 
For the L2 normerror estimatewe shall use the duality trick. For this purposewe consider the following interface problem:
Findw ∈ H10 (Ω) such that
A(w, v) = (u− uh, v) ∀v ∈ H10 (Ω) (3.9)
and its finite element approximation is defined to be the functionwh ∈ Vh such that
Ah(wh, vh) = (u− uh, vh) ∀vh ∈ Vh. (3.10)
Note thatw ∈ X∩H10 (Ω) is the solution of the elliptic interface problem (3.9)with the jump conditions [w] = 0,
[
β(x) ∂w
∂η
]
=
0 along Γ . Further,w satisfies the a priori estimate
‖w‖X ≤ C‖u− uh‖L2(Ω). (3.11)
Arguing as in the derivation of Theorem 3.1 and further using above estimate, we have
‖w − wh‖H1(Ω) ≤ Ch‖u− uh‖L2(Ω). (3.12)
Setting v = u− uh ∈ H10 (Ω) in (3.9) and using (3.2), we obtain
‖u− uh‖2L2(Ω) = A(w, u− uh)
= A(w − wh, u− uh)+ A(wh, u− uh)
= A(w − wh, u− uh)+ Ah(wh, uh)− A(wh, uh)− {(fh, wh)h − (fh, wh)}
− {(fh, wh)− (f , wh)} − {〈gh, wh〉Γh − 〈g, wh〉Γ }
≤ C‖w − wh‖H1(Ω)‖u− uh‖H1(Ω) + Ch
∑
K∈T ∗Γ
‖∇wh‖L2(K)‖∇uh‖L2(K)
−{(fh, wh)h − (fh, wh)} − {(fh, wh)− (f , wh)} − {〈gh, wh〉Γh − 〈g, wh〉Γ },
where, in the last inequality, we have used Lemma 2.1. Using Theorem 3.1 and Lemmas 2.1–2.3, we obtain
‖u− uh‖2L2(Ω) ≤ C‖w − wh‖H1(Ω)‖u− uh‖H1(Ω) + Ch
∑
K∈T ∗Γ
‖∇wh‖L2(K)‖∇uh‖L2(K)
+ Ch2(‖f ‖H2(Ω) + ‖g‖H2(Γ ))‖w‖X
≤ Ch‖w − wh‖H1(Ω)‖u‖X + Ch‖w − wh‖H1(Ω)‖u− uh‖H1(Ω)
+ Ch‖u‖H1(Ω)‖w − wh‖H1(Ω) + Ch‖u− uh‖H1(Ω)‖w‖H1(Ω)
+ Ch‖u‖H1(Ω∗Γ )‖w‖H1(Ω∗Γ ) + Ch2(‖f ‖H2(Ω) + ‖g‖H2(Γ ))‖w‖X
≤ Ch‖w − wh‖H1(Ω)‖u‖X + Ch2‖w − wh‖H1(Ω)(‖f ‖H2(Ω) + ‖g‖H2(Γ ))
+ Ch‖u‖H1(Ω)‖w − wh‖H1(Ω) + Ch2(‖f ‖H2(Ω) + ‖g‖H2(Γ ))‖w‖H1(Ω)
+ Chh 12 ‖w‖Xh 12 ‖u‖X + Ch2(‖f ‖H2(Ω) + ‖g‖H2(Γ ))‖w‖X .
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Table 4.1
Numerical results for the test problem (4.1)–(4.3).
h ‖u− uh‖L2(Ω) ‖u− uh‖H1(Ω)
1/8 3.34241× 10−3 8.94917× 10−2
1/16 8.47266× 10−4 4.50571× 10−2
1/32 2.12773× 10−4 2.25852× 10−2
1/64 5.34428× 10−5 1.14215× 10−2
Finally, using (3.11)–(3.12), we obtain
‖u− uh‖2L2(Ω) ≤ Ch2(‖u‖X + ‖f ‖H2(Ω) + ‖g‖H2(Γ ))‖u− uh‖L2(Ω).
Thus, we have proved the following optimal order error estimate in L2 norm.
Theorem 3.2. Let u and uh be the solutions of the problems (1.1)–(1.3) and (3.1), respectively. Then, for f ∈ H2(Ω) and
g ∈ H2(Γ ), there exists a positive constant C independent of h such that
‖u− uh‖L2(Ω) ≤ Ch2(‖u‖X + ‖f ‖H2(Ω) + ‖g‖H2(Γ )). 
Remark 3.1. The present work not only improves the results of [9,11] but also analyze the effect of numerical quadrature
on the finite element method for elliptic interface problems under practical regularity assumptions of the true solution. To
the best of the author’s knowledge, the above result has not been established before for conforming finite element method.
4. Numerical results
In this section we report the results of computations of a two-dimensional elliptic interface problem. We take for the
domain the rectangle Ω = (−1, 1) × (−1, 1) and we assume that interface Γ occurs at r = 0.5 so that Ω1 is a circle
centered at (0, 0)with radius r = √(x2 + y2) = r0 = 0.5.
Consider the following elliptic boundary value problem inΩ:
−∇ · (βi∇ui) = fi inΩi, i = 1, 2, (4.1)
u2 = 0 on ∂Ω (4.2)
u1|Γ = u2|Γ , (β1∇u1 · n1)|Γ + (β2∇u2 · n2)|Γ = g(x), (4.3)
where ni denotes the unit outer normal vector onΩi, i = 1, 2. For the exact solution, we choose
u1(x, y) = r
3
β1
sin(pix) sin(piy), (x, y) ∈ Ω1
and
u2(x, y) =
(
r3
β2
+
(
1
β1
− 1
β2
)
r30
)
sin(pix) sin(piy), (x, y) ∈ Ω2.
The right-hand sides f1 and f2 in (4.1), and interface function g are determined from the choice for u1 and u2, respectively
with β1 = 1 and β2 = 10.
For our numerical results, globally continuous piecewise linear finite element functions based on the triangulations of
Ω as stated in Section 2 were used. The L2-norm and H1-norm errors for various step size h are presented in Table 4.1. The
data presented in Table 4.1 indicate that
‖u− uh‖L2(Ω) = O(h1.98) and ‖u− uh‖H1(Ω) = O(h.99).
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