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Abstract
In this thesis an overview of structural and thermodynamic properties of finite
spherical complex plasma crystals - so-called Yukawa balls - is given. These
novel kinds of Wigner crystals can be directly analyzed experimentally with dig-
ital video cameras. The experiments clearly reveal a shell structure and allow
to determine the shell populations, to observe metastable states and transitions
between configurations as well as phase transitions. The experimental observa-
tions of the static properties are well explained by a rather simple theoretical
model which treats the dust particles as being confined by a parabolic poten-
tial and interacting via an isotropic Yukawa pair potential. Within this model,
extensive molecular dynamics and Monte Carlo simulations were performed in
order to investigate the configurations of the ground state and excited states as
well as the melting behavior.
The ground state configurations of the Yukawa balls are known to be sensitive
to the screening strength; with increased screening it is observed that the shell
populations of the inner shells increase. Here, the focus lies on small Yukawa
balls, N ≤ 60, which not only show this general trend, but also three types
of anomalous behavior with the increase of screening at fixed N or for an in-
crease of N at fixed screening. It will be shown, that this exceptional behavior
is connected to the special symmetry of the according configurations. These
small size effects affect also the behavior of the phase transition from liquid-like
to solid-like. The according melting temperatures for mesoscopic systems are
being determined by different melting parameter and compared against each
other. The results show that finite temperature effects in general do not in-
fluence the stability of mesoscopic Yukawa balls in the experiment, although
for some given particle numbers radial transitions can even be expected in the
experiment.
As a second possible arrangement of the dust particles in the plasma a system
is investigated, that confines the particles only radially by a parabolic potential,
while the particles are able to move freely along the z direction. Ground state
configurations for varying length densities and screenings are analyzed and the
structural transitions are studied as well.
1
Kurzfassung
Diese Dissertation gibt einen U¨berblick u¨ber die strukturellen und thermody-
namischen Eigenschaften von finiten spha¨rischen komplexen Plasmakristallen -
so genannten Yukawa balls. Diese neuartige Art von Wigner-Kristallen ko¨nnen
direkt mit digitalen Videokameras analysiert werden. Die Experimente offen-
baren deutlich eine Schalenstruktur und erlauben die Schalenbesetzungszahlen
zu bestimmen, metastabile Zusta¨nde und U¨berga¨nge zwischen Konfiguratio-
nen, sowie Phasenu¨berga¨nge, zu beobachten. Die experimentellen Beobach-
tungen der statischen Eigenschaften lassen sich gut durch ein vergleichsweise
einfaches theoretisches Modell, dass die Staubteilchen durch ein parabolisches
Potential eingefangen und mit einem isotropen Yukawa Potential wechselwirk-
end betrachtet, beschreiben. Innerhalb diesen Modells wurden umfangreiche
Molekulardynamik- und Monte Carlo Simulationen durchgefu¨hrt, um sowohl
die Konfigurationen des Grundzustandes und der angeregten Zusta¨nde, als auch
das Schmelzverhalten zu untersuchen.
Die Grundzustandskonfigurationen der Yukawa balls ha¨ngen von der Sta¨rke der
Abschirmung ab; mit sta¨rkerer Abschirmung wird eine Zunahme der Besetzung
auf den inneren Schalen beobachtet. Hier werden insbesondere kleine Yukawa
balls, N ≤ 60, untersucht, die nicht nur diesen generellen Trend zeigen, sondern
auch drei Arten von anomalem Verhalten bei Zunahme der Abschirmungssta¨rke
und fixiertem N oder bei Erho¨hung von N bei fixierter Abschirmung zeigen. Es
wird gezeigt, dass dieses aussergewo¨hnliche Verhalten mit der speziellen Sym-
metrie der entsprechenden Konfigurationen zusammenha¨ngt. Diese Effekte bei
kleinen Teilchenzahlen beeinflussen auch das Verhalten beim Phasenu¨bergang
von flu¨ssig-a¨hnlichem zu fest-a¨hnlichem Zustand. Die entsprechenden Schmelz-
temperaturen ko¨nnen auch fu¨r die mesoskopischen Systeme anhand von ver-
schiedenen Schmelzkriterien bestimmt und verglichen werden. Die Ergebnisse
zeigen, dass die Temperatureffekte die Stabilita¨t der kleinen Yukawa balls im
Experiment generell nicht beeinflussen, wobei Teilchenzahlen angegeben wer-
den, wo radiale U¨berga¨nge auch im Experiment stattfinden ko¨nnten.
Als zweite Mo¨glichkeit einer Anordnung von Staubpartikeln im Plasma wird
ein System betrachtet, dass die Teilchen nur radial durch ein parabolisches
Potential einfa¨ngt, wa¨hrend sich die Teilchen entlang der z Richtung frei be-
wegen ko¨nnen. Es werden Grundzustandskonfigurationen fu¨r unterschiedliche
La¨ngendichten und Abschirmungen betrachtet und die strukturellen U¨berga¨nge
untersucht.
2
1. Motivation
Plasma is one of the less familiar states of matter. In our every day life we
are used to neutral matter like solids and liquids; electrons are tightly bound
to atoms and it takes a lot of energy to release them. Therefore, high tem-
peratures are involved in the creation of a plasma at atmospheric pressures,
temperatures that are not experienced often on earth. Still, more than 98% of
the visible universe is estimated to be in the plasma state [1]. Stars and planets
are continuously born from huge, but very cold plasmas called molecular clouds
[2]. These, in a way, are enormous recycling factories in which the remnants of
stars which have since long ceased to exist, are again used to form new stars.
Complex or dusty plasmas are gas plasmas consisting of electrons, ions, and
Figure 1.1.: Detailed view of huge dust clouds extending along, as well as far
above, the galaxy’s main disk. Dark clouds of interstellar dust
stand out in the picture because they absorb the light of background
stars. Most of the clouds lie in the plane of the galaxy, forming the
dark band, about 500 light-years thick, that appears to cut the
galaxy in two from upper right to lower left. The image of the
galaxy NGC 4013 is courtesy of NASA and taken by the Hubble
Space Telescope.
neutral atoms that additionally contain microscopic particles with sizes ranging
from 10nm to some 10µm. This state of matter is also ubiquitous in space, e.g.
in the interplanetary medium, in interstellar clouds[3] (as seen in figure 1.1), in
comet tails [4], and in the ring systems of the giant planets as well as in meso-
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spheric noctilucent clouds [5, 6]. At the same time, in microchip manufacturing,
avoiding particle contamination during the many production steps that involve
plasmas is a technological challenge [7, 8]. On the other hand, the growth,
transport, and deposition of nanoparticles is the central goal of many plasma
deposition techniques, e.g. in the manufacturing of amorphous solar cells [9–
12]. Since the early 1990s, research in complex plasmas is rapidly evolving.
The original name dusty plasmas is nowadays often replaced by “complex plas-
mas” – in analogy to complex fluids, in order to emphasize many fundamentally
different properties of this medium that distinguish it from ordinary gas plas-
mas. The field of complex plasmas is now maturing and the interested reader
can find timely monographs, e.g. on dusty plasmas in space [13], technolog-
ical applications [14], or on waves in dusty space plasmas [15]. In any case,
the microparticles in complex plasmas are electrically charged by collection of
plasma electrons and ions as well as by photoemission or secondary electron
emission [5, 6]. In laboratory plasmas usually the collection processes dominate
and the particles attain a high negative charge of a few thousand elementary
charges for a micrometer sized dust particle. This means that in laboratory
plasmas, dust is confined inside plasma discharges by the electric field, since
the outer parts of discharges also become negatively charged with respect to
the bulk of the plasma. To some extent, complex plasmas behave like negative
ion plasmas. In both cases a heavy, negatively charged species substitutes part
of the electrons and thus affects the mobility and the contribution to shielding
by negative charges.
1.1. Strongly coupled plasmas
Most ordinary plasmas in space and laboratory are weakly coupled, which
means that the interaction energy of nearest neighbours is much smaller than
their thermal energy. This situation is completely different in complex plasmas
with micrometer sized particles in which the particles may become strongly
coupled [16]: the negative charge can be so large that the interaction energy of
nearest neighbour dust particles exceeds their thermal energy by several orders
of magnitude. A consequence of strong coupling is the formation of liquid or
solid phases. In 1934, a liquid to solid phase transition had been predicted
by Eugene Wigner for the three-dimensional (3D) electron gas in metals at
low temperature and low density due to strong Coulomb repulsion [17]. This
phase transition became known as Wigner crystallization, and the solid phase
as Wigner or Coulomb crystals. This kind of crystallization has been stud-
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ied for decades in a varity of systems ranging from electrons trapped on top
of liquid helium [18, 19], electrons trapped in semiconductor quantum wells
[20] and quantum dots [21], radiofrequency discharges of dusty plasmas [22],
hole crystallization in semiconductors [23] to laser-cooled trapped ions in Paul-
and Penning traps [24–26], as seen in figure 1.2. It is remarkable that these
Figure 1.2.: Two images of the same ion crystal observed in the absence (a)
and in the presence (b) of parametric resonances between the RF
trap field and ion plasma modes, respectively. Images are taken
from ref. [26].
physically completely different systems exhibit very similar collective behav-
ior which is due to the governing role of the long-range Coulomb interaction.
What makes the dust systems particularly attractive is that here collective phe-
nomena, such as crystallization, occur at a comparatively large length scale of
several millimeters and at room temperature which makes detailed experimen-
tal investigations rather simple. The formation of ordered solid phases in dusty
plasmas was predicted by Ikezi [27] and first observed as plasma crystals in the
early 1990s [28–30]. Since then crystalline structures and dynamical processes
have been observed in a variety of confinement geometries ranging from 1d to
3d, see e.g. reference [31] for an overview and additional references. This the-
sis will focus on the 3-dimensional spherical dust crystals recently observed by
Arp et al. [32]. Their crystalline structure was found to be very similar to
those observed before in ion crystals in Paul traps and the crystals which have
been predicted to exist in expanding neutral plasmas [36, 37]. Compared to the
latter, the advantage of these so called Yukawa balls is that the individual par-
ticle positions and trajectories can be directly visually observed and traced and
recorded with video cameras. As a result, very detailed comparisons to theory
and computer simulations can be performed which go far beyond comparisons
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in more traditional plasmas. In particular, the comparison is not limited to
average quantities such as distribution functions on long time scales, but also
covers correlation effects, fluctuations, and even short-time effects become ac-
cessible. Thus, complex plasmas are an excellent object to study in great detail
static and dynamic phenomena in finite systems such as ground and metastable
states, transitions between configurations and phase transitions. These proper-
ties have, in the past few years, been studied in a very close connection between
experiment, theory and computer simulation.
1.2. Outline of this thesis
The focus of this thesis is the modeling of the dust component of a complex
plasma on the example of Yukawa balls and Yukawa tubes by means of Monte
Carlo simulations. The interest lies mainly in the structural and thermody-
namic properties of these systems to get more insight in the stability of these
systems. The findings are then compared to experimental observations.
Chapter 2 gives an introduction to the specific experimental setup and observ-
able parameters of Yukawa balls, as well as an introduction to the simulation
techniques used, concentrating on the Monte Carlo simulation method.
Chapter 3 presents the structural and thermodynamic properties of Yukawa
balls as determined by the different simulations and compares those with ex-
perimental findings.
Chapter 4 deals with the simulation of Yukawa tubes, a type of complex
plasma where the particles are confined only in two of the three spatial dimen-
sions. The found ground states are analyzed and compared with those found
in 2− d dust layers.
A general summary and the conclusions of this thesis are then presented in
Chapter 5, as well as recommendations for future research.
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2.1. Experiment
To realize and investigate spherical 3d dust clouds two ingredients are indis-
pensable: an isotropic confinement to prevent Coulomb explosion of the alike
charged particles and powerful 3d diagnostics to get the particles positions and
velocities. The diagnostics are required to simultaneously measure all parti-
cle coordinates. Different approaches have been presented, ranging from the
color-gradient method [38] via stereoscopic methods [39, 40] to digital inline
holography [41]. The differences in time and space resolution are given in table
2.1, although further developments may enhance this. A detailed report on the
progress in the field of 3d diagnostic tools is given in [42].
To produce 3d plasma crystals, a number of experiments have been per-
formed under microgravity conditions. Although these experiments have pro-
vided many interesting observations of, e.g. localized crystalline structures [43],
complex plasma boundaries [44, 45], coalescence of complex plasma fluids [46],
transport properties [47, 48], low-frequency waves and instabilities [49–52], and
most striking of the formation of a dust-free zone (void) in the center of the dis-
charge [43, 53], 3d plasma crystals have not been found in the first experiments.
The most exciting challenge was to close the void. Arp and coworkers [32] have
modified the usual setup of an asymmetric capacitively coupled rf-discharge
as seen in figure 2.1(a). The rf-electrode was heated to T = (60 − 80)◦C to
space resolution time resolution
color-gradient 3µm (x,y) 40ms
21µm (z)
inline holography 25µm (x,z) 100µs
30µm (y)
stereoscopy 15µm (x,y,z) 20ms
Table 2.1.: Time and space resolution for the different methods that provide the
coordinates of all particles of Yukawa balls. Taken from references
[38–41]
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b)
dust
dispenser
glass box
heated electrode
a)
Figure 2.1.: (a) Side view of the discharge arrangement for Yukawa balls.
The lower electrode is heated (T < 90◦C). The vacuum vessel is
grounded and kept at room temperature. The dust cloud is con-
fined inside a glass cube where the upper and lower side are left
open. The inset shows an image of a large dust cloud with 1 cm in
diameter. (b) A thin slice at the front side of the cloud is illumi-
nated. The particles basically arrange in a hexagonal lattice. From
reference [32].
establish a vertical temperature gradient. The grounded vacuum vessel was
kept at room temperature. The resulting thermophoretic force should balance
gravity for particles with a diameter d < 6µm and allows dust levitation into
the bulk plasma. In addition to the experimental setup used by Rothermel
[54], Arp et al. proposed to place a glass box with square cross section on the
electrode that was left open at the top and at the bottom. For low discharge
power (P < 10W ), they discovered that dust, which was dropped into the glass
box, formed spherical void-free clouds [32]. A picture of a laser illuminated
dust cloud (Yukawa ball) consisting of roughly 10000 dust particles is shown
in the inset of figure 2.1(a). Already if only the front of such a dust cloud was
illuminated with a laser sheet, interesting structural properties were observed
as seen in figure 2.1(b). The particle arrangement was static and particles on
the surface of Yukawa balls seemed to have preferably 5 or 6 nearest neighbors.
Moreover, the particles did not form vertical chains. This was the first evidence
found, that the Yukawa balls were in a solid or even crystalline state.
The question remained how the dust confinement is realized and what shape
the confinement potential has, since it is a central input parameter for theory
and simulation. In contrast to the well known external parabolic confinement of
ion crystals in Paul or Penning traps [24, 25], the confinement of homogeneous
spherical dust clouds involves various forces from the plasma environment. The
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Figure 2.2.: Experiments on the confinement of Yukawa balls: (a) Superposi-
tion of multiple video frames. As soon as the discharge is switched
off, the trapped particles fall down. Their motion is only affected
by gravity and the thermophoretic force. (b) Vertical component
of the experimentally determined thermophoretic force field. In
’red’ regions the thermophoretic force exceeds gravity, in ’blue’ re-
gions gravity is dominant. The solid line shows where both forces
balance. (c) Trap potential obtained from PIV measurements and
fluid simulations. (d) A horizontal section through the trap center
reveals an almost parabolic confinement. From reference [57].
contributions of the individual forces to confinement are not immediately evi-
dent.
Obviously the dust particles are influenced by gravity
~Fg = gEmd, (2.1)
where gE is the gravitational acceleration on Earth and depends only on the
mass md = 4/3pi(d/2)3 of the dust particles.
The neutral friction force is given by [55]
~Ffr = −mdβfr~vd, (2.2)
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with dust particle velocity ~vd and the Epstein friction coefficient βfr, which is
given by
βfr = δ
8
pi
2pgas
ρdvn
, (2.3)
using vn =
√
8kBTn/pimn for the thermal velocity of the neutral gas with
temperature Tn, kB the Boltzmann constant and the mass mn of Argon (40
amu). The Milikan coefficient δ is determined from experiments with free-
falling particles to be δ = 1.3, consistent with theoretical values [55] and other
experiments [56].
According to [54] the thermorphoretic force is given by
~Fth = −4.67nkBλ
(
d
2
)2
~∇T, (2.4)
depending on the particle diameter d for a fixed temperature gradient ~∇T of
the neutral gas. Typical values in the experiment [32] are the mean free path
for atom-atom collisions λ = 1.26 · 10−4m at 50Pa in Argon gas, the number
density n ≈ 0.1mm−3 and the diameter of the dust particles d = 9.55µm. It was
found that thermophoresis alone was not sufficient to explain the confinement
(figure 2.2(a)). By means of particle imaging velocimetry (PIV) experiments the
thermophoretic force field could be measured (figure 2.2(b)). It was found that
thermophoresis gave about 70% contribution to the vertical confinement. The
remaining 30% and the radial confinement were provided by plasma induced
forces, namely electrostatic fields due to surface charges on the glass [57]
~FE = qd ~E. (2.5)
In order to determine the influence of the plasma on the trapped dust particles,
the electric field force and the ion-drag force are derived from fluid simulations
with the SIGLO-2D code [58, 59]. The electric field force ~FE depends on the
electric field ~E, which is obtained from the simulation and the dust charge
qd ≈ 1100e. The dust charge is lower than in the orbital-motion-limit (OML)
model [60] since the particles are densely packed [61].
Further, the fluid simulations showed that the Yukawa balls were confined in a
region where the plasma production was negligible. Due to the low plasma den-
sity, n ≈ 1013m−3, and the weak electric fields the ion drifts were significantly
below the ion sound speed. The resulting ion-drag force ~Fion has been derived
[57] from simulating the model of Khrapak [62]. In comparison with ~FE , the
topology of the field is inverted. In the whole region of the trap, the ion-drag
force is smaller than the electric field force by two orders of magnitude. Thus,
10
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the ion-drag force does not contribute to the topology of the trap.
Figure 2.3.: Photograph of a typical Yukawa ball with several hundred parti-
cles. The ball has a diameter of about 7mm, the individual parti-
cles have a size of 3.5µm. The spherical shape of the dust cluster
is clearly visible. The image is taken from reference [66].
The summary of these forces as determined in the experiment [32] is given
in figure 2.2. The confinement provided by the combination of gravity, ther-
mophoresis and electric fields is plotted in figure 2.2(c) and is in very good
agreement with the experimental observations in figure 2.2(a). The green con-
tour lines indicate the potential energy of a sample particle (qd = 2000e) in
units of 10−15J . The energy varies from 0 · 10−15J (x = 0mm, z = 19mm) at
the point where the Yukawa ball is located to 2.5 · 10−15J . It yields the correct
levitation height, its depth is sufficient to trap particles with a few hundred
elementary charges and even its asymmetry was observable for huge clouds in
the experiment [57]. A quantitative description of the dust confinement could
be achieved and the horizontal section through the trap center in figure 2.2(d)
reveals an almost parabolic confinement Uconf (r) = α/2r2, which is used in the
model Hamiltonian (3.1). Furthermore, for the trapping process an interac-
tion of dust and plasma, as proposed by Totsuji [63, 64], is not required. This
conclusion is based on the measurements of the confinement potential which
fully agreed with the observed position and shape of the dust cloud without
taking into account any dust-plasma interaction [57]. The reason is that in
these experiments only a small amount of dust (nd  n) is involved. Thus,
the particle trap is provided by external forces only, so despite the differences
the trap geometry is closely related to those of Penning and Paul traps [65].
This allows for a direct comparison of the structural properties of Yukawa balls
and e.g. trapped laser-cooled ions. Figure 2.3 shows a typical Yukawa ball
with several hundred particles in a similar setup [66]. The ball has a diame-
11
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ter of about 7mm, the individual particles have a size of 3.5µm. For further
structural analysis and especially for comparison with simulations as well as
with other strongly coupled systems, it is important to note that the trapping
potential is essentially isotropic and parabolic for dust clouds with a radius of
less than 2mm, i.e. N < 1000 particles; clusters with more particles sometimes
have deviations from spherical symmetry, because the confinement is often not
isotropic for clusters of this size, cf. figure 2.2(c).
2.2. Simulation techniques
Since the time evolution of the dust particles is on a much larger time scale
than that of the surrounding ions and electrons, the system can be treated clas-
sically. The effect of the surrounding plasma on the dust can be condensed in a
parameter and therefore exact simulation methods for classical systems can be
used which include molecular dynamics (MD), Langevin dynamics (LMD) and
Metropolis Monte Carlo (MC). The current work focuses on the structural prop-
erties of the ground and first metastable states as well as the thermodynamic
properties of these Yukawa balls and on the methods of molecular dynamics
and Monte Carlo. For dust particles in cylindrical geometry due to a different
confinement, the so called Yukawa tubes, a different method is used, the Ewald
summation. This will be described in detail in section 4.1.
2.2.1. Molecular dynamics
For the presented results on structural properties mainly a molecular dynamics
simulation has been used. The results were also partly achieved and confirmed
by a self implemented Monte Carlo simulation. Molecular dynamics solves
Newton’s equations corresponding to the Hamiltonian (3.1)
p˙i(t) = −αri +
∑
j 6=i
q2
4pir3ij
(1 + κrij)rij · e−κrij , i = 1, . . . N, (2.6)
with the initial conditions
ri(0) = r0i , pi(0) = p
0
i . (2.7)
The parameters α,  and κ are explained in section 3.1. The coupled system
(2.6) of ordinary differential equations is efficiently solved for up to several
thousand particles by standard techniques such as Runge-Kutta methods. The
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present version gives a solution in the microcanonical ensemble where the total
energyH is conserved. In order to obtain the ground states the initial conditions
have been chosen randomly and in each time step the velocities have been
reduced by less than 0.1% until all forces on the particles are zero. For each
parameter set (κ,N) this procedure has been repeated several hundred times
to distinguish metastable states from the exact ground state. The state with
the lowest energy is assumed to be the ground state, although this can only be
said with high probability, since there might be states with lower energy that
weren’t found in the simulations.
2.2.2. Monte Carlo
The method of choice to study thermodynamic equilibrium properties are Monte
Carlo simulations. This first principle method has been used in this work, while
the results were in some test cases verified by LMD simulations, which is based
on MD with the inclusion of friction and a random process which simulates a
thermostat. Since the implementation of a Monte Carlo simulation was part of
this work, a more detailed description is given.
Monte Carlo simulation methods are especially useful in studying systems with
a large number of coupled degrees of freedom, such as fluids [67], disordered
materials [68], strongly coupled solids, and cellular structures [69]. The name
“Monte Carlo” was popularized by physics researchers Stanislaw Ulam, Enrico
Fermi, John von Neumann, and Nicholas Metropolis, among others working
on nuclear weapon projects in the Los Alamos National Laboratory [70]. The
name is a reference to the Monte Carlo Casino in Monaco where Ulam’s uncle
borrowed money to gamble [71]. The use of randomness in the simulations and
the repetitive nature of the process are analogous to the activities conducted
at a casino.
Equilibrium statistical mechanics is based upon the idea of a partition func-
tion which contains all of the essential information about the system under
consideration. The general form for the partition function for a classical canon-
ical (N,V, T ) ensemble is
Z =
∫
Ω
ρ(~x)d3~xN =
∫
Ω
e−βH(~x)d3~xN , (2.8)
where Ω is the phase space, x = (~r1, . . . , ~rN , ~p1, . . . , ~pN ) a state in the phase
space, β = 1/kBT with the temperature T and the Boltzmann constant kB,
and H is the Hamiltonian of the system. The integral is over all possible
13
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states in phase space and thus depends on the system size and the number
of degrees of freedom of each particle. Only for systems which either consist
only of a few particles or where the interaction is very simple, the evaluation
of the partition function in closed form is possible. With help of the partition
function, thermodynamic expectation values can be calculated as
〈f〉 =
∫
Ω f(~x)ρ(~x)d
3~xN∫
Ω ρ(~x)d
3~xN
, (2.9)
where f is the observable of interest, for example the potential energy. Splitting
the Hamiltonian in (2.8) into kinetic energy T and potential energy V leads to
the expectation value
〈f〉 =
∫ ∫
V N f(~r)e
−β(T (~p)+V (~r))d3~pNd3~rN∫ ∫
V N e
−β(T (~p)+V (~r))d3~pNd3~rN
. (2.10)
Then, the integrals over the momenta d3~pN can be canceled out and only
〈f〉 =
∫
V N f(~r)e
−βV (~r)d3~rN∫
V N e
−βV (~r)d3~rN
(2.11)
remains. The central limit theorem now says, that the arithmetic average over
the random values f(xi) is in the limit of large samples N a normal distribution
with average 〈f〉
〈f〉 = lim
N→∞
1
N
N∑
i=1
f(xi)±
√
〈f(x)2〉 − 〈f(x)〉2
N
. (2.12)
This is the central idea of a Monte Carlo simulation [72–74]. The only question
that remains, is how to choose the random states f(xi). The simplest way would
be to choose evenly distributed states, the simple sampling. This method fails or
becomes costly in computer time when the real distribution of the states f(xi) is
far away from an equipartition. Therefore, the best way to choose these random
states would be Boltzmann distributed states, which is done by importance
sampling. In order to generate such a chain of states, a Markov chain, the states
xi are chosen by simulating a Markov process with the transition probability
P (x→ y)
N∑
y=1
P (x→ y) = 1, ∀x, (2.13)
where
0 ≤ P (x→ y) ≤ 1. (2.14)
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This transition probability is time independent, therefore not relying on other
states, which is the necessary condition for the Markov process. Also, the
distribution of states px should result in the Boltzmann distribution. And
furthermore, it should be possible to reach all possible states x with a finite
number of steps. This is a requirement, so that the algorithm is quasi ergodic;
the statistical average of the states equals the time average. In that case the
detailed balance condition [75]
pxP (x→ y) = pyP (y → x), (2.15)
is sufficient to guarantee that the states are distributed according to the Boltz-
mann distribution. It is obvious from (2.15), that
e−β(Ey−Ex) =
py
px
=
P (x→ y)
P (y → x) . (2.16)
Every transition probability P (x→ y) that meets that demand, meets also the
more general requirement for the equilibrium, that the sum over all transitions
from a state x to all other states has to be equal the sum of the transitions from
all other states to the state x. Also, it is clear that for any initial distribution
p0 = (x10, . . . , x
N
0 ) the system evolves to the stationary distribution px =
e−βEx
Z .
For more details on Monte Carlo simulations see [72–74] and references therein.
Metropolis algorithm and its implementation
The Metropolis algorithm [76] is one possible choice to meet these demands and
is as follows. The first configuration p0 is randomly generated. At each point
in the construction of the chain of configurations a move is attempted to a new
configuration.
If the difference between the energy of the new configuration and the energy
of the old configuration, ∆E = Ey − Ex, is negative (i.e. the energy of the
new configuration is lower than the old one), then the move is accepted and
the new configuration becomes a state in the Markov chain. If ∆E is positive,
however, a random number r between 0 and 1 is generated and the resulting
configuration is only accepted if e−β∆E > r and otherwise refused. This is the
so called Metropolis criterion
P (x→ y) =
{
e−β(Ey−Ex) for (Ey − Ex) > 0
1 otherwise
. (2.17)
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The sequence of successive random steps is called a random walk through the
phase space.
With help of the Metropolis algorithm and the generated Markov chain of
states all observables can be calculated by equation (2.12). To compute the
Markov chain the system has to be in thermodynamic equilibrium, which is
achieved by simulating a few thousand (≈ 104) Monte Carlo steps without
taking them into account for the Markov chain. In that time the system can
pass from a randomly initialized state to thermodynamic equilibrium. Also note
that these states have to be independent to fulfill the error estimate. Therefore,
tests have to be conducted on the implemented algorithm.
Statistical tests of the Markov process
Figure 2.4.: The red lines, which have the same shape in all pictures, show the
probability P (rij) to find any pair with the distance rij averaged
over all pairs and 107 Monte Carlo steps of a simulation of a Yukawa
ball with N = 31 particles at very low temperature (ΓC = 1000).
For computation rij is an interval rij ± δ, where the pair distances
within that interval are counted. The blue histograms show the
same probability for (a) the pair with the indices 1 and 3 and (b) 4
and 8, averaged only over 100, 10000 and 20000 Monte Carlo steps.
With increasing number of Monte Carlo steps the pair distance
distribution of a single pair (blue) begins to produce the same kinks
as the overall distribution (red).
The assumption of ergodicity means that the random samples r1, . . . , rN of
a finite time series will converge towards the moments of the population for
16
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N → ∞. The Markov chain has to be average and variance ergodic but these
properties cannot be proved empirically. For this, it would have to be shown
that all possible states of the system can be reached by a finite number of Monte
Carlo moves. In this case the abundance of possible states is not known be-
forehand. What is possible, is to follow the trajectories of individual particles
during the simulation and see if they are able to “travel” through the cluster.
In figure 2.4 the probability to find a pair with the distance rij is shown for
two different pairs of a cluster with N = 31 particles at a very low temper-
ature, ΓC = 1000. The definition of the Coulomb coupling constant ΓC can
be found in section 3.2.2, equation (3.12). The red line shows the probability
to find a pair with that distance of the same cluster, where the probability of
the pair distances of all pairs are recorded over a simulation with 107 Monte
Carlo steps. This should be the thermodynamic average of the probability to
find a pair with a distance rij . The blue histograms show the probability for
(a) the pair with the particles 1 and 3 and (b) the pair with the particles 4
and 8 during the Monte Carlo simulation. After 100 Monte Carlo steps in both
cases (a) and (b) the particles have only been moved in their local potential,
the pair distance is almost Gaussian distributed around the mean value. After
10000 and 20000 Monte Carlo steps the pairs, or at least one particle of the
pair, have moved throughout the cluster. The probability distribution begins
to show peaks at the same positions as the probability distribution averaged
over all pairs and the complete simulation of 107 Monte Carlo steps. The time
or number of steps until the probability distribution of a single pair has con-
verged against the overall probability distribution depends, of course, on the
temperature which influences the step size of the replacement. Although this
is not a strict proof, it is at least a good indicator that the Markov chain is
ergodic, especially when considering that the given example is for a very low
temperature.
In order to generate the Markov chain, a sequence of random numbers has
to be generated for each Monte Carlo step. A Monte Carlo step is defined as a
sequential sweep over all particles, where for each particle a move in the sense of
equation (2.17) will be performed. Real random numbers, such as thermal noise
in Zener diodes, are normally not useful in computer programs, instead pseudo-
random number generators (RNG) are used. Here, the Mersenne Twister gen-
erator [77] which has a period of 219937 − 1 ≈ 4.3 · 106001 was used after it
passed the frequency test and block test [72, 73]. The frequency test checks if it
generates uniformly distributed numbers, where the block test checks if blocks
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of numbers for all possible lengths are uniformly distributed.
Figure 2.5.: Autocorrelations of (a) the total potential energy of a Yukawa ball
with N = 31 particles and (b) the pair distance r13 of particles
with index 1 and 3 of the same cluster versus the number of Monte
Carlo steps. In (a) the autocorrelation is shown for different tem-
peratures, but the autocorrelation time of k ≈ 23 Monte Carlo
steps does not change much. The autocorrelation time for the pair
distance of k ≈ 400 Monte Carlo steps is much larger. Therefore,
it is mandatory to calculate the autocorrelation time for each ob-
servable before computing the average of this observable.
Last but not least, in order to compute statistical averages according to
equation (2.12) the states have to be independent. For a discrete process of
length N X1, X2, . . . , . . . XN with known mean µ and variance σ, an estimate
of the autocorrelation may be obtained as
Rˆ(k) =
1
(N − k)σ2
N−k∑
t=1
[Xt − µ][Xt+k − µ] (2.18)
for any positive integer k < N . When the true mean µ and variance σ are
not known then it is possible to replace both by the sample mean and sample
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variance, it is then a biased estimate. For randomness, autocorrelations should
be near zero, a significance level should be defined, here it will be 0.1 for all
observables. If the autocorrelation Rˆ(k) is lower (higher) than this upper (lower)
bound, it is assumed that there is no autocorrelation at and beyond this lag k,
the autocorrelation time. In figure 2.5(a) the autocorrelation for the potential
energy of a Yukawa ball with N = 31 particles is shown. The autocorrelation
of the total potential energy, the sum of interaction and confinement potential,
has been computed for different temperatures, ranging from T = 0.0001E0 to
T = 0.02E0. There cannot be seen much of a difference in the autocorrelation
time. After about 23 Monte Carlo steps the autocorrelationfunction has decayed
to below 0.1, and the potential energy can be assumed to be uncorrelated. This
value can change dramatically for other observables, as seen in figure 2.5(b).
Here, the autocorrelation of the pair distance r13 between the particles with
index 1 and 3 of the same system with N = 31 particles has been computed
and in this case the autocorrelation time is much larger, k ≈ 400 MC-steps. So,
the autocorrelation time has to be computed for every observable of interest,
before the average (2.12) is calculated. Only states of the Markov chain are
used that are separated by the number of Monte Carlo steps given by the
autocorrelation time.
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3.1. Model
A standard model to describe the Yukawa balls and their dynamics is based on
the Hamiltonian 1
H(r1 . . . rN ,p1 . . .pN ) =
N∑
i=1
p2i
2m
+
N∑
i=1
α
2
r2i +
1
2
N∑
i 6=j
q2
4pirij
· e−κrij , (3.1)
containing kinetic energy, a confinement and the interaction energy. The isotropic
and parabolic confinement is based on the experimental results [57], cf. chap-
ter 2.1. q is the particle charge and α the confinement strength. Finally,  is
the background dielectric constant and rij is the distance between particles i
and j. The effect of the surrounding plasma on the dust is condensed in the
static screening parameter κ which will be treated as a parameter below. All
particles are considered to have identical mass and charge, which is a good ap-
proximation of the experimental conditions, since the diameter of commercially
available dust particles fluctuates by less than one percent and the remaining
charge variations were shown to have a negligible effect on the structure of
Yukawa balls [78]. Then, the equation (3.1) can be split into relative and and
center of mass motion. For two particles the coordinates are converted
{r1, r2} →
{
r = r1 − r2
R = r1+r22
, (3.2)
so that, with r21 + r
2
2 = (2R)
2 + r2, the Hamiltonian reads
H = αR2 +
α
2
r2 +
q2
4pir
· e−κr
= Ucm(R) + Urel(r). (3.3)
1Improved models will be discussed in section 3.2.4.
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In the case of Coulomb interaction (κ = 0) the equilibrium distance and the
according energy can be easily derived from U
′
rel = 0,
r0C =
[
q2
4piα
]1/3
(3.4)
E0C =
3
2
r20Cα =
3
2
q2
4pir0C
. (3.5)
Figure 3.1 shows the equilibrium positions for two particles interaction via
-3 -2 -1 0 1 2 3
r [r0]
0
1
2
3
4
U
Figure 3.1.: The local particle potentials (blue and red) resulting from superpo-
sition of the external potential (black) and the interaction poten-
tials (cyan and magenta). The minima of the local particle poten-
tials are the equilibrium positions (black dots) of the two particles.
Coulomb force in a parabolic potential. With these length and energy scales
the Hamiltonian (3.1) can be rewritten dimensionless as
H(r1 . . . rN )
E0C
=
1
3
N∑
i=1
(
ri
r0C
)2
+
2
3
N∑
i 6=j
r0C
rij
· e−κrij
=
1
3
N∑
i=1
r˜2i +
2
3
N∑
i 6=j
1
r˜ij
· e−κ˜r˜ij . (3.6)
All distances are now measured in units of the two particle equilibrium distance
r0C and all energies in the ground state energy of the two particle system E0C .
This also results in a dimensionless screening parameter κ˜ = r0Cκ. To simplify
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the reading, the tilde will be omitted in further equations.
For Yukawa interaction the equilibrium distance is not as easily derived as for
Coulomb interaction. Here, the equilibrium distance can only be given as an
implicit function [80]
eκr0Y r30Y
1 + κr0Y
= r30C . (3.7)
Nevertheless, already a Taylor expansion for small screenings κr0Y < 1
r30C =
eκr0Y r30Y
1 + κr0Y
≈ r30Y
{
1 +
1
2
κ2r20Y
1 + κr0Y
+O
(
(κr0Y )3
1 + κr0Y
)}
= r30Y · k−11 (κr0Y ),
can give an insight into the effect of the screening. The function k1(κr0Y ) can
be calculated iteratively, starting with r0Y ≈ r0C
k1(κr0Y ) =
r30Y
r30C
≈ (1 + κr0C)
eκr0C
≈ 1 + κr0C
1 + κr0C + 12κ
2r20C
' 1− 1
2
κ2r20C
(1 + κr0C)
. (3.8)
Since κ2r20C/(2(1 + κr0C)) > 0 it is clear that the cluster compresses with in-
creased screening. A more thorough approximation of equation (3.7) for higher
screenings (κ ≤ 4) can be given with the assumption of r0Y = r0C + z, where
|z|  r0C and z = κ(r0Y − r0C). With x != r0Y κ and xC != r0Cκ then follows
ex =
(xC
x
)3
(1 + x)
xC + z = x = 3 ln
(
xC
xC + z
)
+ ln(1 + xC + z)
= ln(1 + xC) + ln
(
1 +
z
1 + xC
)
+ 3 ln
(
1
1 + zxC
)
|z|xC' ln(1 + xC) + z1 + xC + 3 ln
(
1− z
xC
)
and therefore
xC = ln(1 + xC)− z
{
1
1 + xC
− 3
xC
− 1
}
, (3.9)
and
z =
ln(1 + xC)− xC
x2C + 3xC + 3
xC(1 + xC) < 0, (3.10)
because of ln(1 + xC)− xC < 0 [80, 85]. The influence of the screening on the
two particle equilibrium distance is shown in figure 3.2. For r0C = 1 the values
for the approximate equilibrium distances are given in table aside. For example,
the equilibrium distance for two Yukawa interacting particles with a screening
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value of κ = 0.6 is 4% smaller than in the Coulomb case. It is also obvious that
the relative error of the approximation with a simple Taylor expansion (3.8)
is increasing dramatically for screenings κ > 1.0, while approximation (3.10)
holds true for the shown range of screening with an relative error of 5% at
κ = 4.0 against the data computed from Monte Carlo simulations.
κ r0Y
[
1
r0C
]
r0Y
[
1
r0C
]
Eq. (3.8) Eq. (3.10)
0, 2 99, 4% 99, 4%
0, 4 98, 1% 98, 0%
0, 6 96, 1% 96, 0%
0, 8 95, 7% 95, 7%
1, 0 90, 9% 91, 2%
1, 5 (81, 9%) 85, 0%
2, 0 (69, 3%) 79, 2%
3, 0 − 69, 3%
4, 0 − 61, 4%
Figure 3.2.: The table shows the equilibrium distance for two Yukawa inter-
acting particles in units of the Coulomb equilibrium distance for
the approximations (3.8) (column 2) and (3.10) (column 3). The
simple Taylor expansion approximation (3.8) should only be used
for screenings κ ≤ 1.0, while the second approximation (3.10) has a
relative error of less than 5% (at κ = 4.0) compared to the equilib-
rium distance computed by Monte Carlo simulations. This is also
shown in the figure, here the crosses mark the Monte Carlo data,
the red (dotted) line is the approximation (3.8), while the black
line is the approximation (3.10).
3.2. Structural properties
The first interest in these systems is focused on the structural properties of the
Yukawa balls. From experiments [32–35] and simulations it is clear that the
dust particles arrange themselves in a nested shell structure, as seen in figure
3.3. The concentric shells are filled up to a precise number of particles before a
new outer shell is started. The exact shell closures and configurations depend
on the total number of particles and the screening κ of the interaction. This
behavior will be analyzed in detail for the ground state configurations in the
following subsection.
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Figure 3.3.: Radial particle distribution for a Yukawa ball with N = 190 parti-
cles given in cylindrical coordinates. On the left the experimental
configuration [32] is shown, while the other two figures display re-
sults of simulations for Coulomb (κ = 0.0) and Yukawa (κ = 1.0)
interaction. The units of length for the simulations are shown in
units of the Coulomb two particle equilibrium distance r0C .From
reference [80].
3.2.1. Ground states
The first investigation of the model (3.1) was performed by Avilov and Hasse
in 1991 [81]. They studied the model for Coulomb interaction (κ = 0.0) and
were able to present ground state energies and configurations for these systems.
Nevertheless, the molecular dynamics and Monte Carlo simulations showed sub-
stantial deviations from their findings. Some examples of these differences in
energy and even in the configuration are given in the table 3.1. The configura-
tions are given by the numbers of particles on each shell, where the first number
in the brackets denotes the number of particles on the outermost shell and the
next numbers the shell populations for the next shells. Shells are counted from
outwards to inwards. Already this short comparison shows the main aspects
that are important to find the ground state configurations and energies of these
clusters. At first it is necessary to perform the simulations with a high preci-
sion in energy and second it is mandatory to repeat the simulations as often as
possible to ensure with a high probability that the ground state is reached. If
the simulation to find the ground state is only performed once, it is likely that
final state is just a metastable state, since only indefinitely long simulations,
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where either the heat bath or the movement of the particles is reduced by an
infinitesimal small amount, ensure that the ground state is reached. Since this
cannot be done in limited time, the simulations are repeated approximately
1000 times for each total number of particles.
N configuration energy per particle (E/N)
Avilov/ Hasse MD MC Avilov/ Hasse MD MC
3 (3) (3) (3) 1.0400 1.04004 1.04004
4 (4) (4) (4) 1.4174 1.41741 1.41741
12 (12) (12) (12) 3.8407 3.84069 3.84069
13 (12, 1) (12, 1) (12, 1) 4.1009 4.10089 4.10089
28 (24, 4) (25, 3) (25, 3) 7.4200 7.4198 7.41980
29 (26, 3) (25, 4) (25, 4) 7.6162 7.6159 7.61590
30 (27, 3) (26, 4) (26, 4) 7.8098 7.8092 7.80919
31 (28, 3) (27, 4) (27, 4) 8.0026 8.0001 8.00011
34 (30, 4) (30, 4) (30, 4) 8.5648 8.5647 8.56470
35 (30, 5) (30, 5) (30, 5) 8.7488 8.7487 8.74874
40 (34, 6) (34, 6) (34, 6) 9.6437 9.6436 9.64361
Table 3.1.: Ground state configurations and energies, computed from molecular
dynamics (MD) simulations by Avilov and Hasse [81], Ludwig et
al. [82] and Monte Carlo (MC) simulations within this work. The
differences in the ground state configurations and energies begin
withN = 28 particles. Sometimes, although the same configurations
are noted, the ground state energy differs slightly, e.g. N = 34.
The comparison of experimental configurations with those found in simula-
tions shows that for a fixed number of particles the arrangement of particles
on the shells differs. An example for N = 190 is shown in figure 3.3. First,
note that the radius of the Yukawa ball in the simulations differs between the
ground state configuration of the Coulomb ball and the Yukawa ball (κ = 1.0).
With increased screening the Yukawa ball gets smaller, which also means that
the interparticle distance decreases as predicted in section 3.1.
The second difference is observed when the shell populations for simulations
with different screening parameter are compared with the experimental con-
figuration, cf. table 3.2. Clearly, for κ = 0.0 the simulation results yield
systematically more particles in the outer part of the cluster than observed in
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κ→ 0.0 0.2 0.3 0.4 0.5 0.6 1.0 experiment
N4 1 1 2 2 2 2 4 2
N3 18 18 20 20 21 21 24 21
N2 56 57 57 58 58 60 60 60
N1 115 114 111 110 109 107 102 107
Table 3.2.: Shell population results from simulations for different screenings κ
for a Yukawa ball with N = 190 particles in comparison to the shell
population as determined in experiment. For a screening parameter
κ = 0.6 the shell populations of the experiment [32] for all shells
coincide with the ground state configuration in the simulation. From
reference [80].
the experiment. Additionally, table 3.2 shows that, with increasing κ, particles
move from the outer shell inward. For a screening parameter 0.58 ≤ κ ≤ 0.63
the simulations yield exactly the same shell configuration as the experiment.
Therefore, screening may be a possible explanation for the difference in the shell
populations.
Other reasons for the difference in the shell populations can be charge fluc-
tuations on the dust particles, friction of the neutral gas, temperature effects
and more complicated effects that are not included in the model that is studied
here, like wake field effects. Charge fluctuations due to field effects, ion winds
and different sizes of the particles have been analyzed with MD simulations of
ground state configurations [83]. The particles have a constant charge during
the simulation but the initial charges are Gaussian distributed
f(qi) =
1
σq(2pi)1/2
· exp
(−(qi − q0)2
2σ2q
)
, (3.11)
where q0 is the mean charge and σq the width of the charge distribution. Figure
3.4 shows the number of particles on the shells NS in dependence of the total
charge variance σq for three different clusters (N = 100, 190, 314). Even for
charge fluctuations of more than 20% no considerable effect on the shell popu-
lations of the ground state configuration can be seen.
The effect of friction on the shell populations of the Yukawa balls is under
current investigation [84]. The experiments are performed in the overdamped
regime and therefore the observed configurations can possibly crystallize in a
metastable state and will not reach the ground state due to potential barriers
that are too high to be overcome by thermal movement. Although this can be
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N=100, κr0  = 0.0
N=190, κr0  = 0.63
N=314, κr0  = 0.63
Figure 3.4.: Number of particles on the shells NS versus the total charge vari-
ance σq for the clusters with N = 100 (black circles), N = 190
(red triangles) and N = 314 (green squares) particles. There is no
significant change in the number of particles on the shells in the
range of charge variance tested here. The lines correspond to the
average number of particles on the shells over all calculated σq and
are a guide for the eye. From reference [83].
an important effect it is not investigated here.
3.2.2. Comparison with experiments
The experiments are done at finite temperatures (≈ 400K) and therefore it may
be questionable to compare ground state configurations found in simulations
with the actual configurations observed in experiments. Therefore, Monte Carlo
simulations at fixed temperatures were performed. The particles were initialized
at random positions and after some initial time (Monte Carlo steps) to reach
the thermal equilibrium the occupation numbers of the shells were recorded
during the simulation. The averages of these shell populations for each fixed
temperature are given in figure 3.5 in different colored lines. Here, clusters
with N = 2 to N = 100 particles were considered with a screening parameter
of κ = 0.67. Compared to the change of the occupation numbers between
Coulomb (κ = 0.0, black lines) and Yukawa (κ = 0.67, colored lines) interaction
the deviations are small in the considered range of temperature. Given in the
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legend of that figure is the Coulomb coupling parameter
ΓC =
q2
a
· 1
kBT
, (3.12)
which translates into 1/T , where the temperature is measured in the units of
the equilibrium two particle energy (3.4). The considered Coulomb coupling
parameters have been higher or close to the value of the liquid-solid phase
transition and therefore the clusters in the simulations can be considered crys-
tallized. The deviations, best seen for the innermost shell population, have the
same tendency as the screening, with increase of the temperature (screening)
the shell population of the outer shell decreases, while the inner shell popula-
tions increase. But the effect of the temperature in the range of the experiments
is much smaller than the effect of the screening. Further effects of the temper-
ature will be discussed in section 3.3.
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Figure 3.5.: The average shell population NS as a function of systems size N2/3.
The shell population has been averaged over the MC simulation for
fixed temperatures ΓC =∞, 1800, 1000, 500, 100 and fixed screen-
ing κ = 0.67. The deviations from the ground state configurations
(Γ = ∞, T = 0) are small compared to the change in the occupa-
tion numbers between Coulomb and Yukawa (κ = 0.67) interaction.
From references [83, 85].
This leaves the screening parameter κ as the most influential parameter on the
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shell population. To investigate this in more detail, the comparison between
experimentally observed clusters and simulation results was extended to 43
Yukawa balls [80]. The Yukawa balls were observed under the exact same
plasma conditions (same plasma parameters) in the experiment. All clusters
have been spherical symmetric and their diameter had been in the range d =
4− 5mm. Therefore, the screening parameter is considered to be the same for
all observations. The result is shown in the figures 3.6 and 3.7.
Figure 3.6.: Experimental (symbols) and simulation (lines) results for the shell
radii RS of Yukawa balls in units of the mean interparticle distance
a. The different symbols denote the different shells. The dashed
line are simulation results for a screening of κ = 0.6. From reference
[80].
Figure 3.6 shows the shell radii of the experimentally observed clusters (sym-
bols) and compares them with the shell radii found in simulations (lines) with
Coulomb and Yukawa (κ = 0.6) interaction. From this comparison it is clear
that the shell radii RS in units of the mean interparticle distance, or Wigner-
Seitz radius,
a =
(
3
4pin
)1/3
(3.13)
do not change much with screening. Here, n is the number density. The shell
occupation numbers are much more sensitive to the screening.
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Figure 3.7.: Dependence of the shell population NS on the screening parameter
κ as a function of the system size N2/3. The simulation results
(lines) show that the particles are redistributed from the outer shell
to inner shells with increased screening. The symbols denote the
shell occupation numbers observed for the 43 Yukawa balls in the
experiment at the same plasma conditions. From reference [80].
Figure 3.7 displays the shell populations NS of the ground states for different
screenings κ = 0.0, 0.3, 0.6, 1.0 in the simulations (lines) and the observed oc-
cupation numbers for the different Yukawa balls observed in the experiment. It
reveals an almost linear behavior of the populations of all shells for all screen-
ings as a function of N2/3. However, the experimentally obtained population of
the outermost shell is significantly smaller than the one of a Coulomb system
(solid line), whereas the inner shells show a systematically higher population.
Interestingly, the Yukawa simulations (dashed lines) show the same systematic
deviation from the Coulomb case. With increasing κ particles move from the
outer shell to inner shells. Hence, the finding discussed for the Yukawa balls
with N = 190 particles hold also generally. It is also found, that the outermost
shell exhibits the largest absolute change with κ and is therefore best suited
for a detailed comparison with the experimental data. From a least square fit
with a linear function of N2/3 to the experimental data a screening parameter
κexp. = 0.62± 0.23 is found. In order to compare this value with the screening
parameter in the simulations in units of 1/r0C it has to be multiplicated with
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the factor that relates the mean interparticle distance a with the two particle
Coulomb equilibrium distance r0C , which again depends on the total number of
particles, as seen in figure 3.8. If it is roughly approximated as 1.4 for all num-
ber of particles this leads to a screening parameter range 0.55 ≤ κsim. ≤ 1.19.
Further comparison of simulation results to the experimental observations will
be found in section 3.4.
Figure 3.8.: Mean interparticle distance a of neighboring particles versus the
total particle number N . The fluctuations indicate the error when
replacing the two particle Coulomb equilibrium distance r0C by the
mean interparticle distance a, for example in the definition of ΓC
in eq. (3.12).
3.2.3. Ground states of strongly screened mesoscopic Yukawa balls
The general trends that come with the increase of the screening κ are clearly
the decrease of the total diameter of the Yukawa ball and the increase of the
inner shell populations due to the decrease of the occupation number on the
outer shell. Nevertheless, a thorough analysis of the ground states for Yukawa
balls was done. Mesoscopic systems with particle numbers from 11 to 60 and
screenings from κ = 0.0 to κ = 5.0 were of special interest. Small Yukawa balls
are experimentally easier to observe in detail, since normally no particles are
overlapping each other in the focus of the CCD camera. The screening param-
eter in the simulation was changed in steps of ∆κ = 0.1. When for some N
a configuration change at some critical κ was detected, the calculation around
this point was repeated with a substantially smaller κ step to ensure an ac-
curacy of ±0.05 in the critical κ at points of structural transitions from one
configuration to another. Additionally it is of theoretical interest what will be
the asymptotic shell configuration in the limit of a very short range interaction.
To this end, the ground state at κ = 20.0 was also investigated and structural
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transitions between κ = 5.0 and κ = 20.0 were recorded.
A typical simulation result is shown in figure 3.9 where the total energy per
particle for the cluster N = 29 in the range of 0.0 ≤ κ ≤ 5.0 is plotted. As
one can see the energy decreases rapidly with κ by approximately one order
of magnitude, due to the reduction of the pair interaction strength. The same
behavior is observed for other particle numbers, as shown for N = 31 in figure
3.10 and, for N = 57, in figure 3.11. Due to the exponential dependence on the
distance one may wonder if the energy decrease with κ follows an exponential
law as well as is the case in macroscopic one-component Yukawa plasmas, e.g.
[63, 86].
The simplest fit for the ground state total energy per particle has the form
EfGS(κ,N)
N
= E1(N) · e−r1(N)κ + E0(N) (3.14)
and uses three κ independent free parameters which are functions of the particle
number. In the analyzed range of N this dependence is found to be close
to N2/3, for the two energies E0 and E1, whereas the effective length r1 in
the exponent scales approximately as N1/3. Using the exact results for the
ground state energies per particle from the molecular dynamics simulations,
the following best fit for the three coefficients is obtained:
E0(N) = 0.015 + 0.12N2/3, (3.15a)
E1(N) = −0.81 + 0.92N2/3, (3.15b)
r1(N) = 0.51 + 0.19N1/3. (3.15c)
In the Coulomb limit this fit reduces to
EfGS(κ = 0, N)
N
= E0(N) + E1(N) = −0.795 + 1.04N2/3. (3.16)
This fit is useful to understand the main trends in the analyzed parameter range
and reproduces the simulation data within several percent. Some representative
examples are given in table 3.3. Further improvements can be easily achieved
using e.g. the numerical results of reference [63] or the analytical expressions of
reference [88], but this is not of interest in the present analysis. The presented
fit for ground state total energies EfGS is a continuous function of κ and does
not immediately reveal possible changes of the shell configuration. In fact, in
many cases there co-exist several stationary states (shell configurations), the
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Figure 3.9.: Energy per particle of a Yukawa cluster with N = 29 particles for
screenings 0.0 ≤ κ ≤ 5.0. The red solid [blue dashed] line indicates
the configuration (25, 4), [the configuration (24, 5)]. The vertical
blue dashed line denotes the screening from which the configuration
(24, 5) begins to occur in the simulations. The configuration (25, 4)
is present in the complete range of screening. The inset shows the
energy difference per particle of these two configurations in a small
range of screening parameters around the critical value, where the
ground state shell configuration changes from (25, 4) to (24, 5). The
critical value is indicated by the vertical black dashed line in the
inset. From reference [87].
energies of which may become equal at a certain value of κ. At this point a
structural transition of the ground state is observed. This can be seen in figure
3.9 for the cluster with N = 29 particles. For small κ the configuration (25, 4)
is the ground state until at the critical value of κcr = 1.58 the configuration
(24, 5) has the same energy and a smaller energy beyond this point, see inset of
figure 3.9. Thus, if κ crosses κcr from below, one particle of the cluster moves
from the outer to the inner shell. This ground state change is accompanied by
a jump of the derivative of the exact ground state energy dEGS/dκ at κcr, so
this structural transition resembles a first order phase transition.
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N κ EGS/N (MD) E
f
GS/N [Eq. (3.16)] ∆(%)
12 0.0 4.839 4.656 −3.8
12 4.0 0.685 0.736 +7.4
58 0.0 15.875 14.788 −6.8
58 4.0 1.692 1.902 +12.4
Table 3.3.: Ground state energies per particle from equation (3.15a), compared
to the exact results from MC simulations, and the relative error ∆,
for some examples.
Figure 3.10 shows a more complicated example with two ground state changes
occurring in a small range of screening parameters. For κ < 1.5623 the ground
state configuration is (27, 4) whereas at κcr1 = 1.5623 the configuration (26, 5)
becomes the ground state. Finally, at κcr2 = 1.6142 this configuration is re-
placed by (25, 6) which remains the ground state for larger κ. This behavior can
be seen in the energy differences plotted in the inset of figure 3.10. Around the
interval [κcr1, κcr2] all three states co-exist and have very close energies which
illustrates the high accuracy and fine κ−grid required in this analysis.
These two examples are typical for most cases: at small κ the cluster struc-
ture is strongly influenced by the spherical trap. In contrast, in the limit of very
large screening the pair interaction tends to a hard sphere interaction and the
clusters approach a closed packed structure. This is often a layered structure
allowing for an optimal compression [83] and makes it difficult to determine
shells. In between the two limits of long range and short range interaction the
shell configurations change via one or several structural transitions where one
particle from the outer shell moves to the inner shell as this configuration be-
comes energetically favorable.
There are, however, several interesting exceptions to this general behavior.
We observe three kinds of “anomalies” which will be analyzed in the following.
Anomalies of first kind: Correlated two-particle transitions
The cluster with N = 57 particles, as seen in figure 3.11 is of special inter-
est because of its anomalous behavior in its structural transitions. At small
screening, the configuration (45, 12) is the ground state until at κcr1 = 0.10
one particle from the outer shell moves to the cluster center forming the con-
figuration (44, 12, 1). Thereby the second shell is not changed since it has a
“closed shell” configuration with 12 particles. Besides this “normal” transition,
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Figure 3.10.: Energy per particle of a Yukawa cluster with 31 particles for
screenings 0.0 ≤ κ ≤ 5.0. The red solid line indicates the con-
figuration (27, 4) and the blue dashed [green dotted] line the con-
figuration (26, 5) [(25, 6)]. The vertical dashed lines denote the
beginning [blue for (26, 5) and green for (25, 6)] and the end [red
for (27, 4)] of occurrence of these configurations in the simulations.
The inset shows the energy difference per particle for two stable
states the red [blue] solid line for the configurations (27, 4)−(26, 5)
[(26, 5)− (25, 6)] around the critical value of screening. The crit-
ical values for the changes in the ground state configurations are
indicated by the vertical black dashed lines in the inset. From
reference [87].
at κcr2 = 1.04 a new type of structural change is observed: The configuration
changes according to (44, 12, 1) −→ (42, 14, 1). This means, at this point a
correlated inter-shell transition of two particles is observed. This unusual be-
havior will be called “anomaly of first kind”. The reason of this anomaly is
the particularly high stability of the closed shell configuration of the second
shell which dominates the structure up to rather large screening. In contrast, a
configuration with 13 particles on the second shell is energetically very unfavor-
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able, although it exists in a broad range of κ values, in fact, the configuration
(45, 13, 1) is never the ground state as can be seen in the inset of figure 3.11.
The first occurrence of an anomaly of the first kind is at N = 30 where
a transition (26, 4) → (24, 6) is observed at κ ≈ 1.5. There is a total of 18
occurrences of such anomalies within the considered range of N = 11, . . . , 60:
at N = 30, 34, 36, 38, 40, 45 − 54, 57, 58, 60. The reason for this behavior is,M
that in all cases but for N = 57, 58, 60 the new ground state configuration,
e.g. (24, 6) at screening above κ = 1.5, always forms a platonic body on the
inner shell. This is a highly symmetric configuration which obviously decreases
the energy per particle better than by just adding one particle [82, 89]. For the
cases N = 30, 34, 36, 38, 40 the ground state configuration even change from one
platonic body to another, while for the cases N = 46− 54 the system changes
from 10 particles on the inner shell to the closed shell configuration with 12
particles.
The only configuration with 11 particles on an inner shell is found for the
case N = 44, at the very large screening value of κ = 20.0, which leads to
the conclusion that this configuration is energetically unfavorable. In the other
three cases, N = 57, 58, 60, the ground state configuration changes from (12, 1)
to (14, 1) on the inner shells. Although a ground state configuration with (13, 1)
particles in the cluster center is observed for some particle numbers in a cer-
tain range of screening parameters, the configurations (12, 1) and (14, 1) are far
more often the ground state.
These anomalies are shown in the full ground state diagram 3.12, by the black
circles (when moving upwards in the diagram). The complete list is also shown
in appendix A.1 by the bold numbers.
Anomalies of the second kind: Reduction of inner shell population upon
increase of N
Another kind of anomaly is seen, when considering changes of the total particle
number N at constant screening (move right in the diagram 3.12). The “nor-
mal” trend upon an increase of the particle number by one is, of course, that
the new particle is added to one of the existing shells (leaving the other shells
unchanged) or moves into the center opening a new shell. However, again, one
observes exceptions from this rule, cf. figure 3.9. This effect was also already
observed for the Coulomb cluster (κ = 0) with N = 59 [82]. It has the ground
state configuration (46, 12, 1). Addition of another particle to the cluster gives
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Figure 3.11.: Energy per particle of a Yukawa cluster with 57 particles for
screenings 0.0 ≤ κ ≤ 5.0. The red solid line indicates the con-
figuration (45, 12) and the blue dashed [green dotted] line the
configuration (44, 12, 1) [(42, 14, 1)]. The vertical dashed lines de-
note the beginning [green for (42, 14, 1))] and the end [red for
(45, 12) and blue for (44, 12, 1), respectively] of occurrence of these
configurations in the simulations. The inset shows the energy
difference per particle: the red [blue] solid line for the configu-
rations (45, 12) − (44, 12, 1) [(44, 12, 1) − (42, 14, 1)] around the
critical range of screening. The green solid line is the energy
difference of the metastable configuration (43, 13, 1) to the cur-
rent ground state, this configuration is never the ground state.
The critical values for the changes in the ground state configura-
tions are indicated by the vertical black dashed lines. The change
(44, 12, 1) → (42, 14, 1) at κcr2 = 1.04 shows an anomaly of the
first kind. From reference [87].
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Figure 3.12.: Ground states of small (11 ≤ N ≤ 60) Yukawa balls for the range
of screening parameter (0.0 ≤ κ ≤ 5.0). The numbers on the
bars denote the number of particles on the inner shell(s). The
black circles indicate anomalies of the 1st kind. The white circles
indicate the end of the screening range, where anomalies of the 2nd
kind appear. The ground states for a screening parameter κ = 20.0
are plotted above the diagram for comparison in what range the
ground states at κ = 5.0 are stable. The cyan bar for N = 44 at
κ = 20.0 refers to a ground state of (11, 1) in the center region; it
is the only time this configuration is part of a ground state. The
dark blue squares just below κ = 20.0 indicate anomalies of the 3rd
kind, where a ground state configuration reappears with increased
screening. Also for comparison the ground state configurations for
Lennard Jones (LJ) interaction are plotted below the diagram,
where possible. In the cases N = 35, 37, 43− 45 it is not possible
to define radial shells in the LJ-systems. From reference [87].
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shells in the range of screening 0.0 ≤ κ ≤ 5.0. The particle number
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for κ = 0. From reference [87].
rise to the configuration (48, 12). This is again a structural transition involv-
ing correlated behavior of two particles which will be called “anomaly of the
second kind”. In this particular case this transition is even associated with a
change of the number of shells: the three-shell configuration (first appearing at
N = 58) disappears again and, instead, a two-shell configuration is restored.
This is, of course, a consequence of the particular stability of the latter which
contains two closed shells with 12 and 48 particles, respectively. The closed
shell configurations are given in figure 3.13.
While, in Coulomb systems, N = 59 is the only known case of an anomaly of
the second kind, in Yukawa clusters this behavior appears quite frequently. The
first occurrence is at N = 11 for κ values between about 2 and 4. Here, addition
of a particle gives rise to the configuration change (10, 1) −→ (12, 0), i.e. one
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particle moves away from the inner shell (the shell vanishes), and the population
of the outer shell increases by two. There is a total of 20 such anomalous transi-
tions observed for 18 particle numbers: N = 11, 20, 25, 26, 30, 33−42, 49, 55, 60.
There are two particle numbers where this effect occurs two times: for N =
30 −→ 31, in the κ range [1.5623, 1.6142] the configuration changes from (24, 6)
to (26, 5). Interestingly, for screening parameters just below this range, i.e.
[1.4866, 1.5623] the inner shell loses even two particles, i.e. the transition
(24, 6) −→ (27, 4) is observed. The second case where two such transitions
occur is the transition 39 −→ 40. There for κ between 0.2223 and 0.4179 the
ground state changes according to (32, 7) −→ (34, 6) whereas at κ > 3.612 the
configuration change is (31, 9) −→ (32, 8).
Finally, anomalies of the second kind which are additionally associated with
vanishing of one “shell”, i.e. removal of one particle from the cluster center, are
found four times: for N = 11 −→ 12 the transition (10, 1) −→ (12) is observed,
cf. last paragraph. Return to a two shell configuration occurs three times:
for N = 49 −→ 50 the transition (36, 12, 1) −→ (38, 12), for N = 55 −→ 56,
the transition (42, 12, 1) −→ (44, 12) and, for N = 59 −→ 60, the transition
(46, 12, 1) −→ (48, 12) is found, which is known from the Coulomb case, cf. last
paragraph, and appears here in a narrow range of small κ values. The complete
set of these anomalies is given in appendix A.2.
Anomalies of the third kind: Reentrant shell transition upon increase of κ
Finally, there is a third kind of anomalous behavior which deviates from the
“normal” shell filling trend of increased populations of the inner shells upon
increase of κ at a constant N . This tendency is never violated in the consid-
ered range of particle numbers, 11 ≤ N ≤ 60, and for κ ≤ 5. Since κ = 5
corresponds to a pair interaction of very short-range one might expect that fur-
ther increase of κ will not change the cluster structure qualitatively. To verify
whether this is the case, for all N , additional calculations for an even larger
screening, κ = 20.0, cf. figure 3.12, were performed. In most cases there is,
indeed, no further change of the ground state configuration compared to κ = 5,
as expected. For four particle numbers, N = 40, 44, 57, 58, the ground state
configuration still changes in the “normal” way such that one particle is relo-
cated from the outer shell to the inner shell.
However, there are six remarkable cases which violate this trend: N =
35, 36, 37, 39, 54 and N = 44. Consider first the total particle number N = 44.
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This case is interesting, because it is the only case where the central config-
uration (11, 1) is part of the ground state, apart from the cluster with 12 at
screenings κ ≥ 4.1. This arrangement does otherwise not occur because the
clusters prefer the platonic body with 12 particles on the inner shell (closed
shell configuration). Here the configuration (31, 11, 1) becomes the ground state
at κ = 17.4 and remains the ground state for larger screening.
In the other five cases, at κ = 20.0, several stationary states which differed
only very little in their energies were observed. Therefore, MD simulations us-
ing separately each of these states as an input at κ = 20.0 were carried out
and then the screening was slightly decreased, letting the system relax into a
new stationary state, often with the same configuration and symmetry. This
way, all metastable states were followed for certain and their energy depen-
dence on κ could be recorded independently. The above five cases fall into two
groups which differ with respect to the cluster symmetry. For the first, i.e.
N = 35, 36, 37, 39, the cluster decreases the number of particles on the inner
shell when the screening is increased between κ = 5.0 to 20.0. The resulting
new ground state configuration contains again a platonic body on the inner
shell. Allowing for such a highly symmetric configuration here turns out to be
energetically more favorable compared to the previous shell configuration or a
simple increase of the number of particles on the inner shell.
Consider, for example, the cluster N = 39, cf. figure 3.14(d). Here, at κ = 5
the ground state is (30, 9) until, at κcr = 13.40, the configuration (31, 8) with
one particle less on the inner shell becomes the ground state.
The particle number reduction on inner shells is sometimes accompanied by
another trend: With increasing κ shells tend to split into subshells with close
radii, as was already observed in references [83, 90]. This is observed e.g. for
N = 35, cf. figure 3.14(a). Here the configuration (28, 7) which is the ground
state at κ = 5 has in fact two subshells each containing 14 particles which will
be denoted as ([14, 14], 7). The radii of the two subshells differ only slightly,
R2,1 = 0.947 and R2,2 = 0.875, respectively, while the inner shell radius is
R1 = 0.426, clearly distinguishable from the outer shell. At κcr = 8.76 we
observe a transition ([14, 14], 7) −→ ([18, 11], 6), i.e. one particle from the inner
shell moves outward and, in addition, three particles from the inner subshell
move to the outer subshell.
Similar behavior is observed for N = 36, cf. figure 3.14(b). Here the
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Figure 3.14.: Reentrant shell configuration changes for N = 35 (top left), N =
36 (top right), N = 37 (bottom left) and N = 39 (bottom right).
When κ is increased, at κcr1 one particle moves towards the center
and, at κcr2, one particle returns to the outer shell restoring the
former ground state configuration. The critical values of κ are
indicated by the vertical dashed lines. The solid red line shows
the energy difference of the two configurations which has two zeros.
The legend shows the shell configurations, including the splitting
of the outer shell into subshells, given by the numbers in square
brackets. From reference [87].
configuration ([15, 13], 8) is the ground state at κ = 5. At κcr = 6.84 a
transition ([15, 13], 8) −→ ([22, 8], 6) is observed, where the inner shell loses
two particles and, in addition, the inner subshell transfers 5 particles to the
outer subshell. Analogously, for N = 37, cf. figure 3.14(c), the configura-
tion ([12, 2, 15], 8) is the ground state at κ = 5. At κcr = 6.91 we observe a
transition ([12, 2, 15], 8) −→ ([14, 16], 7), where the inner shell loses one particle.
The cluster with N = 54 shows a similar behavior, cf. figure 3.15. Here,
first the second shell population increases by one, at κcr1 = 5.04, according to
(40, 13, 1) −→ (39, 14, 1). Further increase of screening makes a third configu-
ration more favorable which has even two particles less on the second shell: The
configuration (41, 12, 1) becomes the ground state again at κcr2 = 15.02 which
again is a consequence of the high symmetry (closed shell configuration).
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Figure 3.15.: The energy differences of all states, which become the ground
state in the screening range 4.0 ≤ κ ≤ 20.0 for the particle number
N = 54. In this case increase of κ leads to a ground state with
fewer particles on the second shell, returning to a ground state
configuration, that already existed at lower screenings. In this
case an “anomaly of the third kind” is observed. From reference
[87].
Finally, particularly interesting behavior is observed for all mentioned N =
35, 36, 37, 39, 54, if a larger range of screening is considered, cf. figure 3.14 and
figure 3.15. Here, for κ ≥ 1.7, there are two states which become the ground
state. At a first critical value κcr1 one particle moves to the inner shell until at
κcr2 this transition is reversed. The only difference for N = 54 is that there is
an additional ground state configuration between these two critical screenings.
One particle moves outward and the original configuration with fewer particles
on the inner shell is restored which remains the ground state for all larger values
of κ. This contradiction to the general trend (of increasing the inner shell pop-
ulation with increased screening), together with the reappearance of a ground
state configuration, will be called “anomaly of the third kind”. The complete
set of these cases can be found in appendix A.3 with the exact critical screening
parameters for the ground state configuration changes. The re-entrance of these
ground state configurations at large screening are in all cases not different in
their symmetries compared to the ground state configurations below κcr1, they
have the same number of nearest neighbors and same shape of the Voronoi cells
[91], with only their length scale strongly reduced due to the weaker interaction
force.
In general, the restored ground state configurations consist of platonic bodies
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on the inner shell, except for the case of N = 37. Here, the ground state
configuration changes from (30, 7) to (29, 8) at a screening value of κ = 4.2 and
back to (30, 7) at a screening value of κ = 6.91. The 7 particles on the inner shell
are not a platonic body and, as one can see from figure 3.12, it is not a common
configuration compared to 6 or 8 particles in the center. Nevertheless, this can
be understood by looking at the outer shell. The 30 particles are placed on the
edges of an icosahedron which results in a highly symmetric configuration for
the outer shell.
Experimentally interesting clusters
From figure 3.12, together with the estimated value of screening in the exper-
iments 0.55 ≤ κsim. ≤ 1.19 experimentally interesting clusters can be found.
First, anomalies of the first kind, movement of two particles on the inner shell
instead of one with increase of the screening, are possibly seen under experi-
mental conditions for clusters with N = 30, 48, 49, 50, 57, 58 particles. Although
anomalies of the second kind, increase of the inner shell population with increase
of total particle number, might not be so interesting experimentally they might
be observed for clusters with N = 20/21, 25/26, 26/27, 30/31, 41/42, 49/50.
Since the adding of another particle is different in the experiment, it is not
clear that anomalies of the 2nd kind are easily observed. Last it might be in-
teresting to look closer at clusters that have a structural transition within the
range of screening in the experiment since one might observe phase transitions
here, but this will be discussed in more detail in section 3.4.
3.2.4. Improved models
Apart from analyzing the investigated model (3.1) by simulations in this work,
it is also possible to derive other models, e.g. shell models or a macroscopic
description. Furthermore it is of interest to investigate the different forces in
the experiment that allow the simplified description of (3.1) in more detail.
These approaches and their main results are briefly discussed here.
Confinement
The Hamiltonian (3.1) includes an external confinement potential that only
depends on the parameter α, the strength of the confinement potential. As
described in section 2.1 this confinement is resulting from the superposition of
the thermophoretic force (2.4), the electrostatic forces of the rf-field and sur-
rounding cuvette (2.5), gravity (2.1) and a possible ion-drag force although the
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last has been found to play no role in the experimental setup. Psakhie et al.
have implemented these different forces [92] in detail, depending only on the
size and therefore the mass and surface charges of the dust particles. In this
model it is possible to study the configurations in the presence of two differ-
ent species. Under zero-gravity conditions these species separate, the smaller
particles are on the outer shells and the larger particles on the inner shells. In
the presence of gravity these two species not only separate within one Yukawa
ball but even form two distinct Yukawa balls, often severely deformed. Despite
these differences, the results of this model for equal masses backed the results
of this work up.
Interaction
The model (3.1) also includes a static screening, condensed in the parameter
κ which is the inverse Debye length λD in units of the two-particle Coulomb
equilibrium distance r0. In reality kappa then depends on the temperatures
and densities of the different species, electrons, ions and the dust particles.
Therefore, for Monte Carlo simulations for each temperature of the heat bath
or temperature of the dust particles there should be a self-consistent parameter
κ =
1
λ
=
∑
α
(
e2nα
0kBTα
)
, (3.17)
which can be calculated by solving the Poisson equation [∆−λ2]u(~r) = −f(~r),
where λ is the Debye shielding length and α is the index for the species. This
can be achieved by particle in cell (PIC) simulations. However, although the
most advanced PIC simulations can take the time dependence of the discharge
into account [93], only a very small number of dust particles in the plasma
environment can be treated. Also, a simplified model which treats the stream-
ing electrons and ions within linear response and computes the dynamically
screened potential of the dust particles was developed [94]. These simulations
yield an anisotropic and non-monotonic (wake) potential around the dust grain
if the ion streaming velocity exceeds the sound speed which is normally the
case in the plasma sheath. At the same time, simulations for the conditions of
Yukawa balls which are produced in the plasma bulk revealed that there the
streaming velocities are much lower [57]. Therefore, the static screening of the
model (3.1) is justified. The idea of dynamically screened interaction is nev-
ertheless followed in future work [95], which might have interesting effects on
the formation and configuration of Yukawa balls but definitely on other dusty
plasma experiments. It could also explain the attractive part of the interaction
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potential measured in other experiments on Yukawa balls [96].
Ground state configurations
For ground state configurations of three or more particles the Hamiltonian (3.1)
cannot be solved explicitly. But this is only true if the symmetry of the system is
neglected. If one takes this into account, explicit solutions for the energies and
vibrational force constants can be found for clusters with N = 3− 8 Coulomb
interacting (κ = 0.0) particles [88]. The found ground state configurations
are an equilateral triangle (N = 3), a regular tetrahedron (N = 4), a regular
octahedron (N = 6), bipyramidal geometries (N = 5, 7) and for the largest
cluster (N = 8) that can be solved analytically a square antiprism. When eight
points are distributed on the surface of a sphere with the aim of maximizing the
distance between them in some sense, then the resulting shape corresponds to a
square anti-prism rather than a cube. The given energies and vibrational force
constants then only depend on the parameters of the ground state geometry,
e.g. the edge length.
Shell models
For large particle numbers N > 10000 MD and MC simulations become costly
in computing time and it is necessary to use other models to compute the
ground state. Considering that the particles - at least for Coulomb interaction
- are positioned on very well defined shells with small widths, this observation
can be used to develop shell models. Here, the particles on a shell are not
considered as distinct particles anymore. The particles on a shell are replaced
by a uniform charge density on that shell and only the shells are interacting
with each other. The first shell model for Yukawa balls [81]
E =
L∑
ν=1
(
Nν
NRν
Nν
2
+
1
2N
NνR
2
ν +
∑
µ<ν
NµNν
NRν
)
(3.18)
had some flaws besides only be able to treat Coulomb interacting particles.
Here, ν and µ denote the shell numbers, Rν is the radius of shell ν and Nν the
number of particles on that shell. The second term in the outer summation
is the confinement and the third term is the interaction of a shell with all
inner shells. The interaction with outer shells is assumed to be zero, since
the parts from different directions vanish in the summation over the angels.
The first term though, is the important one. It includes the interaction of the
particles on the same shell, but first it did not calculate the pairs correctly
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and more importantly it neglected the fact, that there should be some space
around each particle which cannot be used by other particles due to repulsion.
Enhancements [97–99] finally lead to [63, 100]
E(N ;κ) =
L∑
ν=1
Nν
{
Φ(Rν) +Q2
e−κRν
Rν
×(
sinh(κRν)
κRν
Nν − ν(N,κ)
√
Nν
2
+ ζ +
∑
µ<ν
sinh(κRµ)
κRµ
Nµ
)}
. (3.19)
This model not only treats Yukawa interacting particles but enhances (3.18)
by taking into account correlation effects by modifying the interacting pairs
Nν → Nν − ν(N,κ)
√
Nν . The parameter (N,κ) was analyzed in detail [83]
and found to be, for three values of κ,
(N,κ = 0.3) = 0.891 ·N0.164,
(N,κ = 0.6) = 0.957 ·N0.204,
(N,κ = 1.0) = 1.001 ·N0.231. (3.20)
For Coulomb interaction the correlation parameter (N,κ = 0.0) converged for
large N to  = 1.104, a result which could be recently derived from the Thomson
model [101, 102].
Macroscopic description
The idea, that the particles are not considered as individual particles but as
some charge density, was used for a totally different approach to describe the the
many-particle behavior [100, 103]. Although a fluid-like statistical theory, where
the particles are treated as a continuum, seems to be far from reality, it is able to
achieve physical insight by the description of spatially averaged properties, e.g.
the mean radial density profile. It is known that in a spherically symmetric
parabolic potential particles interacting via the Coulomb potential establish
a radially constant density profile, but the profile for a screened interaction
was unknown. From the ground state energy (pi = 0, ∀i = 1, . . . , N) of the
Hamiltonian (3.1) as a functional of the density [100]
H0[n] = E[n] =
∫
d3r u(r), (3.21)
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with the potential energy density
u(r) = n(r)
{
Φ(r) +
N − 1
2N
∫
d3r2 n(r2)
q2
4pi|r− r2|e
−κ|r−r2|
}
+ ucorr, (3.22)
the radial density profile can be derived by minimization of the total energy E
under the constraint
∫
d3r n(r) = N =const. The first term on the right hand
side is the mean-field contribution with the confinement potential Φ, and ucorr
denotes the density of the correlation energy. For a parabolic confinement,
Φ(r) = α/2r2, the ground state density profile is isotropic and parabolically
decaying away from the trap center,
n(r) =
αN
4pi(N − 1)q2
(
c− κ
2r2
2
)
Θ(R− r), c = 3 + R
2κ2
2
3 + κR
1 + κR
, (3.23)
and the density drops to zero at a finite radius R(N,κ) which follows from the
normalization
−15Q
2
α
(N−1)−15Q
2
α
κ(N−1)R+15R3 +15κR4 +6κ2R5 +κ3R6 = 0. (3.24)
This equation only has one non-negative real solution for the radius R of the
Yukawa ball. This density is equivalent to a local force balance [41, 100]. The
derivation up to this point neglects correlation effects, which can be included
by the application of the local density approximation (LDA) [103, 104], where
the nonlocal terms within the energy density at point r are replaced by local
expressions using the known energy density of the homogeneous system [63].
Figure 3.16 shows the density profiles derived from the mean field (MF) result
(3.23) (solid lines) and compares them to the averaged shell densities of MD
simulations (symbols). In the case of weak screening (a) the MF results agree
perfectly with the exact MD results, while for increased screening discrepancies
show up, especially in the trap center. For increased screening (b) the LDA ap-
proximation with correlations is very accurate, while this approximation fails
to reproduce a good profile for weak and moderate screening κr0 ≥ 2.0. This is
due to the long range of the interaction which cannot be accounted for within
a local approximation. An extension of these results to finite temperatures
has been outlined in reference [105]. It is impressing that the MF model com-
bined with the LDA in the case for large screening, if applied to the mesoscopic
Yukawa balls, can give the correct radial density profile and size of the Yukawa
balls. A more detailed discussion of this approach can be found in the thesis
[106] and in [107].
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Figure 3.16.: Radial density profiles of a 3d plasma of N = 1000 particles cal-
culated with the mean-field (MF) model (solid lines) and with
the LDA including correlation contributions (dashed lines) for
Coulomb and Yukawa interaction with four different screening pa-
rameters: κ = 1, 2, 3, and 5. Averaged shell densities of MD simu-
lations of a plasma crystal for the same parameters are shown by
the symbols.
3.2.5. Potential barriers
It is interesting to have a closer look on the potential barriers in the Yukawa
balls, since lower potential barriers would indicate a lower temperature for a
phase transition. These barriers exist already at T = 0 temperature. Unfortu-
nately the potential barriers between individual particles are not easily studied
in the simulations without changing the system dramatically. For radial poten-
tial barriers though, the estimation is possible. Monte Carlo simulations were
performed to calculate the radial potential barriers in these clusters by moving
a particle of a known ground state configuration stepwise inwards (outwards).
At each radial step the particle is fixed to that position, while all other particles
are allowed to relax for 106 Monte Carlo steps at a finite temperature T > 0 af-
ter which the total energy of the system is calculated. Then the particle is again
moved inwards (outwards) until it has reached the next shell. This procedure
is repeated for each particle on each shell to include the effect that the radial
potential barrier can be different for different particles since the starting posi-
tion is different. Figure 3.17 shows the effect of different temperatures on the
calculated barrier height. For the total particle number N = 12 and screening
parameter κ = 4.040 the barrier was calculated for three different temperatures
or coupling parameter ΓC = 500, 1000, 10000, which are all within the solid-like
regime of this cluster. The same analysis was performed for a wide range of
particle numbers and screenings but the temperature of the heat bath for the
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relaxation in the Monte Carlo simulation is found to have no effect on the cal-
culated barrier height, it only adds to the total potential energy. This is seen
as a constant shift for the different temperatures in the figure. Instead of the
temperature the number of Monte Carlo steps for the relaxation is found to
have an effect. In Figure 3.18 for all potential barriers and each radial step 105
MC steps at ΓC = 1000 were used for relaxation in the cluster with N = 31
particles and a screening parameter κ = 1.1. The particles were moved inwards
by 0.01r0 each step. The sharp drops or peaks in the barrier heights emerge
from the simulation length and stepping size. The faster the particle is moved,
by either picking a large step size or a small number of MC steps, the more
likely the system does not relax into the configuration with the lowest energy.
Nevertheless, these peaks might still have some physical meaning, because in
reality the radial transition also occurs on a specific time scale, depending on
the particle velocity and damping coefficient in the experiment. Therefore, for
experimentally observed transitions there exist also a related simulation time
that matches this transition. In the case of the kink in the radial transition
(26, 5) to (27, 4) (blue line) in figure 3.18 that is indeed the case, cf. section
3.4.1 and figure 3.32.
Figure 3.17.: Potential energy landscape measured by a Monte Carlo simulation
where one particle is moved, while all other particles are allowed
to relax into a new minimum energy configuration (N = 12, κ =
4.040). The curves show the potential barriers for the transition
(12, 0) → (11, 1) for three different coupling parameters, ΓC =
10000, 1000 and 500, all in the solid-like regime. The computed
barrier height does not depend on the temperature of the heat
bath in the simulation.
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Figure 3.18.: Potential energy landscape for a Yukawa ball with N = 31 parti-
cles and a screening κ = 1.1. Curves show the potential barriers
for three transitions (27, 4)→ (26, 5) (solid line), (26, 5)→ (25, 6)
(dashed) and (27, 4) → (28, 3) (dashed). The peak in the solid
curve around 0.75 < r0 < 0.9 occurs when the number of Monte
Carlo steps is reduced simulating incomplete relaxation. Interest-
ingly this peak matches the return point in the experiment, cf.
figure 3.32 (a)
For the computation of the radial minimum energy barrier in the clusters
given in the appendices B.1 for (N = 31, κ = 0.0 . . . 4.0) and B.1 for (N =
11 . . . 40, κ = [0.0, 1.0, 1.5, 4.0]) a radial step of 0.01r0 and 106 MC steps were
used. Only radial barriers from the ground state configuration were considered.
In the example of figure 3.18 for N = 31 and κ = 1.1 the ground state configu-
ration is (27, 4) and only the transitions (27, 4) → (26, 5) and (27, 4) → (28, 3)
(red lines) would be considered. The results for N = 11 . . . 40 particle numbers
and screenings κ = 0.1 . . . 5.0 are given in figure 3.19. Since from this figure
it is hard to distinguish differences, the energy barrier heights for the Yukawa
ball with N = 31 particles and screening ranging from 0.0 to 5.0 are given in
the first column of the table in appendix B.1. In figure 3.19 for some examples
a low energy barrier height is found. For N = 12, κ ≈ 4.0 or N = 25, κ ≈ 0.2
the barrier height is much smaller than for screening above or below that value.
Comparing this result with the ground state configurations from figure 3.12 it
is found, that in this region also a structural transition from one ground state
configuration to another occurs, e.g. (12, 0) to (11, 1) for N = 12 at κ = 4.1
and (23, 2) to (22, 3) for N = 25 at κ = 0.3.
Furthermore, figure 3.20 shows the dependence of the potential barrier height
on the screening for the cluster with N = 31 particles. Comparing that re-
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Figure 3.19.: Potential energy barrier height ∆E in logarithmic scale as a func-
tion of total particle number N and screening κ. Comparison
with the ground state configurations in figure 3.12 yields that in
the region of a structural transition between ground states the
energy barrier height is also very low. This can best be seen for
e.g. N = 12, κ ≈ 4.0 or N = 25, κ ≈ 0.2
sult with the ground state configurations in figure 3.12, the drop in the barrier
height can easily be matched with the structural transition of the ground state
configuration from (27, 4) to (26, 5) at κ = 1.56. Additionally figure 3.21 shows
the dependence of the potential barrier height on the total particle number N
for a fixed screening of κ = 0.2. The main peak corresponds to the cluster with
N = 12 particles, forming a perfect dodecahedron. The cluster with N = 13
particles again forms a dodecahedron, but with an additional particle in the
center. These structures are exceptionally stable against melting processes.
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Figure 3.20.: Potential energy barrier height as a function of screening for a
Yukawa ball with N = 31 particles. The drops at screenings
around κ = 1.5 roughly correspond to the structural transitions
of the ground state configurations at κ = 1.56 and 1.61.
10 20 30 40
0
0.002
0.004
0.006
0.008
0.01
0.012
0.014
0.016
0.018
N
∆ 
E b
ar
 
[E
0]
Figure 3.21.: Potential energy barrier height as a function of total particle num-
ber N for a fixed screening of κ = 0.2. The main peak corresponds
to the cluster with N = 12 particles, forming a perfect dodecahe-
dron. The dashed line is only a guide for the eye.
54
3.3. Thermodynamic properties
3.3. Thermodynamic properties
Finite thermal energy caused only occasional transitions between stationary
states. This behavior is typical for matter at very strong coupling character-
ized by very low kinetic energy, typical for a Wigner crystal. This physical
situation can be quantified by the Coulomb coupling parameter (3.12), which is
the ratio of the mean interaction energy to kinetic energy. The transition from
strong coupling where the system is in a crystalline state to a liquid occurs for
infinite matter at critical value Γcrit, which has been computed as 175 (137)
in 3d (2d) [108], although this value changed constantly over the years, e.g.
[109, 110].
Here we are concerned with systems with Yukawa interaction and have to gen-
eralize the coupling parameter. The straightforward way to do this would be to
replace the Coulomb energy of a pair of particles by the mean Yukawa energy,
which then leads to Γ = eκaΓC . Nevertheless, simulations [86] showed that with
that replacement a phase diagram cannot be defined systematically. The reason
is that the melting is driven by the excitation energy of particles which leads to
increasing fluctuations of the particles around their stationary positions. These
fluctuations are defined by the local curvature of the potential [80, 111], i.e.
its second derivative in the minimum. This allows to define a proper effective
Yukawa coupling parameter [112],
Γ(κ) = ΓC
eκa
1 + κa+ (κa)2/3
, (3.25)
which allows to qualitatively correctly predict the melting point Γcrit(κ) for any
κ, based on the known critical value for an infinite Coulomb system.
However, for the analysis of melting in Yukawa balls one has to take into account
the peculiarity of small systems. For finite systems melting is not defined as
in a macroscopic system, there exists no strict phase transitions. Nevertheless,
a similar transition or crossover from solid-like to liquid-like behavior is well
known and has been studied as a function of particle number for Coulomb
interaction [113]. In [113] it was shown, that the melting temperatures for
smaller systems, where a bigger fraction of particles are at the boundary, are
typically higher than in the macroscopic limit, e.g. Γcrit = 500 for N = 100
particles. It is also known, that for smaller clusters the crossover proceeds
over a finite range of temperatures, making it hard to identify a melting point.
Figure 3.22 gives an example of this crossover and shows the relative distance
fluctuations (3.33) as a function of temperature for a Yukawa ball with N =
190 particles and κ = 0.67. Although the transition point can be determined
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Figure 3.22.: Relative distance fluctuations urel as a function of temperature
kBT for a Yukawa ball with N = 190, κ = 0.67. The increase
in the relative distance fluctuations corresponds to the transition
between the solid-like and liquid-like phase of that crystal.
as T critm ≈ 0.015E0 by choosing the middle of the increase in urel, the phase
transition occurs really in the region 0.01 ≤ T critm ≤ 0.02. Furthermore, finite
systems are strongly influenced by the symmetry of the confinement potential
and the structure of the Yukawa balls. This is also known from Lennard-Jones
clusters, where the phase transitions are also strongly dependent on the particle
number [114].
The effect of screening on the stability and melting of Yukawa balls was analyzed
in reference [80, 85] where a simple analytical estimate can be observed for the
example N = 2. Expanding the total potential energy to second order around
the ground state, as in the macroscopic system, a formula analogous to (3.25)
is obtained,
Γ(κ,N = 2) = ΓC(N = 2)
eκr0Y
1 + κr0Y + (κr0Y )2/2
. (3.26)
Here, r0Y is the two-particle equilibrium distance for Yukawa interaction (3.7),
which also replaces the Wigner-Seitz radius a in ΓC . As in the macroscopic
case (3.25) screening destabilizes the crystal and the only difference is seen in
the third term of the denominator.
3.3.1. Melting parameter
In order to compute the critical coupling parameter of a phase transition, sen-
sitive parameters, that show peculiar behavior in the region of the phase tran-
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sition, are required. There are several melting criteria that fit this description.
1. The short time self-diffusion is given by the Stokes-Einstein value
Ds =
kBT
6piηR
, (3.27)
where η is the viscosity of the solvent and R is the radius of the particle.
The long time self-diffusion, where the diffusion occurs on a large time
scale compared to the time needed to move over the distance of the particle
radius R, can be defined by the Einstein relation
Dt = D = lim
t→0
1
6t
〈|rj(t)− rj(0)|2〉, (3.28)
where rj(t) is the time-dependent trajectory of particle j. This was stud-
ied also for infinite Yukawa systems [115], but it is claimed [116] that this
criterion is only universal for Brownian dynamics, while in real fluids a
simple scale is missing.
2. The ratio of the first maximum to the first minimum in the pair distribu-
tion function is sensitive to a phase transition, e.g. [117].
3. The specific heat capacity (specific heat) is mathematically defined as
the ratio of a small amount of heat ∂Q added to the system, to the
corresponding small increase in its temperature dT ,
CV =
(
∂Q
dT
)
V
. (3.29)
The index V denotes the specific heat at constant volume. This parameter
shows also for mesoscopic systems a kink at the point of the phase transi-
tion, although the characteristic of this kink depends heavily on the total
particle number, which is known from studying melting temperatures of
Gallium, Natrium and metal clusters [118–120].
4. The Lindemann-like criteria are parameters which detect fluctuations of
single particles or pairs in a system. Lindemann argued [121] that the
rigid lattice structure of a solid breaks down if the particle oscillations
grow larger than a critical value. Additional energy pumped into the
system then cannot be absorbed into further increased oscillations and
must be transferred to particle translations.
5. The correlation time of the potential energy autocorrelation function
(2.18) is sensitive to melting. The idea is similar to the velocity autocor-
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relation function which leads to the diffusion coefficent. The correlation
time of the potential energy autocorrelation function, or the number of
MC steps in case of a MC simulation, is long in the solid regime, because
the particles only fluctuate within their local potential and the result-
ing potential energy does not fluctuate much. In the liquid regime the
particles are exchanged often between the lattice sites and therefore the
correlation time is long too. In the transition region between the solid
and liquid regime the correlation time is short. The particles fluctuate in
their local potential but sometimes are able to perform particle transla-
tions as well. Therefore the fluctuations in the potential energy are small
during the time when the particles fluctuate only in their local potential
and large when the particles also perform exchanges.
This list shall not be considered as complete. Often there are further order
parameters in different systems, e.g. the susceptibility in magnetic materials.
Apart from the potential barrier heights, which can give a good estimate of the
radial melting temperature as well, cf. section 3.2.5, here the following param-
eters were used:
The specific heat per particle Cv is defined by the temperature derivative of
the average potential energy 〈U〉 and is also given by the mean square fluctua-
tion as
CV =
1
N
d
dT
〈U〉 = 〈U
2〉 − 〈U〉2
NkBT 2
. (3.30)
For the combinations of parameters N and κ listed in the appendices B.1 and
B.2, we measure the specific heat by sampling at least 109 MC steps after
the system attains thermal equilibrium. Confirming that the values obtained
from both expressions are consistent, we adopt the latter values that are much
more accurate as opposed to the former, which require the numerical derivative.
With the specific heat it is possible to detect the two-stage melting process in
the Yukawa balls [122, 123], as seen in figure 3.23 on the example of N = 38,
κ = 1.0. An analogous two-stage melting process is known for 2d plasma crys-
tals [124], where the two stages are intershell rotations and radial melting.
Corresponding to the two peaks in figure 3.23, figure 3.24 shows snapshots of
the same system at different temperatures. First, in figure 3.24 (a) the parti-
cles are dislocated on the shell and the shells are rotating against each other.
Then in figure 3.24 (b) the shell width is increasing, indicating that the par-
ticles are starting to fluctuate in radial direction as well, but are not yet able
to overcome the radial potential energy barrier. In figure 3.24 (c) the particles
are performing radial transitions as well and the radial melting starts and in
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Figure 3.23.: Specific heat CV as function of temperature T for a Yukawa ball
of N = 38, κ = 1.0. The two peaks in the specific heat correspond
with two kinds of melting, the first peak corresponds to intrashell
melting and the second peak corresponds to intershell melting, cf.
figure 3.24.
figure 3.24 (d) the cluster is radially melted. Therefore, it is obvious that the
two melting processes correspond to intra-shell melting, where the local order
on a shell is lost, and inter-shell melting, where the particles are able to move
between the shells. Normally, the peak from the radial melting is at higher
temperatures and better accentuated, which often makes it easier to detect.
The metastable states with the same shell configuration are energetically much
closer [84, 125] and are much easier to access. Unfortunately the potential
energy barrier heights are not easily calculated because the path is unknown
and no symmetry argument is possible as in the radial energy potential barrier
case. The fine structure, metastable states with the same shell configurations,
of the Yukawa balls has been analyzed in [78, 82, 125]. The computation of
the Voronoi diagrams [91], which is necessary for the fine structure, is compu-
tationally expensive and has not been studied as a function of temperature here.
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(a) (b)
(c) (d)
Figure 3.24.: Particle positions over several MC steps for a Yukawa ball with
N = 38, κ = 1.0 projected onto the plane (φ, θ). The different
snapshots show the same cluster at different temperatures, ranging
from low (a) to high (d) temperature, T = 0.008 (a), T = 0.010
(b), T = 0.013 (c) and T = 0.016 (d). In (a) and (b) the system
is dislocated within the shells, while being stable radially and in
(c) and (d) the system also melts radially.
As a second parameter, the relative frequency of occurrence of possible shell
populations has been studied by MC simulations. This parameter can be com-
pared with order parameters in lattices, where the defects in a lattice are ana-
lyzed. Here, the idea to detect metastable states is limited to such metastable
states that are different in their shell population. This procedure has the huge
advantage that relatively few MC steps, 106, are enough to get a good estimate
for the probability, that a specific shell population occurs during the MC simu-
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lation at a fixed finite temperature. For each combination of N and κ listed in
the appendices B.1 and B.2 107 MC steps were used to compute the probabili-
ties for all possible shell populations. To determine a specific shell population
the shell radii of the ground state configuration were used to compute the radii
which separate two shells. Although the shell radii for metastable states are
slightly different from the ground state configuration, this effect plays no role
for the probability of occurrence Pconf.. For example, the radius, where the two
shells of the cluster with N = 31, κ = 1.1 are separated, is rs,gs = 0.89234 for
the ground state (27, 4) and rs,ms = 0.89211 for the metastable state (26, 5).
For the determination of the melting point, as given in the appendices B.1 and
B.2, a fixed probability of 90% of the ground state configuration was used.
Figure 3.25 shows the probability of occurrence of all accessed configurations of
a unscreened (κ = 0.0) Yukawa ball with N = 27 particles. The ground state
configuration for that cluster is (24, 3) and therefore this state has the highest
probability at T = 0. With increasing temperature the frequency of occurrence
of the ground state configuration drops below 40%. This raises the probability
of other metastable states. While the configurations (25, 2) and (22, 5) have
low probabilities, even for very high temperatures ΓC < 20, the energetically
lowest metastable state (23, 4) increases the frequency of occurrence until, at
T > 0.033, it is more probable to find this metastable configuration in the sim-
ulation than the ground state configuration. With the above definition of the
melting temperature by the frequency of occurrence the criticial temperature
was found to be T critm = 0.00985 for this cluster.
The melting point, determined by the frequency of occurrence, for a Yukawa
ball with N = 30 particles, as seen in figure 3.26 shows the same dependence
on the screening κ as other parameters. Here, the melting temperatures were
computed as T critm = 0.00601 at κ = 1.4 and T
crit
m = 0.00273 at κ = 1.5, while
(cf. table in appendix B.2) the melting temperatures determined by the specific
heat (3.30) and the variance of the block averaged relative distance fluctuations
(3.35) show the same drop of about a factor of 3. The frequency of occur-
rence for N = 30, κ = 1.5 in figure 3.26 (b) shows very interesting behavior.
The ground state configuration of (24, 6) nearly vanishes at low temperatures
T > 0.005 and then slowly increases its frequency. In a very small range of
temperatures, 0.0035 ≤ T ≤ 0.008, the metastable configuration (26, 4) is the
most probable configuration in the simulations. This configuration has been
the ground state configuration for smaller screenings, cf. figure 3.26 (a). At
higher temperatures then the metastable configuration (25, 5) is the most prob-
able configuration in the MC samples.
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Figure 3.25.: Frequency of occurrence for all accessible configurations (ground
state and metastable states) as a function of temperature for a
cluster with N = 27, κ = 0.0.
The last example for the probability of occurrence is for the cluster with
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Figure 3.26.: Same as figure 3.25, but for (a) N = 30, κ = 1.4 and (b) N = 30,
κ = 1.5.
N = 40 particles at two different screenings κ = 0.0, figure 3.27 (a), and
κ = 1.0, figure 3.27 (b). Again the melting temperatures are similar to other
parameters in the sense that the melting point for the system with higher screen-
ing is at higher temperature, T critm = 0.01124 for the frequency of occurrence,
compared to the system at lower screening, T critm = 0.00879 for the frequency
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Figure 3.27.: Same as figure 3.25, but for (a) N = 40, κ = 0.0 and (b) N = 40,
κ = 1.0.
of occurrence. This is normally not the case, systems with higher screenings
melt at lower temperatures [112]. The second peculiarity is found for the higher
screening in figure 3.27 (b). Here, the ground state configuration (32, 8) stays
the most probable configuration in the MC samples over the complete range of
temperatures tested.
Last but not least the third parameter used to identify the melting point was
a generalized Lindemann-like criterion. The Lindemann criterion [126]
uL =
〈u2〉
a2
(3.31)
predicts the melting when the fluctuation in the lattice positions ui = ri − r0,i
reaches a significant part of the lattice constant a and is widely used for a whole
range of similar parameters. It was shown that this ratio has a universal value
along the melting line [126] and differs even for different interaction potentials
only slightly. For small clusters it was shown, that a phase transition causes a
sudden increase in the width of the first peak of the bond length distribution,
which is proportional to the pair distribution [127–129]. This knowledge was
used by Peeters et al. to define the next neighbor distance fluctuations [131]
63
3. Yukawa balls
for radial melting, inter-shell melting and intra-shell melting
ukintra =
1
NS
NS∑
i=1
√
〈r2ni〉
〈rni〉2 − 1, (3.32a)
ukinter =
1
NS
NS∑
i=1
√
〈r2mi〉
〈rmi〉2 − 1, (3.32b)
urad =
1
NS
NS∑
i=1
√
〈r2i 〉
〈ri〉2 − 1. (3.32c)
Here, k denotes the index for a shell, ni the next neighbor to particle i on the
same shell, mi the next neighbor in an adjacent shell and ri is the modulus of
the position vector of the ith particle. These parameters can also be defined for
not only neighboring particles, but all particles in the system, e.g. the relative
distance fluctuations [130]
urel =
2
N(N − 1)
∑
i<j
√
〈r2ij〉
〈rij〉2 − 1 =
2
N(N − 1)
∑
i<j
√
V ar(rij)
〈rij〉 , (3.33)
where rij is the interparticle distance rij = |ri−rj | for all pairs of particles. The
main advantage is that there is no identification of neighboring particles, which
even change during the simulation, needed to identify phase transitions. The
identification of neighboring particles can be time consuming in the simulations
due to the numerically challenging Voronoi analysis [91]. In contrast to the
parameters (3.32a)-(3.32c), which define the melting by the amplitude of local
oscillations, this parameter has a sharp increase at the phase transition point
or region, while it is nearly constant in the solid (urel ≈ 0.05) and liquid (urel ≈
0.25) phase. Although this parameter is widely used [114, 131, 132], extreme
caution must be exercised when interpreting the urel(T ) curves, since they are
dependent on simulation parameters such as the simulation length, as well as
the ensemble that is used [133–135]. Figure 3.28 explains this behavior. The
sharp increase and therefore the melting point moves with increasing simulation
length to lower temperatures. The reason is, that for any finite temperatures a
single pair distance averaged over the simulation will converge against the total
pair distribution. And an indefinitely long simulation will even yield no visible
increase at all. The relative distance fluctuations (3.33) include large scale
diffusive motion without fixing a time scale for this motion. The simulation
length artificially introduces a time scale, but this scale is without physical
meaning. To circumvent this problem, it is possible to introduce a time scale
by comparison with another melting parameter. The autocorrelation function
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Figure 3.28.: Block averaged relative distance fluctuations urel and its variance
σurel as a function of temperature for a Yukawa ball with N = 37,
κ = 0.0. The parameters urel and σurel are averaged over 100
(red), 104 (black) and 106 (blue) MC steps which leads to different
melting temperatures, ranging from T critm = 0.0122 (10
6 MC steps)
to T critm = 0.0365 (100 MC steps).
of the total energy
CE(k) =
∑L−k
i=1 (Ei+k − 〈E〉)(Ei − 〈E〉)
(L− k) (〈E〉 − 〈E〉2) (3.34)
is such a parameter. Here, L is the total number of steps in the simulation
and k the lag of the correlation. This parameter shows the slowest decay in
the transition region and the melting temperature can be identified by the
maxmimum of the correlation time of CE(k). It was found [136] that the block
length, where the melting temperatures of CE(k) and urel agree, is in the range
of 1000 . . . 10000. For the estimation of the melting point T critm by the relative
distance fluctuations it is suitable to use the variance of the block averaged
relative distance fluctuations
σurel =
1
K
K∑
s=1
√
〈u2rel(s)〉 − 〈urel(s)〉2, (3.35)
with K the number of blocks. This parameter allows to identify the melt-
ing point instead of a region more easily, cf. figure 3.28, and is used for the
comparison of the melting temperatures in the appendices B.1 and B.2.
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3.3.2. Phase diagram
With the melting parameters CV , Pconf. and σurel the melting temperatures
can be determined and used to draw a phase diagram for mesoscopic Yukawa
balls. With the parameters CV and σurel sometimes intrashell as well as inter-
shell melting processes are detected, but for the comparison and tables only the
lower melting temperature, generally the intrashell melting temperature, is con-
sidered. Such a phase diagram is given in figure 3.29. The critical temperature
Figure 3.29.: Phase diagram of Yukawa balls with N = 11, . . . , 40 and a fixed
screening κ = 1.0. The given melting temperatures are calculated
by the specific heat and decrease with increasing total number of
particles. The exceptions at N = 15, 17, 21, 26, 28, 33 are small
compared with decrease in their vicinity.
of the solid-liquid phase transition is determined by the specific heat (3.30) and
given for N = 11, . . . , 40 and fixed screening κ = 1.0. The melting temperature
T critm as a function of the total particle number N is non-monotonically dropping
from T critm = 0.002396 for N = 13 to T
crit
m = 0.000024 for N = 40. Some excep-
tions of this decrease in the melting temperature are N = 15, 17, 21, 26, 28, 33
although the increase is small compared to the overall decrease of the melting
temperature as a function of the total particle number.
The essential information of the phase diagram in figure 3.29 is the melt-
ing temperature T critm . This critical temperature is given in the figure 3.30 for
CV (a) and for σurel (b) for particle numbers N = 11 . . . 40 and screenings
κ = 0.1 . . . 5.0. Additionally the melting temperatures and potential barrier
66
3.3. Thermodynamic properties
heights for these particle numbers are given in appendix B.2 for comparison.
The melting temperatures of CV and σurel coincide most of the time, which
proves that the estimate of a block length of 1000, used in the simulations is
indeed a good value to determine phase transitions in the MC simulations car-
ried out in this work. This is also seen in figure 3.30 since differences are hardly
spotted in the two diagrams. Only for N = 23 at high screenings κ = 4.0± 0.5
a difference in the melting temperatures measured by the specific heat (a) and
the variance of the block averaged relative distance fluctuations (b) can be seen.
Nevertheless, the melting temperatures deviate a little between these parame-
ters, but this can only be seen in the table of appendix B.2. Also, the measured
melting temperatures coincide roughly with those measured by other authors
[122, 131].
The melting temperatures measured by the frequency of occurrence of dif-
ferent shell configurations are better compared against the radial potential en-
ergy barrier heights because these temperatures only involve radial transitions.
These critical temperatures are plotted in figure 3.31. Compared with the ra-
dial potential energy barrier heights in figure 3.19 and appendices B.1 and B.2
some deviations are seen, but the general trends are alike. The reason for the
deviations is that for the frequency of occurrence the potential energy barrier
heights of the metastable states also influence the probability of the states. A
low potential energy barrier height for the first metastable state compared to
the potential energy barrier height of the ground state implies that it is rela-
tively easy for particles to leave the metastable state, which reduces the relative
frequency of occurrence. Then even if the temperature is high enough to leave
the ground state the metastable state will not occur much more often. This is
also seen in the comparison of the potential energy barrier heights and melting
temperatures measured by the frequency of occurrence in the appendices B.1
and B.2. In general, the measured melting temperature is higher than the po-
tential barrier height.
To summarize, the known general trends, that the liquid-solid phase tran-
sitions occur at lower temperatures with increased screening [86, 112] and
decreased system size [113] are not necessarily seen in the computed critical
temperatures of mesoscopic Yukawa balls. Indeed, in general the melting tem-
peratures decrease with increase of screening for a fixed particle number N . On
the other hand, the trend that smaller systems melt earlier [113] is reversed
here. Here, often magic number clusters are part of the configuration. Magic
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Figure 3.30.: Critical temperatures for the solid-liquid transition of mesoscopic
Yukawa balls with N = 11, . . . , 40 and κ = 0.1, . . . , 5.0. The color
indicates the logarithmic melting temperature as measured by the
specific heat (a) and the variance of the block averaged relative
distance fluctuations (b).
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Figure 3.31.: Critical temperatures for the solid-liquid transition of mesoscopic
Yukawa balls with N = 11, . . . , 40 and κ = 0.1, . . . , 5.0. The
melting temperature, given in logarithmic scale, is measured by
the relative frequency of occurrence, cf. section 3.3.1.
number clusters are those that form a perfect symmetric structure, in other
words a platonic body. The platonic bodies are the tetrahedron (4 particles),
the octahedron (6 particles), the cube or hexahedron (8 particles), the icosahe-
dron (12 particles) and the dodecahedron (20 particles). These bodies are very
stable against any transitions and occur often as part of the ground state con-
figurations and are for mesoscopic clusters a huge fraction of the total system.
Exceptions to the lowered melting temperature with increased total number
of particles are frequent but the increase in the critical temperature is small
compared to the general trend of decreasing melting temperatures. For bigger
systems with a few hundred particles the platonic bodies are only a very small
fraction of the total system and therefore do not influence the stability of the
whole cluster. Already in [113] the smallest calculated system for N = 100 had
a melting temperature above the predicted value. Therefore, the reversal of
this trend for the mesoscopic clusters analyzed here with N = 11, . . . , 40 can
be understood.
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3.4. Results in relation to experiments and theory
Already the found ground state configurations were able to reproduce the shell
populations of experimental clusters when the particles are interacting with a
Yukawa potential instead of a Coulomb potential. For screening parameters
0.55 ≤ κsim ≤ 1.19 the ground state configurations in the simulation were
consistent with the experimentally observed shell populations, cf. section 3.2.2.
Still some observation in experiments need to be studied in more detail.
3.4.1. Structural transitions
In the experiments of references [137, 138] particle movement did also lead to
structural transitions as seen in the simulations. In the upper image of figure
3.32 such a particle movement can be seen for a cluster with 31 particles. The
cluster is in the configuration (27, 4) when one particle leaves the outer shell
at t ≈ 420s and moves to the inner shell in the next 80s. In the lower part
the potential energy barrier is plotted again for comparison, cf. figure 3.18.
Interestingly the kink in the calculated barrier coincides with the return point
of the particle in the experiment.
Hence, these measurements consistently show that metastable configurations
Figure 3.32.: Radial component of the trajectory of the particle leaving the
outer shell in the experiment (upper image). Potential energy
barrier for the Yukawa ball with N = 31, κ =, cf. figure 3.18.
From reference [137].
are thermally accessible in experiments at room temperature [137] and can oc-
cur frequently in experiments [138]. To my knowledge no experiments have
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been performed yet that record the configurations over time at the given tem-
perature in an experiment and could be compared to the relative frequency of
occurrence in the MC simulations at finite temperatures. Nevertheless, simula-
tions showed, as seen in figure 3.5, that for the assumed coupling parameter in
the experiments, finite temperature effects are negligible for radial transitions.
3.4.2. Probability of occurrence of stationary states
However, there are experiments that record the probability of occurrence of
different configurations for the same cluster. In this set of experiments it was
intended to realize different metastable configurations of clusters with fixed total
particle number. For the production of the different metastable configurations
the following procedure was applied. After the trapping of the particles, the
rf-power was varied, so that the particles were not confined for a few seconds.
The Yukawa ball is destroyed and before the particles leave the discharge the
trapping was reestablished, so that the particles may form a new stable config-
uration [137, 138]. With this procedure a total of 37 different clusters with 31
particles could be observed. From the table in appendix A.1 it is known that
the ground state configuration for a Yukawa ball with 31 particles is (27, 4) up
to κ = 1.56, (26, 5) thereafter up to κ = 1.61 and then (25, 6). These configura-
tions are all seen in this experiment as well and the probabilities are 35± 10%
for the ground state configuration (27, 4), 62 ± 13% for (26, 5) and 3 ± 3% for
the configuration (25, 6).
(a) (b)
Figure 3.33.: Probability of occurrence of different stable configurations for a
cluster with (a) N = 31, κ = 0.8 and (b) N = 31, κ = 1.1. The
horizontal bars indicate the experimentally observed frequencies
of occurrences with error bars.
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Figure 3.33 shows the probability of occurrence Pconf of these states for the
cluster with 31 particles at screenings of κ = 0.8 (a) and κ = 1.1 (b). The
horizontal bars indicate the experimentally observed frequencies of occurrence
for the configurations (27, 4) (red), (26, 5) (blue) and (25, 6) (grey). Assuming
that the experimental screening is around this range of screening κ ≈ 1.0, the
lowest temperature that is able to reproduce the experimental observations is
T ≈ 0.01, which translates into the coupling parameter ΓC ≈ 100. However,
the corresponding potential barrier heights are an order of magnitude smaller
than this temperature whereas the estimated coupling parameter in the exper-
iments is ΓexpC ≈ 500. Therefore the reason for the more frequent observation
of configuration (26, 5) can not be finite temperature effects.
It has been shown [84] that the main effect in these repetition experiments
is the friction of the neutral gas. An analysis by extensive MD simulations
showed that the damping coefficient strongly affects the occurrence probabil-
ities of metastable states even if the interaction and the confinement are not
changed. This is similar to the liquid solid transition in macroscopic systems
where rapid cooling may give rise to a glass-like disordered solid rather than
a crystal with lower energy. While slow cooling leads predominantly to the
lowest energy state, strong damping gives rise to an increased probability of
metastable states. This is the main effect seen in the repetition experiments
[137, 138]. For friction coefficients of ν > 2.0ω0, where ω0 is simply the scaled
strength of the external confinement α in (3.1), the system is in the overdamped
regime and the probability distribution of the stable states for the cluster with
31 particles and κ = 0.8 is found to be within the experimental error. In the
overdamped regime, ν > 2.0ω0 the probabilities of the different configurations
will not change much with increasing the friction coefficient. The assumed fric-
tion parameter in the experiments is in the range ν = 3 . . . 6ω [137] which then
coincides with the observations in the simulations.
From the comparison of the potential barrier height and the particle move-
ment in the experiment, cf. figure 3.32, together with an estimated screening
parameter of 0.5 < κ < 1.2, the estimated kinetic energy of the moved particle
is 0.0012 < Ekin < 0.0025. Assuming this, one can determine other experimen-
tally interesting clusters, that have lower or equal potential barrier heights then
the cluster with N = 31, 0.5 < κ < 1.2. The following particle numbers may
be of interest to experimenters. The particle numbers N = 25, 27, 32 all have
lower radial potential energy barriers compared to the N = 31 cluster for all
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screenings considered, while the particle numbers N = 26, 33, 34, 35, 40 have
at least one radial potential energy barrier that is lower than the one of the
N = 31 cluster. For these clusters radial transitions due to thermal movement
can be expected in the experiments. For other clusters thermal induced transi-
tions out of the ground state should not occur. Of course, if the experimental
cluster is not in the ground state configuration, other potential energy barri-
ers and melting temperatures are valid and transitions out of these metastable
states might be more likely to happen.
Harmonic approximation
A promising approach to calculate the probabilities of occurrence of different
states of Yukawa balls is an analytical description. The total energy of the
system thermally excited from a given state s (ground or metastable state) can
be expanded around the local minimum with energy E0 and individual particle
positions r01, . . . , r
0
N up to second order in the displacements, which then allows
the evaluation of the partition function [139]. Here, the partition function
Zs = nsZints Z
vib
s Z
rot
s , with the degeneracy factor ns =
N !∏L
i=1N
s
i !
, (3.36)
where L is the number of shells and N si the occupation number of shell i with∑L
i=1Ni = N , can be factorized. The internal, vibrational and rotational parts
are
Zints = e
−βE0s (3.37a)
Zvibs =
(
kBT
h¯Ωs
)f
(3.37b)
Zrots =
(
2pikBTIs
h¯2
)3/2
. (3.37c)
Here, f denotes the degrees of freedom, Ωs = (
∏f
i=1 ωs,i)
1/f is the geometric
mean eigenfrequency and Is = (Is,1Is,2Is,3)1/3 the mean moment of inertia.
With these formulas it is possible to compute the ratio of probabilites of two
states s and s′ as [84]
Ps
Ps′
=
ns
ns′
(
Ωs′
Ωs
)f ( Is
Is′
)3/2
e−β(E
0
s−E0s′ ) ≈ ns
ns′
(
Ωs′
Ωs
)f
e−β(E
0
s−E0s′ ). (3.38)
Although this harmonic approximation is only valid for small temperatures a
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comparison with MC simulations shows a very good agreement. Figure 3.34
P
co
nf
T [E0]
Figure 3.34.: Probability of occurrence for the different stable states of a cluster
with N = 31, κ = 0.8. The symbols denote the probabilities
obtained from MC simulations at these temperatures while the
solid lines are the probabilities calculated by equation (3.38).
gives an example for N = 31, κ = 0.8. The results of equation (3.38) (solid
lines) agree even to quite large temperatures T ≤ 0.02, compared to the melting
temperature T critm = 0.000079 as determined by the specific heat parameter, cf.
appendix B.1. If this good agreement holds for several clusters and screenings
and if the probability of occurrence of the ground state configuration can be
used to determine the melting temperature, this approximation should be able
to predict melting temperatures for Yukawa balls as well.
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Yukawa tubes are another system of dust particles considered in this thesis.
These systems are periodic in the z-direction and restricted by a harmonic
confinement in the (x − y) plane. An example of a simulated Yukawa tube
with a length density of N/Lz = 75.0 and a screening parameter of κr0 = 2.0
is given in figure 4.1. These systems are described by considering N identical
interacting particles with mass m and charge q in a axial symmetric harmonic
confinement potential in a simulation box of length Lz with periodic boundary
conditions, described by the Hamiltonian
H(ri,pi) =
N∑
i
p2i
2m
+
N∑
i
γ
2
(xi + yi)2 +
N∑
i<j
q2
rij
exp−κrij . (4.1)
In the simulations, dimensionless length and energy variables are used by in-
troducing the units r0 = (2q2/γ)1/3 and E0 = (2γq4)1/3, respectively. Due to
the periodic boundary condition along the z-direction it is impossible to take
into account all pair interactions and therefore one can define a cutoff distance
(normally the boxlength Lz) in which case the interaction energy is subject to
errors. To reduce this error alternative methods can be used, e.g. the Ewald
summation.
Figure 4.1 shows an example of a Yukawa tube with a length density ρl =
N/Lz = 75.0 and a screening parameter of κr0 = 2.0. The view from top
(a) is an integrated view along the lateral dimension over all particles in the
simulation box and it shows a similar shell structure as in the 2d dust crystals
[22, 29, 140]. Along the z-dimension (b) no special structure is observed at this
length density and screening.
4.1. Ewald summation
When applying periodic boundary conditions for three-dimensional systems, the
sum of the energy over the images of the system is only conditionally convergent.
To solve this problem, the Ewald summation technique [141] is widely used
[142–145]. In general, the Ewald summation technique is based on the idea of
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(a) (b)
Figure 4.1.: Example of a simulated Yukawa tube with a length density of
N/Lz = 75.0 and a screening parameter of κr0 = 2.0. a) View
from top along the z-dimension and b) orthographic view from the
side. Similar to 2d dust crystals [22, 29, 140] a shell structure can
be seen in a). These structures are arranged in layers, while the
shell population in each layer can vary slightly from layer to layer
(cf. section 4.2.2).
Ewald [146] in 1921. He proposed an effcient way to recast the summation of
interaction energies in a periodic lattice in two rapidly converging series
V (r) = Vlong(r) + Vshort(r), (4.2)
a short range term and a long range term, where
Vshort(r) = V (r)erfc(
√
αr) (4.3a)
Vlong(r) = V (r)− Vshort(r) = erf(
√
αr)V (r) (4.3b)
and
r = |ri − rj |.
Here, erf is the error function and erfc the complimentary one. The short
range interaction potential decays very fast in real space and the long range
part can be easily evaluated in Fourier space. Therefore, the method implicitly
assumes that the system is infinitely periodic, which is the case in this study.
The control parameter α determines the convergence speed in both the real and
Fourier space series. There are a lot of textbooks [147–149] on the application
of this idea to various systems.
However, in some cases one may encounter systems, which are infinite in some
directions and finite in other directions. For example, in simulations of mem-
branes and other liquid or solid surfaces, one needs to extend the Ewald summa-
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tion technique to three-dimensional systems with periodicity in two directions
only, where the result has been obtained recently [150, 151]. Here, results of
the Ewald summation technique are used to compute the energy of longrange
electrostatic interactions in three-dimensional systems with periodicity in one
direction [152]. Apart from complex plasmas, possible applications include
transport of charged particles through channels or wires [153–155]. So far, only
results for Coulomb interaction for quasi-1d systems are avaible and therefore,
for the Yukawa tubes with screened Coulomb interaction the standard tech-
nique of defining a cutoff distance for the interactions was used. The error in
the computed energies decreases with the increase of the screening κ and there-
fore only for small screenings κ < 1.0 one really awaits a difference, while for
larger screenings the computed energies should not vary too much.
Coulomb interaction
The third sum in equation (4.1) in a system with periodic boundary conditions
in z direction reads in the Coulomb case as
Vij(ri, rj) =
1
2
N∑
i,j=1
′∑
n
q2
|rij + n| . (4.4)
The sum over n = (0, 0, aLz) with integer a is the sum over the original and the
images of the system, and the prime indicates that for n = 0 the terms with
i = j are to be omitted. Defining the function Φ(r) and the factor Φ0 as
Φ(r) =
∑
n
1
|r + n| for r 6= 0 (4.5a)
and
Φ0 =
∑
n6=0
1
|n| (4.5b)
one may rewrite the equation (4.4) as
Vij(ri, rj) =
N∑
i<j
q2Φ(rij) +
1
2
N∑
i=1
q2Φ0. (4.6)
The first term in equation (4.6) sums up the contributions from each charge
interacting with all other charges, the originals as well as their images, whereas
the second term represents the contribution from the interaction of each charge
with its own images.
To calculate the sums in equation (4.5a), the work of Porto [152], who devel-
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oped Ewald summation formulas for quasi-one dimensional system with no net
charge, was followed and the expressions for Φ(r) and Φ0 are given by
Φ(r) =
∑
n
erfc(α|r + n|)
|r + n| +
1
L
∑
G
[{
1
L
(
log(α2)− lim
t→0+
log(t)− γ
−Γ
(
0, α2[r2x + r
2
y]
)
− log
(
α2[r2x + r
2
y]
))}
+
{ ∞∑
ν=0
(−1)ν
4νν!
G2ν [r2x + r
2
y]
ν Γ
(
−ν, G
2
4α2
)}]
, (4.7a)
and
Φ0 =
∑
n6=0
erfc(α|n|)
|n| +
1
L
[
log(α2)− lim
t→0+
log(t)
]
+
1
L
∑
G 6=0
Γ(0,
G2
4α2
)− 2α√
pi
, (4.7b)
where γ denotes Euler’s constant, Γ(s, t) the incomplete gamma function and
rx and ry the x and y components of r. Here, a factor α is introduced as a
damping factor, which is used in simulations so that the sum in real space can
be truncated by omitting contributions from pairs (i, j) for which |rij | > L/2.
This means, that the real-space sum is restricted to the original simulation box
by applying the minimum image convention. For the sum over the reciprocal
space, normally 100 − 200 wavevectors are used. Putting together equations
(4.7a) and (4.6) yields the final result
Vij(ri, rj) =
1
2
N∑
i,j=1
q2
′∑
n
erfc(α|rij + n|)
|rij + n| +
1
2L
N∑
i,j=1
q2
∑
G6=0
exp (iGrij,z)
×

∞∑
ν=0
(−1)ν
4νν!
G2ν [r2ij,x + r
2
ij,y]
ν Γ
(
−ν, G
2
4α2
)
for r2ij,x + r
2
ij,y 6= 0
Γ
(
0,
G
4α2
)
for r2ij,x + r
2
ij,y = 0
+
1
2L
N∑
i,j=1
r2ij,x+r
2
ij,y 6=0
q2
{
−γ − Γ(0, α2[r2ij,x + r2ij,y)− log
(
α2[r2ij,x + r
2
ij,y]
)}
+
αNq2√
pi
+
q2
L
N∑[
log(α2)− lim
t→0+
log(t)
]
. (4.8)
The divergent part, log(α2) − limt→0+ log(t), resulting from the case G = 0
would vanish for systems with charge neutrality. The distances rij,x, rij,y and
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rij,z denote the x, y and z components of rij . Also note, that limµ→0+(−γ −
Γ(0, µ)− log(µ)) = 0.
Using the integral representation of the gamma function and the Poisson sum-
mation formula [156] an Ewald summation technique is developed for long-range
electrostatic interactions in systems that are periodic in one direction and have
a finite extension in the two other directions. A convergence factor, proposed
for the summation with periodicity in all three directions [144], is not needed.
This result is similar to the case of three-dimensional systems with periodicity
in two directions [150, 151].
Yukawa interaction
For Yukawa interaction, Ewald summation equations have not been available,
although they should be easily derived from the Ewald summation formulas
for Coulomb interaction following the idea of [157, 158]. Nevertheless, here
standard periodic boundary conditions in the z-direction with the minimum
image convention were used. Therefore the computed energies may have small
errors but with increasing screening strength κ these errors will decrease since
the interaction strength will decrease exponentially, too. On the other hand
the errors increase with the increase of the length density ρL = N/Lz, as seen
in figure 4.2. Here, the ground state energies for different length densities and
for a fixed screening parameter of κr0 = 1.0 are plotted. For length densities
ρL ≤ 6.0, boxlengths of Lz ≥ 10r0 are sufficient to compute the ground state
energy with a good precision. For higher screening parameter even smaller
boxlength can be used in the simulations. For the simulations of the ground
states normally a boxlength around Lz = 10r0 was used for length densities
ρL ≤ 6.0 and Lz ≈ 20r0 above.
4.2. Structural properties
With the help of the correct energies, calculated by the Ewald summation, one
can compute the ground states by standard Monte Carlo simulation techniques
with the Metropolis algorithm [76] as described in section 2.2.2. The first in-
terest in these systems focuses on the structural properties. Therefore, the
system is intialized from randomly placed particles at a high temperature and
then it is systematically cooled down, so that the particles can relaxate into a
equilibrium position. This procedure is repeated several hundred times up to
several thousand times to ensure a high probabilty that the found stable state
is actually the ground state configuration of the system. Figure 4.3 shows a
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Figure 4.2.: Ground state energies of Yukawa tubes with a fixed screening
parameter of κr0 = 1.0 and different length densities ρL =
{3.6, 4.8, 5.6, 7.2}. The ground state energies are reaching the
asymptote for boxlengths Lz ≥ 15.
schematic view of a Yukawa tube with the according descriptions of the dis-
tances within this system. In the simulation we can vary the length density ρL
Figure 4.3.: Schematic view of a Yukawa tube with description of the different
distances. rij is the 3d-distance, Lz is the length of the simulation
box and dl is the distance between the layers. ri is the radial
position of particle i.
by changing the number of particles N and/or the simulation box length Lz;
the other parameters are the screening strength of the interaction κ and the
coupling parameter Γ. The harmonic confinement strength γ in equation (4.1)
cancels out when one introduces the length scale r0. To reduce the influence of
the simulation box on the final stable state configuration, the boxlength Lz and
80
4.2. Structural properties
the total number of particles N were changed so that the length density ρL was
constant. For future analysis and in order to reduce the error from the shape
(length) of the simulation box grandcanonical simulations should be performed.
4.2.1. Unit cell definition
All found final stable states can be very complicated; one can find twisted
helica, line ordered systems or other configurations. Therefore, one needs to
find a suitable description to define the configurations. In general, the stable
state configurations consists of layers of certain shape, like 2d dust crystals
[22, 159]. But first, each layer can have a different configuration from the one
before and after, and second, even if the layers have the same configurations the
layers can be twisted by a well defined angle. Therefore a unit cell of the system
is defined as the smallest number of layers after which the layer configurations
repeat themselves. Additionally a rotation angle is determined between the
layer in the unit cell and the same layer in the next cell. An example is shown
in figure 4.4. Here the unit cell is [(1, 5)] with a rotation angle of [(0◦, 36◦)],
which means that the unit cell consists of one layer with 5 particles on the
outer shell and 1 particle in the center. The next layer again consists of 5
particles on the outer shell and 1 particle in the center, but the outer shell is
rotated by 36◦ so that the integrated view from top 4.4(b) shows 10 particles
for the outer shell. With this rotation angle, the layers with their specific shell
configurations and rotation angles repeat themselves after 2 cells, therefore a
packing notation would be ABABAB... . There can be also configurations of
unit cells with several layers, as seen in figure 4.5. Here, the unit cell consists
of 2 layers with the configurations (1, 7) and (3, 7), where the first number
represents the shell population on the inner shell or the center and the second
number the shell population on the outer shell. The center particle can be
rotated arbitrarily, the 3 particles on the inner shell of the second layer are
(nearly) staying in the same place in the plane (x, y). From the integrated
view from top in figure 4.5(b) one can see 14 positions of particles on the outer
shell, but from the pictures of the layers of the unit cell in (c) it is clear that
the 7 particles of the second layer are rotated by ≈ 26◦ against the 7 particles
of the first layer. Therefore, the notation for this ground state configuration
is [(1, 7); (3, 7)],[(0◦, 0◦); (0◦, 0◦)]. These short examples give an insight to the
manifold of possible configurations which can be stable state configurations.
Fortunately, the ground state configurations normally have a simple structure
of one or two layers which repeat themselves after 2 cells, as seen in the example
here.
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Figure 4.4.: Ground state configuration [(1, 5)] with a rotation angle [(0◦, 36◦)].
The example for this configuration is choosen for a length density
of ρL = 4.6 and Coulomb interaction (κ = 0.0). The view from
the side (a) shows that each layer consists of 6 particles, while the
integrated view from top (b) shows 10 positions of particles on the
outer shell and the center particle. Therefore, the unit cell, seen
in (c), of 5 particles on the outer shell and the center particle is
rotated by 36◦ for the outer shell and arbitrarily for the center
particle.
4.2.2. Ground states
Extensive Monte Carlo simulations were performed in order to compute the
ground states of Yukawa tubes with different length densities and different
screening. For each tupel of length density and screening at least 100 Monte
Carlo simulations (1000 for ρL < 7.0) with 109 Monte Carlo steps in total were
performed, where the system was cooled down by 0.1% every 1000th Monte
Carlo step. The presented states with the lowest energy are refered to as ground
states of the Yukawa tubes, although there might be configurations with lower
energy as explained in 3.2.1.
General trends are not as easy to obtain as seen in section 3.2.1. Figure 4.5
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Figure 4.5.: Ground state configuration [(1, 7); (3, 7)] with a rotation angle
[(0◦, 0◦); (0◦, 0◦)]. The example for this configuration is choosen for
a length density of ρL = 6.8 and Coulomb interaction (κ = 0.0).
The view from the side (a) shows that each layer consists of 8 par-
ticles for the first layer and 10 particles for the second layer, while
the integrated view from top (b) shows 14 positions of particles
on the outer shell, 3 positions for the inner shell and the center
particle. Therefore, the unit cell consisting of 2 layers with 8 and
10 particles, as seen in (c), where both layers have an outer shell
population of 7 particles, which are rotated by ≈ 26◦. The other
particles are not rotated within the unit cell.
shows an example of a ground state configuration for a length density of ρL = 6.8
and a screening value of κ = 0.0. Since this is a Coulomb interacting system, the
Ewald summation technique was applied to calculate the energy. The ground
state configuration is [(1, 7); (3, 7)] and the figure shows a simulation snapshot
at a very low temperature (ΓC = 10000). The length density of ρL = 6.8
was simulated for different typels (N,Lz) but this example is for N = 68 and
Lz = 10.0r0. The view from the side 4.5(a) shows 8 layers on the length of
10r0, containing alternating 8 and 10 particles each. Here, the first problem in
simulating these systems becomes obvious. For this tupel (N = 68, Lz = 10.0)
the ground state configuration of alternating layers (1, 7) and (3, 7) there is no
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integer solution for the number of layers. Therefore there are defects, in this
case two layers with just 7 particles. The integrated view from top 4.5(b) shows
14 positions on the outer shell, meaning that the 7 particles of the outer shells
of the different layers (1, 7) and (3, 7) are rotated by ≈ 26◦. Interestingly, the
360◦ of the full circles cannot be divided by the 14 positions with an integer
solution. The inner shell shows 3 positions an an additional center particle.
These particles are not rotated, neither within the unit cell nor between the
units cells.
(a)
α
(b)
(c)
Figure 4.6.: Ground state configuration [(2)] with a rotation angle [(90◦)]. The
example is choosen for a length density of ρL = 2.0 and a screen-
ing parameter of κ = 0.5, but this configuration also applies to
the same configurations given in figure 4.19 and appendix C.1, e.g.
2.0 < ρL < 3.45 and κ = 1.0. Subfigure (a) shows the view from
the side and one can see that the particles are arranged in layers
of 2 particles each, while subfigure (b) shows the integrated view
from top along the simulation box. Since this view shows 4 po-
sitions of particles, it is clear that the unit cell, seen in (c), of 2
particles is rotated by 90◦ resulting in the notation of the ground
state configuration of [(2)],[(90◦)].
At low length densities the Yukawa tubes are a 1-dimensional chain of parti-
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Figure 4.7.: Ground state configuration [(3)] with a rotation angle [(60◦)]. The
example for this configuration is chosen for a length density of ρL =
2.4 and Coulomb interaction (κ = 0.0). The view from the side (a)
shows that each layer consists of 3 particles, while the integrated
view from top (b) shows 6 positions of particles. Therefore, the
unit cell, seen in (c), of 3 particles is rotated by 60◦ from layer to
layer.
cles. This line is performing a zig-zag transition [160] at higher length densities
just before Yukawa tubes as 3-dimensional systems are recognized. The easiest
system is given in figure 4.6. This ground state configuration of [(2)] is given
for a length density of ρL = 2.0 and a screening parameter of κ = 0.5. The view
from the side 4.6(a) shows 10 layers of 2 particles each. Since the integrated
view from top 4.6(b) shows 4 positions, the unit cell of 2 particles is rotated by
90◦ to the next unit cell. In this case the total number of particles divided by
the number of particles in the unit cell is an integer and therefore no defects are
seen. The same holds true for the examples of the next ground state configura-
tions with only one shell [(3)],[(4)] and [(5)]. Figure 4.7 shows the ground state
configuration [(3)] for ρL = 2.4 and a screening κ = 0.0. There are 8 layers
with 3 particles each seen in the view from the side 4.7(a), while the view from
top shows 6 positions. This implies that the unit cell 4.7(c) is rotated by 60◦.
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Figure 4.8.: Ground state configuration [(4)] with a rotation angle [(45◦)]. The
example for this configuration is chosen for a length density of
ρL = 3.2 and a screening parameter of κ = 0.5. The view from
the side (a) shows that each layer consists of 4 particles, while
the integrated view from top (b) shows 8 positions of particles.
Therefore, the unit cell, seen in (c), of 4 particles is rotated by 45◦
from layer to layer.
Also figure 4.8 shows no defects in the snapshots. The view from the side 4.8(a)
also shows 8 layers with 4 particles each. The integrated view from top 4.8(b)
displays 8 positions, which means that the unit cell 4.8(c) is rotated by 45◦.
Although also the example for the ground state configuration [(5)] in figure
4.9 shows no defects, it is a good example for another challenge. From the view
from the side 4.9(a) it is hard to determine layers as easy as in the previous
examples. The integrated view from top 4.9(b) shows that 5 positions are used.
But the unit cell splits into sublayers of 2 and 3 particles which is the reason for
the challenge in determining the layers in the sideview. The example is given
for ρL = 3.5 and κ = 0.5 which results into a system without defects. From
the sideview one can also imagine that the system looks very similar to a helix
since every particle is rotated by 72◦ and also displaced in the z-direction by
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Figure 4.9.: Ground state configuration [(5)] with a rotation angle [(0◦)]. The
example for this configuration is chosen for a length density of
ρL = 3.5 and a screening parameter of κ = 0.5. The view from the
side (a) shows that it is hard to define layers here, but a possible
unit cell consists of 5 particles and the view from top again shows
only 5 particles and therefore the next cell is not rotated. However,
the algorithm that tried to calculate the unit cell shows in (c) that
the unit cell has a substructure of a 2 and 3 particle layer. After
a layer consisting of two sublayers with 2 and 3 particles the cell
repeats itself, starting with a sublayer of 2 particles again.
some distance. Helices are a quite common configuration in nature. Molecules,
DNA and now Yukawa tubes often have a helix like structure since they make
optimal use of the given space [161]. The ground state configuration [(6)] also
makes use of this type of configuration.
The first configuration with two layers is [(1); (5)]. Figure 4.10 shows an ex-
ample of this configuration for ρL = 5.9 and κ = 2.0. The view from the side
4.10(a) shows 19 layers with alternating 1 and 5 particles, but since the 59 par-
ticles cannot be distributed only in layers of 1 and 5 particles there are defects
as well. At some point the layer with 1 particle is missing. Despite that, the
view from top 4.10(b) shows evenly distributed particles on 10 positions on the
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Figure 4.10.: Ground state configuration [(1); (5)] with a rotation angle
[(0◦); (36◦)]. The example for this configuration is chosen for a
length density of ρL = 5.9 and a screening parameter of κ = 2.0.
The view from the side (a) shows that the layers consists of 5
particles and the next layer only of a center particle, while the in-
tegrated view from top (b) shows 10 positions of particles on the
outer shell and a center particle. Therefore, the unit cell, seen in
(c), of 5 particles on the outer shell and 1 particle in the center of
the next layer is rotated by 36◦ for the outer shell and arbitrarily
for the center particle.
outer shell and a center particle. The unit cell consists of two layers with 1 and
5 particles and the 5 particle layer is rotated by 36◦ to the next unit cell. The
smallest length density at which this two-layer-configuration can be observed
as a ground state configuration is ρL,crit. = 3.6 (at κ = 0.0). The example of
the ground state configuration [(1); (6)] in figure 4.11 deviates in the type of
defects that occur. The example is chosen for ρL = 4.4 and κ = 0.0. Since the
unit cell 4.11(c) consists of two layers with 1 and 6 particles and here, again, 44
particles were used at a length Lz = 10r0, defects are needed to distribute the
total number of particles. In this case, there are layers with 7 particles on the
outside instead of 6. A result of these defects is the integrated view from top
4.11(b), where no clearly distinct positions can be observed. Nevertheless, apart
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Figure 4.11.: Ground state configuration [(1); (6)] with a rotation angle
[(0◦); (30◦)]. The example for this configuration is chosen for a
length density of ρL = 4.4 and Coulomb interaction (κ = 0.0).
The view from the side (a) shows that the layers consists of 6
particles and the next layer only of a center particle, while the
integrated view from top (b) shows 12 positions of particles on
the outer shell and a center particle. Therefore, the unit cell, seen
in (c), of 6 particles on the outer shell and 1 particle in the center
of the next layer is rotated by 30◦ for the outer shell and arbi-
trarily for the center particle. The algorithm that determines the
unit cells has found a different unit cell though, because it is close
(ρL,crit. = 4.55) to another ground state configuration and in this
regime not only one kind of cells are existing but also “defects”
with other layer configurations, here (7, 0). This is also the reason
why the integrated view from top (b) does not clearly show the
12 positions of the particles.
from the defects the layers with 6 particles are rotated by 30◦ to fill 12 positions.
The next example is given for the first configuration with two shells in one
layer. Figure 4.12 displays an example for the ground state configuration [(1, 6)]
for ρL = 5.2 and κ = 0.0. Despite some defects, seen in the view from top
4.12(b) this example consists of 8 layers with 7 particles each. The unit cell
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Figure 4.12.: Ground state configuration [(1, 6)] with a rotation angle [(0◦, 30◦)].
The example for this configuration is chosen for a length density
of ρL = 5.2 and Coulomb interaction (κ = 0.0). The view from
the side (a) shows that each layer consists of 7 particles, while the
integrated view from top (b) shows 12 positions of particles on the
outer shell and 1 center particle. Therefore, the unit cell, seen in
(c), of 6 particles on the outer shell and 1 particle in the center
is rotated by 30◦ for the outer shell and arbitrarily for the center
particle.
4.12(c) consists of two shells with 6 particles on the outer shell and a center
particle. The particles on the outer shell are rotated by 30◦ to the next unit cell.
The configuration [(1); (1, 7)] is the first ground state configuration which
combines two layers and two shells. The example in figure 4.13 is given for
ρL = 6.5 and κ = 0.5. The view from the side 4.13(a) displays 14 layers with
alternating 1 and 8 particles. The only defect is that one layer with a single
central particle is missing and therefore the view from top 4.13(b) shows 14
clearly distinct positions used by particles. Again (cf. figure 4.5) a configura-
tion where the outer shell is filled with 7 particles despite the impossibility to
distribute the particles by an integer angle on the outer shell. The unit cell
4.13(c) consists of two layers, where the first layer only contains one central
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Figure 4.13.: Ground state configuration [(1); (1, 7)] with a rotation angle
[(0◦); (0◦, 26◦)]. The example for this configuration is chosen for a
length density of ρL = 6.5 and a screening parameter of κ = 0.5.
The view from the side (a) shows that the layers consist of alter-
nating 1 particle and 8 particles, while the integrated view from
top (b) shows 14 positions of particles for the outer shell and a
center particle. Therefore, the unit cell, seen in (c), of 6 particles
on the outer shell and 1 particle in the center of the next layer is
rotated by ≈ 26◦ for the outer shell and arbitrarily for the center
particle.
particle and the next layer two shells where the 7 particles on the outer shell
are rotated by ≈ 26◦ to the next unit cell.
The groundstate configuration [(2, 8)] as seen in figure 4.14 has the special
feature that the unit cell 4.14(c) splits into two subshells of (1, 4). The particles
on the inner shell form a zig-zag line that is twisted by 180◦ between the two
subshells. Therefore the view from top 4.14(b) displays two positions with par-
ticles on the inner shell and 8 positions with particles on the outer shell, since
the 4 particles on the subshells are also rotated by 45◦. The length density for
this example is ρL = 6.8 and the screening parameter is κ = 0.5. Although
the configuration [(2, 9)] does not look different by the unit cell definition, it
91
4. Yukawa tubes
(a)
α1
α2
(b)
(c)
Figure 4.14.: Ground state configuration [(2, 8)] with a rotation angle [(0◦, 0◦)].
The example for this configuration is chosen for a length density
of ρL = 6.8 and a screening parameter of κ = 0.5. The view from
the side (a) shows that each layer consists of 5 particles, while the
integrated view from top (b) shows 8 positions of particles on the
outer shell and 2 positions on the inner shell. Therefore, the unit
cell, seen in (c), of 4 particles on the outer shell and 1 particle on
the inner shell (not in the center) is rotated by 45◦ for the outer
shell and 180◦ for the inner shell. Normally the notation for this
ground state would be [(1, 4)],[(180◦, 45◦)], but in order to fit in
the series of ground states two layers were combined to one, so
that the unit cell consists of one layer (with 2 sublayers) with 8
particles on the outer shell and 2 particles on the inner shell.
is different when looking at the view from top 4.15(b). Not only are the two
particles on the inner shell rotated by 90◦ between the unit cells to fill the 4
positions seen, but also the shape of the outer shell is not a perfect circle. The
structure of the inner shell, a square, is also showing on the outer shell. The
view from top 4.14(b) shows 18 positions with particles on the outer shell and
the structure is in the transition between a circle and a square. Also, in this
example there are quite a few defects with layers with only 2 particles (on the
inner shell).
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Figure 4.15.: Ground state configuration [(2, 9)] with a rotation angle
[(90◦, 20◦)]. The example for this configuration is chosen for a
length density of ρL = 10.0 and a screening parameter of κ = 0.5.
The view from the side (a) shows that each layer consists of 11
particles, while the integrated view from top (b) shows 18 posi-
tions of particles on the outer shell and 4 positions on the inner
shell. Therefore, the unit cell, seen in (c), of 9 particles on the
outer shell and 2 particles on the inner shell is rotated by 20◦ for
the outer shell and 90◦ for the inner shell.
Figure 4.16 combines two different structures in its ground state configuration
of [(2); (2, 8)]. The view from the side shows 17 layers with alternating 2 and
10 particles each. Since the length density of ρL = 9.0 is realized with N = 90
particles at Lz = 10.0r0 there are some defects in this example, namely layers
with 2 particles on the inner shell. The result is given in the view from top
4.16(b) where 16 positions filled with particles are seen for the outer shell but
not clearly distinct positions for the inner shell are observed. The inner shell
here is a helix like structure again, where the two particles on the inner shell
are rotated by some smaller angle. In other examples of this ground state
configuration the inner structure is made of 4 positions though. The given unit
cell 4.16(c) also shows that in general the angle between the particles on the
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Figure 4.16.: Ground state configuration [(2); (2, 8)] with a rotation angle
[(0◦); (0◦, 22.5◦)]. The example for this configuration is chosen for
a length density of ρL = 9.0 and a screening parameter of κ = 0.5.
The view from the side (a) shows that the layers consist of alter-
nating 2 and 10 particles, while the integrated view from top (b)
shows 16 positions of particles on the outer shell. The number of
positions on the inner shell cannot be clearly determined in this
view (b), since there exist other layers with different inner shell
population. Nevertheless, the unit cell, seen in (c), of 8 particles
on the outer shell of the second layer and 2 particles on the inner
shell of both layers is rotated by 22.5◦ for the outer shell. The 2
particles of each layer are rotated by 90◦ against each other, so
that there is no rotation angle between the unit cells for the inner
shell. In this example the inner structure is not a square since the
2 particles have a slightly smaller rotation angle which results in
a helix-like structure.
inner shell is 90◦. Therefore, after the 100 MC runs to find the ground state
configuration, it is unclear if this configuration is the correct ground state for
this length density and screening. An even more dubious example is given in
figure 4.17. The ground state configuration as determined by the algorithm to
find distinct layers is [(2, 3); (1, 5)] for ρL = 8.3 and κ = 0.5. From the unit
cell 4.17(c) it is arguable that the correct definition would be [(3, 8)] which is
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Figure 4.17.: Ground state configuration [(2, 3); (1, 5)] with a rotation angle that
cannot be determined due to other configurations in other layers
of the system. The example for this configuration is chosen for a
length density of ρL = 8.3 and a screening parameter of κ = 0.5.
The view from the side (a) shows no clear layers structure and also
the integrated view from top (b) shows no clear positions for the
outer shell. For the inner shell 11 positions are observed. There-
fore both rotation angles could not be determined (cf. appendix
C.1).
splitted into two subshells with the above configurations. Here, the inner shell
in the integrated view from top 4.17(b) displays 11 positions with particles.
The outer shell is also a helix like structure. Although the number of MC runs
to find the ground state configuration has been increased to 500 for this length
density and screening no state with a smaller energy could be found although
from the look at this example it is reasonable to say there is a configuration
with a lower energy. Nevertheless, it shows how complicated it is to find the
correct ground state in these systems. Figure 4.18 shows a similar structure of
subshells. The ground state configuration [(1, 5); (2, 5)] is given for ρL = 9.6
and κ = 1.0. From the view from the side 4.18(a) no clearly distinct layers can
be seen, while the view from top 4.18(b) at least for the outer shell show 20
distinct positions with particles. This results in a rotation angle of 9◦ for the
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Figure 4.18.: Ground state configuration [(1, 5); (2, 5)] with a rotation angle
[(x◦, 9◦); (x◦, 9◦)]. The example for this configuration is choosen
for a length density of ρL = 9.6 and a screening parameter of
κ = 1.0. The view from the side (a) shows no clear layer struc-
ture, while the integrated view from top (b) shows 20 positions of
particles on the outer shell. The number of positions on the inner
shell cannot be clearly determined in this view (b). Nevertheless,
the unit cell, seen in (c), of 5 particles on the outer shell of both
layers and 1 and 2 particles on the inner shell of the layers is ro-
tated by 9◦ for both outer shells. The 5 particles of each layer are
rotated by 18◦ against each other, so that in total 20 positions can
be reached by the 5 particles on the outer shell.
outer shells of the sublayers.
General trends
Figure 4.19 summarizes the results of the ground state configurations obtained
with these Monte Carlo simulations. Contrary to the Yukawa balls the increase
of screening leads first to an increase of the number of layers (for a fixed length)
instead of an increase of the inner shell population. Here, the highest inner shell
population has the Coulomb configuration. This means, that the same config-
uration as in the Coulomb case will be found at higher length densities with
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Figure 4.19.: (a) Ground state configurations of Yukawa tubes as a function of
length density ρL and screening κ. Different configurations are
given in color. For comparison the ground state configurations for
2d dust systems [22, 159] are shown in (b).
higher screenings. With the general trends of the Yukawa balls in mind this is
at first counterintuitive, but here the density increases first in the z-dimension
before it is increased in the radial direction. Another general trend here is, that
at first the layers are alternating, e.g. [(1); (6)] at (ρL = 5.2, κr0 = 0.5), before
they merge into one layer with a bigger spacing between the layers, e.g. [(1, 6)] at
(ρL = 5.8, κr0 = 0.5). Exceptions to this trend are also found. With increased
screening at a fixed length density of ρL = 4.1 the ground state configuration
changes from [(5)] at κr0 = 1.5 to [(6)] at κr0 = 2.0, while [(6)] is the ground
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state configuration at κr0 = 1.5 only for length densities of ρL ≥ 4.15. A clearer
case of this exception can be found at a length density of 7.65 ≤ ρL ≤ 8.25 and
screenings of κr0 = 0.0 to 0.5.
It should also be mentioned that at the borders of the structural transitions the
configurations are not easily determined. The number of layers for a unit cell
often increases due to a alternating layer configuration, for example in the tran-
sition region from [(1); (6)] to [(1, 6)] the configuration with the lowest energy as
calculated by the simulations is something like [(1); (6); (1); (1, 6); (1); (1, 6); (1); (6)]
or a similar combination of layers. Here, grandcanonical simulations are needed
to determine the ground state configuration with higher accuracy.
Examples of the ground state configurations of figure 4.19 are given in the fig-
ures 4.4,4.5 and 4.6-4.18. The first image of each subfigure shows the lateral
view of the configuration, the second the integrated view from the top and the
third image shows the top view of each layer of the unit cell of this configura-
tion. The actual ground state configuration may slightly differ from the given
example since the rotation angle between the unit cells can vary and close to
the transition points the configurations are not as clear as these examples.
Figure 4.20.: Energy difference between the states [(6)] and [(1); (5)] at a screen-
ing value of κ = 2.0 calculated by MD simulation by variation of
the length density only. The critical length density for the struc-
tural transition between the states is calculated as ρL ≈ 4.65.
For the table in appendix C.1 the critical length densities of structural tran-
sitions of the ground state configuration have been computed. As mentioned
before, in the transition region between two ground state configurations for
fixed screening and varying length density the layer configurations are alter-
nating between the two configurations arbitrarily due to the limitations of the
simulation method used. In order to determine the critical transition point
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nevertheless, molecular dynamics simulations have been performed in the fol-
lowing way. Both ground state configurations have been used and the length
density was varied only by changing the layer distance dl (cf. figure 4.3). For
those length densities the energies have been calculated and compared to the
other configuration in question. Figure 4.20 shows the energy difference and
the determination of the critical length density. This critical length density was
used in order to find the ranges of length densities in figure 4.19 in which the
configurations exists as ground state configurations.
4.3. Other anisotropic systems
An intermediate system between Yukawa balls and Yukawa tubes is a system
where the particles are not isotropically confined,
H(r1 . . . rN ,p1 . . .pN ) =
N∑
i=1
p2i
2m
+
N∑
i=1
α
2
(
x2i + y
2
i + γz
2
i
)
+
1
2
N∑
i 6=j
q2
4pirij
·e−κrij .
(4.9)
When the trap frequencies are equal, γ → 1, it is again the Hamiltonian (3.1)
for the Yukawa balls and if γ → 0 the Hamiltonian (4.1) is obtained. This
system has been studied in detail for Coulomb interaction [90, 162, 163] as a
function of γ. For smaller particle numbers a line of particles in the center is
seen, as were found in section 4.2.2 for 3.55 ≤ ρL ≤ 5.85. Reference [90] also
found that the anisotropy parameter γ can drive the system to undergo first
and second order structural phase transitions. For small anisotropies multiple
ring structures, which in this work were named layers for the Yukawa tubes,
and also a complicated fine structure were observed.
The melting processes have not yet been studied, although from the normal
mode analysis of [90] it was assumed that the multiple ring structures, or layers,
must be of relevance to the melting process. Indeed, from the study of the
structures of the Yukawa tubes it can be assumed that the melting process
again, as in the Yukawa ball case, will heavily depend on the configuration and
the melting will be much different radially than along the z-direction. For some
specific combinations of κ and ρL the inner particles can even be moved without
additional thermal energy along the z-direction.
The system (4.9) can also be studied experimentally when slightly alternating
the power of the rf-electrode. In this case, not spherically symmetric Yukawa
balls are formed by the dust particles but instead oblate and elongated struc-
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tures are observed. In principle it should be possible to enhance this setup
to study Yukawa tubes. An open elongated glass box instead of the cube like
glass box in the experiment [32] can possibly change the trap so that Yukawa
tubes alike dust crystals can be investigated. This can also be of interest for
the understanding and manipulation of carbon nanotubes [164, 165] or similar
structures, like TiO2 nanotubes [166].
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5.1. Summary
The aim of this thesis was to study structural and thermodynamic properties
of Wigner crystals composed of dust particles in a plasma. The properties are
strongly influenced by finite size effects, i.e. the number of particles, and the
interaction potential. In order to understand the complexity of the structural
and dynamical properties of those systems extensive computer simulations were
performed.
The structural properties were first investigated by analyzing the ground state
configurations and their dependence on the screening and number of particles
in the system. Very detailed molecular dynamics and Monte Carlo simulations
were compared against the experimentally observed Yukawa balls. Deviations
in the shell population of the experimentally observed clusters to clusters in the
simulations with unscreened interaction potential made it inevitable to assume
a screened interaction to be present in the experiment. Other effects, namely
charge fluctuations and finite temperature effects in the vicinity of the experi-
mental conditions could not explain the differences.
Investigations of the ground state configurations showed a general trend, that
the inner shell population is increased with the increase of the screening. The
clusters undergo structural transitions with the variation of the screening. Fi-
nite size effects were studied on the ground state configurations of mesoscopic
Yukawa balls N = 11, . . . , 60. Here, the ground state configurations showed
several anomalies to the general trend, for specific combinations of (N,κ), cor-
related transitions of two particles instead of just one, the reduction of the inner
shell population with the increase of the total particle number and reentrant
configurations were observed. The reason are mechanically highly stable magic
clusters, which form platonic bodies with perfect symmetry. These configura-
tions are for mesoscopic systems often part of the ground state configurations
and highly influence the stability.
The analysis of the radial potential energy barriers showed the expected result,
that the potential energy barrier between the ground and metastable state with
101
5. Discussion
different shell population is lowered energetically in the vicinity of a structural
transition. This can be a good first estimate to radial melting, since the parti-
cles have to overcome this barrier for a radial transition.
In experiments melting in the sense of radial transitions between shells is not
seen frequently for mesoscopic Yukawa balls with N < 40. Although there are
experiments observing such transitions they do not occur often. It is known
that the temperature for a phase transition between a solid-like and a liquid-like
state is decreased for smaller systems with an increased fraction of particles on
the outer shell. For small systems it is observed that this trend is violated.
Instead the very small systems analyzed here, N = 11, . . . , 40, showed the re-
verse trend, that the clusters with smaller total particle number are melting at
a higher temperature.
To determine the different melting processes it is essential to choose sensitive
parameters to this transition. A huge amount of works on melting of mesoscopic
clusters are based on distance fluctuations between particles. Here it was shown
that one has to be very careful with such melting parameters, because they can
depend on the simulation time. A reasonable parameter for radial transitions
can be the frequency of occurrence of the ground state configuration that showed
similar behavior than the potential energy barrier heights. Nevertheless, there
are more melting processes possible in the Yukawa balls. Intershell or radial
melting is normally the process occurring at the highest temperature. The in-
trashell melting processes are in general observed at temperatures an order of
magnitude lower than for the radial processes. Here the energy difference be-
tween metastable states is also much lower, the ground and metastable states
only differ in the setup of particles on the same shell. A reasonable parameter
to detect these melting processes is given by the variance of the block averaged
relative distance fluctuations, although this parameter needs to be calibrated.
Very extensive Monte Carlo simulations were performed to calculate the melting
temperatures for mesoscopic Yukawa balls N = 11, . . . , 40. Again the melting
of mesoscopic clusters is dominated by the effects of magic clusters.
The comparison of the ground state configurations from the simulations with
the observed shell populations of Yukawa balls in the experiment made it pos-
sible to determine the expected range for the screening in the experiment,
κ = 0.87 ± 0.32. The calculated potential energy barriers in the simulation
and the observed particle trajectories made it possible to estimate a tempera-
ture in the experiment, T = 0.00185± 0.00065.
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The Yukawa tubes can become an object of research interest due to their sim-
ilarity to carbon nanotubes. Detailed Monte Carlo simulations were performed
in order to determine the ground state configurations for systems with length
densities 2.0 ≤ ρL ≤ 10.0 and screenings κ = 0.0, 0.5, . . . , 2.0. The complexity
of the configurations is enormous and a small change in the length density or
the screening can change the structure much. The ground state configurations
in general were layers of 2d dust crystals, but the huge amount of metastable
states ranged from twisted helica to bulk like structures.
5.2. Outlook
It is necessary to continue the investigation of ground state configurations as
well as the thermodynamic properties of Yukawa balls to get more insight into
the melting processes. For the studied range of particle numbers it was shown
that finite size effects, i.e. magic clusters, dominate the dynamical processes. It
will be interesting to analyze the melting in the intermediate region of particle
numbers, supposedly 50 ≤ N ≤ 150, where the small size effects slowly vanish
and the trend of increasing melting temperatures with increased particle num-
bers starts.
It is also useful to extend the simulations in order to compare the results
with experimental observations. Already, from the estimated values for the
screening and the temperature in the experiment, together with the computed
ground state configurations as well as the melting temperatures, it is possible
to specify additional clusters, where radial transitions might be observed. Such
clusters are N = 25, 27, 32, with very small radial melting temperatures and
N = 26, 33, 34, 35, 40 for melting temperatures in the same range as the cluster
with N = 31 particles. This is interesting to study in order to determine the
temperature of the dust particles in the experiment. It should also help to un-
derstand the strength of the damping in the experiment, which is a main factor
for the configuration seen in the experiment.
For the determination of melting temperatures of mesoscopic systems it will
be useful to find a parameter that lacks the drawbacks of the specific heat,
where a huge number of independent samples are needed, or the variance of the
block averaged relative distance fluctuations, which need to be calibrated with
another parameter. For radial melting such a parameter can be the frequency
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of occurrence of the ground state configuration in comparison to the occur-
rence of other configurations but in general this should be a quantity that does
not require knowledge about the ground state and metastable configurations.
This can be autocorrelation times but further research is needed to confirm this.
For future research on Yukawa tubes it can be of interest to establish an
experimental setup to observe these structures. It should be possible to modify
the structure and therefore the dynamical properties in such an experiment
easily by changing the length density or by laser excitation. With the help of
a complete investigation of the ground state configurations in dependence on
the length density it might even be possible to think of new nanomaterials that
have similar behavior. At the current point of research the understanding of
nanotubes is much better than of the Yukawa tubes but from a perspective point
of view the Yukawa tubes are more interesting because of the easily changeable
interaction by variation of the screening parameter.
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A. Ground states of Yukawa balls
A.1. Structural transition points and anomalies of the
first kind
Table A.1.: Table of structural transition points κcr, cf. figure 3.12). Bold
values mark anomalies of the 1st kind, where the inner shell changes
by two particles with increased screening (N fixed). The screening
values displayed are the critical values (±0.05) up to which the
configuration given in the 3rd column remains the ground state.
From reference [87].
N κcr GS N κcr GS N κcr GS
11 1.9 (11, 0) 34 0.2 (30,4) 48 0.4 (39, 9)
> 5.0 (10, 1) > 5.0 (28, 6) 1.4 (38,10)
12 4.1 (12, 0) 35 0.3 (30, 5) 1.6 (36, 12)
> 5.0 (11, 1) 3.2 (29, 6) > 5.0 (35, 12, 1)
13 > 5.0 (12, 1) > 5.0 (28, 7) 49 0.2 (40, 9)
14 > 5.0 (13, 1) 36 3.6 (30,6) 1.1 (39,10)
15 > 5.0 (14, 1) > 5.0 (28, 8) 1.4 (37, 12)
16 > 5.0 (15, 1) 37 1.7 (31, 6) > 5.0 (36, 12, 1)
17 > 5.0 (16, 1) 4.2 (30, 7) 50 0.1 (41, 9)
18 > 5.0 (17, 1) > 5.0 (29, 8) 0.7 (40,10)
19 4.6 (18, 1) 38 2.0 (32,6) 1.6 (38, 12)
> 5.0 (17, 2) > 5.0 (30, 8) > 5.0 (37, 12, 1)
20 1.1 (19, 1) 39 0.2 (33, 6) 51 0.5 (41,10)
> 5.0 (18, 2) 2.4 (32, 7) 1.1 (39, 12)
21 1.2 (20, 1) 3.6 (31, 8) > 5.0 (38, 12, 1)
> 5.0 (19, 2) > 5.0 (30, 9) 52 0.3 (42,10)
22 0.3 (21, 1) 40 0.4 (34,6) 0.9 (40, 12)
> 5.0 (20, 2) > 5.0 (32, 8) > 5.0 (39, 12, 1)
23 1.4 (21, 2) 41 0.1 (35, 6) 53 0.2 (43,10)
> 5.0 (20, 3) 0.6 (34, 7) 0.7 (41, 12)
24 1.0 (22, 2) 0.8 (33, 8) 2.9 (40, 12, 1)
I
Table A.1.: Table of structural transition points (contd.).
N κcr GS N κcr GS N κcr GS
2.6 (21, 3) > 5.0 (32, 9) > 5.0 (39, 13, 1)
> 5.0 (20, 4) 42 0.2 (35, 7) 54 0.0 (44,10)
25 0.3 (23, 2) 1.1 (34, 8) 0.6 (42, 12)
2.2 (22, 3) 1.8 (33, 9) 1.7 (41, 12, 1)
> 5.0 (21, 4) > 5.0 (32, 10) > 5.0 (40, 13, 1)
26 0.5 (24, 2) 43 0.7 (35, 8) 55 0.5 (43, 12)
0.7 (23, 3) 3.6 (34, 9) 1.5 (42, 12, 1)
> 5.0 (22, 4) > 5.0 (33, 10) 1.6 (41, 13, 1)
27 1.0 (24, 3) 44 0.7 (36, 8) > 5.0 (40, 14, 1)
> 5.0 (23, 4) 1.5 (35, 9) 56 0.5 (44, 12)
28 0.1 (25, 3) > 5.0 (34, 10) 1.0 (43, 12, 1)
> 5.0 (24, 4) 45 0.5 (37, 8) 1.2 (42, 13, 1)
29 1.6 (25, 4) 1.2 (36, 9) > 5.0 (41, 14, 1)
> 5.0 (24, 5) 4.2 (35,10) 57 0.1 (45, 12)
30 1.5 (26,4) > 5.0 (32, 12, 1) 1.0 (43,12,1)
> 5.0 (24, 6) 46 0.2 (38, 8) > 5.0 (41, 14, 1)
31 1.56 (27, 4) 0.9 (37, 9) 58 1.0 (45,12,1)
1.61 (26, 5) 3.3 (36,10) > 5.0 (43, 14, 1)
> 5.0 (25, 6) 3.4 (34, 12) 59 0.5 (46, 12, 1)
32 0.6 (28, 4) > 5.0 (33, 12, 1) 0.9 (45, 13, 1)
1.5 (27, 5) 47 0.5 (38, 9) > 5.0 (44, 14, 1)
> 5.0 (26, 6) 1.8 (37,10) 60 0.1 (48, 12)
33 0.2 (29, 4) 2.1 (35, 12) 0.2 (47,12,1)
0.6 (28, 5) > 5.0 (34, 12, 1) 0.8 (45, 14, 1)
> 5.0 (27, 6) 2.9 (44, 15, 1)
> 5.0 (43, 16, 1)
II
A.2. Anomalies of the second kind
Table A.2.: Table of anomalies of the 2nd kind. Left column shows the change
of the total particle number by one and column two the associated
configuration change. The third and fourth column give the range of
screening parameters where this transition occurs. From reference
[87].
N1 → N2 configuration κmin κmax
11→ 12 (10, 1)→ (12) 1.9038 4.0567
20→ 21 (18, 2)→ (20, 1) 1.0762 1.1906
25→ 26 (22, 3)→ (24, 2) 0.2544 0.5049
26→ 27 (22, 4)→ (24, 3) 0.7287 1.0412
30→ 31 (24, 6)→ (27, 4) 1.4866 1.5623
30→ 31 (24, 6)→ (26, 5) 1.5623 1.6142
33→ 34 (28, 5)→ (30, 4) 0.2012 0.2450
34→ 35 (28, 6)→ (30, 5) 0.2450 0.3034
35→ 36 (28, 7)→ (30, 6) 3.1665 3.6133
36→ 37 (28, 8)→ (30, 7) 3.6133 4.1646
37→ 38 (30, 7)→ (32, 6) 1.6679 2.0283
38→ 39 (30, 8)→ (32, 7) 2.0283 2.4396
39→ 40 (32, 7)→ (34, 6) 0.2223 0.4179
39→ 40 (31, 9)→ (32, 8) 3.6120 > 5.0000
40→ 41 (32, 8)→ (34, 7) 0.4179 0.5521
41→ 42 (32, 9)→ (34, 8) 0.8329 1.1372
42→ 43 (32, 10)→ (34, 9) 1.8473 3.6391
49→ 50 (36, 12, 1)→ (38, 12) 1.3753 1.5634
55→ 56 (42, 12, 1)→ (44, 12) 0.4964 0.5150
59→ 60 (47, 12, 1)→ (48, 12) 0.0000 0.1024
III
A.3. Anomalies of the third kind
Table A.3.: Table of anomalies of the 3rd kind. The 1st configuration is the
ground state configuration up to the critical screening κcr1 , then the
ground state configuration changes in the standard way by adding a
particle on a inner shell. This configuration then is the ground state
up to the critical screening κcr2 , at which the cluster changes its
ground state configuration back to the one it had a lower screening
(anomaly of the 3rd kind). From reference [87].
N configuration 1 κcr1 configuration 2 κcr2 configuration 3
35 (29, 6) 3.2 (28, 7) 6.84 (29, 6)
36 (30, 6) 3.6 (29, 7) 8.76 (30, 6)
37 (30, 7) 4.2 (29, 8) 6.91 (30, 7)
39 (31, 8) 3.6 (30, 9) 13.40 (31, 8)
54 (41, 12, 1) 1.68 (40, 13, 1) 5.04
5.04 (39, 14, 1) 15.02 (41, 12, 1)
IV
B. Phase transition points of Yukawa
balls
B.1. Melting temperatures I
Table B.1.: Melting temperatures T critm as determined by the frequency of oc-
currence Pconf , specific heat CV (3.30) and the variance of the block
averaged relative distance fluctuations σurel (3.35) for N = 31 par-
ticles and screenings κ = 0.0, . . . , 5.0. Additionally the potential
energy barrier heights are given for comparison.
κ ∆Ebar Tm(Pconf ) Tm(Cv) Tm(σurel)
0.0 0.003274 0.003318 0.000168 0.000159
0.1 0.003153 0.003029 0.000139 0.000150
0.2 0.003050 0.002748 0.000150 0.000121
0.3 0.002895 0.003782 0.000118 0.000114
0.4 0.002707 0.002453 0.000139 0.000107
0.5 0.002500 0.003583 0.000107 0.000108
0.6 0.002284 0.002759 0.000112 0.000100
0.7 0.002068 0.002162 0.000087 0.000080
0.8 0.001859 0.001870 0.000079 0.000086
0.9 0.001659 0.001718 0.000079 0.000083
1.0 0.001471 0.001259 0.000066 0.000069
1.1 0.001389 0.001958 0.000061 0.000057
1.2 0.001134 0.001113 0.000045 0.000051
1.3 0.000980 0.001015 0.000045 0.000050
1.4 0.001163 0.001214 0.000046 0.000054
1.5 0.001036 0.001325 0.000053 0.000051
1.6 0.000916 0.001349 0.000039 0.000036
1.7 0.001727 0.001554 0.000081 0.000067
1.8 0.001672 0.002403 0.000067 0.000076
1.9 0.001623 0.001450 0.000069 0.000079
V
Table B.1.: Melting temperatures for N = 31 particles (contd.).
κ ∆Ebar Tm(Pconf ) Tm(Cv) Tm(σurel)
2.0 0.001576 0.002068 0.000080 0.000068
2.1 0.001524 0.002436 0.000075 0.000065
2.2 0.001491 0.002084 0.000059 0.000060
2.3 0.001449 0.002013 0.000069 0.000058
2.4 0.001408 0.001783 0.000071 0.000063
2.5 0.001374 0.002118 0.000058 0.000054
2.6 0.001342 0.002000 0.000061 0.000069
2.7 0.001311 0.001370 0.000058 0.000063
2.8 0.001327 0.001576 0.000061 0.000064
2.9 0.001331 0.001788 0.000064 0.000059
3.0 0.001226 0.001473 0.000053 0.000052
3.1 0.001191 0.001523 0.000050 0.000058
3.2 0.001174 0.000993 0.000055 0.000050
3.3 0.001203 0.001096 0.000048 0.000050
3.4 0.001211 0.001582 0.000056 0.000046
3.5 0.001159 0.001833 0.000054 0.000047
3.6 0.001151 0.000969 0.000054 0.000050
3.7 0.001054 0.001525 0.000047 0.000046
3.8 0.001038 0.001632 0.000040 0.000044
3.9 0.001104 0.001534 0.000053 0.000056
4.0 0.000961 0.001082 0.000049 0.000038
4.1 0.000953 0.001110 0.000044 0.000036
4.2 0.000947 0.000882 0.000037 0.000046
4.3 0.000924 0.001344 0.000040 0.000035
4.4 0.000871 0.001339 0.000044 0.000036
4.5 0.000893 0.001018 0.000041 0.000045
4.6 0.000852 0.000896 0.000034 0.000036
4.7 0.000811 0.000792 0.000031 0.000032
4.8 0.000807 0.000902 0.000034 0.000038
4.9 0.000794 0.001197 0.000038 0.000030
5.0 0.000779 0.001062 0.000037 0.000030
VI
B.2. Melting temperatures II
Table B.2.: Melting temperatures T critm as determined by the frequency of occur-
rence Pconf , specific heat CV (3.30) and the variance of the block av-
eraged relative distance fluctuations σurel (3.35) for N = 11, . . . , 40
and a set of screenings, κ = 0.0, 1.0, 1.5, 4.0. Additionally the
potential energy barrier heights are given for comparison.
κ N ∆Ebar Tm(Pconf ) Tm(Cv) Tm(σurel)
0.0 11 0.013583 0.008658 0.002972 0.003174
12 0.017071 0.011479 0.003141 0.003572
13 0.012772 0.008372 0.002524 0.002008
14 0.011797 0.008260 0.002104 0.001929
15 0.013430 0.009367 0.002011 0.001841
16 0.012753 0.008456 0.001795 0.001758
17 0.014024 0.008953 0.001496 0.001549
18 0.010736 0.007319 0.001083 0.001022
19 0.008618 0.008956 0.001375 0.001360
20 0.005047 0.005313 0.000657 0.000585
21 0.005436 0.005223 0.000603 0.000708
22 0.003034 0.003035 0.000348 0.000333
23 0.004687 0.004751 0.000455 0.000480
24 0.003921 0.004015 0.000396 0.000340
25 0.002480 0.002548 0.000174 0.000205
26 0.002649 0.002703 0.000191 0.000219
27 0.003374 0.003469 0.000218 0.000245
28 0.001757 0.001744 0.000108 0.000092
29 0.003635 0.003684 0.000222 0.000219
30 0.003699 0.003576 0.000173 0.000190
31 0.003153 0.003029 0.000139 0.000159
32 0.002211 0.002329 0.000098 0.000092
33 0.001304 0.001282 0.000043 0.000046
34 0.001427 0.001448 0.000054 0.000052
35 0.001315 0.001383 0.000034 0.000043
36 0.002722 0.002650 0.000079 0.000073
37 0.002818 0.002746 0.000068 0.000063
38 0.002644 0.002616 0.000057 0.000059
39 0.001213 0.001272 0.000026 0.000026
40 0.001041 0.000879 0.000022 0.000022
VII
Table B.2.: Melting temperatures for N = 11, . . . , 40, κ = 0.0, 1.0, 1.5, 4.0
(contd.).
κ N ∆Ebar Tm(Pconf ) Tm(Cv) Tm(σurel)
1.0 11 0.010242 0.005808 0.002008 0.002106
12 0.012982 0.007570 0.002289 0.002426
13 0.013193 0.007182 0.002396 0.002163
14 0.012165 0.006522 0.001875 0.001821
15 0.013161 0.007459 0.002007 0.001825
16 0.011813 0.006843 0.001369 0.001568
17 0.011387 0.006406 0.001507 0.001392
18 0.007815 0.004522 0.000920 0.000914
19 0.005340 0.004320 0.000840 0.000852
20 0.002873 0.002459 0.000358 0.000341
21 0.002958 0.002431 0.000380 0.000396
22 0.002038 0.001687 0.000250 0.000257
23 0.002412 0.001944 0.000256 0.000269
24 0.001872 0.001612 0.000180 0.000157
25 0.009583 0.000809 0.000090 0.000079
26 0.001847 0.001578 0.000156 0.000125
27 0.000392 0.000337 0.000029 0.000025
28 0.001951 0.001558 0.000113 0.000127
29 0.001920 0.001674 0.000104 0.000096
30 0.001660 0.001385 0.000075 0.000082
31 0.001471 0.001259 0.000066 0.000069
32 0.000346 0.000295 0.000014 0.000014
33 0.001703 0.001468 0.000062 0.000056
34 0.001433 0.001155 0.000052 0.000054
35 0.001856 0.001542 0.000048 0.000063
36 0.002153 0.001818 0.000054 0.000060
37 0.001690 0.001471 0.000044 0.000041
38 0.001675 0.001444 0.000040 0.000038
39 0.001705 0.001479 0.000030 0.000038
40 0.001350 0.001124 0.000024 0.000023
1.5 11 0.008832 0.007760 0.002026 0.001718
12 0.010323 0.008458 0.002128 0.001822
13 0.013100 0.011533 0.002257 0.002687
14 0.011852 0.010455 0.002157 0.001712
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Table B.2.: Melting temperatures for N = 11, . . . , 40, κ = 0.0, 1.0, 1.5, 4.0
(contd.).
κ N ∆Ebar Tm(Pconf ) Tm(Cv) Tm(σurel)
15 0.012846 0.010798 0.002070 0.001954
16 0.010975 0.009297 0.001662 0.001408
17 0.009772 0.008396 0.001173 0.001228
18 0.006263 0.005449 0.000780 0.000622
19 0.003959 0.005188 0.000610 0.000531
20 0.001859 0.002440 0.000245 0.000277
21 0.001959 0.002478 0.000272 0.000275
22 0.001465 0.001861 0.000154 0.000142
23 0.001327 0.001775 0.000147 0.000133
24 0.001008 0.001299 0.000080 0.000083
25 0.000873 0.001156 0.000061 0.000079
26 0.002001 0.002503 0.000152 0.000134
27 0.001023 0.001324 0.000066 0.000066
28 0.001686 0.002176 0.000102 0.000109
29 0.001240 0.001660 0.000073 0.000065
30 0.001085 0.000273 0.000050 0.000052
31 0.001036 0.001325 0.000053 0.000051
32 0.000773 0.000991 0.000030 0.000027
33 0.001572 0.001929 0.000060 0.000057
34 0.001961 0.002610 0.000072 0.000071
35 0.001435 0.001906 0.000040 0.000041
36 0.001728 0.002197 0.000051 0.000044
37 0.001044 0.001373 0.000029 0.000023
38 0.000968 0.001195 0.000023 0.000023
39 0.001078 0.001395 0.000020 0.000020
40 0.001222 0.001526 0.000019 0.000021
4.0 11 0.006676 0.005145 0.001518 0.001281
12 0.000112 0.000084 0.000022 0.000023
13 0.009452 0.007113 0.001959 0.001623
14 0.011175 0.008965 0.001803 0.002059
15 0.010820 0.008592 0.001824 0.001475
16 0.007797 0.006071 0.001028 0.001193
17 0.005573 0.004469 0.000767 0.000625
18 0.003178 0.002470 0.000337 0.000316
IX
Table B.2.: Melting temperatures for N = 11, . . . , 40, κ = 0.0, 1.0, 1.5, 4.0
(contd.).
κ N ∆Ebar Tm(Pconf ) Tm(Cv) Tm(σurel)
19 0.001447 0.001694 0.000200 0.000217
20 0.001202 0.001359 0.000175 0.000179
21 0.001372 0.001611 0.000161 0.000187
22 0.001138 0.001278 0.000118 0.000144
23 0.002392 0.002661 0.000214 0.000228
24 0.001450 0.001719 0.000142 0.000148
25 0.002054 0.002418 0.000172 0.000169
26 0.001546 0.001750 0.000100 0.000104
27 0.000763 0.000880 0.000053 0.000052
28 0.001160 0.001368 0.000074 0.000076
29 0.001143 0.001338 0.000067 0.000060
30 0.001427 0.001600 0.000067 0.000077
31 0.000961 0.001082 0.000049 0.000038
32 0.001362 0.001507 0.000060 0.000061
33 0.001936 0.002236 0.000080 0.000075
34 0.000933 0.001085 0.000032 0.000028
35 0.000712 0.000801 0.000018 0.000020
36 0.000918 0.000108 0.000023 0.000026
37 0.000364 0.000403 0.000009 0.000007
38 0.000301 0.000337 0.000007 0.000007
39 0.000379 0.000461 0.000006 0.000006
40 0.000491 0.000599 0.000008 0.000008
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C. Ground states of Yukawa tubes
C.1. Structural transitions
Table C.1.: Critical length densities ρL,crit. for structural transitions of the
ground state configuration for a fixed screening parameter. The
given configuration is the ground state up to the given critical length
density. The x◦ in the rotation angle denotes an angle that could not
be determined exactly. These configurations often are in the transi-
tion between two more symmetrical configurations, [(2, 3); (1, 5)] in
the transition between [(1, 7); (3, 7)] and [(3, 8)]. In the other case
its a transition on the inner shell from [(1, 5); (2, 5)] to [(3, 10)] and
the inner shell does not form a regular hexagon yet.
κ configuration rot. angles ρL,crit.
0.0 [(2)] [(90◦)] 2.15
[(3)] [(60◦)] 3.05
[(4)] [(45◦)] 3.45
[(5)] [(0◦)] 3.55
[(1); (5)] [(0◦); (36◦)] 4.05
[(1); (6)] [(0◦); (30◦)] 4.55
[(1, 5)] [(0◦; 36◦)] 4.85
[(1, 6)] [(0◦; 30◦)] 5.85
[(2, 6)] [(0◦; 30◦)] 6.75
[(1, 7); (3, 7)] [(0◦; 0◦); (0◦; 0◦)] 6.85
[(2, 3); (1, 5)] [(x◦;x◦); (x◦;x◦)] 8.25
[(3, 8)] [(60◦; 22 : 5◦)] 9.45
[(3, 9)] [(60◦; 20◦)] > 10.00
0.5 [(2)] [(90◦)] 2.75
[(3)] [(60◦)] 3.05
[(4)] [(45◦)] 3.55
[(5)] [(0◦)] 3.85
[(1); (5)] [(0◦); (36◦)] 4.85
[(1); (6)] [(0◦); (30◦)] 5.45
[(1, 6)] [(0◦; 30◦)] 6.15
XI
Table C.1.: Critical length densities of Yukawa tubes (contd.).
κ configuration rot. angles ρL,crit.
[(1); (1, 7)] [(0◦); (0◦; 26◦)] 6.55
[(2, 8)] [(0◦; 0◦)] 6.95
[(2, 7)] [(0◦; 26◦)] 7.65
[(3, 8)] [(60◦; 22 : 5◦)] 8.75
[(2); (2, 8)] [(0◦); (0◦; 22 : 5◦)] 9.25
[(2, 8)] [(0◦; 0◦)] 9.55
[(2, 9)] [(90◦; 20◦)] > 10.00
1.0 [(2)] [(90◦)] 3.45
[(3)] [(60◦)] 3.55
[(5)] [(45◦)] 4.15
[(6)] [(30◦)] 4.25
[(1); (5)] [(0◦); (36◦)] 5.55
[(1); (6)] [(0◦); (30◦)] 5.85
[(1, 6] [(0◦; 30◦)] 6.25
[(1); (1, 7)] [(0◦); (0◦; 26◦)] 7.55
[(2, 7)] [(0◦; 26◦)] 8.35
[(1, 5); (2, 5)] [(x◦; 9◦); (x◦; 9◦)] > 10.00
1.5 [(2)] [(90◦)] 3.45
[(3)] [(60◦)] 3.55
[(5)] [(45◦)] 4.15
[(6)] [(30◦)] 4.45
[(1); (5)] [(0◦); (36◦)] 5.75
[(1); (6)] [(0◦); (30◦)] 6.55
[(1); (1, 7)] [(0◦); (0◦; 26◦)] 6.75
[(1); (6)] [(0◦); (30◦)] 7.35
[(1); (1, 7)] [(0◦); (0◦; 26◦)] 8.25
[(1, 5); (2, 5)] [(x◦; 9◦); (x◦; 9◦)] > 10.00
2.0 [(2)] [(90◦)] 3.55
[(5)] [(60◦)] 4.05
[(6)] [(30◦)] 4.65
[(1); (5)] [(0◦); (36◦)] 6.55
[(1); (6)] [(0◦); (30◦)] 7.75
[(1); (1, 7)] [(0◦); (0◦; 26◦)] 8.15
[(1); (6)] [(0◦; 30◦)] 8.35
[(1); (1, 7)] [(0◦); (0◦; 26◦)] 8.75
XII
Table C.1.: Critical length densities of Yukawa tubes (contd.).
κ configuration rot. angles ρL,crit.
[(2, 6)] [(90◦; 30◦)] 9.15
[(2, 7)] [(0◦; 26◦)] 9.45
[(1, 5); (2, 5)] [(x◦; 9◦); (x◦; 9◦)] > 10.00
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