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Computer simulations provide powerful tools to study the behavior of complex 
chemical systems. Since most of these problems can be reformulated mathematically as 
solutions of differential equations and matrix diagonalizations, the improvement of the 
computational capacity, parallel techniques and highly optimized codes have facilitated the 
possibility to investigate systems with huge number of degrees of freedom. In the last 20-25 
years however, there was an increasing need to investigate even more complicated systems, 
such as condensed phases or biomolecules. Questions related to the dynamical properties of 
condensed phases, folding of proteins, reactions and catalysis in solutions or enzymatic 
environment became accessible to computational methods.  
In practical point of view, computer simulations consist of three basic steps 
independent of the model system. The first step is to define the potential energy surface 
(PES), which is usually a continuous function of the coordinates of the nuclei or even larger 
molecular fragments. Two major approximations are introduced here, namely the separation 
of the electronic and nuclear degrees of freedom (Born-Oppenheimer approximation) and the 
classical treatment of the nuclei. In principle, the PES represents the energetic relation of the 
particles. Depending on the treatment of the particles, two basic kinds of PES can be 
distinguished. In the quantum mechanical (QM) treatment the whole or at least a part of the 
electronic degrees of freedom is also taken into account providing some electronic 
information about the system. In the classical approach of the PES the electronic motion is 
completely neglected and the electronic or even larger particles’ (atoms, atom groups) degrees 
of freedom are built into the potential. The different types of PES’s with their associated 
technical applicability are discussed below in detail.  
The second step is the adequate exploration of the PES. The huge dimensionality and 
continuity makes the reconnaissance of the PES unfeasible even for relatively small parts as 
well. This fact invokes the necessity to introduce statistical techniques. Based on the ergodic 
 
 




hypothesis, which states that the ensemble average of a given observable is equivalent to its 
time average, two methods are available. The Monte Carlo simulation1, which is based on the 
ensemble average, is a powerful method to investigate time independent equilibrium 
properties of the system. In this case, the statistical ensemble is generated by stochastic 
simulations. The examination of dynamical variables however, requires the explicit time 
dependence. Molecular dynamics (MD) simulations provide the opportunity to monitor the 
dynamical behaviors, as well. The dynamical properties of the system are studied by using the 
forces on the particles calculated from the PES. The simulation is propagated by iteratively 
solving the equation of motion of the particles of the system. This is carried out by integrating 
the corresponding differential equations. As a consequence, the computational requirement of 
a given problem basically depends on two properties: the representation/resolution of the 
system and the time scale of the process. The quality of the PES correlates with the 
refinement of the representation. The higher the description level of the system, the more 
expensive is the computation of a given configuration. This limits, of course, the timescale of 
the simulation. Furthermore, the description of the potential induces an indirect effect on the 
simulation timescale. The propagation of the systems in MD simulations is solved by using 
integrator algorithms. These algorithms all require a given integration timestep, which is the 
elapsed time between two consecutive steps. The integration timestep must be chosen small 
enough to sufficiently describe the fastest motion occurring in the system. As a higher level 
description takes into account motions with higher frequencies, the applied time step has to be 
shortened, as well. According to the quality of the PES, several different molecular dynamics 
techniques can be distinguished. These will be reviewed below. 
The ab initio molecular dynamics methods treat the whole or at least a part (e.g. 
valence) of the electronic degrees of freedom explicitly. The advantage of these methods is 
that the evolution of the electronic properties can be monitored in time, so it gives the 
opportunity to investigate chemical reactions. Unfortunately, the computational cost to 
evaluate the necessary electronic wavefunction makes the ab initio methods very expensive 
(they typically scale at least O  (N3) ) and restricts the methods to treat relatively small number 
of atoms (100-1000) with a relatively short timestep (0.1-0.5 fs) and total simulation time 
(ps). 
The dynamical behavior of systems containing thousands (or even billions) of atoms 
can be examined using empirical potentials (force fields, FF). Methods using FF’s usually 
consider the systems on their electronic ground state and completely lack the electronic 
 
 




degrees of freedom. Although there are attempts to incorporate the valence state of the atoms 
(i.e. bond order) into the FF type methods (i.e. to describe the forming or breaking process of 
the chemical bond), the FF’s are basically developed to characterize the system having a fixed 
valence state close to its equilibrium. Since the typical fastest motion in an all-atom system is 
the O-H vibration (~3200-3500 cm-1), the applied timestep is around 1 fs (or 2 fs using the 
SHAKE/RATTLE constraint algorithms2,3). The expression of the classical PES consists of 
molecular mechanical (MM) terms that are usually analytical functions of the coordinates of 
the particles. This makes the calculation of the energies (~O  (N2)) and forces computationally 
very fast resulting in a much longer timescale ( s) as compared to the ab initio methods. 
 Although they are performed also on classical PES and highly associated with FF, it is 
worth to discuss separately the Coarse-graining (CG) models, which introduce additional 
simplifications to increase the length of the timestep and so the total simulation time. This is 
usually achieved by building two or more atoms together and treating them as one “pseudo-
atom”. A simple form of CG is the united-atom model, where the aliphatic hydrogen atoms 
are built together with the connected carbon atom (e.g. instead of treating explicitly the four 
atom in the methyl group, the whole group is represented as one unit). The description can be 
even coarser using one (or few) pseudo-atom to represent a whole amino acid or nucleotide. 
With GC models one is able to examine processes of biological systems, which occur beyond 
the s timescale (e.g. protein folding, DNA-supercoiling). 
A special type of methods is the class of hybrid techniques. Hybrid methods combine 
different kinds of PES (e.g. MM/CG, QM/MM). The philosophy behind of these methods is 
to bring together the lower and higher (QM > MM > CG) kind of theory making a 
compromise between chemical accuracy and computational cost. In this thesis I will focus on 
the quantum mechanical / molecular mechanical (QM/MM) approaches. These techniques are 
designed to investigate relatively large systems (thousands of atoms), where some electronic 
degrees of freedom cannot be neglected without losing significant chemical information. The 
basic idea is to describe the chemically relevant region of the system, where the chemically 
interesting transformation takes place, using high level of theory (QM) while the rest of the 
system is treated by classical molecular mechanical (MM) description. In combination with 
enhanced sampling methods this can achieve dynamically relevant timescales (ns) and 
reliably describe processes such as chemical reactions.  
 
 




 The third step of the computational investigations is the analysis of the data collected 
during the molecular dynamics (or Monte Carlo) simulation. This can be either simple 
averaging or tracking the time evolution of some variables. In the case of several properties, 
sampling from a given small region of the phase space close to the initial configuration of the 
system does not need extra effort to evaluate equilibrium ensemble from a single simulation. 
These methods are called unbiased simulations. However, in some other cases one is 
interested in such properties, which require exploring either regions far from each other or a 
much larger part of the phase space. A good example for the latter is the investigation of 
chemical reactions occurring in the ms timescale. Using even a very accurate method there are 
still at least 9-13 order of magnitude difference between the real and the achievable 
simulation timescales. Obviously, real time simulations cannot be performed at present day. 
Even worse, since the probability to find a state in the canonical ensemble in the phase space 
is proportional to Eexp , where E is the energy associated with the state, 1TkB (kB 
is the Boltzmann constant, T is the absolute temperature), the sampling of higher energy states 
would be very poor during the simulations. Thus, sampling efficiency has to be improved to 
explore important regions which otherwise would not be visited in such short simulations. 
Simulations with artificially increased sampling are called biased simulations. The sampling 
acceleration process has two key points: the choice of the sampling technique and the reaction 
coordinate(s). Nowadays, there is a relatively huge number of very accurate and precise 
methods, making easy to get an appropriate technique for the investigated problem (some of 
them will be described in details in section 6.3.). However, it is much more difficult to find a 
proper reaction coordinate which considers all important degrees of freedom of the system.
 
 











During my PhD study, I was working on two major projects related to the QM/MM 
technique and the sampling problem. One of them was a development of an appropriate 
QM/MM potential surface (i.e. pseudopotential) to investigate the solvated electron in 
methanol. After the development of a new electron-methanol pseudopotential, I examined the 
properties of negatively charged methanol clusters. The other project was a methodological 
improvement, in which I applied a special general reaction coordinate to investigate the 
chloride – methyl-chloride substitution reaction in aqueous solution. Although the reaction 
coordinate is originally defined on a classical potential energy surface, I was able to use it 
successfully on higher level PES (i.e. QM/MM level). 
Although the two projects are related to the same field as both are highly associated 
with the challenge in molecular computational chemistry, the specific computational tasks 
(i.e. construction of a reliable PES and improvement of the sampling) and the chemical 
problems behind them are different. This makes necessary their separate discussion in this 
dissertation. However, there are common issues that provide the basis for both works. 
Accordingly, the dissertation has the following structure. First, I give a general overview 
about the characteristics of the QM/MM methods (chapter 3) and free energy calculation 
techniques related to the sampling problem (chapter 4). Second, I present the theoretical basis 
and methods for the developed pseudopotential and the results for the electron-methanol 
clusters (chapter 5). The third part contains the methodological improvement related to the 
use of the above mentioned reaction coordinate (chapter 6). Finally, I summarize the 
conclusions encountered during my work (chapter 7). 
 
 




3. Hybrid Quantum Mechanics / Molecular Mechanics 
methods 





 In this chapter I provide a general overview about the hybrid quantum mechanics / 
molecular mechanics (QM/MM) calculations. As a first step, I review the derivation of the 
applied equations of motion and demonstrate the most important simplifications4. Then, I 
consider the energy expressions of the quantum and classical part of the system as well as the 
coupling between them5. Additional specific methodological and technical issues applied in 
my calculations are discussed in section 5.2. 
 
 
3.1. Derivation of the General Equations of Ab Initio Methods 
 
 
 Relativistic effects do not play an important role in the considered systems, therefore 
our first simplification is to neglect these effects. In this case the time evolution of a given 
physical system is described by the time-dependent non-relativistic Schrödinger equation: 
tHt
t
i ,,,ˆ,, RrRrRr              (1) 
where t,,Rr  is the total wavefunction of the system depending on the nii 1rr  
electronic, NAA 1RR  nuclear coordinates (n and N are the total number of electrons and 
nuclei, respectively).  is the reduced Planck constant and Ĥ  is the Hamilton operator 
expressed by:  
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where MA and me are the mass of the Ath nucleus and the electron, 0 is the vacuum 
permittivity, e is the elementary charge and ZA is the charge of Ath nucleus in elementary unit. 
For the additional discussion, the above equation can be rewritten in a more compact form as 
a sum of the kinetic operator of the nuclei and the electronic Hamilton operator: 


















































     (5) 
In the last equation the electronic Hamilton operator is divided into the kinetic operator of the 
electrons and the potential energy operator. Note, that this operator contains the electron-
electron, electron-nuclear and also the nuclear-nuclear Coulomb interactions. Unfortunately, 
the solution of equation 1 is extremely difficult even for a very small molecular system. 
Because of this reason, additional simplifications are required. Since the total wavefunction 
t,,Rr  includes both the electronic and nuclear coordinates, a logical approach is to 
separate them. The simplest decomposition is to use a product wavefunction that leads to the 


























RrRrrrR         (7) 
where t,r  and t,R  are the electronic and nuclear wavefunctions. Note, that using the 
product wacefunctions is also an approximation (having more than one product the method is 
called multi-configuration self-consistent field, MC-TD-SCF). The quantum mechanically 
treated electrons and nuclei move in the average field of the other degrees of freedom 
 
 




(integral part of the right-hand sides). The coupled partial differential equations above can be 
simplified using the fact that the nuclei are relatively heavy, so we can apply the WKB 
approximation in which the wavefunction of the nuclei is approached semiclassically with an 
exponential function7,8,9: 
/,exp,, tiStAt RRR             (8) 
where tA ,R  and tS ,R  are the amplitude and the phase factor, respectively. Inserting this 
equation into the TD-SCF nuclear equation of motion, and then separating the real and 




































RRRRR                  (10) 
Note, that the relation for tA ,R  is a continuity equation7,8,9. Let us consider now the relation 
for tS ,R  (eq. 9). In the classical limit ( 0 ) the right-hand side vanishes and the 
remaining equation becomes isomorphic to the equation of motion in the Hamilton-Jacobi 
formalism10,11. With an appropriate transformation this leads to the classical mechanical 
motion of the nuclei: 
NAVM effeAAA ,...,1      RR           (11) 




* rRrrrRrrrR       (12) 
Thus, the nuclei move according to an effective potential created by the electrons. However, 
the electronic equation of motion still depends on the nuclear wavefunction (eq. 6). To 
simplify this equation too, additional approximation is needed. In the limit 0 the nuclear 





2, RRR            (13) 
where  is the Dirac delta function. The classical treatment of the nuclei reduces the integral 
in equation 6: 
tVtVtd enen RrRRrRR ,ˆ,,ˆ,lim
*
0
        (14) 
This approximation leads to the Ehrenfest molecular dynamics (EMD)12 equations: 
 
 






i e ,,ˆ, rRrr           (15) 
NAtHtM eAAA ,...,1    ,,ˆ, rRrrR         (16) 
Eq. 15 is the time-dependent Schrödinger equation for the electrons. In this picture the 
electrons are still treated quantum mechanically while the nuclei are described as classical 
particles, which move in the mean field generated by the electrons. The EMD equations are 
solved therefore simultaneously. To describe the relatively fast electronic motion, a relatively 
small timestep (~0.005-0.01 fs) has to be chosen to integrate eq. 15 which makes this method 
still very slow.  
Fortunately, there is a promising way to increase the simulation timestep by neglecting 
the electronic dynamics. Clearly, in EMD the transition between different electronic states is 
allowed13,14. If the first excited state is adequately higher than the ground state energy 
( TkEE B01 ) then the probability is sufficiently low for the system to change the ground 
state wavefunction. In this case, we can make an additional simplification restricting the 
electronic configuration to the ground state using the time-independent Schrödinger equation 
instead of eq. 15. The resulting equations are: 
tEtHe ,,,ˆ 000 rRrRr           (17) 
NAtHtM eAAA ,...,1    ,,ˆ, 00 rRrrR        (18) 
The method is called Born-Oppenheimer molecular dynamics (BOMD). The physical picture 
behind the equations is that the classical nuclei move in the field of electrons and since the 
electrons have a significantly lighter mass they instantaneously adapt to the actual nuclear 
configuration. The direct consequence of the method is that the electronic energy (the 
eigenvalue of eq. 17) is parametrically depends on the nuclear coordinates. This is called 
potential energy surface (PES) and we will deal with it later. The performance of BOMD is 
then very simple: for a given initial nuclear configuration one calculates the electronic ground 
state energy and the wavefunction. Then the propagation of the nuclei is carried out by using 
eq. 18. The typical timestep for integrating out the nuclear equation of motion is around 0.5-
1.0 fs. The forces acting on the nuclei could be calculated as finite differences. This would be 
quite inaccurate, however. Instead, the analytical derivative of the operator is used according 
to the Hellmann-Feynman theorem15,16,17: 
tHttHtM eAeAAA ,,ˆ,,,ˆ, 0000 rRrrrRrrR      (19) 
 
 




 BOMD is a quite popular approach since it provides a straightforward and accurate 
method to follow the dynamical behavior of the molecular system. However, it has a 
computational (i.e. algorithmic) drawback stemming from the different cost of the integration 
of equations 17 and 18. The electronic problem is actually a minimization task, which is 
solved in a self-consistent way. This requires significantly more calculations as compared to 
the nuclear propagation. To overcome this computational inconsistency, Car-Parrinello 
molecular dynamics (CPMD) was developed18. The basic idea of CPMD is to avoid the 
electronic minimization procedure in each step. For this, an extended Lagrangian is defined in 
which the explicit motion of the electronic degrees of freedom is also coupled to the nuclear 



































where the first term in the right-hand side is the kinetic energy of the nuclei, the second is 
kinetic energy of the electrons coupled by the i fictitious masses, the third is the energy 
associated with the Slater determinant of the one-particle nii 1  molecular orbitals 
( idet0 ). The last term is the orthogonality constraint for the orbitals which has to be 
introduced explicitly ( ij is the corresponding Lagrangian multiplier matrix element). The 
equations of motion obtained by the Euler-Lagrange equations are: 












r       (22) 
If the electronic temperature is low, the electrons can adapt to the current nuclear 
configuration keeping the energy close to the Born-Oppenheimer surface. If the frequencies 
associated with the electronic and nuclear motions do not overlap, the two subspaces can be 
decoupled and no energy transfer occurs. This ensures the separated motion of the “cold 
electrons” close to the adiabatic surface and the “hot nuclei”. However, the treatment of the 
electronic motion still requires reduced timestep as compared to the BOMD, with a typical 









3.2. Derivation of the Molecular Mechanical Equations 
 
 
 In the BOMD method the nuclear molecular dynamics is propagated according to the 
classical Newtonian equations, where the force is derived from the electronic field associated 
with the current nuclear configuration. In this case the Born-Oppenheimer surface is 
calculated on-the-fly. As it was discussed before, this procedure is very time consuming due 
to the cost of the electronic part. The procedure would be extremely accurate if we already 
knew the potential energy surface. The simple solution is to approximate the PES by an N-
body potential, i.e. the interaction between the atoms, which can be decomposed to one-, two-
, three- and higher body interactions19,20,21: 
...,,                                                                          

































    (23) 
The equation above leads to the classical molecular dynamics, where the electronic degrees of 
freedom are completely neglected and built into RapproxeV : 
NAVM AAA ,...,1    
approx
e RR           (24) 
The precision of RapproxeV  depends on the point where the series is truncated. A typical 
example is to consider a potential, whose terms are analytical functions, and describe 
interactions associated with covalent (e.g. bond stretching, angle bending) and non-bonded 



















































   (25) 
where di, rij and di,0 are the current and equilibrium distances; i and i,0 are the current and 
equilibrium angles, i is the torsion angle, qi is the charge of the ith atom.  ki,b, ki,a, ki,t, ni, i, ij 
and ij are constants which altogether define the force field (FF). Here, we do not deal with 
 
 




the precise protocol of the derivation of these constants, just mention that they can be 
originated either from quantum calculations or experimental data. 
 
 
3.3. Hybrid QM/MM Approaches  
 
 
 In the previous sections several approximations were introduced by exact derivations 
to obtain practically applicable ab initio MD methods (e.g. BOMD and CPMD). Although 
these approaches are incommensurably cheaper than the TD-SCF method, their applicability 
is still limited to the simulation of a few hundreds of atoms. There is a great demand however, 
to investigate the chemistry of much larger (e.g. biochemical) systems. The ingenious idea of 
Warshel and Levitt22 was to divide the system spatially into two interacting parts treated at 
different level of theory. The method incorporates the chemical accuracy of the QM and the 
computational quickness of the MM for simulating large chemical systems. In this section I 
overview some basic ideas related to QM/MM approaches.  
 
 
3.3.1. Defining QM and MM Parts 
  
 
In the general scheme, a part of the system is treated quantum mechanically while the 
rest is described by molecular mechanical terms. In other words, the electronic degrees of 
freedom are taken into account explicitly while those are integrated out in the surroundings. 
The first problem arises at the onset: how to choose an appropriate size for the quantum zone? 
On one hand, we want to pick a region as small as possible to increase the computational 
speed (hundreds of atoms maximum). On the other hand, we have to be aware of the fact that 
the selected quantum region may have strong interaction with its direct environment leading 
to strong polarization, which cannot be taken into account by simple force fields. Small 
reactants or quantum particles (e.g. solvated electron) in solution can be handled relatively 
easily as they constitute alone the QM part. However, in these cases one can imagine strong 
 
 




coordination between the solute and solvent molecules, which makes it necessary to extend 
the QM zone at least to the first solvent shell. Since it is a dynamical system, the solvent 
molecules may exchange in the QM zone, which also has to be somehow considered. 
Although there are techniques under development, which attempt to introduce dynamic 
quantum zones, traditional methods deal with static regions, where the treatment level of the 
atoms cannot be changed during the simulations. More difficult to treat systems, where 
complete separation cannot be achieved and one or more atoms in the quantum zone have 
covalent bond with the MM part (e.g. large molecules and enzymatic environments). In the 
literature there are two approaches to terminate the QM region in such situations. In the link 
atoms technique23,24 additional atoms (usually hydrogens) are introduced and positioned to 
atoms with free valence in the quantum zone. These pseudoatoms are usually invisible for the 
MM part. The problem with this method is that it is very hard to estimate the energetic effect 
of the link atoms. In the boundary region technique the problem of the free valences is solved 
by introducing ab initio pseudopotentials, which approximate a set of electrons by an 
effective potential, or frozen hybrid orbitals (some examples are the Local Self Consistent 
Field25,26 and General Hybrid Orbital27 methods). This method, however, usually requires a 
rigorous optimization procedure to construct appropriate pseudopotential. Either way is 
chosen, the QM region is somehow separated from the MM part. This may lead to 
nonphysical behavior of the system, which can be avoided by using restraints or constraints to 
keep the boundary structure close or fixed to its initial structure. 
 
 
3.3.2. Energy Expressions 
 
3.3.2.1. Coupling Schemes in QM/MM Calculations 
 
 Based on the energy expression of the total system two coupling strategies are 
available in the literature. In the subtractive scheme28 the total energy expression consists of 
the following terms: the QM energy of the QM zone in itself ( QMQME ), the MM energy of the 
QM zone in itself ( QMMME ) and the MM energy of the entire system (
E
MME ). The total energy of 
the system then is written as 
 
 











QM/MM EEEE            (26) 
where the superscripts are related to the region (E and QM mean the entire and QM regions, 
respectively) while subscripts express the level of theory. In this scheme the coupling between 
the QM and MM systems is treated on the applied MM level. The advantage of this approach 
is that in contrast to the additive scheme (see below), no polarization convergence problems 
appear on the boundary region, since the coupling between the QM and MM zones is not 
explicitly calculated. However, the quality of the QM zone – MM zone interaction is 
determined only by the force field and no additional improvement can be achieved. Another 
inconvenience rises when the electronic structure of the QM zone is significantly perturbed 
during the simulation (e.g. in chemical reactions). In this case, special force fields (e.g. 
reactive) are required, which are able to take this effect into account. Because of this reason, 
this scheme is not fully adequate to investigate chemical reactions. The generalization of this 
technique includes the IMOMM29, IMOMO30,31 and ONIOM32 models, where the system is 
divided into two or more layers treated at different level of theory and the total energy is 
calculated in an extended form of eq. 26.  
 The other type of coupling treatment is the additive scheme. In this case, the total 









QM/MM EEEE           (27) 
where the indices have the same meaning as before and the last term in the right-hand side 
( E MMQME ) is the coupling term. This method provides a higher level description of the 
interaction between the quantum zone and the classical regions as the effect of the MM atoms 
is considered in the corresponding Hamiltonian. However, this can lead to polarization 
problems, which are discussed later in section 3.3.2.4. Moreover, when link atoms are 
applied, a correction has to be introduced to reduce the dependence of total energy on the link 
atoms.  
 An additional advantage of the additive scheme is practical. The additive form of eq. 
27 gives the possibility to interconnect relatively easily the already existing QM and MM 
program codes and makes the calculation of the forces straightforward. Because of its 









3.3.2.2. QM Methods 
 
In principle, any quantum technique can be applied in QM/MM methods to calculate 
QM
QM
QM ĤE  (where  is the wavefunction and QMĤ  is the Hamiltonian of the 
quantum zone). The choice does not change essentially the basic concept. Because of 
computational purposes, four groups can be distinguished that are commonly used to calculate 
the QM energy (and forces) nowadays.  
 
  i. The Hartree-Fock based ab initio methods23,33,34,35 
 
These techniques apply a single determinant wavefunction built up from the molecular 
orbitals. The optimization procedure requires an SCF approach. In spite of their simplicity, 
they are still popular because their error is relatively low (~2%) for the typical geometrical 
properties of lighter atoms and not too high energy barriers can also be computed accurately. 
Since they neglect most of the electron correlation, they fail computing physical properties of 
molecules containing transition metals and binding energies.  
 
  ii. Methods based on the density functional theory (DFT)36,37,38,39,40  
 
Since the paper of Kohn and Sham41, the number of DFT implementations is 
continuously increasing. The basic concept is that the ground state energy can be reformulated 
as a functional of the ground state electron density42,43. The Kohn-Sham wavefunction is also 
a single Slater-determinant but here the electron correlation can also be considered. The DFT 
equations have to be solved self-consistently, similarly to the Hartree-Fock methods. The 
solution provides the Kohn-Sham orbitals and their energies. The major problem with DFT is 
that the exact form of the exchange-correlation functional appearing in the Kohn-Sham 
equations is unknown (except for the free electron gas). Thus, approximations are introduced 
based on model systems or simple fits from experimental data. Because of this latter, DFT is 
sometimes criticized as semiempirical method44 albeit it is on definitely higher level than e.g. 
MNDO variants45,46,47. Nevertheless, DFT shows a significant improvement in some groups of 
molecular properties compared to Hartree-Fock methods. With DFT, transition metals 
compounds can also be reasonably studied. However, DFT also suffers from some systematic 
 
 




problems: it usually overestimates bond distances and underestimates reaction barriers48. 
Recently, a huge number of studies are produced by the DFT based Car-Parrinello molecular 
dynamics program package (CPMD)49,50,51. 
 
  iii. Semiempirical methods 
 
 Semiempirical methods introduce some approximations to calculate the corresponding 
integrals in the Hartree-Fock scheme and/or are parametrized to reproduce selected 
experimental data. Although a large variety of these methods are available (some of the most 
applied are e.g. AM152, PM353), their application is nowadays not too frequent due to the 
relatively weak chemical accuracy. 
 
  iv. Empirical and approximate valence bond family54,55,56,57,58,59 
 
 These methods are based on the valence bond (VB) theory60 and the Hamilton matrix 
elements are replaced by empirical functions61, which are derived either from preceding ab 
initio calculations or experimental fits. The diagonal elements of the matrix are usually 
described by general MM terms, while the offdiagonal elements are approximated by 
constants, exponential or general functions. Since the computational time required by these 
methods is commensurable with classical potentials, they are very fast. However, the error is 
also similar to that of the MM methods. The empirical valence bond (EVB) theory is 
discussed in detail in section 6.2.2. 
 
 
3.3.2.3. MM Methods 
 
 The choice of FF strongly depends on the investigated system (small molecules in 
solution, biomolecules, metal compounds etc.) and the applied coupling between the QM and 
MM parts (see later). Here we consider only the all atom force fields. Basically, three kinds of 
force fields can be distinguished: 
 
  i. The ionic force fields apply mainly electrostatic and van der Waals terms62,63.  
 
 




  ii. The valence force fields have the general form of eq. 25. The most popular are AMBER64, 
GROMOS65, CHARMM66, OPLS-AA67, MM368, CFF69 etc. 
 
  iii. The third group is the reactive force fields, which can be considered as a special type of 
the valence force fields as they are able to describe valence change of the atoms. Examples 
are RWFF70 and ReaxFF71. 
 
 
3.3.2.4. Coupling between QM and MM Zones 
 
 The coupling term in eq. 27 is the most questionable part in the energy expression of 
the additive scheme. As it was discussed before, if it is needed, the covalent interactions can 
be eliminated from the boundary introducing link atoms, appropriate pseudopotentials or 
frozen orbitals. All we consider then is the nonbonded interactions, which are divided into the 




MMQM           (28) 
 The most difficult issue is the appropriate treatment of the electrostatic interactions. 
On one hand, Coulomb-interaction decays relatively slowly (~1/r) that results a significant 
interaction energy even at long distance. Obviously, the complete neglect of the electrostatic 
interaction would lead to serious energetic error and unphysical behavior of the system. On 
the other hand, one has to solve the coupling between two regions, which are originally not 
consistent with each other. The electrostatic energy term in the coupling energy can be 
calculated basically in three different ways72. 
In the case of mechanical embedding the atoms in the QM region are represented by 












E with the number of NQM quantum and NMM classical atoms). The 
charges of the QM zone can be derived from the FF or fitting the electrostatic potential. This 
method constitutes the basis to the subtractive scheme (see section 3.3.2.1.) as the coupling is 
represented on a classical level of theory. The mechanical embedding technique is 
computationally the simplest, however it has drawbacks. Since the coupling term is 
 
 




represented on low level, an accurate set of charges is required for both the MM and QM part. 
However, since the charge distribution can change significantly as the chemical event 
progresses, the error in using a single set of charges for the QM zone could cause very serious 
errors. Another problem is that this method ignores the polarization of the QM zone due to the 
MM part. 
A more refined method is the quantum mechanical treatment of the electrostatics. In 
this version the wavefunction and nuclei of the QM zone interact with the external MM 
charges: elel HE MMQMMMQM ˆ , where the Hamilton operator of the coupling can be 
written as: 
QM MMMM














       (29) 
where the first term is the electron-MM atoms, the second term is the QM nuclei-MM atoms 
interactions and the notations are the same as before. This method seems to be more 
sophisticated as compared to the mechanical embedding model. The basic idea behind this 
treatment is that if the QM zone is sufficiently far from the MM charges then the interaction 
of the electronic density with the point charges in eq. 29 is a good approximation. However, 
this method also suffers from serious problems. One problem is that atoms at the boundary 
feel relatively strong forces from atoms treated on different kind of level. This may lead 
systematic inconsistency and unphysical behavior of the system. One possible way to 
overcome this unwanted effect is to rescale the MM forces to obtain consistent electric field in 
the entire system. Another problem affects the quantum region. MM atoms nearest to the QM 
zone are responsible for a large part of the polarization effect. However, it may happen that 
positively charged MM atoms extremely attract the electron density which localizes 
artificially around these atoms leading to large errors. There are techniques also to avoid 
electron collapse to MM point charge, e.g. change the inverse proportional dependence in eq. 
29 to an appropriate function of the distance that becomes saturated as the distance 
approaches 0.  
In the third approach the classical treatment of the polarization is also included73,74. 
The previous model has an unsatisfactory asymmetry since the polarization of the MM region 
is missing. An obvious extension is to take into account the response of the classical part due 
to the electric field of the QM zone. Evidently, this approach requires polarizable FF whose 
charges can be altered. More sophisticated models apply a self-consistent procedure to solve 
 
 




iteratively the QM-SCF and polarizability terms75,76. Of course, this method has similar 
problems at the boundary as the previous one. Moreover, since it was shown that MM atoms 
at the boundary have an unrealistically large polarization, they are treated usually as 
nonpolarizable.  
The van der Waals energy term has a much smaller contribution to the nonbonded 
interaction so it is either omitted or calculated in the completely same way as in the classical 
case. Most often, the quantum atoms have van der Waals parameters according to the applied 
FF, and they may be modified or refitted if required. Van der Waals parameters are usually 
constant during the simulations. 
 
 











 As it was discussed earlier, the simulation time length achieved by MD simulations is 
much shorter than it would be required in the case of several properties. In these cases MD   
cannot guarantee in itself an adequate sampling of the investigated quantity. It is especially 
true for the calculation of the free energy profile. Since the methodological improvement 
carried out during my study is associated with the reaction coordinate, in the thesis I focus on 
the free energy calculations. In the subsequent sections I overview the importance of the 




4.1. The Potential of Mean Force  
 
 
 Free energy and its calculation have a central role for investigating chemical processes 
in condensed phases since most of the experiments are carried out under laboratory conditions 
with constant temperature and pressure/volume. The thermodynamic potential function 
associated with this ensemble is the Gibbs/Helmholtz free energy. Although most of the 
following equations are general, I will focus on chemical reactions since my thesis 
concentrates on these processes. The primary and most important experimental data for 
chemical reactions are usually the total free energy change ( A) and the rate constant (k). 
Based on the transition state theory, the latter has a direct connection with the activation free 
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where  is the transmission coefficient. The two free energy values together ( A and A‡) 
represent the energetic relation of the reactant, product and transition states. Although it is 
very rare that the investigated reaction consists of a single step, in most cases the reactions 
can be always divided into several well defined elementary steps. As compared to 
complicated gas reactions (e.g. burn of hydrogen gas), the number of elementary reaction 
steps in solution and especially in enzymatic environment is more limited. Usually the 
following questions are addressed: What is the exact mechanism of a given elementary 
reaction step (e.g. which residue is the general basis in a proton transfer step)? Does the 
reaction follow a concerted or consecutive mechanism? What is the order of the elementary 
steps? What kind of effects contribute to reducing the activation barrier? The validation of a 
given simulation is then always based on the comparison of the corresponding experimental 
and calculated free energies. In the following subsections let us consider an elementary 
reaction step with a reactant (RS), a product (PS) and a transition (TS) states.   
For the simplicity, let us consider a system with constant volume, constant number of 
one component particles and assume that it is coupled to a thermostat (canonical ensemble). 
According to statistical thermodynamics, the corresponding potential function of the system is 
the (Helmholtz) free energy: 
TVNQTVNA ,,ln,, 1           (31) 
where N is the number of particles, V is the total volume of the system, 1TkB  and 





1,, 3         (32) 
where H(q,p) is the Hamiltonian of the system, q and p are the vector notations of the general 
coordinates and momenta, respectively. The kinetic energy part can be integrated out from 










qq        (33) 
where Tmkh B2
1 is the thermal de Broglie wavelength. To calculate the free energy of 
the system one should evaluate the configurational integral. Although there are simple 
systems where the analytical evaluation of Z(N,V,T) can be carried out, complex systems with 
many degrees of freedom would require the knowledge of the potential energy in an 
enormous number of points. Thus computing the total free energy of the system is not feasible 
 
 




on the available modern computers. Fortunately, for investigating reactions, the knowledge of 
the total free energy is not necessary and one is able to calculate the practically useful: 1. free 
energy differences between two or more states, 2. the potential of mean force (PMF). The 
PMF is the computational generalization of the free energy and an arbitrary function of one or 






expˆln,,, 1       (34) 
where  is a vector notation of j, and  is the Dirac delta function. This equation enables us to 
perform simulations to investigate the behavior of the system in specific states or along 
particular paths. Using the probability function of the states, an alternative form of eq. 34 can 
be obtained: 
constPTVNA ξξ ln,,, 1           (35) 
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Based on these equations one would be able to examine the reaction and calculate free energy 
curves (or surfaces) along specific variables. All one needs to do is to perform simulations 
and then calculate the probability histogram as a function of the chosen variable(s). However, 
according to eq. 36, the frequency of occurrence of states with higher energies decreases 
exponentially with the potential energy, which causes poor sampling at specific values of . 
Although a wide range of  with high energy states is not relevant, the proper knowledge of 
the probability function around the transition state is needed to calculate the activation barrier. 
For this, additional computational treatment of the system is required to achieve a sufficient 
sampling in a given region of  independently of the energy values. More specifically, our 
aim is to reach the most uniform distribution possible within the relevant region. This is done 
by using the so called sampling methods. Sampling techniques bias the system at regions we 
want to explore, which is carried out by using some modifications in the motion of particles. 
Generally, we can say that instead of using the original potential, the simulation is performed 
on a modified potential energy surface: 
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where we have changed the equation of motion of the ith particle and the indexes u and b sign 
the unbiased (original) and biased (modified) potentials. The resulted free energy profile (in 
one dimension: ) therefore will be a biased free energy curve (Ab( )) which can be 
converted to the unbiased free energy profile (Au( )) considering the applied modification: 
bu AfA             (38) 
The description of specific methods applied in my study is discussed in detail in section 6.2.1. 
 
 
4.2. Reaction Coordinates 
 
 
 In the previous section, the PMF was introduced as a function of a general variable . 
This coordinate is often called reaction coordinate. All sampling techniques may apply 
reaction coordinates (or at least an order parameter) and the appropriate choice of the 
reaction coordinate is almost as important as the PMF method in itself. Namely, if the reaction 
coordinate (or collective variable) is not suitable to describe the reaction, in the absence of the 
bias of the “correct” variable the methods suffer from serious hysteresis, as the “hidden” 
degrees of freedom perform transitions in an uncontrolled manner. In this section, I overview 
the most important issues related to the reaction coordinates. 
 As a first note, order parameters applied e.g. in alchemical transformations (see 
section 6.2.2.1.) are not considered to be reaction coordinates here. Reaction coordinate is a 
function of the general configurational coordinates of the system while order parameters are 
usually independent external variables, which express the progress of the change from the 
initial to the final states. Hereby, we do not expect reasonable transition between the terminal 
states using order parameter. However, we want the reaction coordinate to describe a natural 
transition during the reaction as we are also interested in the position of the transition state(s). 
Although there are techniques77,78,79,80,81 to find and refine the minimum energy path 
(MEP) between minima, their applicability is still hindered in systems with large number of 
degrees of freedom. Another problem is that they deal only with the PES of the system and do 
not consider dynamical effects which cannot be neglected in studying chemical reactions. 
 
 




Nevertheless, there is a large variety of reaction coordinates (or collective variables) which 
can be used, but their selection is usually arbitrary and rather depends on a priori knowledge 
or chemical intuition. 
The most widely used reaction coordinates are geometrical coordinates. Geometrical 
coordinates are simple (usually algebraic) functions of Cartesian coordinates of some particles 
of the system. The most frequently applied ones are shown in Table 1. The reason of their 
popularity is twofold. Firstly, their technical implementation in molecular dynamics programs 
is easy and the computation is cheap. Secondly, their use is most straightforward and 
chemically easy to interpret. For example, applying distance as a reaction coordinate is very 
reasonable since in a chemical reaction a bond is broken or formed between two atoms. The 
distance between these atoms is being significantly changed, and monitors the progress of the 
reaction. 
Although application of geometrical coordinates seems to be a good decision, as we 
will see later, they may not take into account some substantial effects in complex systems 
therefore their usage sometimes suffers from serious problem. As a direct consequence, the 
biased pathway does not necessarily follow the natural reaction path and the resulting free 
energy profile may turn out to be false. One way to overcome this problem is to use 
multidimensional reaction coordinate. In this case one calculates the free energy surface as a 
function of more than one variable. Unfortunately, the space required to be explored for 
sufficient sampling is an exponential function of the number of variables, which increases 
immensely the simulation time even for very accurate methods. Another possibility is to find 
the important coordinates and build them together into an extended variable which is an 
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where the pi linear coefficients are optimized. However, both methods’ disadvantage is that 
the selection of the competent coordinates often takes place rather in an ad hoc manner than 
in a systematic and strict way.  
 A special group of the reaction coordinates is the family of the energy based reaction 
coordinates (total, solvation or specific terms like differences). The advantage of these 
variables that they depend on numerous atomic coordinates and so consider a much larger 
degrees of freedom of the system. Thus, energy based coordinates implicitly include such 
effects, which are indispensable for the proper description of the chemical reaction (and the 
 
 




quantitative reproduction of kinetic data) but cannot be accounted by simple geometrical 
variables. Such variable is the energy gap, which will be discussed in detail in section 6.2.2. 
 
 
Geometrical Coordinate Expression Note 
Distance jijid rrrr ,   
Stretch 
2
, jijis rrrr   
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Table 1. Definition of the most typical geometrical reaction coordinates.
 
 














 Solvated electron has long been investigated because of its importance in fundamental 
chemistry and several biological processes83. In a more general sense, the solvated excess 
electron serves as the simplest model system in solutions with a solute having a single 
electronic degree of freedom.  
 Besides the aqueous case, which has been the most extensively studied, experimental 
results for excess electron in methanol are also available84,85,86,87,88,89,90. Methanol, similarly to 
other polar solvents, localizes the excess electron in a solvent cavity surrounded by properly 
oriented methanol molecules. The first solvation shell contains 4±2 methanol molecules with 
an average hydroxyl hydrogen-electron distance of 2.30±0.15 Å85 as was measured by Kevan 
et al. using ESR spectroscopy in low-temperature methanol glass. The steady-state absorption 
spectrum of the solvated electron in methanol exhibits a broad, asymmetric band with a 
maximum at 1.95 eV86. Relaxation dynamics of the excess electron on the subpicosecond 
timescale was also investigated by ultrafast laser techniques87,88. More recently, resonance 
Raman experiments of Mathies et al. provided the most complete picture of the solvation 
structure and dynamics of the solvated electrons in alcohols89. 
 Due to the rapid advance of the experimental techniques, nowadays the scientific 
interest turned again to the finite size solvated electron systems. The theoretical interest is 
based on the fact that cluster anions can be considered as a transition between the gaseous 
species and the bulk solvated electron. Despite the finite size and the anticipated relative 
simplicity of cluster anions compared to bulk condensed phases, up to now there is still no 
consensus on the most basic structural properties of water cluster anions91,92,93,94,95,96,97. The 
most delicate unexplained problem is the appearance of at least three characteristic cluster 
 
 




anion classes reflected by three distinctly different trends in the variation of the vertical 
electron detachment energy with cluster size. A straightforward approach to solve the 
problematic issues is to extend the investigations to other polar solvents. However, compared 
to the water, very few studies have examined methanol cluster anions experimentally98,99,100. 
The Neumark group recently studied negatively charged methanol clusters by photoelectron 
imaging and observed two different sequences in the excess electron vertical detachment 
energy (VDE) with cluster size suggesting appearance of two different types of cluster 
isomers99,100. According to a tentative explanation, the more strongly bound feature was 
assigned to structures that internally solvate the excess electrons (interior-bound excess 
electron states) in analogy to the bulk solvated electron. The significantly more weakly bound 
signals, on the other hand, may indicate the presence of an alternative binding motif, surface-
bound excess electrons. Nevertheless, a more certain identification of these two methanol 
cluster anion classes is still to be resolved. 
 On the theoretical side, excess electrons have been studied in aqueous environment by 
both static quantum chemistry calculations101,102, Car–Parrinello and Born–Oppenheimer 
quantum molecular dynamics simulations103,104. However, theoretical studies on methanol 
bulk cluster anions are scarce. The most extensive quantum chemistry calculations on excess 
electrons in methanol that we are aware of have been performed using density functional 
methods using relatively modest basis sets105. The well-known problem is that all-electron (or, 
at least valence-electron) quantum calculations are still expensive, and are limited to relatively 
small system size (i.e. few tens of atoms). 
 As it was discussed in chapter 1, hybrid quantum mechanical – classical mechanical 
(QM/MM) molecular dynamics techniques offer a straightforward approach to simulate 
systems with high degrees of freedom such as the solvated electron. QM/MM methods 
decrease drastically the number of degrees of freedom allowing one to perform relatively long 
simulations and study dynamical properties. Up to now, two electron-methanol 
pseudopotentials are available106,107. Only one of them, the Zhu-Cukier potential has been 
used extensively in QM/MM simulations106. Although this calculations provided a 
satisfactory picture of the solvated electron in bulk methanol (structure, energetics and various 
dynamical properties108), the Zhu-Cukier potential suffers from some deficiency as well. On 
one hand, the position of the absorption spectrum of this pseudopotential appears redshifted in 
the simulations (1.72 eV versus 1.95 eV)108. However, as it was applied for the hydrated 
electron spectrum109 and has been recently proven110, it is desired for the nonpolarizable 
 
 




potentials to produce slightly blueshifted spectra. The reason is that the excited state energy 
decreases after proper self consistent treatment of solvent electronic polarization in the 
presence of the excited electronic state. On the other hand, the Zhu-Cukier potential is based 
on the point charges and geometry of a three-site classical methanol model106 in which the 
methyl-hydrogen atoms are explicitly not treated. Application of an all-site classical methanol 
potential improves the atomistic character of the potential and may give the opportunity to 
investigate the possible role of the methyl hydrogen atoms in the excess electron stabilization.  
As an addition purpose to develop a new pseudopotential is the transferability. For the 
more general use of the pseudopotential, it is desirable to develop such atomic parameters of 
the potential, which are transferable from one molecule to other making easier the 
calculations in other solvents. As a first step in this direction, the new electron-methanol 
pseudopotential was worked out for the carbon and methyl hydrogen atoms, while the 
parameters for the oxygen and hydroxyl hydrogen atoms were taken from the electron-water 
pseudopotential developed previously in the completely same manner109,111. 
During my study I generated a new electron-methanol pseudopotential following the 
Turi-Borgis protocol109,111 employed for the electron-water pseudopotential. In this method 
the polarization part is added to the potential a posteriori. The polarization parameters were 
tuned to reproduce the most important properties of the solvated excess electron in methanol 
bulk using QM/MM MD simulations.  
Using the developed potential, the investigation of several methanol cluster anions was 
carried out. As the first step, the “static” examination of the systems was performed. In this 
study the initial binding of the excess electron to neutral clusters was modeled. The neutral 
configurations were generated from classical MD simulations. Correlation analysis of the 
binding energy of the excess electron and several cluster properties were also carried out. In 
the second step, the “dynamic” behavior of the system was studied. Both the surface- and 
interior-type states were modeled by QM/MM MD simulations starting the systems from 












5.2. Theoretical Background 
  
5.2.1. Pseudopotential theory  
 
 
 The development of the electron-methanol pseudopotential consists of the following 
steps. Firstly, in the framework of the static exchange approximation, I have applied the 
Phillips-Kleinman repulsion operator to reduce the N-electron problem to a one-electron 
problem. Secondly, to remove large oscillations of the wave function of the excess electron in 
the core region, the excess state was mixed appropriately with the core states. The procedure 
resulted in the exact pseudowave function. In the third step, the local approximation of the 
nonlocal operators was carried out.  
 
 
5.2.2. The Static Exchange Approximation 
 
 
 The starting point applied for the electron-methanol system was the static exchange 
(SE) approximation112. The original SE approach was later generalized by Smallwood et al.113 
and applied for developing an electron-tetrahydrofuran114 and electron-water115 
pseudopotential. However, it was shown recently that the latter suffers from serious problem 
to reproduce the most important properties of the exact potential leading unphysical behavior 
of the system116. Nevertheless, the original approach is still theoretically well founded, and for 
the sake of consistency (and for the possible transferability of the parameters) I applied that 
for this work.  
In SE approximation a single determinant wave function is used that is composed of 
the frozen molecular spin orbitals and the wave function of the excess electron. The latter 
interacts with the neutral methanol molecule according to the following Schrödinger equation: 
]ˆˆˆˆˆ[]ˆˆ[ˆ cxen
SE VVVVTVTH SE        (40) 
where 2
2











rn̂             (41) 






ê            (42) 
where  are the occupied molecular orbitals in the neutral methanol molecule; the 






x̂           (43) 
Since a single methanol molecule does not bind the electron, a steep and smooth confining 
potential was also applied to keep the electron in the vicinity of the molecule: 
888
c 2
1ˆ zyxkV             (44) 
with k = 10-8 a.u. It is worth to note that this confining potential does not disturb the potential 
energy surface in the chemically most relevant region (i.e. in the vicinity of the molecule). In 
a physical point of view, it can be thought as a sensible model of the core repulsion of the 
surrounding methanol molecules in the bulk. 
 
 
5.2.3. The Phillips-Kleinman Repulsion Operator 
 
 
 The SE equations are equivalent to Hartee-Fock (HF) equations of the neutral 
molecule, as it can be proven by performing the standard procedure of the variational 
calculus. Consequently, the solutions of eq. 40 include the doubly occupied molecular orbitals 
of the neutral molecule, as well. It is also evident that the lowest unoccupied molecular orbital 
(LUMO) of the HF method is equivalent to the highest occupied molecular orbital (HOMO) 
of the SE approach. The primary purpose of the pseudopotential theory is to simplify the 
original N-electron problem to a lower dimensional case introducing an effective potential117. 
For the investigated system it means practically a one-electron problem. The first challenge is 
to overcome the so called variational collapse. If we want to solve eq. 40 for the excess 
electron using the conventional variational technique, the wave function of the excess electron 
 
 




would always collapse into the occupied orbitals. In practice this can be avoided by 
introducing the nonlocal Phillips-Kleinman repulsion operator118: 
N
x
PK EEV̂            (45) 
where Ex is an arbitrary parameter and E ’s are the eigenenergies of the  occupied states. 
The Phillips-Kleinman Hamiltonian is created as a sum of the SE Hamilton and PK repulsive 
operators: 
PKSEPK VHH ˆˆˆ             (46) 
An important consequence of the PK theory is that both the occupied and the SE wave 
functions are eigenfunctions of the modified Hamiltonian resulting in the eigenenergies Ex 
and  for the core and excess states, respectively:  
x
PK EĤ             (47) 
PKĤ             (48) 
Choosing e.g. Ex large enough, the core solutions can be removed from the eigenvalue 
spectrum and the variational solution constrains the system at the excess state.  
 
 
5.2.4. Removing Large Oscillations 
 
 
 As a direct consequence of the Pauli principle (i.e. the orthogonality of the excess and 
molecular wave functions), the excess wave function exhibits from large oscillations in the 
core region. To describe appropriately these oscillations, one would need a relatively large 
basis set. However, since the description of the excess electron wave function is rather 
important outside, than inside of the core region, it is computationally desired to remove these 
oscillations artificially. An elegant way for this was suggested in the original PK theory118. 
Choosing Ex =  the solution of the PK Hamiltonian becomes N+1 degenerated for the 
excess electron eigenvalue. In this case any linear combination of the core and excess wave 
functions is an eigenfunction of the PK Hamiltonian119,120,121. To remove the core oscillations 
as much as possible, such set of linear coefficients is chosen, which minimizes the kinetic 
energy of the excess state119: 
 
 







exact            (49) 
where c ’s are small linear coefficients and PSexact  is the resultant exact pseudo wave function. 
The pseudo wave function is relatively smooth at the core region but has the same asymptotic 
behavior as the SE excess state. The corresponding nonlocal repulsion potential is the Cohen-
Heine (CH)119 potential: 
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5.2.5. Local Approximation to the Nonlocal Operators 
 
 
 For a computationally feasible potential, the nonlocal repulsion and exchange 
potentials were approximated by local forms. The nonlocal PK-repulsion operator was 
replaced by the Schnitker-Rossky approximation (SRR)122,123: 
'' rrrr dEV SRRr           (52) 
This potential was recently criticized124,125 because of some numerical error of the parameters. 
It was also shown that the potential with the corrected parameters fails to reproduce the 
correct absorption spectrum of the hydrated electron and the corresponding radial distribution 
functions for the original system124. However, this error does not affect the physical meaning 
of the approximation and does not invalidate the basic theory itself. For example, it is worth 
to note, that the corrected potential resulted once again a cavity-like state for the hydrated 
electron and although the calculated spectrum is found to be redshifted, the lineshape or the 
underlying origin of that lineshape did not change significantly124. Moreover, the method 
worked exquisitely for the later developed water-electron system109,126 whose pseudopotential 
 
 




technique is followed in this study. Based on these results we can conclude that the SRR 
potential is a well-tested ad hoc model potential, rather than a rigorous derivation. 
 Unfortunately, it was shown111, that the local approximation of the exchange operator 
is not as straightforward as for the repulsion operator. Accordingly, four different local 
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with 3 23 rFk  where r  is the electron density. In the case of the no-exchange 
approximation (NE) the exchange operator was neglected by using 0F . In the widely 
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with FF kkIk /2
22  where I is the first ionization potential of the methanol molecule 
and the wavenumber of the scattered electron, k is set to zero according to Schnitker and 
Rossky122. The third local approximation was the asymptotically corrected Hara 
approximation (ACH) suggested by Riley and Truhlar128 with 2/1F . Finally, the 
semiclassical exchange potential (SCE)128 was also tested with 3/1F . 
 
 
5.3. Computational Details 
 
5.3.1. The Model 
 
 
 The model calculation consists of one methanol molecule and the excess electron. The 
methanol wave function is taken from relatively large basis ab initio Hartree-Fock 
calculations (6-31++G (d,p) augmented by two s-type diffuse functions on the hydrogen 
atoms with exponents 0.001 and 0.006). To correctly represent the excess electron density 
inside and outside the molecular core, a combined basis set was applied consisting of the 
methanol basis set and 73 evenly distributed s-type Gaussian functions (with exponent 0.03) 
 
 




on a cubic grid of 20 a0 length centered on the centre of mass of the methanol molecule. To 
simplify the evaluation of the integrals, the molecular basis functions were expanded in terms 
of s-type functions (Gaussian lobes129). Altogether, 521 s-type basis functions were applied to 
represent the excess electron. In the quantum calculations the equilibrium geometry of the six-
site Optimized Potentials for Liquid Simulations (OPLS67) methanol model was used. This 
geometry was dictated by the choice of the classical methanol potential in the subsequent 
QM/MM simulations. Although in the computational model only the s-trans conformation of 




5.3.2. The Analytical Form of the Final Potential 
 
 
 For computational convenience, the final (local) potential was replaced by an 
analytical function. Since in this work the transferability of the atomic parameters was one of 
the major purposes, the Turi-Borgis (TB) pseudopotential form109 was applied. The TB 













i1, erferferf         (55) 
where the subscript i represents the atomic site, ri is the electron-ith site distance, qi is the 
OPLS charge of the ith site and A1,i, B1,i, B2,i and B3,i are the adjustable parameters (16 
altogether). In the actual fitting procedure only 8 parameters (those of the carbon and methyl 
hydrogen atoms) were adjusted as the parameters of the oxygen and hydroxyl hydrogen atoms 
were taken from the water pseudopotential109. It must be emphasized that this form of the 
fitting potential takes all atomic sites into account, thus providing a more detailed atomistic 
level description of the potential than previous potentials106,107. Due to the strongly repulsive 
potential in the core region, which practically does not influence the excess electron density 
outside the core, the parameters were optimized to fit the local potential only outside the core 








5.3.3. The Polarization Effect 
 
 
 The external electric field induced by the excess electron distorts the wave function of 
the methanol molecule. Unfortunately, this induced polarization effect is not taken into 
account by the SE Hamiltonian (eq. 40). Accordingly, the polarization is introduced a 
posteriori as a separated potential is added to the analytical expression of the pseudopotential. 
The form of the applied polarization term follows the potential proposed by Barnett et al.130 












Vpol           (56) 
where the potential includes only two terms centered on the oxygen and the carbon atoms. 
The polarizability values are taken from Zhu and Cukier106 ( O = 1.44 Å3 and C = 1.70 Å3). 
The parameters C1,O and C1,C are adjustable; they are set to reproduce the expected position of 
the maximum of the absorption spectrum of  the solvated electron, ~2.0 eV. 
 
 
5.3.4. Simulations of the Solvated electron in Methanol 
 
 
 To validate the applicability of the developed electron-methanol pseudopotential, 
adiabatic QM/MM MD simulations were performed to investigate the most important 
properties of the solvated electron in bulk methanol. The solvent bath consists of 200 
methanol molecules in a cubic simulation cell using periodic boundary condition. The length 
of the simulation box is 23.90 Å, as dictated by the OPLS simulated density of neat liquid 
methanol at 300 K (0.779 g/cm3)67. Canonical (NVT) simulations were performed and the 
Berendsen thermostat131 was applied with coupling parameter  = 0.4 ps. The methanol-
methanol interactions were described by the all-atom OPLS force field67 and for the cutoff 
distance the minimum image convention was applied. The electron is treated quantum 
mechanically in a plane wave basis represented on a 32×32×32 grid points equidistantly 
distributed in the simulation cell. The Schrödinger equation was solved by an iterative and 
block Lánczos procedure132. The interaction between the electron and the methanol molecules 
 
 




is modeled by the developed pseudopotential. I note that there was no correction for the long-
range interactions. The reason is that previous simulations for the hydrated electron without109 
and with the Ewald summation133 have shown that although there is a significant difference 
between the two simulations for the ground-state energy of the excess electron (-3.1 and -3.9 
eV, repsectively), all other properties of the system (solvent and solute structures, solvent 
relaxation dynamics, and spectroscopy) were found to be unaltered by the Ewald method. 
Since the methanol is less polar compared to the water, the absence of the long-range 
correction causes expectedly even less effect. The nuclei were propagated on the potential 
surface using the sum of classical and Hellmann-Feynman forces. The classical equations of 
motion of the nuclei were integrated by the velocity Verlet algorithm134 using 1.0 fs timestep.  
 
 
5.3.5. Static Study of the Electron-Bulk Methanol 
 
 
To find possible interior electron localization sites, classical simulations of bulk 
methanol at temperatures of 100, 200 and 300 K were also performed. The solvent bath 
consists of 200 methanol molecules in a cubic simulation cell using periodic boundary 
conditions. Since the densities of the OPLS methanol bulk were unknown at lower 
temperatures, 1 ns isobaric-isothermal (NPT) simulations were performed at all three 
temperatures to determine these quantities. At 300 K the average density was found to be 
0.775 g/cm3 that is very close to the literature value (0.779 g/cm3)67. The simulated average 
densities were found to be 0.867 and 0.924 g/cm3 for the 200 and 100 K simulations, 
respectively. The equilibration process for the methanol baths was the following. The systems 
were gradually heated from 1 K to the target temperatures in a 50 ps simulations using the 
Berendsen thermostat and = 0.4 ps. At the target temperatures 400, 400, and 1400 ps NVT 
simulations were carried out for the systems with 300, 200, and 100 K temperatures, 
respectively. Finally, the equilibrium configurations were collected from an additional 1 ns 
canonical simulation (10 000 snapshots). Similarly to the previous bulk simulations, the 
calculation of the interactions was not corrected for the long-range interactions beyond the 
minimum image convention. The interaction energies between the excess electron and the 
neutral bulk were computed in subsequent single point QM calculations using 32×32×32 grid 
 
 




points in the simulation box. The electron-methanol molecule interaction was taken into 
account by the developed pseduopotential. 
 
 
5.3.6. Static Study of Electron-Methanol Clusters  
 
 
 To investigate the binding energy of the electron to the neutral clusters, classical 
molecular dynamics simulations of 11 different clusters in the size range from 50 to 500 
equidistantly spaced on the n1/3 scale (n is the number of methanol molecules in the given 
cluster) were performed. The simulation timestep was 1.0 fs. The cluster properties and 
binding energies were investigated at two temperatures: 100 and 200 K (at 300 K the clusters 
tend to vaporize).  
 Before the sampling, the clusters were carefully equilibrated at these temperatures: 
each cluster was gradually heated from 1 K to the target temperature (100 or 200 K) in a 50 ps 
simulation using the Berendsen thermostat with = 0.4 ps. At the target temperature an 
additional 200 ps long relaxation trajectory was generated using the microcanonical (NVE) 
ensemble with a Maxwell–Boltzmann velocity distribution regularly applied every 5 ps. After 
the relaxation, equilibrium NVE simulations were carried out at 100 and 200 K (2 and 1 ns 
long trajectories, respectively). The configurations were recorded every 100 fs (20 000 and 
10 000 configurations altogether, respectively). 
 The interaction energies between the excess electron and the neutral systems were 
computed in subsequent single point QM/MM calculations using each of the collected 
configurations. The interaction between the electron and the methanol molecules was 
modeled completely the same way as discussed before. 
 The QM/MM calculations of the clusters were performed in two consecutive steps. In 
the first step, a box length of 50 Å was applied with 32×32×32 grid points centered on the 
center of mass of the electron. In this calculation, the box size was large enough to capture the 
lowest energy electron localization site but, at the same time, it provided only a rough 
estimate of the binding energy due to the relatively large distance between the grid points. As 
a second step, a smaller box length of 25 Å was employed with 32×32×32 grid points and 
constrained the center of the grid to the center of mass of the electron from the previous 
 
 




calculation. The convergence of the energy eigenvalues with respect to the smaller grid box 
was verified by calculating the binding energies for the lowest 1% configurations using 
64×64×64 grid points.  
 
 
5.3.7. Dynamic Study of Electron-Methanol Clusters 
 
 
 Two types of simulations were carried out depending on the initial conditions. To 
investigate the dynamics of the electron on the cluster surface (surface-bound electron) and 
the possible surface-interior transition, the initial configurations were those of the pre-
equilibrated neutral methanol clusters, which were described in the previous section. For the 
case of the examination of the electron in the interior of the clusters (interior states), 
simulations were initiated from configurations containing the electron in the centre of the 
clusters. These systems were created from previous bulk simulations in equilibrium with 1600 
methanol molecules by simply cutting out the desired amount of the closest molecules to the 
electron.  
 Both the surface-bound and interior electron QM/MM simulations were carried out 
using microcanonical (NVE) ensemble. The initial velocities were distributed according to the 
Maxwell-Boltzmann distribution at 200 K. The applied timestep was 1.0 fs. The interaction 
between the excess electron and the classical methanol molecules was described by the 
developed pseudopotential. The electron was described by a box length of 25 Å with 
32×32×32 grid points centered on the centre of mass of the electron. Total simulation times 



























5.4.1.1. The Static Exchange and the Exact Pseudo Wave Functions 
 
 The SE eigenvalues of the core states without the confining potential, calculated on the 
Gaussian lobes basis set are almost identical to HF solutions calculated on the 6-31++G (d,p) 
+ aug basis set of the methanol molecule in the s-trans conformation (Table 2). This 
correspondence indicates a good representation of the model system. The applied confining 
potential does not perturb significantly the energy of the core states (Table 2), albeit the 
eigenvalue of the excess electron increased significantly due to the localization constraint. In 
both cases the excess electron is bound to the molecule either by the finite basis (in the 
nonconfining case) or the confining potential as indicated by the calculated positive 
eigenvalues. Regarding the densities of the excess electron, the nonconfined electron 
distribution is very diffuse as it can be seen in Figure 1. The confined density is more 
localized around the molecule and larger (approximately two orders of magnitude) than the 
confined one, as expected. 
The resulting lowest energy solution of the PK Hamiltonian (eq. 46) with the 
minimized kinetic energy provides the exact pseudo wave function and the exact eigenvalue 
of the ground state of the excess electron in the SE approximation. The linear coefficients of 
the corresponding MO’s are also shown in Table 2. 
Although in the computational model only the s-trans conformation was considered, 
test calculations were performed for the s-cis conformer as well. The excess electron is 
basically isoenergetic in both conformations: the ground state energies are 0.00112 and 
0.00108 Eh without the confining potential and 0.06476 and 0.06451 Eh, for the s-trans and s-
cis conformers, respectively. 
 
 






HFĤ SEĤ (no cV̂ ) 
SEĤ (with cV̂ ) CHSE VH ˆˆ  
 / Eh 
[6-31++G (d,p)+aug] 
 / Eh 
[Gaussian lobe] 
c  
1 -20.56733 -20.56750 -20.56750 -0.01598 
2 -11.27487 -11.27488 -11.27487 -0.02128 
3 -1.35481 -1.35481 -1.35480 -0.23738 
4 -0.92322 -0.92322 -0.92307 0.08879 
5 -0.68378 -0.68380 -0.68369 0.17855 
6 -0.62278 -0.62284 -0.62270 0.00005 
7 -0.59786 -0.59787 -0.59778 0.07954 
8 -0.49880 -0.49882 -0.49863 -0.01893 
9 -0.44616 -0.44621 -0.44606 0.00002 
0.00117 0.00112 0.06476 1.00000 
 
Table 2. Calculated energies for the HF and SE Hamiltonian (with and without the confining 
potential) and linear coefficients for the pseudo Hamiltonian minimizing the kinetic energy of 
the lowest energy excess electronic state. 
 
 
The comparison of the excess electron density of the exact solution of the SE 
Hamiltonian and the exact pseudo wave function is shown in Figure 1. The densities without 
and with the application of the confining potential are plotted along the three most relevant 
directions: the OH bond (with the oxygen in the origin), the in-plane CH bond (with the 
carbon in the origin) and the dipole direction (with the center of mass of the molecule in the 
origin). It is clear that while the large fluctuations of the exact SE wave function at the core 
are diminished, they do not completely disappear in the pseudo wave function. Nevertheless, 
the pseudo wave function shows proper asymptotic behavior in both cases. An additional 
important qualitative feature of the electron distribution is the significant electron density that 
appears in the direction of both the OH and the CH bonds. 
 
 


















































































Figure 1. Electron density of the first excess electron state in the SE approximation (dashed 
line) and density of the exact pseudo wave function which minimizes the kinetic energy (solid 
line) without (left column) and with the application of the confining potential (right column) 
of eq. 40 in various molecular directions: OH, CH out of plane and dipole through the centre 
of mass of the molecule (from top to bottom). 
 
 
5.4.1.2. The Local Representation of the Nonlocal SE Hamiltonian 
  
 The local representation of the nonlocal SE Hamiltonian was carried out in two 
consecutive steps. Firstly, the local repulsion operator was approximated by the SRR form 
(see section 5.2.5.). The replacement reproduces the most important features of the pseudo 
 
 




wave function: it has good asymptotic behavior and moderate fluctuations in the core region 
(Fig. 2). The resulted ground state energy of the excess electron is 0.06460 Eh in excellent 
agreement with the exact result (0.06476 Eh). 
 In the second step, the exchange operator was also replaced by four different potentials 
resulting in four different local models of the SE Hamiltonian (SRR-NE, SRR-HLE, SRR-
ACH and SRR-SCE, see section 5.2.5.). The ground state energies of the SRR-NE and SRR-
HLE functions are 0.08605 and 0.08430 Eh, which indicate too weak interaction. In the case 
of the asymptotically corrected Hara exchange potential (SRR-ACH) the interaction was 
found to be too strong resulting in an unrealistically low ground state energy (0.05490 Eh). 
According to the ground state energy of the excess electron, the SRR-SCE form seemed to be 
the most appropriate. In this case, the ground state energy is 0.06742 Eh, only a few percent 
higher than the exact one. The electron density shows pronounced changes at the core with 
almost complete depletion (Fig. 2) indicating that the SCE potential is likely to be somewhat 
weaker in the plotted region of the core than the exact exchange potential. The resulting 
density is, however, significantly smoother than both for the exact solution and the pseudo 
wave function. In addition, the SRR-SCE excess electron density reproduces the asymptotic 
behavior of the exact SE solution very nicely. Since among the investigated scenarios the 
SRR-SCE local potential is the only one that reasonably reproduces the eigenenergy and the 
electron density of the excess state, this form was chosen to be fitted for molecular dynamics 
simulations. 
 
































Figure 2. Electron density of the exact pseudowave function of the excess electron which 
minimizes the kinetic energy (solid line), using the SR local repulsion (dashed line) and using 
the SR local repulsion + SCE local exchange (dotted line) in various molecular directions:   




5.4.1.3. The Fitted Potential 
 
 The local SRR-SCE potential was fitted by an analytical function (eq. 55). The applied 
strategy tried to reproduce the most important features of the electron-methanol molecule SE 
model, namely the eigenenergy and the asymptotic behavior of the wave function. The 
 
 




optimized parameters are collected in Table 3. I point out here that the parameters for the 
oxygen and hydroxyl hydrogen atoms were not optimized; they were simply taken from the 
electron-water molecule pseudopotential109. Although this clearly limits the flexibility of the 
fitting function (and the quality of the fit), it ensures the transferability of the parameters to 
other systems.  
 
 
Parameter O H(O) C H(C) 
qx -0.683 0.418 0.145 0.040 
A1,x 0.575 0.750 0.444 0.435 
B1,x 0.620 0.150 1.230 0.333 
B2,x 1.000 0.500 0.982 2.067 
B3,x 0.400 0.350 0.346 0.434 
C1,x 2.500 - 4.400 - 
 
Table 3. Optimized parameter set of the fitted electron-methanol molecule pseudopotential. 
All quantities are in atomic units. Note that some parameters were optimized for the electron-
water pseudopotential (highlighted by italic fonts). 
  
 
 The analytical function is qualitatively satisfying, and provides an average overall 
potential. This means that the potential removes the large oscillations and significantly 
decreases the repulsion at the core (Fig. 3).  To test the reliability of the fitting procedure, the 
Schrödinger equation of the excess electron was solved with the fitted potential. The 
eigenvalue is 0.06818 Eh, which is only slightly higher than for the SRR-SCE potential, 
indicating that the fitted pseudopotential correctly captures the basic physical aspects. The 
asymptotic behavior of the wave function resulted by the fitted potential found to be also 
correct. To be consistent with previous calculations, test calculations with the fitted potential 
were performed also for the excess electron of the s-cis methanol conformer. The resulted 
eigenenergy is essentially isoenergetic with the s-trans conformer with 0.06822 Eh and the 
potential also correctly predicts the asymptotic behavior of the electron density relative to the 
exact pseudowave function of the s-cis conformer. Altogether it can be concluded that the 
 




potential developed on the s-trans conformer is applicable for other rotamers of the methanol 
molecule. 
 





























































Figure 3. The exact (solid line) and fitted (dashed line) SE potential in various molecular 
directions: OH, CH in-plane and dipole trough the centre of mass of the molecule (from top 









The polarization contribution was treated separately and added to the analytical potential a 
posteriori as it was discussed in section 5.3.3. Eight different parameter sets were investigated 
using QM/MM MD. The tested parameters were C1,O = 2.0, 2.5, 3.0 and 4.4 for the oxygen 
and C1,C = 3.0 and 4.4 for the carbon sites, in all combinations.  The set with C1,O = 2.5 and 
C1,C = 4.4 resulted the best agreement with the experimental data (e.g. optical absorption 
spectrum, radial distribution functions) discussed in the next section. The polarization 
contribution and the total pseudopotential are shown in Figure 4. It is clear that the 
electrostatic interactions dominate the potential and the polarization contribution becomes 
considerable only in the vicinity of the oxygen and carbon atoms reducing slightly the 
electrostatic repulsion there. The most important feature of the potential is a deep attractive 
well in the OH direction (~60 kcal mol-1) due to the hydroxyl hydrogen. The magnitude of 
this well is similar to that observed in the electron-water potential108,109. As a new feature 
compared to the electron-water potential is the appearance of another, although less attractive 
regions in the CH directions with the depth of ~20 kcal mol-1. This attractive part is associated 
with the methyl hydrogens and may provide sufficient stabilization for the C–H bonds to 
effectively participate in localizing the excess electron in the bulk. Nevertheless, a qualitative 
comparison with a water molecule reveals that the attractive region around a methanol 
molecule is significantly narrower than around a water molecule. It is also evident that the 



















































Figure 4. The fitted SE potential (dashed line), the polarization contribution (dotted line) and 
the total potential (solid line) in various molecular directions: OH, CH in-plane and dipole 













5.4.2. Simulations of a Solvated Electron in Methanol 
 
 
 In this section I summarize the most important physical properties of the solvated 
electron in bulk methanol obtained by QM/MM MD simulations (for technical details see 
section 5.3.4.) using the developed analytical pseudopotential. The following properties were 
examined: the energy and the shape of the ground and the first three excited states, the 
gyration of radius of the electron in its ground state, the electron-site pair distribution 
functions and the optical absorption spectrum. The results are compared with the simulated 
properties of the hydrated electron and, where it is possible, with experimental data. 
 The time evolution of the ground and first three excited state energies of the 
equilibrium excess electron at 300 K in the last 100 ps simulations is shown in Figure 5. The 
average value of the ground state energy is -2.10 eV, which is lower than computed with a 
previous model potential with three sites (-1.57 eV)108. One of the reasons of this significant 
decrease of the energy compared to the previous model may come from the explicit treatment 
of the methyl hydrogens which have stabilization effect on the excess electron according to 
the new potential (due to its attractive regions appearing in the CH directions). On the other 
hand, the ground state energy is higher than that of the hydrated electron (-3.12 eV)109. The 
average energy of the first and second excited states are found below the vacuum level while 
all other higher lying level states have gradually increasing positive eigenenergies. Similarly 
to water108,109, the ground state electron occupies a quasispherical cavity (s-like electron 
distribution) while the first three excited states’ electron distributions have p-like shape. 
Another similarity to water is that the first three excited states are not degenerate with -0.43, -
0.14 and 0.15 eV average eigenenergies. The radius of gyration of the ground state electron is 





























t / ps  
Figure 5. Time evolution of the ground (black) and the first three (red, blue and green) 
excited state energies of the equilibrium solvated electron in methanol bath. 
 
 
 Electron-classical site pair distribution functions were also computed and analyzed. 
The radial distribution functions (rdf’s) of the electron-hydroxyl hydrogen, electron-oxygen, 
electron-methyl hydrogen and electron-centre of mass of the molecule are shown in Figure 6. 
Since the carbon atom is covered by the methyl hydrogens, its rdf is not shown. The electron-
hydroxyl hydrogen rdf has a sharp maximum at 2.28 Å, in excellent agreement with the 
experimental 2.3 Å85. The position of the first maximum of the electron-oxygen rdf appears at 
3.2 Å suggesting that the OH bond most likely points toward the center of the excess electron 
cloud. The electron-methyl hydrogen rdf has no sharp features, only a single broad peak 
between 3.8 and 5.0 Å, which is likely the average of the three rotating methyl hydrogens. 
Nevertheless, the beginning of this peak is only slightly farther from the electron’s center than 
the electron-oxygen rdf maximum. This indicates that the methyl hydrogen atoms may 
participate to some extent in the stabilization of the excess electron, in good qualitative accord 
with the presence of C–H∙∙∙electron interactions predicted by density functional calculations 
of small methanol cluster anions105. The coordination number of the first shell, obtained by 
the integration of the electron-molecular center-of-mass rdf up to the first minimum at 4.4 Å, 
is 5.1. This number once again agrees well with experiment85 and is smaller than most of the 
simulated values in aqueous environment (~6)123, but greater than the coordination number 
computed with the predecessor of this pseudopotential developed for the electron-water 
molecule system (~4)109. 
 
 























r / Å  
Figure 6. Electron-molecular site radial distribution functions. Top panel: electron-hydroxyl 
hydrogen (bold) and electron-oxygen (dashed) distribution functions. Bottom panel: electron-




 As a central property, the optical spectrum of the solvated electron was also computed 
using the Kubo formula in the slow-modulation limit135. The transition dipole moment 
elements were calculated in every step of the simulation from direct quadrature in the position 
representation. Since only the first three s→p type transitions dominate the spectral shape, in 
the calculation only the first seven transitions were considered. The maximum of the spectrum 
is found at 2.0 eV (Figure 7), only slightly blueshifted relative to experiment85. I also note that 
the absorption peak in methanol is 0.1 eV blueshifted compared to the hydrated electron109,136. 
The integrated oscillator strength from the simulation (0.89) is also in reasonable agreement 
with the experimental value (0.69)85. These observations indicate good overall agreement with 
experiment. It is also noteworthy that although the spectrum is asymmetric, the large energy 
tail of the spectrum is hardly developed in the simulations (0.9 eV calculated versus 1.4 eV 
experimental half width)86 similarly to the hydrated electron case. It has been pointed out 
recently136 that inclusion of higher transitions and inclusion of nuclear quantum effects are 
necessary to significantly improve this part of the spectrum. Nevertheless, it has become 
apparent that, even with such improvements, the quantized spectrum is still distinctly lacking 
in intensity at around 2.5 eV. It is suspected that relatively asymmetric excited states may 
contribute to the large-energy part of the absorption band136. 
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Figure 7. Optical absorption spectrum of a solvated excess electron in methanol. The 




5.4.3. Analysis of Localization Sites in Neutral Methanol Clusters 
 
 
 The developed pseudopotential, which worked satisfactorily for characterizing the 
most important physical issues of the solvated electron in bulk methanol, was used in the next 
step to evaluate and statistically analyze the physical properties of an excess electron in the 
field of equilibrated neutral methanol clusters. These calculations attempt to imitate the initial 
binding process of the excess electron to neutral methanol clusters.  
 
 
5.4.3.1. Structural Properties of the Neutral Methanol Clusters 
 
 As an initial investigation, two structure-related properties of classical neutral clusters 
have been quantitatively analyzed: the dipole moment, and the topological properties of the 
cluster surfaces. These properties, as will be shown, are strongly related to the propensity of 
the clusters to bind the excess electron. The analysis was performed on 20 000 and 10 000 
 
 




neutral configurations collected from the classical molecular dynamics runs at 100 and 200 K, 
respectively. 
 First, I notice that the dipole moment of the single all-atom model methanol molecule, 
2.23 D (based on 50 000 single methanol configurations in gas phase), is significantly higher 
than the gas phase value of 1.7 D. This value is almost identical to the three-site OPLS model 
(2.22 D)137. As was shown in the case of electron binding to neutral water clusters138, the 
electron stabilization strongly depends on the instantaneous dipole moment of the parent 
cluster. The net dipole moments of the clusters are shown in Figure 8 at 100 and 200 K. As is 
expected, at both temperatures the dipole moment increases with the size of the clusters. The 
major difference is that the mean dipole moments have greater magnitude when fluctuations 
are larger, at 200 K than at 100 K. Molecular dynamics simulations showed for medium size 
water clusters (n ≤ 100) that at a temperature slightly higher than examined here (233 K), the 
total dipole moment follows a size dependence ( n ) arising from the random 
fluctuations of the constituting molecular dipoles139. Here we can observe similar size 
dependence for the methanol clusters at 200 K. Due to the smaller available kinetic energy of 
the molecules at 100 K, the reorientation of the dipoles becomes hindered resulting in lower 
net dipole moment magnitudes. It is also clear that the curve at 100 K is less continuous and 
has larger deviations. Here we cannot rule out the possibility that at lower temperatures the 
timeframe of the simulations may not be sufficient to completely sample the phase space. 
 It is also important to observe that the total dipole moments of the methanol clusters 
are similar to those of water clusters of the same size. It was shown that the initial binding 
strength of an excess electron to equilibrated water clusters is mainly determined by the 
dipole moment of the cluster138. Based on this finding, one may expect similar initial electron 
binding strength by the methanol clusters. An important difference may, however, appear 
between the behavior of water and methanol clusters. That is because methanol includes a 
nonpolar group. The position and orientation of the nonpolar methyl group need also to be 
considered in the analysis. To do this, the relative proportion of the O, H(O), C, and H(C) 
atoms on the cluster surfaces was estimated using the concept of atomic accessibilities. The 
atomic accessibilities were evaluated using the “NACCESS” program140, which is based on 
the method of Lee and Richards141. In the calculations I used 1.72, 1.91, and 1.49 Å for the 
atomic radii for oxygen, carbon, and hydrogen atoms (both H(C) and H(O) atoms), 
respectively. For   the   probe   radius,   the  default  value  (1.4  Å)  was  kept.  An  atom  was  
 
 















Figure 8. Average total dipole moment of neutral methanol clusters at 100 K (black) and 200 
K (red). Averages of the total configurations are shown by squares while the averages for 1% 
of the configurations with the most stable electron binding energies are indicated by circles. 
 
 
considered to be at the surface when its accessible surface area was greater than 8.0 Å2. This 
value proved to be large enough to filter out the atoms inside the clusters. For each 
configuration I simply counted the atoms on the surfaces and performed the statistics over the 
configurations. The proportion of the O, H(O), and H(C) atoms on the surface at the two 
temperatures is shown in Figure 9. Since the carbon atom is enveloped by three H(C) atoms, I 
did not include carbon in the analysis. The figure illustrates that the cluster surfaces are 
covered mainly by methyl hydrogen atoms (more than 90%) and, in smaller proportion, by 
oxygen atoms (5%–8%). I notice that at 200 K there are somewhat less methyl hydrogen 
atoms on the surface but the decrease in the proportion is due to the few percents increase of 
the surface oxygen atoms. The hydroxyl hydrogen contribution remains less than 1% in all 
clusters independently of size and temperature. This indicates that there are no “free” surface 
OH groups to provide potential localization sites for the excess electron.  
 
 














Figure 9. Proportion of the oxygen (square), the hydroxyl hydrogen (circle) and methyl 
hydrogen (triangle) atoms on the surface of the neutral methanol clusters at 100 K (black) 
and 200 K (red). 
 
 
I also calculated the radial distributions of the different atoms measured from the 
center of mass of the cluster. I found that the descent of curves of the oxygen and hydroxyl 
hydrogen atoms always precedes the carbon and methyl hydrogen functions by at least 1 Å 
(Figure 10), which also supports the previous findings. The fact that the clusters’ surface is 
mostly covered by methyl hydrogen atoms implies that the dipole moment of the methanol 
molecules on the surface points inward to the clusters. To investigate the difference of the 
dipole distribution between the inner space and the surface of the cluster, I calculated the 
radial distribution of the cosine of the angle between the dipole moment vector and the 
position vector pointing from the center of mass of the molecule to the center of mass of the 
cluster (Figure 11). The average value of the cos(θ) as a function of the radial distance 
measured from the center of mass of the cluster is roughly 0 (after a transient region within 5 
Å, which is poorly sampled). This means that there is no preference of the molecules’ dipoles 
inside the cluster and therefore the statistical average is 0. As the distance reaches the surface 
of the cluster, the cos(θ) function significantly decreases to -0.15 – -0.2 at 200 K (Fig. 11) and 
-0.3 at 100 K corresponding to ~100° and ~108°, respectively. Similar angle distribution for 
 
 




the O–C bond predicts ~35° at 100 K, and ~50° at 200 K. These data indicate that the methyl-
groups predominantly project out from the cluster to the vapor. Clearly, the surface layer of 
the methanol clusters is mostly hydrophobic. This qualitative statement agrees with previous 
observations on classical methanol clusters142,143. I note here that I have also analyzed 
possible correlations between the shape of the clusters and the net dipole moment. The shape 




IIf              (57) 
where Ia is the largest and Ib is the smallest principal moment of inertia of the cluster. I found 
that the asymmetry parameter monotonically decreases (from ~0.3 to ~0.1) as the clusters 
grow, but no correlation is evident between the asymmetry and the total dipole moment. 
 

























Figure 10. Average radial density function of the different atoms (oxygen – black, hydroxyl-
hydrogen – red, carbon – green, methyl-hydrogen – blue) for four different clusters (50, 128, 
269 and 500 top to bottom) at 200 K. The function is relative to the bulk one (ρ0) and the 
centre is the centre of mass of the cluster. 
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Figure 11. Radial average of the cosine of the angle between the dipole vector and the 
position vector pointing from the centre of mass of the molecule to the center of mass of the 




5.4.3.2. Binding Properties of the Excess Electron to Neutral Methanol Clusters 
 
 Here I show the results of the converged quantum mechanical calculations that employ 
a grid box length of 25 Å with 32×32×32 grid points. For the present purposes, I consider the 
electron to be “bound” to the cluster if its ground state energy is lower than that of a free 
electron but computed using the same grid as those in the presence of the cluster, 0.00463 eV. 
I observed that at both temperatures, the electron is bound in at least 87% of the 
configurations. Figure 12 plots the average ground state energies of the excess electron to the 
neutral methanol clusters at 100 and 200 K. Clearly, the initial ground state energy of the 
electron is lower at the higher temperature, consistent with the temperature dependence of the 
dipole moment and similar to observations in the case of water138. Following the similarity in 
the total dipole moments, the ground state energies in methanol at 200 K are also similar to 
those found in the water case. For the methanol, a linear relationship between the dipole 
moment and the ground state energy also holds well in accord with simple electrostatics 
(Figure 13). Fig. 12 also shows the result of the analysis for 1% of the configurations with the 
 
 




most stable ground state energies. The tendency is similar to the full set of bound states, 
except that the energies are now more negative by more than a factor of two, extending down 
to about -0.35 eV (n = 500, T = 200 K). These most stable configurations demonstrate again 
the strong correlation between ground state energy and instantaneous dipole moment: the 
average dipole moment for the selected, more strongly bound configurations is approximately 
double of the average dipole moment of all the analyzed configurations (see Fig. 8). It is also 
notable that the binding energies of Fig. 12 are qualitatively similar to those measured by the 
Neumark group99 for the more weakly bound cluster type. 
 
 

















Figure 12. Average electron ground state energies at 100 K (black) and 200 K (red). The 
averages of the configurations with less energy than a free electron in the computational 
boundary are shown by squares while the average of the most stable 1% of the configurations 


























Figure 13. Approximate linear relationship between the total dipole moment of neutral 
methanol clusters and the ground state energy of an excess electron attached to these clusters 
at 200 K. 
 
 
 Now I turn to the geometric analysis of the electron localization characterized by the 
radius of the cluster (rc), the radius of gyration of the electron (re), and the distance between 
the centers of mass of the cluster and the electron (R). I use here the same definitions for the 
interior and surface states as were employed for water clusters126,133,138. I consider the electron 
to localize in the interior of the cluster if R + re < rc, while for surface states R ≥ rc. For all 
examined configurations, I did not find a single case with interior excess electron state. The 
observed surface states, however, are all very diffuse, with radius of gyration of 9–11 Å for 
the more refined grid, depending on the cluster size. Since these values are greater than the 




r ), these diffuse states 
do not reflect the real spread of the electron. For this reason, I returned to the coarser grid 
calculations using the grid box with length of 50 Å. Figure 14 illustrates the diffuse character 
of the initial excess electron states for three clusters with different size at 200 K. The radius of 
gyration visibly shrinks with increasing cluster size. The calculated radii for all clusters are 
collected in Figure 15. Clearly,  the  cluster  size ,  the  dipole  moment  of  the  cluster,  and  
the average ground  state  energy  all  correlate  strongly with the electronic radius of gyration. 
 
 









Figure 14. The most stable initial excess electron distributions on three different sized (n = 
128, 269 and 500, from the top) equilibrated methanol clusters at 200 K. The electronic 
isosurface shown covers 80 % of the excess electron density. 
 
 




I also notice that while the ground state energies of the electron are very close in the case of 
water and methanol clusters of the same size, the radius of gyration is somewhat larger in 
methanol clusters at 200 K. For example, for the n = 500 cluster, the average radius is around 
10 Å in water138, while it is 12 Å in methanol. It is likely that the difference originates from 
the topological properties of the cluster surfaces. Although in both cases the clusters have 
large enough dipole moment to bind the electron, the surface of the methanol clusters is 
occupied mostly by methyl hydrogens that accommodate the electron less favorably than the 
hydroxyl hydrogens on the water cluster surfaces. Nevertheless, we can conclude that the 
surface topology does not dominate the initial electron binding properties; it is the dipole 
moment that determines the strength of the binding. 
 
 












Figure 15. Average radius of gyration of the electron attached to equilibrated neutral 













5.4.4. Analysis of Localization Sites in Neutral Bulk Methanol 
 
 
 In the next step, I examined the alternative electron localization route, in the interior of 
the solvent. To facilitate the comparison with the possible surface state localization in 
clusters, I excluded the possibility of surface localization by examining the electron 
attachment in bulk methanol. Due to the periodic boundary conditions, the electron has no 
alternative but localize in the bulk. The average ground state energies for the 10 000 sampled 
configurations (1.67, 1.37, and 0.92 eV at 100, 200, and 300 K, respectively) indicate that the 
electron does not find favorable cavities in liquid methanol. The electron radii (8.0, 7.2, and 
6.1 Å at 100, 200, and 300 K, respectively) are significantly smaller than in even the most 
strongly bound surface state (see section 5.4.3.2.), but the smaller spatial extent is the 
consequence of the strongly repulsive potential energy landscape of the bulk methanol. The 
electron ground state energies are, thus, much higher in the bulk solvent than on the cluster 
surfaces. This finding is generally similar to that observed for liquid water138, although it is 
known that cavities which bind the electron exist in water144. Comparison with the aqueous 
case also shows that the stabilization in equilibrium bulk methanol is more unfavorable 
compared with bulk water138. Nevertheless, as the temperature increases the ground state 
energy becomes lower. Here two reasons can likely play a role. First, at higher temperature 
the density is lower, which presumably promotes the formation of larger cavities, where the 
electron can find less unfavorable localization. Second, at higher temperature the relative 
proportion of “free” (not involved in H-bond) OH hydrogens are larger, which would also 
facilitate electron stabilization. 
 
 
5.4.5. Dynamic Properties of Electron-Methanol Clusters 
 
 
 The static analysis has shown that the electron is able to bind to the surface of the 
neutral clusters. Two additional important conclusions were made there: i. no interior 
localization of the electron was found and ii. the surface is mostly saturated by methyl 
hydrogen atoms pointing out from the clusters. According to the first statement there does not 
 
 




exist appropriate cavity state for the electron in the clusters at 200 K, while the second 
statement implies that the electron binds to the clusters due to their net dipole moment.  
 However, vertical detachment energy of the excess electron measured by 
photoelectron imaging99,100 revealed two different isomers that suggests the existence of two 
types of states. Similarly to the water case126, the excess electron – after binding on the 
surface – may enter into the interior of (larger) methanol clusters. To investigate the possible 
surface-interior transition and the interior states, hybrid QM/MM molecular dynamics 
simulations were performed using the developed pseudopotential. 
 
 
5.4.5.1. Investigation of the Surface-Interior Transition 
 
 The first observation based on the molecular dynamics of the clusters initiated from 
surface state configurations is that in the first 25-50 ps of the simulations the electron remains 
at the surface for all clusters. This is indicated by the relatively large ground state energy and 
radius of gyration of the excess electron. Although the tendency of these properties with the 
cluster size is the same as was found in the static analysis, the average ground state energies 
are significantly lower (and associated electron radii are smaller) in the dynamics compared to 
the static values. The difference between the static and dynamic binding energies is shown in 
Figure 16. It can be seen from the figure that the average ground state energies calculated for 
the dynamic investigation are even lower than those of the most stable 1% configuration of 
the static analysis. This indicates that the electron is stabilized by solvent relaxations at the 
surface of the cluster. On the other hand, the diffuse state of the electron gives the possibility 
to find more favorable localization states during the dynamics. It was found that in the first 
25-50 ps time interval of the simulation the centre of mass of the electron visits a large portion 























Figure 16. Average electron ground state energies at 200 K calculated for the configurations 
of the static analysis (squares), of the most stable 1% of the configurations of static analysis 
(circles) and of the dynamic analysis (triangles). 
 
 
 Based on the behavior of the excess electron after 50 ps, three different types of cluster 
can be classified. In the case of the smaller clusters (50-85 methanol molecules) the electron 
remains on the surface during the whole simulation time (~250 ps). This is reflected in the 
average ground state energy, which was the same as in the first 50 ps. 
 In the case of middle size clusters (103-161 molecules) the electron is able to enter 
into the interior of the clusters but these sizes are still not large enough to keep the electron 
inside for longer time and after a while the electron returns to the surface (see the time 
evolution of the ground state energy of the excess electron in the case of cluster with 161 
molecules in Figure 17). 
 For larger clusters (205-500 molecules) the electron penetrates into and remains in the 
interior as can be seen from the time evolution of the ground state energy in Figure 17. 
Interestingly, the time required for the electron to reach the lowest ground state energy in the 
interior does not correlate with the size of the cluster. For example, in the case of the cluster 
with 269 methanol molecules, the electron approaches the interior after 100 ps, while for a 
smaller cluster (205 methanol molecules) it requires almost double time. For the cluster with 



























Figure 17. Time evolution of the electron ground state energy for the larger clusters (161-




Here, two factors can play a role. On one hand, from an appropriate cluster size the electron 
tends to occupy the inner state rather than the surface state. On the other hand, in the case of 
larger clusters the electron must get across a much larger space and it requires the cooperative 
motion of much more methanol molecules. Furthermore, the actual H-bonding structure of the 
clusters may also alter the penetration time. 
 For a deeper insight into the mechanism of the penetration of the excess electron, the 
trajectories of the cluster dynamics were also investigated. The general route is illustrated for 
the cluster with 205 molecules in Figure 18. The diffuse state of the excess electron (with an 
average radius of gyration, 5.6er Å) prevails until the electron finds a hydroxyl hydrogen 
turned out to the surface (t = 108 ps). Although at this time the hydrogen-electron distance is 
~4.2 Å, the hydrogen stabilizes the electron and this configuration can be considered as the 
initial step of the penetration. After another 4 ps, due to the rearrangement of the 
environment, the electron is able to approach the hydrogen more closely (2.8 Å). Accordingly, 
the excess electron becomes more compact with re = 4.2 Å. After an additional 10 ps, a 
second hydroxyl hydrogen becomes coordinated to the electron. As it can be seen well in the 
figure, in the next 50 ps the electron goes deeper into the cluster creating interactions with 
 
 















Figure 18. Mechanism of the electron penetration into interior of cluster with 205 molecules. 
The electronic isosurface shown covers 80 % of the excess electron density. Simulation times 
associated with the actual configurations are also shown as the radius of gyration (re) and the 
coordination number (Nc) of the electron. 
t = 108 ps 
re = 6.2 Å 
Nc = 0 
t = 112 ps 
re = 4.2 Å 
Nc = 1 
t = 122 ps 
re = 2.9 Å 
Nc = 2 
t = 131 ps 
re = 2.9 Å 
Nc = 3 
t = 146 ps 
re = 2.5 Å 
Nc = 4 
t = 153 ps 
re = 2.6 Å 
Nc = 4 
t = 158 ps 
re = 2.4 Å 
Nc = 4 
t = 163 ps 
re = 2.4 Å 
Nc = 4 
t = 173 ps 
re = 2.2 Å 
Nc = 5 
 
 




Nevertheless, the process needs a slightly open form of the cluster to allow the electron to 
enter in the cluster (131-153 ps). Therefore, the well-established hydrogen-bond system of the 
cluster needs to be broken in that area, which gives the possibility for the electron to contact 
with the free hydroxyl hydrogen atoms. When the electron is deep enough inside the cluster, 
the reformation of the surface begins (153-173 ps). After 173 ps, the electron can be 
considered as completely occupying an interior state and its binding energy does not alter 
significantly from then. 
 
 
5.4.5.2. Investigation of the Interior States 
 
 It was shown, that the electron is able to penetrate into the interior of larger clusters 
when the simulation is initiated from a surface configuration. However, the applied simulation 
time was not long enough to investigate these interior states in equilibrium. For this purpose, 
molecular dynamics simulations were performed starting the systems from their interior states 
(for the technical realization see section 5.3.7.).  
 As expected, in the case of the small clusters (including 50-103 molecules), the 
electron does not remain inside of the clusters but it is squeezed out to the surface. During the 
migration to the surface, the electron binding energy gradually decreases. However, the 
average values of the binding energy at the surface are slightly higher than those calculated in 
the static way, similarly as it was observed in the dynamics started from the surface state. The 
time evolution of the binding energy of the smaller clusters is shown in Figure 19. As it can 
be seen from the figure, the time required for the electron to reach the surface increases by the 
size. I also observed that the electron remains in the interior state for the largest simulated 
clusters (containing 128-500 molecules). 
 The average binding energy of the electron is calculated in the last 250 ps of the 
simulations. The binding energies of the interior and surface states are shown in Figure 20. 
The binding energies increase with the inverse cube of the cluster size (n-1/3), which is in good 
agreement with the prediction of the continuum dielectric theory145. It is generally expected 
that the linear extrapolation of the interior and surface binding energies to the infinite size 
results the binding energy of the solvated electron in bulk methanol and of the methanol/air 
interface, respectively.  The linear extrapolations of the corresponding binding energies to the 
 
 






















Figure 19. Time evolution of the electron ground state energy for the smaller clusters (50-




bulk result 3.53 eV and 1.14 for the interior and surface states, respectively. The former is 
higher by ~1.4 eV compared to the value calculated in the bulk simulations (2.1 eV, section 
5.4.2.). Although the bulk simulation was performed at higher temperature (300 K), the main 
part of this difference is due to the absence of the correction of the long-range interactions 
similarly as was observed for water109,133.  
 Both extrapolated values are lower than those estimated from the experiments100  (~2.5 
and ~0.7 eV for the interior and surface states, respectively). Since the model is very simple 
(it is based on Hartree-Fock level, no electron correlation is taken into account, 
pseudopotential approximation of the excess electron-methanol interaction, the applied 
methanol model is nonpolarizable), it is not expected to reproduce precisely the experimental 
data. However, in spite of its simplicity, the model worked sufficiently from a qualitative 
point of view and the simulations reproduced the two trends of binding energies of the excess 




























Figure 20. Calculated (dashed lines) and experimental (solid lines) linear extrapolation of the 
binding energies of interior (blue) and surface (red) states. The calculated (purple star) and 






 Solvated electron plays an important role in condensed phase chemistry, especially in 
electron transfer processes83. On the theoretical side, solvated electron can serve as the 
simplest solute model with a single electronic degree of freedom in solution. Although 
hydrated electron is the most investigated system, improvement of the different experimental 
techniques gives the opportunity to examine the properties of the solvated electron in other 
polar solvent as well. Due to the recent experimental results, structural and dynamical 
behavior of the solvated electron in methanol has become also more evident84,85,86,87,88,89,90. 
 Excess electron is able to localize on solvent clusters as well. Negatively charged 
clusters play a theoretically important role as they can facilitate the understanding of the 
transition from gaseous species to the solvated electron in bulk. Recently, several 
experimental and theoretical studies appeared about water cluster anions. However, up to 
now, there is still no consensus on their most basic structural properties91,92,93,94,95,96,97. The 
most controversial problem is the appearance of at least three different types of isomers 
having different trends in the variation of vertical detachment energy with cluster size. A 
 
 




possible direction to clarify this issue is to extend the investigation to other polar solvents. 
Recent experiments revealed a similar pattern for methanol with two different types of 
isomers99,100. 
 Obviously, theoretical investigations of methanol cluster anions are needed to resolve 
the revealed questions. Because of the large number of degrees of freedom, hybrid QM/MM 
molecular dynamics offers a straight simulation technique for examining the solvated electron 
in methanol. Moreover, in this particular case a special QM/MM approach can be 
accomplished, in which the single electron is in itself the QM part and the interaction between 
the electron and the classical methanol molecules is described by a pseudopotential.  
 During my study I developed a new electron-methanol pseudopotential to characterize 
the binding process of the electron to the neutral clusters, investigate the dynamical properties 
of the methanol cluster anions and identify the experimentally observed two classes. 
 The development of the new all-atom pseudopotential followed the Turi-Borgis 
protocol109,111. The starting point of the modelpotential was the static exchange 
approximation112. To avoid the variational collapse, the Phillips-Kleinman theorem118 was 
applied. The core oscillations were removed as much as possible by minimizing the kinetic 
energy of the excess state119. The resultant exact pseudo wave function was relatively smooth 
at the core region but had the same asymptotic behavior similarly to the SE excess state. 
Because of computational purposes, the nonlocal operators were approximated by local ones. 
After the application of the Schnitker-Rossky repulsion operator (SRR)122,123, the pseudo 
wave function kept its good asymptotic behavior and moderate fluctuations in the core region, 
and its eigenenergy was also well approximated. For the exchange operator, four different 
approximations were tested122,127,128. Among the investigated scenarios, the SRR-SCE local 
potential was chosen since this potential approximated the eigenenergy and the electron 
density of the excess state the best. A numerical fitting procedure was carried out to obtain the 
final form of the potential applicable for the molecular dynamics simulation. The parameters 
of oxygen and hydroxyl hydrogen atoms were taken from the electron-water potential 
developed previously with the same procedure, while the parameters of the carbon and methyl 
hydrogen atoms were optimized. The selective optimization of the parameters made the new 
potential transferable, which was another important aspect of the developed pseudopotential.  
 The induced polarization effect was introduced as an additive a posteriori term to the 
potential. The form of the applied polarization was taken from Barnett et al.130 with the 
polarizability values by Zhu and Cukier106. The values of the adjustable parameters were set 
 
 




to reproduce the expected position of the maximum of the absorption spectrum of the solvated 
electron in methanol using molecular dynamics simulations. 
 To investigate the basic physical properties of the solvated electron in bulk methanol, 
molecular dynamics simulations were performed in equilibrium with the developed 
pseudopotential. The computed structural results are in excellent agreement with experimental 
data. The binding energy was found to be significantly lower than computed with a previous 
three-site model108 showing that the explicit treatment of the methyl hydrogens may have 
crucial role in bulk. Although the stabilization of the electron is slightly weaker in methanol 
than in water, the ground state electron occupies also a quasispherical (s-like) cavity as it was 
observed in water108,109. The calculated radius of gyration of the ground state electron was 
also very similar (although less diffuse) to that found in water109. Electron-site radial 
distribution functions revealed that the electron is surrounded by OH bonds oriented toward 
the electron. The radial distribution function of methyl hydrogen – electron has a broad peak 
due to the rotation of the methyl group. However, the position of the beginning of the peak 
indicates that methyl hydrogen atoms can also participate slightly to the stabilization of the 
excess electron. The coordination number of the first shell calculated from the center-of-mass 
– electron distribution agrees also well with the experiments85 and smaller than simulated in 
water123. One of the major goals of the model is to reproduce the proper position of the optical 
spectrum, which was slightly redshifted in a previous model108. Altogether, the model 
captures the most important physical aspects of the solvated electron in bulk methanol that 
makes it suitable to examine the excess electron on methanol clusters. However, the data 
provided by the model are necessarily semiquantitative due to the following applied 
approximations: 1. The induced polarization effect is missing from the SE approach and 
introduced a posteriori as an additive term, 2. The model does not take the electron correlation 
effect into account that may cause errors for smaller system size147,148. 3. Recent study pointed 
out the importance of the polarizable classical molecules, which may improve the results for 
all cluster sizes149. 
 As a first step to study solvated electron in methanol clusters, the electron localization 
route was modeled using equilibrated neutral methanol clusters in the range of cluster size of 
50-500 molecules. I found as a first conclusion, similarly to water, that the electron binding 
strength and the degree of localization are mainly determined by the dipole moment of the 
neutral clusters. Since the dipole moments of the methanol clusters are similar to those of the 
water clusters, the electron binding energies are also similar in both systems and increases 
 
 




with the size. Electron localization takes places solely at the surface of methanol clusters, and 
the electron is more diffuse than on the surface of water clusters. Surface analysis of the 
atoms of the methanol clusters revealed that the surface is covered mostly by methyl 
hydrogens in contrast to water clusters, where ~20% of surface water molecules have one free 
OH pointing to the vapor150. Methyl hydrogen atoms can bind the excess electron much 
weaker than hydroxyl hydrogens that leads to a weakly bound surface state. Possible interior 
localization states were also investigated enforcing the excess electron to localize in neutral 
equilibrated bulk methanol. The experiment showed that the electron does not find favorable 
cavities even in liquid methanol. While the initial stabilization of the excess electron on the 
surface is energetically weakly favorable, the electron is unbound in the case of interior 
localization. 
 Experimental data suggest99,100 that for larger clusters besides the weakly bound 
surface state there exists another state of the excess electron that has a significantly larger 
vertical detachment energy. It can be imagined, that the initially surface bound electron enters 
into the cluster resulting in an interior state. To investigate this possible scenario, hybrid 
QM/MM molecular dynamics simulations were performed. The results revealed that the 
electron remains on the surface for smaller clusters (50-85 molecules). In the case of middle 
size clusters (103-161 molecules) the electron is able to enter into the inner space of the 
clusters temporarily but it cannot stay there for a long time. For larger clusters (205-500 
molecules), the electron penetrates into and stays in the interior of the cluster in the timeframe 
of the simulation. I also investigated the mechanism of the process. It was shown that the 
initial step of the penetration is the formation of the interaction between the electron and a 
hydroxyl hydrogen atom turned out to the surface. Then, the cluster slightly loosens in the 
vicinity of the electron, which gives the possibility for the electron to create other contacts 
with additional hydroxyl hydrogen atoms and subsequently enter inside of the cluster. 
 Average values of the electron binding energy of the interior and surface states 
revealed that there are two different kinds of isomer. Both isomers’ binding energy increases 
with the cluster size. Despite the simplicity of the model, it was able to demonstrate the 









6. Extension of Egap as a General Reaction Coordinate on 










 In spite of the rapid increase in computational power, simulations of chemical 
reactions by high-level molecular simulation techniques still face sampling problems above a 
few hundred atoms. While in small systems it is possible to search systematically for saddle 
points on the potential energy surface, in large systems or in solution, it is necessary to drive 
the system along a suitably chosen reaction coordinate. Potential of mean force methods can 
be used to bias the system and enhance sampling along specific coordinate(s). Application of 
these methods, however, requires a rather accurate a priori knowledge of the microscopic 
details of the reaction mechanism, as it is well-known that the transition state is critically 
influenced by many details. For example, transition path sampling of the ionic dissociation of 
NaCl in water151 showed that solvent degrees of freedom cannot be neglected for describing 
the dissociation process. In enzymes, conformational changes in the active site or penetration 
of water molecules into the active site can critically perturb the position of the transition state, 
as seen in the Klenow fragment of DNA polymerase I152. These problems hinder the accuracy 
of most free energy methods and cannot be simply overcome by a more extensive sampling 
(e.g. increasing the length of the simulation). Instead, the solution requires a proper choice of 
the reaction coordinate. Although a large variety of reaction coordinates or collective 
variables (CVs) have been used for studying chemical reactions, their selection in complex 
systems is still arbitrary and all of the methods suffer from serious hysteresis if the “correct” 








 A possible direction for designing a universal reaction coordinate for modeling 
chemical reactions is offered by the empirical valence bond (EVB) formalism54. Within this 
approach, the reaction is represented by a series of resonance states. Each resonance state is 
characterized by an empirical energy function, and the ground state energy of the system is 
obtained by solving the secular equation of the system similarly as in the valence bond 
theory60. The reaction coordinate is defined as a difference between the potential energies of 
the resonance states (i.e. energy gap, Egap). Egap depends on all atomic coordinates, hence it is 
capable to describe the reorganization of the system toward the transition state, while it 
requires only the definition of the resonance states and not of the reaction pathway itself. 
Within the framework of EVB, Egap has been successfully applied to a wide range of 
enzymatic reactions153. These applications illustrate the potential and robustness of Egap as a 
reaction coordinate. These results also suggest that such a complex reaction coordinate is 
required to capture all essential aspects of enzymatic reactions, where conformational changes 
concomitant to the chemical step largely influence the energetics of the reaction. 
Implementation of Egap in higher-level Hamiltonians has been attempted by the frozen density 
functional approach154. In this case, the eigenvector problem of the solute Hamiltonian was 
solved in the presence of a frozen electron density of the solvent molecules. Unlike hybrid 
techniques, this approach does not suffer from boundary problems. On the other hand, the 
method is computationally expensive. To overcome such a problem, a different approach was 
suggested based on computing the EVB reference potential and extrapolating to the high-level 
ab initio surface at reactant, product, and transition states155. This approach, however, faces 
severe convergence problems if the EVB and the high-level potential energy surfaces 
significantly deviate from each other. This can be solved by systematically refining the EVB 
Hamiltonian, but this may be time-consuming. 
 During my study, Egap was used as a reaction coordinate to explore free energy 
surfaces for systems described by high-level Hamiltonian. The approach can be applied in 
different methods in which one or more variables are biased. As a model system, I studied the 
simple symmetric nucleophilic substitution reaction of methyl chloride by chloride in gas 
phase and water solution: 
 
LALA ClMeClMeClCl           (58) 
 
 




where A and L subscripts denote attacking and leaving chloride ions. Using such a simple 
system, it is possible to demonstrate the advantages of using Egap as a collective variable, as 
compared to a geometrical coordinate, in terms of better sampling and a more accurate 
localization of the transition state. 
 
 
6.2. Theoretical Background 
 
 
6.2.1. Overview of the Applied Sampling Techniques 
 
 
 In the following sections a general description is given about the applied sampling 




6.2.1.1. Alchemical Transformations (FEP and TI) 
 
 There are basically two major approaches to evaluate free energies: free energy 
perturbation (FEP)156 and thermodynamic integration (TI)157,158. Although these methods are 
not PMF techniques in themselves, it is worth to mention them because 1) they are used with 
other techniques and 2) other PMF approaches can be derived from them. In molecular 
mechanical simulations, alchemical transformations are usually applied to calculate free 
energy difference between two well defined states (initial or reference and final or target). Let 
Hi and Hf be the Hamilton functions of the initial and final states of the simulation. Using the 
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where the subscripts i and f represent the initial and final states, respectively,  now means 
the general vector variable in the phase space and 
i
...  denotes an ensemble average over 
configurations sampled from the initial state. Eq. 59 has a consequence: although the concrete 
free energy of the states cannot be calculated, the evaluation of the free energy difference 
between the two states is feasible. A special simulation is performed, in which the dynamics is 
evaluated according to the initial state’s potential and at each position we calculate also the 
energy of the final state. Based on the average value of Hexp  the free energy can be 
derived. Similarly to eq. 59, the simulation can be performed on the final state to obtain the 
theoretically same free energy difference (“backward”, Abw): 
fiffibw
HHAAA expln... 1         (60) 
where now 
f
...  indicates that the average is evaluated on the final state. Although equation 
59 and 60 are formally exact for any perturbation, the sampling is not necessarily sufficient. 
FEP works successfully only if the two states are close to each other, which means that the 
probability distribution functions HPi  and HPf  overlap large enough. Since HPi  
and HPf  are not the same, the calculated forward and backward differences are also not 
necessarily equivalent159. Poorly overlapping distributions can be dealt by the so called 
stratification. Introducing an order parameter , we construct several transient Hamiltonian 
between the initial and final states: 
,, fi HHfH             (61) 
The simplest way is the linear combination of the two states: 
fi HHH 1            (62) 
In this case, as  goes from 0 to 1, the system is converted from the initial (H0 = Hi) to the 
final states (H1 = Hf). Choosing the value of  small enough, the adjacent states are suitably 
close to each other and we can expect an optimal overlapping. The stratification is also an 

























AAA     (63) 
where  
k
...  means that the average is evaluated from simulation performed with the energy 
function 
k
H . In practice, one performs n simulations (in n window) with different 
 
 




Hamiltonians depending on the  value and computes the perturbation free energies between 
the adjacent windows. The sum of these differences results the total free energy difference 
between the terminal states. 
Thermodynamic integration (TI) is a continuous counterpart of FEP. In TI the 
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One way to apply TI in practice is to perform a single simulation gradually changing the  
parameter with an appropriately slow velocity, (slow growth methods, see section 6.2.1.4.). 
The other possibility is to calculate the derivative, A . There are PMF methods (BM, ABF), 
where the calculation of H  is the central issue, and therefore these techniques are also 
called TI methods. 
Finally, it is worth noting, that the order parameter is chosen to describe the change of 
the system between the terminal states. It does not necessarily have physical meaning and 
therefore for simulating reactions the transformation does not follow the natural change of the 
system. This may exclude the possibility to find appropriate transition states. If the order 
parameter is such that the path of transformation corresponds to (or at least approaches) the 
reaction path, the order parameter can be called reaction coordinate and the intrinsic part of 
the free energy curve is also meaningful. To be consistent, in the thesis  denotes an arbitrary 
order parameter, while (q)  represents a reaction coordinate. All subsequent methods deal 
with reaction coordinates. 
 Besides the short review of the PMF methods, I also focus on the technical goals and 
disadvantages of them related to the computational cost, precision, error, the availability of 
the estimation of the error and the possibility of using multidimensional reaction coordinate. 
These aspects determined the application of the different methods for the required different 










6.2.1.2. Umbrella Sampling 
 
 One of the oldest sampling methods is the umbrella sampling technique (US)160. The 
purpose of this theory is to enhance the sampling at specific regions introducing an additional 
restraint potential. In the original version a quadratic function of the reaction coordinate was 
applied (this is the origin of the name): 
2
00 2
1, qq KVumbrella           (65) 
Generally, any type of function of the reaction coordinate can be used to construct the biased 
potential: 
0,qqq umbrellaub VVV            (66) 
In practice, one performs many simulations using umbrella potentials centered on different 
values of  (and if needed with different force constant) and calculate the biased free energy 
associated with the given range. The basic equation to calculate the unbiased free energy 
profile is exact: 
ubbu AAA            (67) 
where the free energy difference is defined as 
bbuub
VVA expˆln1 q         (68) 
In the last equation, the 
b
... expresses that the simulation is performed on the biased 
potential. However, this equation has similar convergence problem like eq. 59. The single 
histogram method uses the fact, that if the free energy profile is known at a reference (usually 








,,ln,,        (69) 
Note, that the right-hand side of eq. 69 depends on the potential energy. In principle, any 
value of V should return the same free energy difference, while the statistical error is not the 
same. One way to minimize the error was introduced by Ferrenberg and Swendsen161 and later 
generalized by Kumar et al.162 The approach is called the weighted histogram analysis method 
(WHAM), in which the free energy profile is calculated in an iterative way using simulations 
performed at different temperatures. 
 
 




 Umbrella sampling is still a widely used method because its implementation is easy 
and using WHAM the statistical error can be also estimated. Moreover, there are 
computational approaches (e.g. the conventional EVB method, see section 6.2.2.) which can 
work solely with this sampling technique. However, many simulations are needed to obtain 
the free energy profile so application of multidimensional reaction coordinate is considerably 
time consuming.  
 
 
6.2.1.3. Constraint Dynamics (Blue Moon) 
 
 Constraint dynamics plays an important role in molecular dynamics simulations in 
other perspectives (SHAKE2/RATTLE3). In addition, constraint dynamics as a special type of 
thermodynamic integration is one of the most precise free energy calculation methods. In the 
Blue Moon approach163,164 one computes the derivative of the free energy keeping fixed the 
value of the reaction coordinate 
0
d
dA . To keep the value of the reaction coordinate 
constant during the dynamics the following holonomic equation has to be held: 
00qq             (70) 
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where (t) is the Lagrange multiplier. It has been shown that the derivative of the biased free 
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11  are associated with the first 
and second derivatives of . Although the first derivative can be easily calculated during the 
 
 




simulation, the computation of the second derivative is very time consuming. Schlitter and 
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 Advantages of this method are the precision, the estimation of the error and the fact 
that constrained equations converge very fast. But there are some disadvantages as well. The 
convergence of the derivative is usually slow and in more serious cases the system can get 
trapped leading to quasi-nonergodicity. To try to avoid it, the main simulation has to be 
preceded by a preparation step (to adjust the appropriate 0 value) which increases the 




6.2.1.4. Nonequilibrium Sampling Methods 
 
 As mentioned before (section 4.1.), the biasing process is generally carried out by 
introducing an effective biased potential (Vb). The fundamental difference between the 
equilibrium and nonequilibrium approaches is the type of this effective potential. In the case 
of the methods mentioned in the previous sections the biased potential is constant in time. 
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 Generally speaking, we want to construct equilibrium free energy profile using 
sampling methods. However it is not so obvious how we can get equilibrium properties from 
a nonequilibrium simulation. Let us consider the TI equation again (eq. 64). For a very slow 
transformation the system remains close to the equilibrium: 
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Where W( ) is the irreversible work that depends on the path. This work is always larger or 
equal to the free energy, so we can write: 
AW              (79) 
The ingenious idea and result of Jarzinsky169,170 are that equilibrium free energy can be 
obtained from nonequilibrium simulations: 
AW expexp           (80) 
In eq. 80 the bracket on the left-hand side means now an average over different initial 
conditions and different trajectory realizations. In reality, the protocol requires many 




6.2.1.5. Modern Fast Sampling Techniques 
 
Although they are not considered as nonequilibrium methods, adaptive biasing force 
and metadynamics also change the effective potential felt by the particles. In contrast to the 
slow-growth methods these two techniques apply a single simulation to evaluate the 
equilibrium free energy profile and their philosophy also differs from the typical 
nonequilibrium approaches. The basic idea of them is the following. During short simulations 
the system cannot visit places where the 
d
dA  derivative (i.e. mean force) acting on  is 
large. However, if we add an external force to the system opposite to the mean force, we 
could reach a flat free energy profile (uniform distribution), where the system would walk 
randomly and the rate of the motion would be determined only by the diffusion. The external 
force, by which the PMF can be estimated, is calculated and refined on-the-fly during the 
 
 




simulation. To get sufficient estimation, the system has to pass across the points of the 
investigated interval of the reaction coordinate several times but this can be carried out in a 




6.2.1.6. Adaptive Biasing Force 
 
 Adaptive biasing force (ABF) method171 tries to estimate the mean force and subtract 
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dA 1            (82) 
where Z is the same as in eq. 73. Without going into the technical details, the calculation of 
the above equations is carried out by binning the force in the intervals of 159. During the 
simulation the average force in each bin is evaluated based on the collected samples. 
However, in the beginning of the simulation the forces are calculated from very few samples, 
which leads to large fluctuations and systematic bias of the calculation. In order to control 
these effects a so called ramp function is introduced, which rescales the calculated force as 
long as the sampling becomes sufficient enough.  
Besides its relatively easy implementation, ABF has a lot of advantages. It is a very 
fast method which lacks the convergence problem mentioned for the BM method. The error of 
the free energy profile can also be calculated. Free energy surface depending on many 
variables is also available, although its usage is significantly slower compared to 












 Metadynamics (MTD)172, similarly to ABF, tries to compensate the mean force 
resulting in uniform sampling along the path of the chosen variables. In this approach, some 
collective variables (CV) are chosen and the free energy surface as a function of the CVs is 
evaluated. The basic idea is to explore the free energy landscape with a non-Markovian 
dynamics. For the construction of the free energy surface, a history dependent potential is 









q           (83) 
The time dependent potential is evaluated in the following manner. As the simulation 
progresses, from time to time a Gaussian energy hill is deposited and centered at the current 
position in the space spanned by the collective variables. The motion of the particles will be 
affected by these accumulated hills. The mathematical expression of the history dependent 
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where h and w are the height and width of the Gaussian hills and tMTD is the time between 
depositions of two successive Gaussians. With this procedure, the minima of the free energy 
surface are continuously filled up. As it was shown, the time average of VMTD( , t) estimates 
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where tF is the time at which metadynamics has “filled” the entire relevant region in CV 
space. 
 MTD is a very fast method and multidimensional free energy surface can be also 
easily obtained up to 5 variables. Since the volume of the free energy space spanned by the 
chosen variables increases exponentially by the number of collective variables, the application 
of the method for more than 5 variables makes the process too slow. Nevertheless, the 
accuracy and error of MTD depend on the choice of the size of the Gaussians173. Large hills 
would fill up quickly the entire minima but cause nonequilibrium effects and undesirable 
heating up the motion of the system. This latter effect can be controlled using the improved 
version of MTD based on the extended Lagrangian formalism174. 
 
 




Another remarkable property of MTD is the automatic pathway search. With an 
appropriate diffusion the system started from a given minimum finds automatically the lowest 
barrier among the surrounding ones. 
 
 
6.2.2. Empirical Valence Bond Theory (EVB-FEP/US) 
 
 
 The Empirical Valence Bond (EVB)54 method uses the quantum mechanical concept 
of valence bond theory60, describing the system by interacting resonance states. Generally, 
resonance states are associated with the reactant and product valence states but sometimes 
covalent intermediate states can also have their own resonance state. In the EVB method, the 
energies of the resonance states, which are the diagonal elements of the system Hamiltonian 
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In this expression, the first term represents a Morse potential of the q-th affected (breaking or 
forming) bond in the i-th state. The second term is the harmonic potential for the other bonds; 
the third and fourth terms are the angle and torsion potentials, respectively. For the atoms not 
bonded covalently, Unb,ps
i  is the nonbonded interaction energy including the electrostatic and 
van der Waals contributions. i  is the gas phase energy of the i-th state when the reacting 
fragments are separated to the infinity.  
The off-diagonal elements expressing the interaction energies between resonance 
states can be represented by either general Gaussian functions175 or more frequently by simple 
exponential functions: 
0,exp ababijijij rrAH            (87) 
where rab  is the distance between two atoms characterizing the affected bond between the i-th 
and j-th states, whereas Aij , ij  and rab,0 are empirical constants. The off-diagonal terms are 
supposed to be transferable between different environments176. Accordingly, the values of i , 
 
 




Aij  and ij  are calibrated based on the computational reproduction of the experimental free 
energy profile (or high-level ab initio data) for the reference reaction that has the same 
mechanism as the reaction under the investigation. Since the values of i , Aij  and ij  are 
absent from the derivatives of Hii (forces), their parametrization is conveniently performed 
after the completion of MD simulations.  
 The lowest energy solution of the secular determinant problem is the ground state 







1 HHHHHE           (88) 
 To simulate the formation of the chemical bond during the transition between two 
EVB states 1 and 2 (the initial and final), MD simulations of the system on an artificial 
potential (mapping potential, m) are carried out that is determined by a linear combination of 
the initial and final states: 
211 kkkm            (89) 
In eq. 89, k is an order parameter going from 0 to 1 in N+1 windows (and so k steps from 0 to 
N) as the initial state is changed to the final state. The free energy change between the 




1 expln         (90) 
where ... k  means an averaging over the trajectory performed on the k-th mapping potential. 






121                (91) 
After the completion of MD-FEP calculations we can calculate the entire free energy profile 
(and determined the activation barrier) using the umbrella sampling (US) method (see section 
6.2.1.2.). This method determines the potential of mean force A( ) on the ground state EVB 
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In the equation above, the first term on the right-hand side represents the free energy 
difference between the first and the ith mapping potentials (eq. 90), denotes Dirac’s delta 
function, and the inner bracket ...
m
 denotes the average over the trajectory performed on the 
 
 




given (ith) mapping potential (eq. 89). The outer bracket 
i
...  symbolizes an average over 
contributions from all mapping potentials to the free energy profile. 
 In the framework of the valence bond method, a reaction can be considered as a 
transition from the reactant state to the product state. This transition can be characterized by 
an energy based reaction coordinate Egap that is defined by the difference between the 
energies of the resonance states: 
)()()()( 21 qqqq gapE           (93) 
As Egap depends on all system coordinates, it can in principle describe the reorganization of 
the whole system towards a transition state including the reorganization of the solvent. This 
feature is missing in reaction coordinates that are based on local geometrical parameters. 
 
 
6.3. Computational Details 
 
 
6.3.1. The Model 
 
 
 The symmetric nucleophilic substitution reaction of methyl chloride with chloride ion 
was described by two resonance states corresponding to the reactant and product states of the 
reaction. The energies of these two resonance states were evaluated using classical potentials 
(eq. 86), with parameters derived from the AMBER GAFF force field177 and Morse terms 
from a previously tested EVB parameter set of methyl chloride – chloride ion system178. The 
van der Waals parameters for the chlorine atom and the chloride ion were defined as the 
average of the corresponding values to keep the system symmetric and handle both chlorines 
uniformly in the classical treatment. For the van der Waals interaction between the chlorine 
and carbon atoms the Lennard-Jones potential was replaced by an exponential function (with 
a form ijji rji eCC  and values Ci = Cj = 40 kcal
1/2mol-1/2 and i = j = 1.47 Å1/2) to avoid the 
extreme large repulsion when the covalently not bound chloride approaches the central 
carbon. Values of the reaction coordinates and free energy profiles of the applied methods 
were computed with program XdynBP developed by the Protein Structure Research Group of 
 
 




Institute of Enzymology, which is a modified version of the Q program179 extended by a PMF 
library and an interface to AMBER 9 program180. The free energy was computed as a function 
of Egap and some “traditional” geometrical reaction coordinates: the distance between the 
attacking/leaving chloride and carbon atoms (Dattacking, Dleaving) and the difference between the 
distances of the entering and leaving chloride atoms from the central carbon atom (DD = 
Dattacking – Dleaving). 
 For the QM/MM calculations, the methyl chloride and the chloride ion were described 
using the semiempirical PM3 Hamiltonian53 and water by the classical TIP3P model181 with 
the full electrostatic coupling between quantum and classical regions182. The PM3 QM/MM 
Hamiltonian is chosen here only because at this simple level of description it was possible to 
perform extensive tests and to converge the free energies up to statistical accuracy. For the 
QM/MM simulations, periodic boundary conditions were applied with long-range 
electrostatic interactions using the particle mesh Ewald method183 with a 9 Å direct interaction 
cutoff. The neutrality of the system was achieved by a uniform background charge of +1. All 
simulations were performed using the AMBER 9 program180 in combination with XdynBP. 
 All simulations were performed on QM(PM3) and QM(PM3)/MM potential energy 
surfaces in the gas phase and solution, respectively. In all cases, the simulation timestep was 
0.5 fs and the temperature was maintained at 300 K by a Langevin thermostat with a friction 
coefficient of 5 ps-1 in the gas phase and 1 ps-1 in solution. The system in solution was 
maintained at constant volume, which was previously properly equilibrated. 
 
 
6.3.2. Implementation of Egap into Free Energy Calculations 
 
 
 There are two possible ways to evaluate the free energies on a QM surface using Egap 
as a reaction coordinate. One possibility is to run the simulation governed by Egap on the EEVB 
potential by the EVB method. The differences between the EEVB and the QM potential energy 
surfaces are taken into account by postprocessing the configurations derived from the 
classical simulations. Corrections could be applied to stationary points of the reaction 
(reactant, transition state, and product) employing linear response approximation155. 
Alternatively, free energy perturbation/umbrella sampling (FEP/US) can be used to compute 
 
 




the differences between the QM surface and the potential constructed as a combination of 
energies of resonance states along distinct segments of the free energy profile184. In this case, 
the conventional EVB method is applied and the reaction is simulated according to the series 
of mapping potentials. Then, the QM potential energy is calculated for each configuration 
collected during the classical dynamics and the unbiased free energy profile associated with 
the QM surface can be obtained by an appropriate US equation (see eq. 95). These approaches 
are referred to as indirect implementations of the Egap reaction coordinate, as the simulation is 
not directly performed on the QM surface. These approaches are extremely efficient if the 
EEVB or { m( k)} classical and the QM potential energy surfaces differ by less than 2-3 RT. If 
this is not the case, the perturbative approach leads to systematic errors and should not be 
used. 
However, Egap can also be used to directly bias the sampling on the QM potential 
energy surface. In the direct implementation, simulations are performed on the QM potential 
surface, computing the potential of mean force as a function of Egap evaluated on the classical 
potential energy surface. This approach can be used in connection with various techniques as 
will be shown for constrained dynamics, metadynamics and adaptive biasing force. 
 In the direct implementation, atomic forces evaluated during the QM or QM/MM 
dynamics are modified according to the mean force of Egap calculated on the classical surface. 
Technically, this requires the communication between the quantum and classical programs in 
each molecular dynamics step. During my study I was involved in the development of 
XdynBP program package and its interconnection with two popular program packages 
(CPMD49,50,51 and AMBER180), which are capable to perform QM and QM/MM MD 
simulations on DFT and semiempirical level. The philosophy behind the technical 
implementation is described schematically in Figure 21. The QM program package is 
responsible for the evaluation of the dynamics on the QM or QM/MM surface: it calculates 
the atomic forces and carries out the integration of the equations of motion. In each step, the 
current atomic positions are sent to XdynBP, where the classical reference states are defined 
and the current value of Egap is calculated. XdynBP having a PMF library is responsible for 
calculating the forces according to the chosen reaction coordinate(s) and sampling technique. 
If required, additional restraints and constraints can be also managed by XdynBP. Extra forces 
(PMF, restraint, constraints) are sent back to the QM program and the final force on the ith 
atom can be written as: 
 
 














f QM          (94) 
where the first term is the QM force calculated by the QM program package, the second term 
is the force coming from the PMF calculated on the classical surface, the third and fourth 








Figure 21. Flowchart of the chimera program including the ab initio (red) and XdynBP 
(purple) programs and the PMF library (green). Variables are colored according to the 
program part that calculates them. 
 
 
6.3.2. FEP/US Calculations 
 
 
 To generate configurations along the reaction pathway on the classical surface by 
EVB, a series of mapping potentials were used according to eq. 89. The free energy profile on 
the classical surface was also computed by the conventional procedure (eq. 90). 
FEP/US calculations were performed on the mapping potential using 51 windows with 
equidistant λk values. The simulation time length of each window was 100 ps long. Then, the 
PM3 energy of each collected configuration was computed and the free energy difference 










1QM expˆln q      (95) 
The average in eq. 95 can converge in a reasonably short simulation time only if the argument 
of the exponential, fluctuates by less than 2-3 RT. I must emphasize that in this approach the 
entire free energy profile is evaluated at the QM level. 
Ab initio program 
(AMBER or CPMD) 
XdynBP 
 

















Three free energy profiles were computed using snapshots collected at each 100, 10, 
and every time step resulting in 2000, 20 000, and 200 000 collected snapshots per window, 
respectively. The reference free energy profile has been obtained by the constrained dynamics 
method directly on the PM3 potential energy surface using the same number of windows. In 
both cases, the first 25% of the data was discarded from the analysis. 
 
 
6.3.3. Constrained Dynamics 
 
 
 In the constrained dynamics simulations (BM simulations), the free energy profiles 
were computed from 51 windows of the reaction coordinate in the range of [-2.5, 2.5] Å for 
DD and [-200, 200] kcal mol-1 for Egap in vacuum and [-300, 300] kcal mol-1 for Egap in 
solution. In total, constrained dynamics simulations were 5 and 2.5 ns long in the gas phase 






Metadynamics simulations were performed depositing Gaussians with widths of 15 
kcal mol-1 for Egap and 0.25 Å for DD and heights of 0.1 kcal mol-1 in the gas phase and 0.5 
kcal mol-1 in solution. The Gaussians were deposited every 1000 and 100 molecular dynamics 
steps in the gas phase and solution, respectively. With these parameters, the time required to 
escape the reactant free energy minimum using Egap or DD is comparable. The total lengths of 












6.3.5. Adaptive Biasing Force 
 
 
 Simulations using the adaptive biasing force technique were 1 ns and 250 ps long in 
the gas phase and solution, similarly to metadynamics simulations. The evaluation of the free 
energy profile in time followed the deposition frequency of the Gaussians in the 
metadynamics simulation: the free energy derivatives were computed on the fly in every 1000 
and 100 molecular dynamics steps in the gas phase and solution, respectively. The samples 
were counted in 51 bins in the range of [-2.5, 2.5] Å for DD and [-200, 200] kcal mol-1 for 
Egap in vacuum and [-300, 300] kcal mol-1 for Egap in solution. 
 
 
6.3.6. Committor Analysis 
 
 
 A 500 ps long constrained dynamics simulation was performed on the QM(PM3)/MM 
potential energy surface while constraining the reaction coordinate to its transition state value 
and 500 configurations were collected (one in each 1 ps). A constant temperature of 300 K 
was kept by a Langevin thermostat at 300 K with a friction coefficient of 1 ps-1. From each 
configuration, 100 unconstrained molecular dynamics simulations were initiated with random 
initial velocities generated according to a Maxwell-Boltzmann distribution with a temperature 
of 300 K. The lengths of the unconstrained MD simulations were 0.5 ps each (1000 steps). 
This period was sufficient to reach either the reactant or product state. 
 
 
6.3.7. Sampling Efficiency of Metadynamics and Adaptive Biasing Force 
 
 
 The efficiency of the sampling on the QM potential energy surface using different 
reaction coordinates was assessed by two measures. Hysteresis of metadynamics calculations 
was characterized by the standard deviation of the history-dependent potential of 
metadynamics (VMTD( , t)): 
 
 









t BMMTDBMMTDMTD     (96) 
where ABM( ) is the fully converged free energy profile, evaluated with the constrained 
dynamics approach. The regions Ω of CV space on which the -averages are taken are [-2.5, 
2.5] Å and [-300, 300] kcal mol-1 for DD and Egap, respectively. 
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In the case of the Adaptive Biasing Force simulations, the error of the evaluated free energy 












6.4.1. Implementation of Egap into Free Energy Calculations 
 
 
 As Egap is defined on a classical surface its implementation as a reaction coordinate in 
higher-level methods faces with the problem that the EVB mapping and the quantum potential 
energy surfaces can significantly deviate from each other. As a consequence, the difference 
between the EQM and { m( k)} surfaces heavily influences the convergence of the free 
energies computed by different methods using Egap as a reaction coordinate. In Figure 22, the 
free energy profiles of the symmetric substitution reaction of methyl chloride by chloride ion 
in vacuum are shown. These were either obtained directly on the QM(PM3) surface or 
computed by the FEP/US method (eq. 95) using configurations generated on the classical 
{ m( k)} potentials (eq. 89). At the transition state, the free energy profile computed by the 
FEP/US approach exhibits a good agreement with the profile directly obtained on the 
 
 




QM(PM3) surface using constrained dynamics. A considerable difference between the two 
profiles can be observed near the reactant and product states even upon increasing the number 
of configurations by 2 orders of magnitude. The discrepancy between the two types of free 
energy profiles is related to the difficulty in converging the exponential average in eq. 95, and 
may disappear at considerably longer simulation times. In the case of a reasonable agreement 
between EQM and { m( k)} surfaces55,185, however, one can apply the linear response 
approach155, where the potential energy differences are only taken into account in stationary 
points. Although this method is computationally much more efficient (3 × 103 QM 
evaluations as compared to 106 in our case), it leads to systematic errors whenever EQM and 
{ m( k)} deviate by more than 2-3 RT, as under these conditions linear response 
approximation cannot be applied. 
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Figure 22. Free energy profiles of the reaction in vacuum obtained by the FEP/US method 
using 2 000 (blue), 20 000 (green) and 200 000 (red) configurations per window of the 
simulation on the mapping potential (classical trajectory). The PMF free energy profile 
calculated directly on QM(PM3) potential energy surface by constrained dynamics is used as 











6.4.2. Free Energy Profiles Obtained by Direct Implementation of Egap 
 
 
 As an alternative to the postprocessing FEP/US method, Egap can be directly used as a 
reaction coordinate on the high-level potential energy surfaces. Free energy profiles of the 
methyl chloride substitution reaction in vacuum and in solution computed by constrained 
dynamics, metadynamics and adaptive biasing force using Egap and the geometric DD reaction 
coordinate are displayed in Figure 23.  
 






















Egap / kcal mol
-1
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Figure 23. Free energy profiles of the ClClMeMeClCl  reaction with Egap (A) and 
DD (B) using constrained dynamics (blue), metadynamics (red) and adaptive biasing force 
(green). Free energy profiles were computed on the QM(PM3) surface (dashed) in vacuum 
and on the QM(PM3)/MM surface (solid) in solution. 
 
 
In vacuum, the free energy profiles obtained with both reaction coordinates are 
symmetric (ΔA0 ≈ 0 kcal mol-1) and provide activation barriers of 11.7 and 11.8 kcal mol-1 
with constrained dynamics for DD and Egap, respectively, in good agreement with the 
experimental data186 of 12.2 kcal mol-1. Note that previous DFT calculations resulted in 
asymmetric profiles with ΔA0 = 2 kcal mol-1 176,187, likely due to sampling difficulties. In 
contrast to the results obtained from the simulations in vacuum, in solution a larger deviation 
between the Egap and DD reaction coordinates can be observed. In constrained dynamics, the 
ΔA0 value obtained with Egap is 0.0 kcal mol-1, while using DD results in a slightly 








reaction deviate by 0.5 kcal mol-1, out of which the value of 23.5 kcal mol-1 obtained using 
Egap is in reasonable agreement with the experimental data of 26.6 kcal mol-1 188.  
In all cases the free energy profiles evaluated by metadynamics and adaptive biasing 
force are in an excellent agreement with the fully converged BM profiles. In gas phase the 
MTD and ABF profiles almost identical to the BM ones. The statistical errors on the profiles 
in solutions were estimated as 0.5 (MTD) and 0.2 kcal mol-1 (ABF) for Egap and 0.7 (MTD) 








 In order to demonstrate the quality of Egap as a collective variable on a high-level 
surface, I have employed committor analysis151 to probe the proper localization of the 
transition state. For this purpose, 100 independent and unconstrained molecular dynamics 
simulations have been initiated from each of the 500 configurations collected with the 
reaction coordinate constrained to its value at the transition state. For each configuration, I 
computed the fraction of trajectories PA that falls into the reactant minimum. Then, by taking 
the average over several configurations, I computed the probability of observing a given PA189 
(i.e., probability density function; Figure 24). In an ideal case, the probability to observe a PA 
value should have a maximum at PA = 0.5 and should decrease to 0 for PA = 0 and PA = 1, 
which means that starting from each configuration localized on the putative transition state 
half of the configurations should fall into the reactant region and another half into the product 
region. The committor analysis obtained using Egap has indeed a clear maximum for PA = 0.5. 
Probabilities of configurations that are fully committed to either end state (reactants or 
products, with PA = 1 or PA = 0) are lower. In contrast, in the case of DD, there is a high 
probability that configurations belonging to the putative transition state are fully committed to 
the reactants or the product and the maximum of the probability density function is at PA = 0 
(corresponding to the reactant state). Furthermore, in the case of DD, two minima can be 
observed at approximately PA = 0.26 and PA = 0.70 and with increasing probabilities toward 
 
 




the end states. This reflects that the transition state region has not been sampled uniformly. 
This point is also demonstrated by the relative probability of observing “good” (PA 0.5) or 






P           (99) 
where  was chosen to be 0.02. The value of  obtained using the Egap coordinate was twice as 
much as the one obtained using DD. The shape of the probability density function as well as 
the ratio of the configurations committed to transition states vs. end states illustrates that, even 
in a simple system that is considered here, a very natural coordinate, such as DD, is not 
capable of unambiguously localizing the transition state. In principle, using more coordinates 
simultaneously could improve the localization of the transition state. To probe this idea, I 
computed the free energy as a function of two reaction coordinates, i.e., the distances of the 
entering and leaving chloride from the central carbon atom (DDattacking and DDleaving). 
Increasing the number of reaction coordinates, however, does not lead to committor 
distributions peaked at PA = 0.5. This corroborates that Egap provides a better representation of 
the reaction even at a higher level of theory as compared to geometric reaction coordinates. 
 











Figure 24. Committor analysis of the reaction in solution using Egap (red), DD (black), and 











6.4.4. Sampling Performance Using Egap on a High-Level Surface 
 
 
 Using Egap as a reaction coordinate on the high-level energy surface leads to a better 
transition state localization as compared to geometric coordinates. This however could occur 
at an extra computational cost, as sampling according to a classical bias (Egap) might force the 
system to visit regions of unphysically high QM energy. This possible disadvantage was 
studied by comparing the sampling performance of metadynamics and adaptive biasing force 
upon using Egap and DD as reaction coordinates.  
The time evolution of DD in metadynamics (Figure 25) shows that the system remains 
periodically bound in the two states even after t = 35 ps (700 hills), when the free energy 
profile should be filled with Gaussians. Instead, the run performed with Egap after the free 
energy profile is filled shows a diffusive behavior in the entire domain with no sign of a 
residual barrier. This clearly illustrates that a very serious hysteresis is observed with DD, 
while no sign of residual barrier is found with Egap. This observation is also corroborated by 
computing the free energy hysteresis MTD (eq 96) (Figure 26/A). The deviations of the 
metadynamics estimate from the correct free energy are significantly larger if DD is used as a 
collective variable. This indicates the presence of hidden degrees of freedom that are not 
sampled exhaustively biasing only DD. This is also confirmed by computing the 
metadynamics error δMTD at time t (eq 96). Free energies obtained by using Egap converge 
faster than those computed using DD (Figure 26/B). In practice, the difference in δMTD implies 
that in order to achieve the same accuracy in metadynamics one has to invest approximately 
four times more computational resources if one uses DD rather than Egap as a reaction 


































t / ps  
Figure 25. Time evolution of Egap (A) and DD (B) using metadynamics (reaction in solution). 
 
 















































t / ps  
Figure 26. Comparison of DD (black) and Egap (red) reaction coordinate performances 
during metadynamics (reaction in solution). (A) Hysteresis MTD characterizes the deviation 
of the history-dependent potential from the exact free energy as a function of time. (B) 
Efficiency MTD reflects convergence of the average free energy as a function of time, with a 
log-log representation shown in the inset. tF (eq 85) is equal to 26 ps (520 Gaussians) and 29 
ps (580 Gaussians) for the DD and Egap simulations, respectively. 
 
 
 The error of the evaluated free energy profiles during the adaptive biasing force 
simulations in solution was also investigated according to eq. 98. Similarly to metadynamics, 
ABF free energy profiles as functions of Egap converge also faster compared to those of DD 
(Figure 27). The first complete profile associated with a sufficient overall exploration in the 









DD, respectively. These results demonstrate that Egap increases the efficiency of the 
calculations as compared to a geometric coordinate. 
 
 

















t / ps  
Figure 27. Comparison of the adaptive biasing force efficiency of DD (black) and Egap (red) 






 Calculation of the free energy profile (or surface in higher dimension) of the simulated 
chemical processes, especially of chemical reactions, is essential to understand the energetics. 
As in the case of most reactions the experimental activation barrier and reaction free energy 
difference are available, the reproduction of these free energy quantities can significantly 
contribute to develop molecular level picture and also to the validation of these simulations.  
Since the simulation time length is much shorter than the time scale in which the 
chemical event occurs, the simulation has to be biased for adequate sampling. Accordingly, 
free energy calculations have two major issues: the appropriate choice of the reaction 
coordinate, along the sampling is biased and the sampling method, which is the technical 
implementation of the potential of mean force calculation.  
 
 




Nowadays, there is a wide variety of available sampling methods. These techniques 
have different features associated with the precision, possibility of the estimation of the error 
of the generated profile, computational cost, number of applicable reaction coordinates etc., 
which provides the opportunity to choose the most appropriate method for the given problem. 
However, it is much more difficult to find a proper reaction coordinate that includes 
all important degrees of freedom of the chemical process resulting in a correct bias of the 
system. Since the explicit form of the ideal reaction coordinate in complex systems with a 
huge number of degrees of freedom is a priori not known, approximate reaction coordinates 
have to be introduced. The most often applied reaction coordinates are the geometrical 
coordinates. Geometrical coordinates, which are functions of the Cartesian coordinates of few 
atoms directly involved in the reaction, are easy to implement into the actual program codes 
and their computation is relatively inexpensive. However, since these coordinates include 
only a very small amount of degrees of freedom of the system, they are usually not able to 
take into account important effects such as e.g. the solvent effect which could have significant 
contribution to the free energy profile.  
There are three apparent possibilities to improve the sampling and evaluate reliable 
free energy curves using geometrical coordinates: elongating the simulation time, applying 
more than one geometrical coordinate and construct a multidimensional free energy surface, 
or incorporating many coordinates into one. Increasing the simulation time has two problems: 
on the one hand, the lack of important degrees of freedom can result remarkable hysteresis 
leading to the uncertainty of the profile. On the other hand, longer simulation time requires 
more computational effort, which is not feasible on higher level of theory, where the 
calculation of the energy is considerably expensive. One has to face with similar problems at 
higher level of theory when multiple reaction coordinate is applied. Introducing additional 
coordinates to evaluate the free energy as a function of several variables requires a sufficient 
sampling in a multidimensional space whose volume is proportional to the product of the 
interval of the interest of the applied coordinates. Obviously, it also increases significantly the 
simulation time. Incorporating many geometrical coordinates into one extended variable 
seems to be a much better choice, since it does not increase dramatically the simulation time. 
However, the disadvantage of this method is that the choice of the competent coordinates is 
carried out rather in an ad hoc manner than in a systematic and strict way. Nevertheless, as a 
direct extension of this latter method, energy based coordinates can serve excellent reaction 
coordinates as they are a combination of a large number of geometrical variables and can take 
 
 




into account the solvent effect, which is completely absent from most geometrical 
coordinates. 
In this study, I demonstrated that Egap, which is defined on the classical level as the 
difference between two potential energies of resonance states in the framework of EVB, can 
be applied in high-level calculations as a reaction coordinate. The investigated chemical 
process was a simple symmetric nucleophilic reaction: the chloride + methyl chloride reaction 
in gas phase and aqueous solution. For the QM/MM calculations I have chosen the 
semiempirical PM353 Hamiltonian because at this simple level it was possible to generate 
sufficient number of sampling points for the different statistical analysis.  
From the technical point of view, the evaluation of the free energy profile as a function 
of Egap can be implemented by two possible manners. In the indirect implementation 
simulations were carried out on the classical EVB mapping surfaces (as the biased potentials) 
and the QM energies were also computed in each sampled point. The unbiased free energy 
profile of the QM level was calculated using the Zwanzig formula. In the direct 
implementation simulations were performed on the QM potential surface, computing the 
potential of mean force as a function of Egap evaluated on the classical potential energy 
surface. Results of the two possible techniques showed that although the indirect method 
requires computationally much less effort (as the dynamics is propagated on classical 
surface), it leads to systematic errors when the QM and classical surfaces deviate by more 
than 2-3 RT. Contrarily, direct method (using constrained dynamics) resulted a reliable 
converged profile. 
Besides its accuracy, the direct implementation has the additional advantage that it can 
be combined with any sampling methods. Several PMF techniques were implemented into the 
program XdynBP developed in the Institute of Enzymology with my contribution, which was 
later interconnected with two popular QM/MM program packages (AMBER180, 
CPMD49,50,51).  
 Three different sampling methods were applied in this study. As a well converged 
benchmark calculation, extensive constrained simulations (blue moon, BM163,164) were carried 
out. For the hysteresis and efficiency analysis, the fast metadynamics (MTD172) and adaptive 
biasing force (ABF171) techniques were applied with 5 and 10 times less simulation times in 
gas phase and solution, respectively. In vacuum, the free energy curves calculated by the 
different methods are actually identical, while in solution the statistical error of the profiles 
are generally less than 0.5 kcal mol-1. 
 
 




The accuracy of Egap as a reaction coordinate was compared to the geometrical 
coordinate DD, which is the difference between the attacking chloride-carbon atom and 
leaving chloride-carbon atom distances. DD is widely used in the literature as a reaction 
coordinate of this reaction both in vacuum and solution. In vacuum, the free energy curves for 
both coordinates are symmetric. The activation barriers are in a good agreement of the 
experimental value. In solutions, a larger deviation between the Egap and DD reaction 
coordinates can be observed. The profile of Egap evaluated by BM is also symmetric, while 
using DD results in a slightly asymmetric profile. The profile of Egap approximates slightly 
better the experimental value of the activation barrier. 
To test the proper localization of the transition state (TS) using Egap and DD, I 
performed committor analysis151. The results showed that Egap behaves as a “good” reaction 
coordinate that is able to catch the correct geometry of the TS, while DD seemed to be a 
“bad” reaction coordinate as it was not able to indicate and so sample it properly. 
MTD and ABF are suitable for monitoring the evaluation of the free energy profiles 
during the simulations and compare the accuracy of different reaction coordinates. 
Metadynamical hysteresis of the free energy profiles is much larger for DD than for Egap. The 
error of the current curves (compared to the BM profiles) as a function of time showed that  
the convergence of the free energy profile is much faster for Egap compared to DD. 
Altogether, it can be concluded that even for such a simple reaction, Egap is much more 
accurate reaction coordinate than the generally applied geometrical coordinate DD as the 

























 Investigation of complex systems on molecular level can be carried out by using 
molecular dynamics simulations. The accuracy of the simulations depends primarily on the 
quality of the potential energy surface (PES) representing the energetics of the system. In the 
case when the electronic character of the system is of not the interest, classical molecular 
mechanical (MM) or even more simplified coarse graining (CG) models can be applied to 
examine dynamic effects. Since these PES’s are usually simple analytical functions of the 
atomic coordinates, the evaluation of the dynamics is very fast even for relatively large 
systems (with thousands of atoms). However, when the electronic feature of the system needs 
to be taken into account, a higher level of PES must be used. Quantum mechanical (QM) 
description that explicitly treats the electronic degrees of freedom is then the appropriate 
choice. Since the calculation of the PES at QM level can be computationally very demanding, 
pure QM simulations of complex systems with enormous number of (electronic) degrees of 
freedom is still unfeasible. Accordingly, one needs introducing additional simplifications. One 
of the most straightforward ways is the hybrid QM/MM method in which the system is 
divided into two parts depending on their chemical relevance. The electronically interesting 
part is treated quantum mechanically (QM), while the rest of the system, where the electronic 
degrees of freedom is supposed to be negligible, is described classically (MM). The art of 
QM/MM molecular dynamics simulation is to find the compromise between the chemical 
accuracy and computability (i.e. the size of QM and MM zones). The energy expressions 
within the QM and MM subsystems are consistent in themselves, however, the weakest point 
of the QM/MM methods is the coupling (i.e. electrostatic interaction) between the QM and 
MM parts. Obviously, the incorrect treatment of the electrostatic interaction may lead to 
serious error in the energy and unphysical behavior of the system.  
 The work associated with the electron-methanol system is a good demonstration how 
to overcome the above mentioned problems. The investigated methanol bulk and clusters with 
 
 




an excess electron are special cases among the QM/MM systems as the quantum zone 
includes merely a single electron, while the methanol molecules are treated at molecular 
mechanical level. The interaction between the electron and the classical methanol molecules 
is described by an effective potential called pseudopotential, which reduces the many-electron 
problem to a one-electron problem in a straightforward way. The development of the 
pseudopotential is based on QM calculations and in contrast to previous potentials it is an all-
site model that improves the atomistic character of the potential. The developed 
pseudopotential is able to reproduce the most important physical properties (e.g. the optical 
spectrum, coordination number) of the excess electron in bulk methanol.  
 Nevertheless, the primary purpose of the development of the new pseudopotential was 
to investigate the physical behavior of excess electron-methanol clusters. The static analysis 
of the methanol clusters showed that the excess electron binds to the neutral clusters due to 
their net dipole moment. The electron occupies very diffuse orbital and the localization 
exclusively occurs on the surface of the clusters. The calculated binding energies slightly 
increase with the size of the clusters. However, experimental data showed two trends of 
vertical detachment energies (VDE’s) with size suggesting the existence of two different 
isomers. Dynamic study of the electron-methanol clusters revealed that for larger clusters 
(above 205 methanol molecules) the electron enters and stabilizes in the interior of clusters 
and a significant increase of the vertical detachment energy can be observed. This 
stabilization energy also increases with the cluster size. Furthermore, the mechanism of the 
penetration of the excess electron was also described in details. The results are in a good 
qualitative agreement with the experimental data and bring one to understand better the 
physical behavior (i.e. the different trends of the VDE in water and methanol clusters with 
cluster size) of the electron-polar solvent clusters in which up to now there is still no 
consensus.  
 Besides its good predictive power, the pseudopotential has an additional advantage 
compared to the previous ones, namely the transferability of the parameters. Four atomic sites 
were classified (oxygen, hydroxyl hydrogen, carbon and methyl hydrogen sites) and only the 
parameters of the carbon and methyl hydrogen atoms were optimized, while those of the 
oxygen and hydroxyl hydrogen atoms were taken from the pseudopotential developed 
previously for water in the completely same way. This procedure opens the possibility to 
construct new pseudopotentials to investigate other electron-polar solvent systems (e.g. 
ethanol and ammonia) or even biomolecules (e.g. DNA) in a strict and consistent way. 
 
 




 Besides the good quality of the PES, another important issue of molecular dynamics 
simulations is the sufficient sampling. In many cases, especially in chemical reactions of 
complex systems, when the real timescale of the chemical event exceeds the computationally 
achievable timescale by several orders of magnitude, QM/MM molecular dynamics is not able 
to perform an effective exploration of the PES and special bias of the dynamics is required. 
The technical implementation of this bias depends on the so called potential of mean force 
(PMF) method. These techniques differ in numerous technical properties allowing one to 
choose the most appropriate one for the investigated problem. However, the applied PMF 
method in itself cannot guarantee the sufficient sampling, as all of the PMF methods apply 
one or more reaction coordinates (or collective variables), which are functions of the 
coordinates of nuclei and along which the system is biased and sampled. In contrast to the 
sampling methods, the proper choice of the reaction coordinate(s) is not obvious. Because of 
their relatively easy implementation and interpretation, the most often applied reaction 
coordinates are the so called geometrical coordinates, which depend only on a few 
coordinates of the system. However, application of geometrical coordinates in complex 
systems can fail easily. The reason is that reaction coordinates, which are lacking in 
indispensable degrees of freedom, lead to insufficient sampling and serious hysteresis as the 
“correct” variable is not biased. For example, this is the case when chemical reactions are 
simulated in solutions or enzymatic environment.  
 Obviously, there is a need for a universal reaction coordinate that does not suffer from 
the previously discussed problems. Energy gap (Egap), which is the difference between two 
(e.g. reactant and product) classical valence states in the framework of Empirical Valence 
Bond (EVB) theory, seems to be a potential candidate for serving as general reaction 
coordinate. As an energy variable, Egap depends on all important degrees of freedom of the 
system. However, Egap is originally defined on classical level and its use on higher level of 
theory (i.e. QM and QM/MM) is not apparent since molecular orbital based quantum theories 
cannot define valence states. During my work I showed how to solve this discrepancy in a 
straightforward manner and calculate Egap dependent free energy profile of chemical reactions 
on higher level of theory.  
 The chosen model reaction was a very simple symmetric nucleophilic substitution: the 
chloride exchange in methyl chloride in water solution. The methyl chloride molecule and the 
chloride ion were treated at the semiempirical PM3 level and the solvent molecules were 
described classically. Egap was compared to a geometrical coordinate DD, which is the 
 
 




difference between the attacking chloride – carbon and leaving chloride – carbon distances. 
As a first observation, the experimental activation barrier was estimated a slightly better by 
the Egap dependent free energy profiles. The efficiency and hysteresis of the free energy 
profile of the reaction coordinates were also investigated using modern fast PMF methods 
(metadynamics and adaptive biasing force), which are able to calculate the free energy profile 
on the fly (i.e. during the molecular dynamics). The results showed that free energy profiles of 
Egap converge much faster than those of DD. To investigate the correct indication of the 
transition state (TS) by Egap and DD, the committor analysis was performed. Although DD is 
a widely applied reaction coordinate for this reaction, it has failed the committor test, while 
Egap behaved as a good reaction coordinate and indicated correctly the TS.  
 From a technical point of view, depending on the surface, where the molecular 
dynamics simulations are performed, two kinds of implementation of the Egap on higher level 
are possible. I demonstrated that although the indirect implementation of Egap requires 
computationally much less effort since the simulation is performed on a classical level, it 
leads to systematic errors when the QM (or QM/MM) and classical surfaces deviate by more 
than 2-3 RT. Contrarily, direct implementation results reliable profiles independently on the 
difference between the classical (where the Egap is defined) and quantum level.  Direct 
implementation requires the calculation of Egap for each configurations performed by the 
quantum dynamics. Therefore, a special chimera program was constructed by combining two 
program packages. The philosophy behind the combination is that the quantum dynamic 
program package provides the QM or QM/MM surface and propagates the dynamics, while 
an appropriate classical program package is responsible for the calculation of Egap and the 
evaluation of the free energy profile associated with the applied PMF method. Besides the 
combination of the AMBER and XdynBP program packages that was used in my study, I 
contributed in the development of the connection of the DFT based CPMD and XdynBP.
 Although it was shown that Egap works excellently in aqueous solution, the final 
purpose is to apply it in the investigation of enzymatic reactions. Here, I mention two possible 
methodological improvements only in a speculative way. Simulating enzymatic reactions, a 
frequently occurred task is to select the reaction mechanism having the lowest activation 
barrier among a number of possible ones. A good example is the proton transfer reaction, 
when there are several potential proton acceptors in the active site (e.g. water molecule, 
substrate or a residue). In general, this problem is solved by simulating separately the possible 
mechanisms, and comparing their free energy profiles. However, the combination of Egap with 
 
 




metadynamics may give the possibility to perform only a single simulation introducing 
several Egap’s between valence states associated with the different mechanisms. Since 
metadynamics has the property that with an appropriate diffusion the system goes firstly 
through the lowest barrier around the minimum in the space of collective variables, 
performing metadynamics simulation using the Egap’s as collective variables, the mechanism 
is automatically selected during the dynamics.  
 Another promising direction of the use of Egap in metadynamics is based on the 
transferability of the history dependent potential between different potential energy surfaces. 
In the direct implementation of Egap the simulation is performed on higher level of theory that 
is computationally expensive. The most time consuming part of the simulation is the filling of 
the basins of the free energy profile with the hills and it would be much more comfortable if 
the basins were already filled up. Unfortunately, application of higher and wider hills in the 
beginning of the simulation may be problematic as it undesirably heats up the motion of the 
system. However, as a first and inexpensive step, one could simulate the reaction on a 
classical surface (e.g. on the EVB ground state surface) using metadynamics and evaluate the 
time dependent potential. In the second step, this potential can be used as a rough estimation 
of the free energy profile on higher level of theory and additional simulation on the QM/MM 
surface is required only for the refinement. If the classical and QM/MM surfaces do not differ 
very largely, this approach can save significant computational effort. 
 In summary, these two improvements in the hybrid QM/MM methods, which were 
carried out during my PhD work, provide the opportunity to perform simulations on a 
considerably longer, even biologically relevant timescales. The development of the 
pseudopotential makes the treatment of the QM environment computationally efficient, 
whereas the coupling between high- and low-level simulations for proper sampling opens new 
ways to explore configurational space relevant for a chemical reaction in complex 
environment. These two are key steps towards performing simulations of chemical reactions 
in complex systems without a priori biases (“black box” simulations).  Hence these 
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