Abstract-This paper deals with the simulation of Synthetic Aperture Radar (SAR) raw signal of actual ground sites described in terms of sparse input data. Since in most cases the input data reference system does not match SAR requirements, it is necessary to adopt appropriate interpolation schemes. We focus our attention on elevation input data, noting that natural surfaces exhibit fractal properties. Fractal and nonfractal interpolation schemes are discussed and applied. Simulated images are shown and compared to actual examples. Subjective and objective tests validate the simulation and support the fractal-based elevation interpolation.
I. INTRODUCTION AND MOTIVATIONS
ICROWAVE imaging as a noninvasive tool exhibits a M large potential for applications and is a complementary investigation method with respect to the more classical optical and infrared ones. The microwave scattered field is sensitive to geometry and to complex permittivity and permeability of the illuminated object. Unfortunately, these parameters are nonlinearly related to the scattered field, thus making the inverse problem nontrivial.
Microwave imaging of the Earth's resources has been recognized as an important and useful branch of remote sensing. It enables one to see through microwm.e eyes, picking up features not seen by other sensors. It is able to achieve high spatial resolution and perform all-weather surveillance. Among the various different microwave imaging techniques, an important role is played by the Synthetic Aperture Radar (SAR).
A great deal of interest has been shown in the inverse problem, i.e.. the extraction of qualitative and quantitative features from microwave images. As already stated, the problem is nonlinear and the presence of additive and multiplicative noise makes the inversion algorithm very complicated. Such limitations can sometimes be overcome by intelligent adaptive procedures based on a priori information. Recently, much work has been done on developing certain inversion algorithms. A SAR raw signal simulator is a valuable aid in furthering such research work. A new SAR raw signal simulator has recently been introduced [l] . It is based on a sound physical electroniagnetic model that evaluates the backscattered field of an extended three-dimensional scene, an analytical expression of the SAR system transfer function and a two-dimensional efficient Fourier Transform (FT) code [ l ] . The simulator has heen used to generate the SAR raw signal of canonical reliefs, Le., scenes described in terms of sampled analytical functions. Dependence on altitude profile and complex permittivity has been considered and tested. Geometric distortion is taken into account, as well as polarimetric backscattering features. Great attention has been paid to speckle simulation: first order and second order statistics have been analyzed.
In producing a SAR raw signal simulation of an actual ground site, the format in which the input data are expressed is critical. It is certainly convenient, for example. if such data use a Cartesian grid, with the axes oriented according to SAR azimuthal and range directions. Furthermore, in order to evaluate the radar echo return from the scene, we represent it by using planar facets: the input data grid spacing should be consistent with the number of facets. Unfortunately, neither orientation nor spacing requirements are usually met when an actual ground site is in question. Cartographic altitude data are provided in their own format, and there is no reason to expect this to match the format required by the simulator. Hence it is necessary to employ interpolation procedures, and these become even more important when the input data are sparse. We pay particular attention to the problems posed by a sparse digital map of the scene relief.
It is usually acknowledged that natural surfaces exhibit fractalness 121-161. A fractal interpolation scheme is discussed theoretically and compared with the more traditional ones. Apparently, the differences are only marginal, but their impact on simulated SAR images is significant. Numerical experinientation of these problems is provided by using the SAR raw signal simulator SARAS [ 1 I.
A qualitative and quantitative evaluation of simulation experiments is appropriate and is given in Section 111. First, we make subjective appraisals of simulated SAR images whose input DEM data have been generated using various interpolation algorithms. Then, we go on to specify objective tests which will quantify the previous assessments and offer additional physical insight into the phenomena. Both structural and statistical tests are performed, the latter considering cases of both single-point and multipoint complex image statistics. One important result of this paper is to demonstrate that, whenever the input elevation data are sparse, the fructal 0196-2892 0196- /94$041K1 (D 1994 interpolation scheme gives better results in the SAR raw signal simulation procedure.
ACTUAL GROUND SITE SIMULATION AND ASSOC~ATE INTERPOLATION ISSUES
In this section we focus our attention on the simulation of actual ground scenes. We intend to generate the raw signal which would be collected by a SAR sensor flying along a known track over a real ground scene. First we outline the general scheme of a SAR simulator; then we analyze the problems which are encountered when simulation of real ground sites is undertaken, A general simulation scheme can be viewed in three basic phases 171. The tirst is the data acquisition phase, which depends upon the code structure and philosophy, and therefore characterizes the simulator. A degree of flexibility is desirable, and this reveals the potential of the procedure.
The second phase consists in the evaluation of the reflectivity pattern, and implies consideration of the electromagnetic hehavior of the scene. Either an empirical or a theoretical approach can be adopted 171. In the former, the evaluation is performed by means of appropriate look-up tables which describe the reflectivity coefficient (or radar backscatter coefticient n o ) and are based on measurement campaigns 171. 181. This type of simulation depends heavily on in situ surveying campaigns and is closely related to the mission parameters and the ability to collect such data sets. Such external operations are the biggest item in the cost breakdown of the simulation. The theoretical approach, on the other hand. uses an appropriate scattering model which allows computation of the reflectivity pattern r ( . r . ,I.) [I] . A ground scattering model can be based on surface scattering [9] .
[IO], volume scattering [ 1 I], [ 121, or on both. This approach is more physical and is not subject to the limitations of the data base approach. It is to be preferred, although we should note that the interaction mechanism between a general natural scene and microwave radiation is still a matter of investigation. In any case. whenever external data sets are available, it may be of interest to process them, and a SAR simulator must also be able to do this.
The third phase completes the simulation by convolving the SAR system transfer function with the reflectivity data [ 71.
We shall concentrate on the data acquisition phase, which requires a description of the geometrical relief and of its electromagnetic and statistical properties. We deal mainly with the topographic relief, noting however that electromagnetic properties are important as well. The height profile function, usually provided by means of a DEM, must be considered as a stochastic signal. In fact. cartographic campaigns are hubject to errors, and a large scale statistical description is appropriate. Two problems must be examined: the conversion of cartographic data from the ( 3 , . y) geometry to the ( . I , , 7.) radar geometry [7] , and the matching of cartographic format m d resolution with SAR format and resolution. The latter constitutes our main concern in this paper.
Let us assume we have a set of cartographic data describing the scene relief. These data are characterized by a (usually Cartesian) grid with given spacing and orientation relative to, say, the latitude of the considered area. Required input data for the SAR simulator are characterized by a (usually Cartesian) grid with a spacing and orientation that are lihely to be different. It is therefore necessary to interpolate the desired SAR grid values from the given cartographic ones. Letting z(:x:. y) be the interpolated scene relief, we have n wherein f T L ( z ) are interpolating coefficients related to the available samples, and &(:r, y ) are the interpolating functions.
Different types of interpolation schemes can be exploited 1131. [ 141. We consider some of them.
When the interpolation framework is a global one, estimation of the desired interpolated value is made by using all the available data; when it is a local one, we use appropriate interpolating functions over subintervals of the data. The latter case requires careful examination of the truncation error, but often it is enough to know data for subintervals centering on the one to be estimated 1 15 1-1171. Interpolation techniques can be improved provided that some information regarding the data class is available IISI-1191.
In order to measure the quality of the interpolation scheme, an appropriate measure of error must be introduced: quadratic or uniform norms are usually adopted.
Many numerically attractive interpolation schemes can be found in the literature [ 141. Polynomials, splines and bivariate interpolators, among others, are suggested. A very simple and popular one is the four-point bivariate interpolation formula:
where 1~11, 1~2 1 5 1. Such interpolation techniques may be very interesting from the implementation point of view. but they are only effective in presence of a certain degree of continuity of the interpolated function. Better interpolating procedures can be utilized when band-limited functions are in order, and rely on the fundamental Shannon theorem [ 131.
Considering such functions set, ( z E 5'~(11V)'), (2.1) can be written as
(2.3) wherein U' x . Wv is the two-dimensional spatial bandwidth of This fundamental result proves that a measurable number of sample points completely describe the signal, provided it is band-limited. Whenever the point set is limited, a truncated
in the one-dimensional case.
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(2.4)
This framework is quite interesting in all practical cases, hence the corresponding bound of the truncation error e,V (.), must be evaluated [ 131, [15] . In particular, uniform and quadratic norms can be employed. The first measure provides information about the maximum attainable absolute error, whereas the second measure gives the mean square error pertaining to the adopted approximation. The uniform norm is appropriate when the signal is bounded ( z E SA(K))'; conversely, the quadratic norm is the natural measure whenever the signal is energy-limited We note that sampling and sampling-like reconstruction algorithms are very effective in terms of computation time. Moreover, the algorithm stability has been proven to be effective, i.e., samples errors do not propagate to affect all output points. This result is very important in real measurement campaigns. Errors may arise by misplacements of the samples as well as by amplitude measurement errors.
Alternative classes of interpolating algorithms, based on stochastic techniques, are proposed in the literature. Among them a new interpolation scheme, relying on fractals, has been illustrated [ 191 and experimented on real terrain data [ 191. In particular, this method [19] first computes some fractal characteristics of the real terrain data and then exploits them in a four-point interpolation formula.
The rationale for the basis of fractal interpolation schemes relies on the assumption that natural scenes are best described in terms of random fractal models 121- [6] . As a matter of [19] . The latter scheme makes it necessary to perform a linear regression among some appropriate samples [19] in the log/AxI.logE{lz(x + Ax) -z(x)I} plane. E . meaning expected value. The slope of the linear regression curve provides an estimate of the Hurst coefficient, and the intercept to the ordinate axis measures, through a constant related to F ( S ) , the standard deviation CT. To obtain those values, for each available DEM point, we consider a sliding window, centered on the point of interest and of dimension 5 x 5. Possible distances between any two points in the window range from A x = 1 (normalized variable), corresponding to neighbor points, to A x = fi.4, corresponding to vertex points along the diagonals. All point couples z ; , z,, corresponding to equal values of Ax must be clustered; for all these couples the average E ( Iz; -z j I) is computed and used to generate the fractal plot logE(1zi -z j l ) versus loglAzl. The quoted estimation procedure can be sorted as a local approach. because a fractal dimension for self-affine fractals belongs to a limited region. It is implicitly assumed that the fractal dimension is the same for all the points within the sliding window.
Once such values are available, a recursive algorithm 1191 based on the random midpoint displacement technique (see [4] ) can be implemented. The recursive algorithm generates a larger, denser output grid starting from a smaller, sparser one. and the output grid of dimensions 2 N x 2 M . The recursive algorithm [19] starts with a preliminary phase (starting phase) that takes the input matrix data and locates them into the odd-odd output matrix indexes location (Fig. ](a) ). After that, the output matrix is only partly filled; some other output matrix locations are empty and the corresponding values (interpolated points) must be evaluated. In particular, the point corresponding to the even-even output matrix locations as well as the even-odd and odd-even ones must be reconstructed by the available points, Le., the ones located in the odd-odd locations (filling phases).
The following formula generates values for the even-even indexes elements (Fig. l(b) ):
G. (2.8)
wherein G is a normal random variable with zero mean and unit standard deviation. The third step is now able to evaluate the other desired output points (Fig. l(c) ):
As a matter of fact, the three-phase procedure described allows us to generate a double finer grid, and must be iterated to obtain the required finer data grid. Some comments regarding (2.8) and (2.9) are now in order. First of all, (2.8) implies a normalization of all pertinent variables, which are dimensionless. The convenient normalization constant used is the input data spacing. Clearly, nonnormalized variables can be used. Should this be the case, the square root appearing in (2.8), (2.9) must be replaced by
being the input data spacing.
We note that the first term, in (2.8), (2.9), recalls the bivariate interpolation formula presented in (2.2), whenever the value to be interpolated is equidistant from the neighboring available data. The second term is specific to the fractal interpolation scheme and differentiates (2.8) from (2.9). Such a term depends on the distance of the neighboring available points which change according to the interpolation phase (see Fig. l(b) and l(c)); it is able to generate the FBM model described by (2.6) according to the Pentland notation [3] .
SARAS SIMULATION OF ACTUAL GROUND SITES: PRESENTATION AND DISCUSSION
In this section we present some of the experiments we performed making use of the SARAS [ l ] simulator. The simulation program embodying the model sketched in [ 1 I was used to generate complex SAR raw data. Then high-resolution SAR images could be obtained by means of a SAR processor.
The objectives of the experiments presented are two-fold: first, to see whether different DEM sampling techniques affected image features; and then, to make a comparison of the simulated and actual SAR images. Hence both subjective and objective tests are used.
As outlined in Section 11, we must prescribe the SAR system parameters: track line, radar look geometry, and antenna electronic features; as well as ground site parameters: DEM (Digital Elevation Model). electromagnetic characteristics, and statistical features. As topographic input data, SARAS requires an altitude file in a DEM format. Such data must be pre-processed before insertion in the simulation run (see Sections I and 11).
We need a DEM which is able to represent the relief correctly, Le., the input data spacing must be consistent with the relief bandwidth. Unfortunately, this requirement is often not met; in our case the available DEM file provided much sparser input data. Interpolation procedure becomes compulsory; when the altitude relief change is quite steep, the problem becomes critical. This is particularly true in mountainous areas, Le., zones characterized by higher standard deviation of the Gaussian distribution involved in the FBM model, or, in terms of terrain bandwidth, larger bandwidth (see Section 11).
The experiments presented are related to the region of the Bay of Naples (Italy), the Vesuvian volcanic area (to the South) and the Phlegraean Fields (to the West). This region is quite an interesting one from the geophysical point of view. It is a complex volcanic area where different calderas and volcanic systems are present. In particular, we focused our attention on the volcano Vesuvius, whose DEM was obtained by an areophotogrammetric campaign. Its grey-level representation is shown in Fig. 2 where the sample intensity is proportional to the height (minimum height 0 m, maximum height 128 1 m). This DEM is a regular mesh of 200 x 204 samples, spaced at 50 m x 50 m, with North at the top. Unfortunately, some DEM segments were lacking and had to be reconstructed by an assumed continuity. We can see that Vesuvius sits in the center of a caldera, a depression from an earlier eruption that had made the volcano collapse in upon itself, with a huge 116.4 IEFE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING. VOL. 32. NO. 6. NOVEMBER 1444 Grey level representation of (T eytimated hy available elevation input gash on its south-west face. This caldera edge is called Mount Somma.
We had to interpolate the data in order to achieve a finer resolution. We examined bivariate and fractal interpolation In fact, only a rescaled representation of the difference would reveal some discrepancies. Examination of resulted grey-level representations is very interesting: they are not reported only to save space.
A slice cut of the interpolated data in the two situations is shown in Fig. 5 ; it must he noted that the profile is more realistically approximated by the fractal interpolation scheme. although differences are not highly evident.
In order to make a comparison with the data available, a simulation of the ERS-I mission, whose main general parameters are given in Table I . was elaborated.
As already anticipated, we started from a sparse DEM over a regular mesh of 50 m x SO in. In the first experiment we adopted the simpler four-point bivariate technique (see Section 11) and assumed a constant complex permittivity and permeability as well as a constant facet reirradiation diagram we are not aware of any electromagnetic database appropriate to the chosen ground site. The corresponding raw signal has been generated by SARAS. The simulated raw data have been processed to achieve the image shown in Fig. 6 : azimuth is horizontal, range is vertical, near range is on the top. All subsequent images are displayed according to this format.
Then, we examined again the same training area with the same electromagnetic parameters and applied the fractal interpolation procedure to meet the required fine grid map. As stated. we used the log-log estimation (see Section 11) to measure the appropriate fractal features. The corresponding SAR image relevant to this second interpolation scheme is shown in Fig. 7 .
Both SAR images (Figs. 6, 7 ) are niultilook images, generated by incoherently averaging single-look images. They have an azimuth and ground range pixel spacing of 16 m and 20 m, and an extent of about 8 km and 10 km, respectively. We easily recognize Mount Somma, the Vesuvius crater and a hill just down it, named Umberto Hill. The ERS-I image of the same site and processed by ESA-ESRIN is given in Fig. 8 .
Subjective tests are appropriate between the two simulated images and among the actual imaye and the <;imulated ones. A first visual inspection shows some noticeable differences. As expected. greater discrepancies are evident in rougher zones; moreover, a much more regular although unnalural image appearance is obtained whenever the bivariate DEM interpolation is used.
We clearly expected differences among actual and simulated images caused partly by the speckle and partly by the limited data availability. However. a large number of features are surprisingly coincident: ridge numbers and interspacing, geometric distortion effects, Vesuvius cone edge shape; only the crater backscattering echo retum is slightly off because it appears stronger in both simulated images than in the actual one. It is useful to note that the darker retum from the inner crater (in the actual SAR image) is not due to the shadowing effect, as can be easily demonstrated [7] . Hence, we argue that the reirradiation diagram of this zone is much sharper than that of the surrounding areas: this is confirmed by an investigation of the site morphology, which has shown a very smooth lavic deposition, thus providing a weaker radar retum.
In addition, we show part of previous simulated images in their single-look version (Fig. 9(a), (b), (c) ). An overall subjective test is definitely positive and shows a better resemblance to the simulated image based on the fractal DEM interpolation with the actual SAR image. However, major discrepancies are present in the backslope zones, i.e., whenever the radar echo retum is lengthened and the sparse data availability is
Objective tests are now appropriate: structural and statistical analysis must be performed.
As structural tests we measured some distances in the image planes: image pixel distance between the top cone point of Vesuvius and the Mount Somma along azimuth ( ( 1 1 ) and range the geometric distortion effects [ 71 are correctly taken into account.
As statistical analysis. the intensity moments have been evaluated. We note that this method enables a much more accurate probability density function (pdf) comparison than a direct one. In fact, the Moment Theorem states that the characteristic function 1211 can be expanded into a power series whose coefficients are given by the moments divided by ,TI,! [21] , because the ,/&-order moment corresponds to the 11 derivative of the characteristic function evaluated in the origin. Moreover, the two-dimensional complex autocorrelation function (acf) has been computed.
Statistical analysis to (complex single-look) imagery has been accomplished, for image areas appearing at varying degrees of macroscopical homogeneity. We selected. some subregions (100 x 100 pixels) in flat and hilly areas for all three cases, i.e., actual SAR image, simulated SAR images whose DEM input data have been generated by fractal interpolation, and bivariate scheme, respectively. These subregions were sorted in order to gain some insight into the goveming reflective and geometric phenomena. Consequently these four cases are not equally likely; in fact, cases 1 and 2 occur much more often than the others. The subregion 1 is a homogeneous area, located at the top right in the complete image. The second zone is a (visually) less homogeneous area and is located center right; the third one has been extracted from the top left part of the image plane, and finally the fourth is definitely (visually) the least homogeneous area and pertains to center left. From the elevation point of view, subregion 1 belongs to a flat area, while the second one pertains to a sloping side of the mountain. On the other hand, subregions 3 and 4 belong to the ridge area and therefore to a zone where steep altitude changes occur. Finally, accordingly to their mean plane, we note that the foreslope effect is dominant under subregion 3 whereas the backslope effect characterizes subregion 4. It is therefore significant that the third and fourth subregions, extracted from the ridge area, are critical for the interpolation scheme and therefore of particular interest.
In Fig. 10 the normalized intensity moments [20] 
E ( P ) / [ E ( l ) ] ' L
are shown for the cases in question; semi-logarithmic graphs are employed.
As a general comment, we note that the fractal scheme always exhibits a better performance. The absolute improvement is. as expected, higher in rougher areas, Le., where the input data are more sparse.
Whenever the region considered is homogeneous the two methods give analogous results (see Fig. 10(a) ). This is not surprising, since in flat regions the fractal interpolation method is equivalent to the bivariate one (see (2.8)-(2.9)). Moreover, we note that the absolute error is negligible, on account of having a sufficient sampling input data rate available. As a minor but interesting comment on zone 1, we observe that the bivariate scheme is slightly better. In fact, in the estimation procedure involved in the fractal scheme (see Section 11), when (almost) flat zones are involved, the sliding estimating window [19] must be properly chosen (shrunken) to limit the introduced error caused by the surrounding areas, in contrast with the general need to have a larger estimating population. Fig. 10(b) shows that the normalized intensity moments pertinent to the simulated images are always higher with respect to the actual case: this is due to major changes in the grey tone levels within the simulated patches. In Figs N here the backslope effect takes place emphasizing the limited data availability. It emerges that, when the required input data spacing is provided, the SAR raw signal simulation proves to be very effective Multipoint statistical tests were also applied. In particular, we evaluated the statistical autocorrelations with reference to the previous four subregions. In order to recognize reflectivity features, it is certainly appropriate to illustrate a range slice cut from the interpolated acfs. This is accomplished in Fig. 1 I . As a first general comment, we can observe that there was very good agreement between simulated and actual data. Then, we note that the two DEM interpolation schemes employed introduce different (macroscopic) correlations [ 5 ] , although the reflectivity correlation is actually governed by the microscopic behavior, which is assumed to be white in both simulations (i.e., we assumed a non-man-made scene). In fact, the two simulations produce similar acfs. Comparison with actual subregion acfs validates the previous hypothesis.
IV. CONCLUSION
We stressed that input data interpolation is of primary interest in actual ground site SAR simulation. In fact, processing of available data is necessary to make them consistent with the expected SAR format. From this viewpoint, interpolation techniques play a very important role, especially in the case of sparse input data. An appropriate data interpolation scheme relies on the nature of the function to be interpolated. Whenever elevation data are in question, surface fractalness suggests the use of fractal-based interpolation schemes; when other input data are involved, band-limited procedures may be more usefully employed. In this paper we have been mainly concerned with elevation input data although the discussion, as already pointed out, does have wider validity.
We discussed and applied to the same elevation input data set both a random fractal-based interpolation procedure and the more traditional bivariate one. In spite of apparently insignificant differences in the interpolated data, SAR simulated images turn out to be quite different. Comparisons were made with an actual SAR image showing that, as expected, fractal interpolation is the appropriate answer to the problem.
To conclude, we would emphasize the importance of actual ground site simulation. It may be applied both to direct and inverse problems. In the first case, the simulation is very useful for mission planning, e.g., for orbit and look angle choice. In the second, and more interesting case, it can be used in extracting desired features from the image. One way of doing this is to use iterative (cut-and-try) procedures, where possible supported by expert systems. For example, sparse cartographic relief data of the scene may be filled in by implementing a parametrized altitude profile in the simulation, adjusted to minimize the differences (measured in a prescribed norm) between the actual and simulated data. Such a tool would by no means be a replica of interferometric techniques, but rather a complementary technique which generates feedback to the interferometric map. As is well known, interferometric maps are subject to ambiguity problems, i.e., phase unwrapping, which may be solved by some assumed continuity behavior in the three-dimensional relief, the proposed technique may be useful for ambiguity resolution of this type.
