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We propose simple protocols for performing quantum noise spectroscopy based on the method of transfer
tensor maps (TTM), [Phys. Rev. Lett. 112, 110401 (2014)]. The TTM approach is a systematic way to deduce
the memory kernel of a time-nonlocal quantum master equation via quantum process tomography. With access
to the memory kernel it is possible to (1) assess the non-Markovianity of a quantum process, (2) reconstruct
the noise spectral density beyond pure dephasing models, and (3) investigate collective decoherence in multi-
qubit devices. We illustrate the usefulness of TTM spectroscopy on the IBM Quantum Experience platform,
and demonstrate that the qubits in the IBM device are subject to mild non-Markovian dissipation with spatial
correlations.
I. INTRODUCTION
Quantum information processing (QIP) is attracting in-
creased attention from industry. As we enter the noisy
intermediate-scale quantum (NISQ) era [1], we face the near-
term prospect of demonstrating non-trivial computations on
quantum circuits consisting of 50-100 qubits without error
correction. However, to sustain this level of engagement it
is crucial to further improve the scale and achievable circuit
depths of NISQ devices. At the core of this challenge is un-
derstanding the noise present in existing devices so that de-
coherence can be more effectively tamed [2–4]. In this work,
we propose a method for quantum noise spectroscopy based
on the tomographically reconstructed transfer tensor maps
(TTMs) [5] used in analyzing dissipative quantum dynam-
ics. We demonstrate the utility of TTM noise spectroscopy
by studying both simple theoretical models as well as IBM’s
Quantum Experience (IBM Q) hardware on the cloud.
While quantum process tomography (QPT) [6–8] has been
widely adopted for experimentally characterizing quantum-
gate fidelities [9–11] and environmental influences [12, 13],
earlier theoretical and experimental efforts [13, 14] have
largely been confined to analyzing noise under the Marko-
vian assumption. Transfer tensor maps allow noise sources
to be a comprehensively characterized by connecting experi-
mentally deduced QPT data with the time-nonlocal quantum
master equation (TNQME) [2] valid for general open quantum
systems,
dρ(t)
dt
= Lsρ(t) + ∫
t
0
dsK(t − s)ρ(s), (1)
where ρ(t) denotes the system’s reduced density matrix, Ls
is the Liouville superoperator corresponding to the system
Hamiltonian, and K(t) is the memory kernel that fully en-
codes environment-induced decoherence effects. Through the
tomographically reconstructed TTMs and translated memory
kernel, experimentalists can more easily (1) characterize the
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non-Markovianity of a quantum process, (2) determine the
noise power spectrum, and (3) estimate spatial and temporal
correlations of nonlocal noise in multi-qubit systems. Fur-
thermore, the TTM method facilitates noise characterization
beyond pure dephasing models and works without having to
implicitly assume the quantum or classical nature of the noise.
While the TTM method [5, 15–18] can model arbitrary
noise, we will largely be concerned with stationary Gaussian
noise, which can be fully characterized by two-time corre-
lation functions and noise spectral density. With the excep-
tion of a few special cases such as highly anharmonic spin
baths [19, 20], this is a reasonable assumption. For instance,
a spin bath surrounding a gated semiconductor quantum dot
[21] can often be modelled as classical Gaussian noise [22–
25]. Also, the noise we observe often represents the overall
effect of a system’s interactions with many background exci-
tations. At the level of interacting with a single excitation, the
coupling strength is often very weak. However, the cumula-
tive effect (due to many background excitations) of the noise
can be strong and may dominate the open system dynamics.
In this scenario [26, 27], our assumptions on the noise proper-
ties should hold.
It is instructive to compare TTM noise spectroscopy to an-
other popular approach based on dynamical decoupling (DD)
[28–32], which is an open-loop quantum control technique us-
ing pi-pulses (at a frequency much higher than the characteris-
tic time scale of the noise) in rapid succession such that qubits
become effectively isolated from their environment. While
DD spectroscopy [33–36] has recently been widely adopted
to acquire noise statistics for quantum devices, results have
largely been restricted to spin-based quantum circuits as the
spectroscopy is based on the assumption that pure dephasing
is the dominant decoherence mechanism [33–40]. This as-
sumption is incompatiblewith certain types of physical qubits,
such as superconducting qubits which have extremely long
coherence times [41–43] in comparison to the gating times
and which have comparable T1 and T2 time scales. Secondly,
the repeated use of pi-pulse can potentially introduce adver-
sarial effects[44] if the pulses are not in actuality fast relative
to the cut-off frequency of the noise spectral density. We shall
demonstrate that the TTM approach can not only reconstruct
the noise power spectrum beyond pure dephasing models but
can also achieve noise characterization without the need for a
2series of pi-pulses.
In multi-qubit circuits additional complexity emerges. As
most fault-tolerant schemes [45] assume independent noise
on each qubit, it is crucial to have a quantitative diagnosis of
the spatial and temporal correlations of decoherence effects
among qubits in the system. DD noise spectroscopy [34–37]
has been extended to use multi-qubit registers as a probe to an-
alyze spatial correlations of noise. Similar to the single qubit
case, DD based correlated noise spectroscopy still primarily
focuses on pure-dephasing models. Again, the advantages of
single qubit TTM spectroscopy extends to the case of multi-
qubit systems.
In principle, TTM spectroscopy can be systematically ap-
plied to an arbitrary number of qubits. However, due to exper-
imental constraints of performing high-dimensional QPT, it is
most feasible to consider TTM based noise characterization
for a small number of entangled qubits. In particular, we will
only discuss two-qubit TTM spectroscopy in this work. How-
ever, recent advances in adopting techniques such as com-
pressed sensing [46, 47] and variational ansa¨tze derived from
machine learning [48–50] and matrix product states [51, 52]
have greatly improved the prospects of tomographic scala-
bility. Additional efforts, such as using machine learning
[53] to tame state preparation and measurement errors, with-
out resorting to expensive gate set tomography and similar
techniques [54, 55], could further strengthen the attractive-
ness of TTM noise spectroscopy in comparison to other well-
established approaches in the near future.
The remainder of this work is organized as follows. Sec. II
contains an introduction to transfer tensor maps. Sec. III dis-
cusses the proposed TTM noise spectroscopy. Sec. IV de-
scribes the usage of TTM noise spectroscopy with examples
based on theoretical models. Sec. V summarizes a testing of
the TTM method on IBM’s Quantum Experience hardware.
Section VI concludes.
II. TRANSFER TENSOR MAPS
We first recall the essential theoretical background of TTM
as originally formulated in Ref. 5. In this work, we are con-
cerned with a collection of qubits governed by the following
Hamiltonian,
H(t) =Hs +Hsb(t)
=Hs +∑
i,α
giB
α
i (t)σαi , (2)
where Hs is a time-independent system Hamiltonian for the
qubits, and Hsb describes the system-noise coupling. σ
α
i is
a Pauli operator with the index i labeling the qubits and the
index α one of the {x, y, z} Cartesian components. Bαi (t)
is a bath operator explained below. Let us clarify the dis-
tinction between quantum and classical noise defined in this
work. When the environment consists of quantum systems,
Bαi (t) = e−iHbtBαi (0)eiHbt is a bath operator in the interac-
tion picture with respect toHb, the environment Hamiltonian.
When the environment consists of classical stochastic baths,
Bαi (t) are real-valued stochastic processes. In both cases, we
only consider Gaussian noise, which is fully characterized by
the first two statistical moments ⟨Bαi (t)⟩ and ⟨Bαi (t)Bβj (t′)⟩.
Furthermore, we assume an initial state ρ(0) of the qubits
to be independent of the environment. Time evolution for an
open quantum system can be cast in the following form,
ρ(t) = ⟨exp+ (−i∫
t
0
dsH(s))ρ(0) exp− (i∫
t
0
dsH(s))⟩
= E(t)ρ(0), (3)
where the ± subscript on the exponential functions denotes the
(anti-)chronological time ordering of the time-evolution oper-
ator and E(t) is the dynamical map relating the time-evolved
reduced density matrix back to the initial state. The bracket
⟨⋯⟩ denotes an average over the environmental degrees of
freedom. Experimentally, the dynamical maps En for a d-level
quantum state are derived from an ensemble of QPTs obtained
under d2 different initial conditions.
The QPTs are performed at equidistant time intervals, i.e.
tk = kδt, and we may write Ek ≡ E(tk). Transfer tensors are
then defined by
Tn ≡ En −
n−1
∑
m=1
Tn−mEm, (4)
with T1 = E1. Replacing the dynamical maps En in Eq. (3)
with Tn in Eq. (4), one obtains
ρ(tn) =
n−1
∑
m=1
Tmρ(tn−m). (5)
Equation (5) shows that the dynamical evolution up to time
tn depends on the system’s history in the presence of noise.
The TTM Tm encodes how much the system’s state at an
earlier time tn−m contributes to the formation of the current
state ρ(tn). A time translational invariance is implied for
the transfer tensor maps in Eq. (5) as they are labeled by the
time difference mδt between the two density matrices ρ(tn)
and ρ(tn−m). Equation (5) holds as we only consider time-
independent Hs. In general, the dynamical evolution should
only significantly depend on the system’s history up to certain
point. This implies that one may accurately estimate the quan-
tum dissipative dynamics when the the summation in Eq. (5)
is truncated at large enough index K , i.e. drop all summands
for time t ≥ tK . This theoretical insight has an important con-
sequence for experiment: one only needs to perform QPTs up
to time tK = Kδt. Beyond tK , all quantum dynamical infor-
mation can be recursively determined via Eq. (5).
III. TTM BASED NOISE SPECTROSCOPY
When the time increment δt is small, Eq. (5) essentially
prescribes a numerical solution to Eq. (1) with the identifica-
tion
Tn = (1 +Lsδt)δn,1 +K(tn)δt2, (6)
with δn,1 the Kronecker delta function. The translated mem-
ory kernel of the TNQME, Eq. (1), is the foundation of the
noise spectroscopy method to be explicated in this section.
3A. A measure of non-Markovianity
Transfer tensor maps can be used to gauge the non-
Markovianity of a quantum dynamical process. A simple ar-
gument is as follows [5]. A Markovian process requires only
the present state to determine the next state, i.e. ρ(tn) =
T1ρ(tn−1) for all tn. Hence, there should be only one non-
trivial transfer tensor T1 (i.e. the Frobenius norm ∣Tn∣ = 0
for n ≥ 2) for any δt. Whenever multiple transfer tensors
are needed to accurately approximate Eq. (5) the environment
can be qualitatively argued as being non-Markovian. Alterna-
tively, recall that the transfer tensors Tn (stored as matrices)
encode the memory kernel Kn for n ≥ 2 in Eq. (6) when δt
is small. The temporal profile of the memory kernel, another
qualitative indicator of non-Markovianity, can be gauged by
the norm of TTMmatrices constructed at different time points.
Counting the number of TTMs with sizable norm, how-
ever, does not fully capture the multifaceted nature of a non-
Markvoian quantum process [4, 56, 57]. Transfer tensor maps
may be used though, in combination with advanced theory of
open quantum systems, to construct a variety of more insight-
ful non-Markovianity measures. As an example, consider the
Bloch volume measure [58] put forward by Lorenzo, Plastina
and Paternostro. This scheme uses the Bloch sphere represen-
tation of a qubit as
ρ(t) = 1
2
+∑
α
rα(t)σα, (7)
with the Bloch vector r(t) = (rx, ry , rz). Each Bloch vec-
tor component is determined via rα(t) = Tr(σαρ(t)). In
this geometric view of quantum dynamics, the action of En
on ρ(0) can be represented as an affine transformation on
r, i.e. rn = Mnr0 + cn. It is known that the volume
V (tn) = det∣Mn∣ of accessible states at time tn is a mono-
tonically decreasing function for Markovian dynamics. The
Bloch volume measureNV is then defined as
NV = 1
V (0) ∫∂tV (t)>0 ∂tV (t), (8)
which accumulates the positive rate of change when the vol-
ume of accessible states increases due to deviations from
Markovianity. Note that NV is not a comprehensive non-
Markovian measure as it is insensitive to non-Markovianity
associated with the cn vector. Nevertheless, it is one of the
simplest measures to evaluate that still gives insight into the
underlying dynamical process.
A few toy models aside, evaluating Eq. (8) requires tracking
the time-dependent dynamical maps in order to observe the
temporary reversal of the volume contractions and informa-
tion backflow for non-Markovian processes in an experimen-
tal setting. By a straightforward modification of Eq. (5), we
arrive at a recursive relation En = ∑Km=1 TmEn−m. This rela-
tion significantly reduces the number of required QPTs when
one attempts to experimentally evaluate Eq. (8), because one
can re-use a small number of QPTs (up to time tK) to numer-
ically generate addition dynamical maps at t > tK .
B. Noise spectral density: weak noise-coupling
For simplicity, we explain how to construct the noise spec-
tral density for a single qubit coupled to quantum noise. Ex-
tension of the this method to the two-qubit case is straight-
forward. Furthermore, in App. A we show that the the case
of classical noise may also be dealt with using only minor
modifications. The weak-coupling (to noise sources) implies
that it is sufficient to approximate the memory kernel with the
leading order term of a perturbative expansion with respect to
Hsb.
The exact memory kernel for an arbitrary quantum bath can
be written as follows,
K(t, t′) = PL(t) exp+ [∫
t
t′
dsQL(s)]QL(t′)P , (9)
where projection operators P and Q = 1 − P are defined by
PΩ(t) = Trb(Ω(t)) ⊗ ρb, i.e. P projects a system-bath en-
tangled quantum state Ω(t) to a factorized form consisting of
a system part ρ(t) = TrbΩ(t), and a bath part ρb which is a
stationary state with respect to the bath Hamiltonian Hb de-
fined in Eq. (2). We note that the kernel is a stationary process
K(t, t′) = K(t − t′) when the noise satisfies the stationary
Gaussian conditions.
We first discuss TTM noise spectroscopy in the weak noise-
coupling regime, which may be a reasonable approximation
for high quality qubits well protected from noise, using a
second-order perturbative treatment of the memory kernel.
The general case will follow in the next section.
The memory kernel for Gaussian noise can be expressed as
K(t) = ∑∞n=1K2n(t), where K2n(t) corresponds to the order
2n expansion of the Hamiltonian with respect to Hsb. Keep-
ing only the leading (i.e. second order) term gives
K2(t)(⋅) ≈ ⟨Lsb(t)Lsb(0)⟩ (⋅) (10)
= ∑
αα′
[σα,Cαα′(t)σα′(t)(⋅) −C∗αα′(t)(⋅)σα′(t)],
where σα(t) = exp(−iHst)σα exp(iHst) and the bath corre-
lation function is given by
Cαα′(t) = g2 ⟨Bˆα(t)Bˆα′(0)⟩ . (11)
We suppress the index i on Pauli matrices and noise operators
Bˆα(t) as we only consider one qubit here. Since the TTM
matrices and the memory kernel are related via Eq. (6), ev-
ery experimentally determined TTM matrix element is a lin-
ear combination of 9 correlation functions, {Cαα′(t)}, when
the second-order perturbation, Eq. (10), holds. To numerically
process the data and determine the correlation functions, we
resort to solving a sequence of optimization problems,
argmin
C
αα′
(tn)
{∣K2(tn;Cαα′(tn)) −Kexp(tn)∣ (12)
+ (1 − δtn,t0)λn ∑
α,α′
∣Cαα′(tn) −Cαα′(tn−1)∣}.
where Kexp is the experimentally determined memory kernel.
We numerically identify a set of {Cαα′(0)} to minimize the
difference between the theoretically constructed second-order
4memory kernel matrix and the experimentally obtained mem-
ory kernel matrix at t = 0. Subsequently, we determine the
numerical values of the correlation functions at t = t1, t2 . . .
by solving the same minimization problem with an additional
regularization enforcing the continuity of the correlation func-
tions with hyperparameters λn.
Once the noise correlation function is determined, the cor-
responding spectral density can be determined by invoking the
fluctuation-dissipation theorem [59], which gives
Jαα′(ω) = 1
2
∫
∞
−∞
dteiωt [Cαα′(t) −C∗αα′(t)] . (13)
The positivity of Jαα′(ω) for ω > 0 is ensured if Cαα′(ω), the
Fourier transform of Cαα′(t), is positive.
Throughout this derivation, we do not make any assump-
tion of a pure dephasing model. This makes TTM noise spec-
troscopy particularly suitable for superconducting qubits as
further detailed in Sec. V.
C. Noise spectral density: beyond weak coupling
Beyond the weak-coupling limit, one must retain more
terms in the expansion of the memory kernel, K(N, t) =
∑Nn=1K2n(t). It is thus more tedious to infer the correlation
functions from the TTM matrix elements. To overcome this
challenge, we propose to tomographically reconstruct a fam-
ily of N memory kernels Ki(t) under different conditions.
The i-th case is distinguished from other cases by ωs,i, the
system’s characteristic energy scale of Hs = ωs,iσz . After
casting each Ki(t) in its characteristic time scale ∝ (1/ωs,i),
the second-order memory kernel for the original problem can
be extracted from linear combinations of the scaledKi(t), and
one may follow the numerical recipe introduced in Sec. III B
to recover the correlation functions and the associated spectral
density.
We rely on several assumptions. First, we take the system
Hamiltonian to be Hs = ωsσz , a simple bias. Second, the
qubit’s characteristic energy scale, ωs can be freely adjusted
over a certain range [ωmin, ωmax], which is a reasonable as-
sumption for tunable quantum devices. Third, the adjustment
of ωs should not alter the noise source. These requirements
are compatible with many physical systems. For instance, a
recent experiment[60] on spin-based qubits in NV center ful-
fills these requirements.
The procedure goes as follows. For a chosen energy bias
ωs,i, the quantum dynamics is governed by the Hamiltonian
H = ωs,iσz+Hsb(t). If a time unit of (1/ωs,i) is adopted, then
the dimensionless Hamiltonian reads H˜ = σz + gH˜sb(t) with
g ∝ 1/ωs,i. By performingN such experiments with distinct
energy biases ωs,i with i = 0 . . .N − 1, one may construct a
set of dimensionless memory kernels, which are related by
K˜2n,i(t) = γ2ni K˜2n,0(t), (14)
where γi = ωs,0/ωs,i and K˜2n,i denotes the 2n-th order term
of the memory kernel for an energy bias ωs,i. If we assign the
original case of interest as the i = 0 case, then we may define
a matrix,
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 1 ⋯ 1
γ21 γ
4
1 ⋯ γ2N1⋮ ⋮ ⋯ ⋮
γ2N−1 γ
4
N−1 ⋯ γ2NN−1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (15)
which encodes the linear algebraic relation
A[K˜2,0⋯K˜2N,0]T = [K˜(1)⋯K˜(N)]T . By converting
the matrix A into a lower triangular form, one learns how
to linearly combine K˜2n,i(t) to recover K˜2,0(t), which is
accurate up to the 2N -th order perturbative truncation of the
memory kernel stated in the beginning of this section. Finally,
K2,0(t) is recovered when one reverts back to the original
time unit scale.
D. Two-qubit environment spectroscopy
In a two-qubit circuit, unintentional entanglement between
the qubits may be built up when the qubits share a common
noise source. It is thus desirable to unravel the two-qubit
TTMs into single-qubit and two-qubit contributions so that
one may not only detect the presence of common noise but
also determine a quantitative estimate of its contribution to
collective deocherence.
First, we write two-qubit dynamical maps in the basis of
tensor products of single-qubit basis. In the such a basis, two-
qubit dynamical maps may be rigorously decomposed as
En ≡ En,1 ⊗ En,2 + δEn
= E¯n + δEn, (16)
where En,1 and En,2 are the reduced dynamical maps after
tracing out the system 2 and system 1, respectively. Details
of this decomposition of bipartite dynamical maps are given
in App. B. If the two qubits are not directly coupled, then the
dynamical maps can be exactly separated with δEn = 0 for all
n. In some earlier works [14], δEn is directly used to diagnose
collective decoherence.
The decomposition of En into a separable component E¯n
and correlated component δEn is particularly useful when
second-order perturbation theory holds. This is assumed for
our analysis of two-qubit systems subsequently discussed in
Sec. IVB and VB, respectively. Whenever the observed dy-
namical process falls beyond this perturbative regime, one
may find ∣δEn∣ to be comparable to or even dominate ∣E¯n∣. This
implies the physical picture of having two localized quan-
tum subsystems is no longer an appropriate basis to discuss
a strongly correlated quantum system.
A similar set of separable and correlated tensor maps may
also be defined as
T¯n = E¯n −
n−1
∑
m=1
T¯n−mE¯m, (17)
Tn = T¯n + δTn, (18)
with T¯1 = E¯1, and the correlated memory kernel identified as
δTn = δLδtδn,1 + δKnδt2. (19)
5The Liouville superoperator δL reveals whether a direct qubit-
qubit coupling term δH12, unrelated to the noise, is present in
the qubit HamiltonianHs. It is beneficial to identify the main
cause of collective decoherence, and devise a corresponding
strategy to improve the coherence of the quantum hardware.
If one simply looks at the dynamical map δEn, it is hard to
distinguish the source of collective decoherences: (1) a di-
rect coupling δH12, (2) genuine correlated noises, or (3) an
interplay of both factors. To complicate the situation, two en-
tangled qubits suffer collective decoherence even when they
are subjected to independent noise with δH12 = 0.
In pure dephasing models, it is possible to quantitatively
distinguish between the contributions of the two factors. An
unintentional coupling δH12 will give rise to the δL term in
(19) only and nothing else. On the other hand, effects of cor-
related noise sources are exclusively encoded in the correlated
part of the memory kernel. In more general decoherencemod-
els, both factors contribute to the correlated memory kernel.
Nevertheless, δL still only encodes the effects given by δH12.
We may estimate the δL term by performing short-time QPT
at 2 different time step size δt and δt′. Linear combinations
of the two different maps, E1 and E ′1, can be used to isolate
the two terms as δL and δK scale as δt and δt2, respectively.
This analysis therefore still provides a gauge on the relative
importance of the two factors for collective decoherence.
IV. TTM SPECTROSCOPY ON THEORETICAL MODELS
We first illustrate the usefulness of TTM spectroscopy
through numerical experiments, using real-valued Gaussian
random noise. As we shall see, the numerically processed
TTM data reveals much about the noise properties.
A. One-Qubit Case
We first consider a one-qubit pure phasing model, which is
commonly used to illustrate DD spectroscopy. The Hamil-
tonian reads Hs = ωsσz and Hsb = Bz(t)σz . The noise
Bz(t) satisfy the statistical moments: ⟨Bz(t)⟩ = 0 and
Czz(t − t′) = ⟨Bz(t)Bz(t′)⟩ = λe−∣t−t′∣ cos[ωc(t − t′)]. For
these cosine functions modulated with an exponentially de-
caying envelope, the corresponding spectral density has the
Lorentzian profile.
The pure dephasing dynamical maps are given by
En =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 e−Γ(tn)+i2ωst 0 0
0 0 e−Γ(tn)−i2ωst 0
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, (20)
with
Γ(t) = 4
pi
∫
∞
0
dω
S(ω)
ω2
[1 − cos(ωt)]. (21)
Note that these dynamical maps satisfy ρ(tn) = Enρ(0) as
required. It is straightforward to verify that these maps are not
divisible, i.e. En+m ≠ EnEm for this pure-dephasing model;
hence, the dynamics is clearly non-Markovian.
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Figure 1. Transfer tensor maps (TTM) for a single-qubit model.
(Top): Frobenious norm distribution of the TTMs, ∣Tn∣. (Bottom):
The real part of the off-diagonal matrix element of ρ(t) with the ini-
tial condition (∣0⟩ + ∣1⟩)/√2. The model parameters: Hs = 0.1σz ,
Hsb = Bz(t)σz , Czz(0) = λ = 4 and δt = 0.2.
In the upper panel of Fig. 1 we plot the norms ∣Tn∣ of dif-
ferent TTM matrices. and note that more than one TTM ma-
trix has sizable norm. This observation confirms the non-
Markovianity of the dynamical process is positively corre-
lated with TTM norm distribution. Furthermore, the norms of
higher order matrices are increasingly suppressed, justifying
the earlier claim that we should be able to truncate Eq. (4)
to include only the first few TTMs with non-trivial norms
when we make dynamical predictions based on Eq. (5). In
the lower panel of Fig. 1 we plot the norm of the off-diagonal
matrix element, ∣ρ12(t)∣, as a function of time. The curve with
black circles is the exact result e−Γ(t), which requires explic-
itly evaluating the integral in Eq. (21) at every time point. The
other curves are results obtained by using different numbers
of TTMs in the way prescribed by Eq. (5) to predict quantum
dynamical evolution. In this case, we consider using the first
n = 1,3,5 TTMs, respectively. Accurate results are obtained
for the entire simulation duration when a sufficient number
(n = 5) of TTMs are taken into account.
Next we analyze the non-Markovianity of the dynami-
cal process by plotting the Bloch volume measure V (t) =
det∣M(t)∣ in Fig. (2). One sees the signature of non-
Markovianity manifested in the temporary increase of the
Bloch volume. This increase happens around the time interval
spanned by t4, t5 and t6 in the figure. The exact result and
TTM prediction (based on first 5 data points) agree very well
across the entire simulation time window. This is an encour-
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Figure 2. The time-dependent Bloch volume V (t) is plotted. The
non-Markovianity is manifested by the temporary reversal of an oth-
erwise monotonic decay profile of V (t) around t = 5δt.
aging indication that TTM may facilitate the implementation
of theoretical non-Markovianity measures in an experiment.
A critical role of a quantum noise spectroscopy is deter-
mining the noise spectral density. Since the spectral density
is the Fourier transform of a correlation function, we will
be content if we obtain the noise correlation function. First,
we consider the case of weakly coupled noise where the ap-
proximation K(t) ≈ K2(t) is valid. We use the numerical
method, Eq. (12), proposed in Sec. III B to infer the correla-
tion function. In the upper panel of Fig. (3), we plot the nu-
merically recovered correlation function based on TTM data,
and it agrees well with the theoretical correlation function that
the random noise Bz(t) must satisfy in our numerical exper-
iment. We next explore a broader range of system-noise cou-
pling strength. It is no longer valid to assume K(t) ≈ K2(t)
in the stronger coupling regime. For simplicity, we consider
noise coupling just strong enough that the memory kernel can
be well approximated by K(t) ≈ K2(t) + K4(t). We follow
the prescription in Sec. III C to first extract the second-order
memory kernel by using two sets of simulations under dif-
ferent ωs,i. In the lower panel of Fig. (3), we plot the the
theoretical and numerical values of the correlation functions
Czz(t = 15δt) at a specific time point versus the noise cou-
pling strength. One clearly sees the increasing deviation of the
numerically recovered correlation functions obtained under
the second-order approximation as the noise coupling strength
increases. However, the correct correlation function can still
be recovered when we apply the method of Sec. III C.
Lastly, we present a model with population relaxation in or-
der to demonstrate the wide applicability of TTM noise spec-
troscopy. The Hamiltonian we consider is Hs = ωsσz and
Hsb(t) = Bx(t)σx. As shown in Fig. (4), TTM noise spec-
troscopy also accurately reproduces the theoretical results for
a non-pure-dephasing model, without requiring adjustments
to the procedure.
B. Two-Qubit Case
We now turn to two-qubit spectroscopy, and consider two
different models for comparison. In the first case, two cou-
pled qubits are subject to independent noise, Hs = ω1σz1 +
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Figure 3. TTM noise spectroscopy. (Top): Weak coupling case.
Noise correlation function, Czz(t), is plotted as as function of time.
The exact result is compared to the one extracted from the memory
kernel under the assumption that K(t) ≈ K2(t). Model parame-
ters: Hs = 0.02σz , Czz(0) = ⟨Bz(t)Bz(0)⟩ = 0.01 and dt = 0.04.
(Bottom): Strong coupling case. The noise correlation function at a
specific time Czz(t = 15δt) is plotted as a function of the system-
noise coupling strength Czz(0) = λ. The first numerical result,
K(t) ≈ K2(t), deviates significantly from the exact result under
the strong noise coupling limit, while the second numerical result,
K(t) ≈ K2(t) + K4(t), matches well with the exact one. Model
parameters: Hs = 0.02σz , Czz(0) ∈ (0,1.62) and dt = 0.04.
ω2σ
z
2 + ω12σz1σz2 and ⟨Bz1(t)Bz2(t′)⟩ = 0. In the other case,
the qubits are not directly coupled but are subject to correlated
noise, Hs = ω1σz1 + ω2σz2 with ⟨Bz1(t)Bz2(t′)⟩ ≠ 0. We shall
refer to these as the independent (first) and correlated (second)
models, respectively.
In Fig. (5), we plot the norms of the full, separable, and cor-
related TTMs (i.e. Tn, T¯n, and δTn, respectively) for the first
model in the upper panel and the second model in the lower
panel. For better presentation, we subtract an identity matrix
from T1 and T¯1 plotted in both panels of Fig. (5). In the up-
per panel, only δT1 has non-trivial norm. This result indicates
that the correlated part of the TTM is “almost” Markovian in
nature when two qubits are subject to independent noise. One
can further decompose δT1 into δLs and δK(t1). This can be
done because the definition δT1 = δLδt + δK(t1)δt2 implies
the two terms scale differently with respect to δt. Hence, we
can construct two δT1 (with slightly different time step size
δt), and simple algebraic manipulations allow us to isolate the
individual terms, δL or δK(t1), making up δT1. In this par-
ticular case, we confirm (cf. App.C) that the δLs, reminiscent
of the ω12σ
z
1σ
z
2 term, is responsible for entangling the two
qubits and allows decoherence effects to be correlated even
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Figure 4. TTM noise spectroscopy beyond the pure dephasing
model. The numerically extracted correlation function (from the
memory kernel) matches well with the theoretical result Cxx(t) =
⟨Bx(t)Bx(0)⟩. Model parameters: Hs = 0.02σz , Cxx(0) = 0.01
and dt = 0.04.
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Figure 5. TTM’s Frobenious norm distributions ∣Tn∣ for two differ-
ent models explained in the text. We not only plot the norms for the
full TTMs but also the norms for separable and correlated TTMs, re-
spectively. (Top): The first model is Hs = ∑i ωs,iσzi + ωs,12σz1σz2 ,
and the noise sources Bz1(t) and Bz2(t) are localized and indepen-
dent from each other. (Bottom): The second model has no explicit
coupling term inHs, i.e. ωs,12 = 0, with correlated noise sources.
if the noise sources are spatially separated and independent.
In the second case (with explicitly correlated noise), we plot
the norms of different TTMs in the lower panel of Fig. (5).
Here, multiple δTn have sizable norm. A closer inspection
on the magnitude of δL and δK(t1) indicates that δK(t1) is
the main contributing factor for δT1. Based on this straight-
forward analysis of TTM norm distribution, one can estimate
the relative importance of different physical mechanisms con-
tributing to collective decoherence.
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Figure 6. TTM inference for two-qubit pure dephasing models. In
all panels, we limit the number of dynamical maps used (n = 1,
8 and 16) for the TTM construction and dynamical predictions on
some chosen matrix elements of the two-qubit density matrix. Stan-
dard computational basis is used to label the matrix elements, i.e.
∣00⟩ → 1 and ∣11⟩ → 4 etc. (Left column): The temporal pro-
file of coherence decay for the first model (upper panel) and the
second model (lower panel) as predicted by the full TTMs. (Right
column): The temporal profile of coherence decay for the first
model (upper panel) and the second model (lower panel) as pre-
dicted by the separable TTMs. Details of the first model:Hs =
0.1σz1 + 0.1σz2 + 0.05σz1σz2 , Hsb = Bz1(t)σz1 +Bz2(t)σz2 , Czz(0) =
⟨Bz1(t)Bz1(0)⟩ = ⟨Bz2(t)Bz2(0)⟩ = 1 and dt = 0.2. The initial
state reads ∣ψ(0)⟩ = (∣00⟩ + ∣10⟩)/√2. Details of the second model:
Hs = 0.1σz1 + 0.1σz2 ,Hsb = Bz1(t)σz1 +Bz2(t)σz2 , ⟨Bz1(t)Bz1(0)⟩ =
⟨Bz2(t)Bz2(0)⟩ = ⟨Bz1(t)Bz2(0)⟩ = 1 and dt = 0.2. The initial state
reads ∣ψ(0)⟩ = (∣01⟩ + ∣10⟩)/√2.
We next investigate the set of correlated TTMs δTn. Fig-
ure (6) presents the dynamical evolution of an off-diagonal
matrix elements of a two-qubit density matrix. Similar to the
single-qubit case in Fig. (1), we compare the dynamics gen-
erated via TTM with the exactly simulated results. Across
the upper panel, we plot the dynamical prediction based on
the full TTM (left column) and separable TTM (right col-
umn) against the exact results for the first model. Across the
lower panel, we compare the results of full TTM (left column)
and separable TTM (right column) to the exact results for the
second model. In both cases, effects of collective decoher-
ence are seen by the failure to correctly generate the dynam-
ics using the separable TTM T¯n alone. One may be deceived
by Fig. (5) into thinking that δTn might not play important
roles in both two models we consider here, as the norms for
δTn are much smaller to those of T¯n. Yet, dropping these
seemingly small terms results in inaccurate dynamical predic-
tions as shown by the discrepancy between the left and right
columns of Fig. (6). This observation exemplifies the intricate
nature of highly non-Markovian dynamics. The norm distri-
bution of the full TTMs in both panels of Fig. (5) suggests
high non-Markovianity in both cases we investigate.
The model studies in this section illustrate the usefulness of
using TTM spectroscopy to distinguish between the underly-
ing causes of collective decoherences in multi-qubit circuits.
Improving the coherence timewould require very different en-
8gineering efforts to either reduce a direct qubit-qubit interac-
tion, σz1σ
z
2 , or to eliminate common noise sources.
V. TTM ON THE IBM QUANTUM EXPERIENCE
We further test TTM spectroscopy on IBM’s 14-qubit de-
vice, “IBM QMelbourne”. In this device, a single-qubit pulse
lasts 100 ns with a buffer time of 10 ns free evolution be-
tween pulses. To construct the TTMs, we apply a sequence
of ‘identity’ gates to instruct the control system not to inter-
fere with the qubit’s free evolution in the presence of noise
sources. Because of the aforementioned setup for this partic-
ular device, we always sample the QPTs at integer multiples
of 110 ns, the combined time for a single-qubit rotation and
an interim buffer.
To obtain QPTs, we perform all possible n-qubit Pauli mea-
surements σα11 ⋯σαnn under 4n initial conditions at every sam-
pling time point. We denote αi ∈ {x, y, z,0} with σ0 = I , the
identity operator. We perform simple tests to demonstrate that
TTM provides numerous insights to characterize noise prop-
erties even when only restrictive operations performed over
the cloud are possible. Additional details may be found in
App. D.
A. One-Qubit Case
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Figure 7. TTM inference for a single-qubit experiment on IBM Q
with δt = 2.2µs. (Top): Frobenious norm distribution of the transfer
tensor maps, ∣Tn∣. (Bottom): The time-dependent population in the
state ∣1⟩. TTM prediction based on n = 1, 3, and 5 dynamical maps
are presented.
We first convert the experimental QPTs collected from an
IBM device into TTMs. The norm distribution is displayed
in the upper panel of Fig. (7). We find the qubits are affected
by non-Markovian noise, as there is more than one TTM with
sizable norm in the plot.
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Figure 8. The time-dependent Bloch volume V (t) is plotted. The
non-Markovianity is manifested by the temporary reversal of the
monotonic decay trend of V (t) in the inset.
We next perform additional experiments to corroborate the
usefulness of TTMs. First, we use Tn to predict the dissipa-
tive quantum dynamics. As inferred from the upper panel of
Fig. (7), a minimum of 3 TTMs is required to faithfully repro-
duce the dissipative effects arising from noise influences. In
the lower panel, we do observe that significant errors accumu-
late quickly when fewer TTMs are used. Figure (7) suggest
the memory kernel’s time length lasts on the order of 1 µs.
This is not particularly short in comparison to the gating time
of 100 ns.
We further investigate other aspects of non-Markovianity
by plotting the Bloch volume V (t) = det∣M(t)∣ in Fig. (8). In
this case, the temporary reversal of the Bloch volume contrac-
tion (inset of Fig. (8)), is observed far outside the time window
for data acquisition. The first five data points in Fig. (8) are
experimentallymeasured results from the IBM device, the rest
are numerically generated with the help of TTMs. Without re-
lying on TTM predictions, it is not possible to obtain such a
result given the circuit depth restriction on the IBM Q. While
we do observe a signature of non-Markovianity, the magni-
tude of the Bloch volume is already very small, as shown in
the inset of Fig. (8). Hence, the observed reversal of Bloch
volume contraction does not imply a strong degree of non-
Markovianity.
Next, we draw attention to a recent work [61] by Pokharel
et. al. to study the effects of DD on preserving qubit coher-
ence on both IBM and Rigetti devices. They use the XY 4
DD control scheme to prolong qubit coherence. We repeat the
DD experiment as shown in in Fig. (9), and verify the pro-
longing of quantum coherence and the trapping of state pop-
ulations. This change in the underlying dynamical process
is reflected in the effective TTM norm distributed plotted in
(10). We note that the effective noise underXY 4 DD control
scheme looks more Markovian with a sharper decay profile in
the norm distribution in comparison to the original one (free
evolution) given in Fig. (7). This is consistent with the obser-
vation given by Pokharel et. al.
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Figure 9. TTM inference for single-qubit dynamical decoupling
(DD) experiment on IBM Q with δt = 2.64µs. Under the XY 4 DD
protocol, expectation values for all three Pauli operators are mea-
sured for four initial conditions. (a): ∣ψ(0)⟩ = ∣0⟩. (b): ∣ψ(0)⟩ = ∣1⟩.
(c): ∣ψ(0)⟩ ∝ ∣0⟩ + ∣1⟩. (d): ∣ψ(0)⟩ ∝ ∣0⟩ + i∣1⟩.
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Figure 10. Under the XY 4 DD protocol, Frobenious norm distribu-
tion of the effective transfer tensor maps with δt = 2.64µs.
B. Two-Qubit Case
In two-qubit circuits we are primarily interested in detect-
ing spatially correlated noise sources and their contributions
decoherence, cf. the circuit layout in Fig. (13). To this end, we
plot the norms of full TTMs (Tn), separable TTMs (T¯n) and
correlated TTMs (δTn). Due to larger state preparation errors
arising from the use of two-qubit gates, the TTM norm distri-
bution stabilizes at a value much higher than 0 in Fig. (11) in
comparison to the one-qubit results given in Fig. (7). Never-
theless, the norm profile of first few TTMs suggest that corre-
lated noise can play a significant role in the overall decoher-
ence for the two-qubit circuit.
To vindicate this hypothesis, we check the dynamics in-
ferred from the full and separable TTMs, respectively, against
the experimental data shown in Fig. (12). The time evolution
of a separable initial state, upper row in Fig. (12), is noticeably
influenced by the collective decoherence because panel a (full
TTM) and b (separable TTM) give inconsistent results. For
an initially unentangled two-qubit system, there should not be
any entanglement generation when being left alone as in this
experiment. Yet, the strong disagreement between predictions
by full and separable TTMs indicate that the two qubits must
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Figure 11. TTM’s Frobenious norm distributions for the two-qubit
experiment on IBM Q with δt = 2.2µs. For the two-qubit experi-
ment, we not only plot the norms for the full TTM but also the norms
for factorized and correlated TTMs, respectively.
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Figure 12. TTM inference for the two-qubit experiments on IBM Q
with δt = 2.2µs. In the upper / lower row, we limit the number of
dynamical maps used (n = 1,2,4 ) for the TTM construction and
dynamical predictions on some chosen matrix elements of the two-
qubit density matrix. Standard computational basis is used to label
the matrix elements, i.e. ∣00⟩ → 1 and ∣11⟩ → 4 etc. (Left Column):
Prediction of time-dependent quantum coherences based on the full
TTMs for an unentangled initial state (∣10⟩ + ∣11⟩)/√2 in the upper
panel and an entangled initial state (∣00⟩ + ∣11⟩)/√2 in the lower
panel. (Right Column): Corresponding prediction based on the sep-
arable TTM alone.
be subsequently entangled due to the action of δTn. We also
look at the concurrence for the two-qubit density matrix (di-
rectly obtained from state tomography) as an additional check
to confirm the emergence of non-trivial entanglement after the
state preparation stage at t = 0. Unsurprisingly, the time evo-
lution of an initially entangled state, lower row of Fig. (12), is
also influenced by the collective decoherence as panel c (full
TTM) and d (separable TTM) yield inconsistent outcomes. In
both cases, δTn actually help to sustain quantum coherence.
To identify the source of collective decoherence in this
circuit, we perform the analysis discussed in App. (C), i.e.
we isolate δLs and δK1 from δT1 and compare their norms.
We find both terms to be non-negligible with δK1 slightly
dominant. Efforts to minimize the presence of collective
noise (δK1) and suppression of cross-talk (δLs) are thus both
needed to improve coherence on this particular device.
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VI. CONCLUSION
In this work, we proposed transfer tensor map based noise
spectroscopy that enables physicists and engineers to more
easily (1) characterize the non-Markovianity of a noise source,
(2) determine the noise power spectrum, and (3) estimate spa-
tial and temporal correlations of nonlocal noise a multi-qubit
systems. In addition, the TTM spectroscopy facilitates noise
characterization beyond pure dephasing models.
The key idea is to tomographically reconstruct the well-
established TNMQE with a memory kernel that encodes all
information required to predict the effects of the noise. Fur-
thermore, the second-order memory kernel is known to be
proportional to the noise’s autocorrelation functions. For
high-quality quantum computing hardware, qubits should be
weakly coupled to noise. Therefore, one may often assume
K(t) ≈ K2(t) and deduce the correlation functions according
to Eq. (12). The noise power spectrum can be subsequently
generated. For non-weak-coupling cases, we propose a sim-
ple remedy to perform a series of experiments to extract the
desired noise’s correlation function in Sec. III C. Furthermore,
we discuss how to unravel two-qubit TTMs to investigate the
underlying nature of collective decoherence.
To illustrate different aspects of the proposed TTM spec-
troscopy, we applied it to simple theoretical models as well as
IBM Q’s hardware. For theoretical models, we demonstrated
an efficient scheme to assess the non-Markovianity of a quan-
tum process, reconstructed the noise’s correlation functions
and clarified the source of collective decoherence for two-
qubit circuits. For the IBM Q hardware, the predictive power
of TTM spectroscopy was unambiguously demonstrated. This
implies that the TTMs encode realistic decoherence effects on
the qubits. We show that the qubits undergo non-Markovian
dissipation. Finally, we observe that collective decoherence
is due to the presence of spatially correlated noise sources as
well as cross-talk between qubits in the “IBM Q Melbourne”
device.
Appendix A: Derivation of the Time-NonLocal Quantum
Master Equation for Classical Noises
Given H(t), the Hamiltonian in Eq. (2), we first consider
the case of quantum noise. In this case, the projection P is
defined via
PΩ(t) = Trb(Ω(t))⊗ ρb = ρ(t)⊗ ρb, (A1)
whereΩ(t) is a joint system-bath quantum state andP+Q = I
(the identity operator). By introducing the projectorsP andQ
into the Liouville equation for the joint system, we obtain
d
dt
PΩ(t) = −iPLPΩ(t) − iPLQΩ(t),
d
dt
QΩ(t) = −iQLPΩ(t) − iQLQΩ(t), (A2)
where LΩ(t) = [H(t),Ω(t)]. We note that the equation of
motion forQΩ(t) can be formally integrated. By substituting
the formal solution of QΩ(t) into the equation of motion for
PΩ(t), one derives
d
dt
PΩ(t) = −iPLPΩ(t) − iPLe−iQLtQΩ(0)
−∫
t
0
dτPLQe−iQL(t−τ)QLPΩ(τ). (A3)
Furthermore, by assuming PLP = 0 (consistent with prop-
erties of Gaussian noise) and QΩ(0) = 0 (a factorized initial
state of the form ρ(0)⊗ ρb) the above equation reduces to the
TNQME, Eq. (1) with the memory kernel given in Eq. (9).
Next, we consider the case of classical noise. In this case,
the system is not explicitly coupled to another quantum sys-
tem acting as a source of noise. Rather, the system is subjected
to classical noise sources with the Hamiltonian H(t) param-
eterized by Gaussian stochastic process Bα(t). In this case,
we define the projector P via
P ρ˜(t) = ⟨ρ˜(t)⟩ = ρ(t), (A4)
where ⟨⋯⟩ denotes an average over the Gaussian noise
sources, while ρ˜(t) is a stochastic instance of the system’s
density matrix. Similarly, the complementary projectorQ sat-
isfy the relation P +Q = I. By going through mathematical
manipulation for the quantum-noise case, one derives
d
dt
P ρ˜(t) = −iPLPρ˜(t) − iPLe−iQLtQρ˜(0)
−∫
t
0
dτPLQe−iQL(t−τ)QLP ρ˜(τ), (A5)
where Lρ(t) = [H(t), ρ(t)]. Similarly, one has to make
the same assumptions: PLP = 0 and QΩ(0) = 0; then
one obtains formally the same TNQME, Eq. (1) with a struc-
turally identical memory kernel. The subtle differences be-
tween quantum and classical cases are as follows. (1) L is a
stochastic superoperator acting on the system in the classical
case, while in the quantum setting it is a deterministic super-
operator acting on the joint system and bath Hilbert space;
and (2) The definitions of the projection operator P differ in
Eq. (A1) and (A4).
Finally, to obtain the spectral density for the classical
noise case, note that the second-order memory kernel retains
the functional form of Eq. (10) with the obvious condition
that Cαα′(t) has to be strictly real-valued and Cαα′(−t) =
Cα′α(t) . In this case, the noise spectral density is ob-
tained via the Wiener-Khinchin theorem [62] for stochastic
processes,
Sαα′(ω) = ∫
∞
−∞
dteiωtCαα′(t). (A6)
The spectral density obeys Sαα′(ω) = Sαα′(−ω) for classical
noise.
Appendix B: Matrix Representations of Dynamical Maps
In Sec. III C, we implicitly assume the following matrix
form [63] for a dynamical map T ,
Eij = Tr [∣i′⟩⟨i∣T (∣j⟩⟨j′∣)] , (B1)
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where i = (i, i′), i, i′ ∈ {1,2,⋯, d} and ∣i⟩ refers to one of the
orthogonal set of quantum states for a d-level quantum sys-
tem. The state transformation induced by the superoperator
E (of dimension d2 by d2) can be operationally carried out
as a matrix vector product when the density matrix ρ is en-
coded as a vector of length d2 in a Liouville space, i.e. ρ′ij =∑kl Eij,klρkl. The structural form of E brings many opera-
tional advantages. For instance, a successive transition (in the
form of compositions of dynamical maps) can be done with
simple matrix multiplications, T (T (v))→ E2ρv = EEρv .
However, the Choi matrix [64, 65], an alternative represen-
tation of the dynamical process, possesses other advantages.
In order for a Choi matrix to represent a valid dynamical map,
the matrix has to satisfy the trace condition (sum up to dimen-
sion of the Hilbert space), positivity, and Hermiticity. The
Choi matrix X is defined via,
T (⋅) = ∑
kl
XklAk (⋅)A†l (B2)
where the operators Ak = ∣k⟩⟨k′∣. The the matrices defined in
Eq. (B1) and (B2) are related via
E(i,i′),(j,j′) = X(i,j),(i′,j′) (B3)
For a bipartite quantum system (composed of two d-level
subsystems), the common practice is to index the state as ∣i⟩ =
∣i1⟩∣i2⟩ with i = (i1 − 1)d + i2 and the Liouville-space basis
element Ai = ∣i⟩⟨i′∣ via i = (i − 1)d2 + i′. For this study, we
find it is useful to re-index the Liouville-space basis element
Ai by replacing the standard approach i → (i1, i2; i′1, i′2 with
i→ (i1, i′1; i2, i′2), where (x, y;a, b) ≡ ((x − 1)d + y − 1)d2 +
((a − 1)d + b) and x,y,a, b ∈ {1,⋯d}. In terms of re-indexed
Liouville-space basis elements, we get a convenient form of
separable quantum channels for a bipartite system,
T (⋅) = ∑
i1,i2,j1,j2
X 1i1,j1X 2i2,j2Ai1Ai2(⋅)A†j1A†j2 . (B4)
If we defineXi,j = X 1i1,j1X 2i2,j2 , i.e. X = X 1⊗X 2, then we can
recover the individual Choi matrices, such as X 1 = Tr2X /d
and vice versa.
For a general bipartite quantum dynamical process, we
can write any Choi matrix as X = X¯ 1 ⊗ X¯ 2 + δX , where
X¯ 1 = Tr2X /d. The correlated term δX vanishes exactly for
separable quantum channels. Based on Eq. (B3), we can re-
arrange the matrix elements of various X matrices to obtain
the corresponding E matrices. In particular, the factorized dy-
namical map reads,
E¯(i1,i′1;i2,i′2),(j1,j′1;j2,j′2) = χ¯1i1,j1;i′1,j′1 χ¯2i2,j2;i′2,j′2
= E¯1i1,i′1;j1j′1 E¯2i2,i′2;j2j′2 . (B5)
Appendix C: TTM Spectroscopy on Two-qubit Theoretical
Models
To isolate the δL and δK(t1) terms, we construct two T1
with different time step sizes δt and 2δt, respectively. This
gives
δT1 = δLδt + δK(t1)δt2
δT ′1 = δL(2δt) + δK′(t1)(2δt)2. (C1)
Since δt is small (δt = 0.2 << the correlation length of noise
≈ 20), we take K′(t1) ≈ K(t1). This approximation leads to
δLδt = (4δT1 − δT ′1)/2,
δK(t1)δt2 = −(2δT1 − δT ′1)/2. (C2)
By substituting the transfer tensors δT1 and δT
′
1 obtained
for the first model (coupled qubits subjected to independent
noises) in Sec. IVB into Eqs. (C2), we find
δLδt[2,2] ≈ −0.0189241i, (C3)
δLδt[3,3] ≈ −0.0194065i,
δLδt[5,5] ≈ 0.0189241i,
δLδt[8,8] ≈ 0.0194065i,
δLδt[9,9] ≈ 0.0194065i,
δLδt[12,12] ≈ 0.0189241i,
δLδt[14,14] ≈ −0.0194065i,
δLδt[15,15] ≈ −0.0189241i,
δK(t1)δt2 ≈ 0,
which agrees well with the theoretical results of
[−iωs,12σz1σz2 , ρ]δt as δLδt[2,2] = δLδt[3,3] =
−δLδt[5,5] = −δLδt[8,8] = −δLδt[9,9] = −δLδt[12,12] =
δLδt[14,14] = δLδt[15,15] = −i2ωs,12δt = −0.02i
Similarly, if we substitute δT1 and T
′
1 for the second
model (independent qubits subjected to correlated noises) into
Eqs. (C2), we find
δLδt ≈ 0, (C4)
δK(t1)δt2[6,6] ≈ −0.0594839,
δK(t1)δt2[7,7] ≈ 0.0637997,
δK(t1)δt2[10,10] ≈ 0.0637997,
δK(t1)δt2[11,11] ≈ −0.0594839,
which agree well with the theoretical results for a correlated
noise kernel KZZ(t1 ≈ 0)δt2 as −⟨Bz1(0)Bz2(0)⟩δt2[6,6] =
⟨Bz1(0)Bz2(0)⟩δt2[7,7] = ⟨Bz1(0)Bz2(0)⟩δt2[10,10] =
−⟨Bz1(0)Bz2(0)⟩δt2[11,11] = 1 ∗ 0.22 = 0.04.
As commented at the end of Sec. III C, one can very accu-
rately unravel the underlying causes for a collective decoher-
ence in a multi-qubit circuit by following the analysis on the
correlated transfer tensor maps outlined in this appendix.
Appendix D: Quantum Process Tomography on the IBM
Quantum Experience
The experiments reported in Sec. V were performed on a
14-qubit chip. The connectivity between qubits is illustrated
in Fig. (13). Below, we briefly describe the set of quantum
states used to obtain dynamical maps via QPT.
Dynamical maps are a linear, completely positive, trace
preserving transformations. Quantum process tomography
12
Figure 13. Topology of “IBM Q Melbourne”. Arrows denote con-
trol directions of controlled-U gate. The shaded nodes 2 and 3 are
the neighboring qubits used in the two-qubit experiments reported in
Sec. VB.
(QPT) is the protocol to determine the dynamical map evolv-
ing a general state from one point in time to another. This
procedure requires one to perform a series of experiments
involving various combinations of initial states and mea-
surements. If the system under consideration has dimension
d, we may choose d2 pure sates ∣ψ1⟩, ..., ∣ψd2 ⟩ for the QPT
reconstruction. For an one-qubit system, we prepare the
following four states as the basis for experiments run on the
IBM Q:
∣ψ0⟩ = ∣0⟩, ∣ψx⟩ = (∣0⟩ + ∣1⟩)/√2,
∣ψ1⟩ = ∣1⟩, ∣ψy⟩ = ∣0⟩ + i∣1⟩)/√2. (D1)
For a two-qubit system, we choose the following sixteen states
as the basis:
∣ψ00⟩ = ∣00⟩, ∣ψ01⟩ = ∣01⟩, ∣ψ10⟩ = ∣10⟩, ∣ψ11⟩ = ∣11⟩, (D2)
∣ψ0X⟩ = 1√
2
(∣00⟩ + ∣01⟩), ∣ψ0Y ⟩ = 1√
2
(∣00⟩ + i∣01⟩), ∣ψ1X⟩ = 1√
2
(∣10⟩ + ∣11⟩), ∣ψ1Y ⟩ = 1√
2
(∣10⟩ + i∣11⟩),
∣ψX0⟩ = 1√
2
(∣00⟩ + ∣10⟩), ∣ψY 0⟩ = 1√
2
(∣00⟩ + i∣10⟩), ∣ψX1⟩ = 1√
2
(∣11⟩ + ∣01⟩), ∣ψY 1⟩ = 1√
2
(∣01⟩ + i∣11⟩),
∣Φ⟩ = 1√
2
(∣00⟩ + ∣11⟩), ∣Ψ⟩ = 1√
2
(∣01⟩ + ∣10⟩), ∣Φ∗⟩ = 1√
2
(∣00⟩ + i∣11⟩), ∣Ψ∗⟩ = 1√
2
(∣01⟩ + i∣10⟩).
We note the dynamical maps introduced in Sec. II are
matrices with respect to the standard basis {∣n⟩⟨m∣} where
n,m = 1, . . . d for d = 2 (one-qubit case) or d = 4 (two-
qubit case). Because quantum dynamical processes are linear
maps, it is straightforward to convert the experimentally re-
constructed QPTs into dynamical maps in the standard basis.
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