Estimation
In this chapter we assume that a parameter θ of a distribution F is unknown and that a sample statistic θ is used to estimate θ. Such a statistic is called an estimator . We refer to the value θ 0 that θ has after a random sample from F as a point estimate of θ. Because it is unlikely that θ 0 is exactly θ, we often find an interval I that is very likely to contain the true value of θ. Generally we will specify I in such a way that we know the probability P of it containing θ. We then refer to I as a P% confidence interval . Usually the confidence interval is centered about the point estimate θ 0 , but there are exceptions.
Estimating a Proportion
Suppose that a categorical variable has a value for every member of a population. Fix one value and let p be the proportion of the population that has the specified value. For example, p might be the proportion of an electorate that intends to vote for a specified candiadate. Or p might be the proportion of units that come off an assembly line with a defect. Or p might be the fraction of persons with elevated blood serum cholesterol levels who respond to a cholesterol lowering medication. In this section we will study the problem of determining an interval I such that, for a specified small positive value of α, the probability that the true value of p is located in I is 1 − α.
Some Facts and Notation Concerning the Standard Normal Distribution
The normal approximation to the binomial distribution will be an important tool for us. One simple observation about the standard normal distribution will help us handle some algebraic manipulations more easily. Recall that if X ∼ N(µ, σ) and if c is a nonzero constant, then c X ∼ N(c µ, |c| σ). In particular, if c = −1, then −X ∼ N(−µ, σ). Additionally, if X = Z ∼ N(0, 1), then −Z ∼ N(0, 1). In other words, P (a < −Z < b) = P (a < Z < b) .
(9.1.1)
There is no need for a second proof of this observation, but, if equation (9.1.1) seems a bit hocus-pocusy, as if the wave of a magician's wand caused a minus sign to vanish, here is a more straightforward derivation using symmetry:
= P (Z < b) − P (Z < a) = P (a < Z < b) .
Next, we introduce notation for some commonly encountered z-scores. For any number β in the interval from 0 to 1, let z β denote the z-score such that Φ(z β ) = P (Z ≤ z β ) = 1 − β, (9.1.2) where Z is a standard normal random variable. See Figure 9 .1.1. We can state equation (9.1.3) in words as
We are 100 (1 − α) % confident that Z lies in the interval
As mentioned, the value of α can be any positive number less than 1, but common choices are α = 0.1, α = 0.05, and α = 0.01. The z-values for these are Let p be the proportion of the voting population that supported Kerry. This was the parameter that the two polls attempted to assess. The Gallup estimate p of p was based on a sample of n = 1016 voters. For each j = 1, 2, . . . , 1016, let X j = 1 if the j th Gallup surveyee supported Kerry. Let us express the sample size n as n = n S + n F where n S represents the number of surveyees who supported Kerry and n F the number who did not. Because we are seeking the proportion of voters who favored Kerry, such a surveyee is counted as a "success"; every other surveyee is counted as a "failure".
The Gallup poll used the observed value of p = X = 1 n (X 1 + X 2 + · · · + X n ) = n S n for n = 1016 to estimate p. Recall that the variance of each Bernoulli random variable X j is p(1 − p). It follows that
(9.1.5)
For many a random variable, the value of its mean tells us nothing about the value of its standard deviation. However, for Bernoulli and Binomial random variables, there is a linkage between the mean and the standard deviation. Indeed, formula (9.1.5) shows that Sd ( p) is entirely determined by p. We overcome the appearance of the unknown parameter p in the formula for the standard deviation by using the observed value of p as an approximation of p. Thus, we define the standard error SE ( p) by
(9.1.6)
We note that, if we are working with the values of n S and n, then there are two ways to calculate the fraction that is square-rooted in SE ( p). We can first calculate p = n S /n, then 1 − p, and then divide the product p (1 − p) by n. Or, we can rewrite the standard error as
Having calculated SE ( p) by whatever method was chosen, we use the approximation
Sd ( p) ≈ SE ( p) .
Next, we apply the Central Limit Theorem, which tells us that
From this approximation we see that
The Urban Dictionary defines this historical reference: http://www.urbandictionary.com/define.php?term=Dubya or, using equation (9.1.1),
It follows that In words, we are 99 % confident that the true value of p is located inside the interval [0.4496, 0.5304] . Because the Rasmussen poll obtained a sample proportion equal to 0.459, a value that is inside the 99 % confidence interval for p determined by the Gallup poll, we must conclude that the two polls were not contradictory.
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Confidence Intervals for Proportions
The ideas used to compare the Gallup and Rasmussen poll results can easily be formalized. Let p be an unknown population proportion, which we estimate using a sample proportion p based on a sample of size n. The basis of the confidence interval we develop is that the normal approximation can be used. Therefore, throughout this subsection, we assume that n ≥ 30 at the very least.
Let the standard error of p be defined as in formula (9.1.6):
We define a related quantity, ME ( p) known as the margin of error by
In the context of formula (9.1.10), the factor z α/2 is called a critical value. Then the interval
is a 100 (1 − α) % confidence interval for p: we are 100 (1 − α) % confident that the true value of p is in the stated interval. This confidence interval is commonly reported as in preference to the interval notation.
3 Common choices for confidence levels are 95% (with α = 0.05 and z α/2 = z 0.025 = 1.959964) and 99% (with α = 0.01 and z α/2 = z 0.005 = 2.575829).
4 Remember that there is a trade-off when a confidence level is chosen: the greater the confidence level, the wider the confidence interval. Whereas a greater confidence level is a good thing, a wider confidence interval is a bad thing: the wider the interval, the less precision we have for the location of the true proportion. Such is the natural order of the universe: to get something you have to give up something, or, in culinary terms, there is no such thing as a free lunch. 0.192433 − 0.013953, or 0.17848, and 0.192433 + 0.013953, or 0.20639. 
Sample Size Concerns
A careful reading of the derivation of the confidence interval given in line (9.1.11) reveals that two approximations underlie it. The first approximation arises from the use of the Central Limit Theorem in the approximation of the binomial distribution with the normal distribution. The rule of thumb for these lecture notes is to use the normal approximation only if n ≥ 30 no matter what distribution is sampled from. For the normal approximation to the binomial, we further require that n p ≥ 5 and n (1 − p) ≥ 5. If 0 < p < 1/6 or 5/6 < p < 1, then the additional inequalities n p ≥ 5 and n (1 − p) ≥ 5 force the sample size to be greater than 30.
The size considerations just discussed pertain to the normal approximation of a binomial distribution in which p is known. Clearly we must be cautious using inequalities involving p when p is unknown. That is precisely the situation that causes us to seek a confidence interval for p. Additionally, when we calculate a confidence interval, we have the additional complication of a second approximation, namely SE ( p) ≈ Sd ( p), or, equivalently
Intuition tells us that the use of this second approximation has the potential to degrade accuracy and that more stringent demands on the sample size might be required. A rule of thumb for the confidence interval of a proportion is that line (9.1.11) is an acceptable confidence interval provided that 15-15 Success-Failure Condition for Confidence Interval (9.1.11) for a Proportion n p ≥ 15, and 
A Confidence Interval When the Normal Approximation Applies but the Standard Error Approximation Does Not
Let us reconsider the basketball free throw example that we just discussed. Suppose that the coach had terminated the experiment when the sample size n was in the range 30 ≤ n < 75. In this case, the confidence interval that we obtained, namely [0.7095, 0.8905], would not be justified because the Rule of Thumb for making the standard error approximation is not satisfied. However, with n ≥ 30 we might still try to use the normal approximation provided we proceeded conservatively. In particular, we would abandon the second approximation in which the standard deviation is approximated by the standard error. Without this approximation, we obtain
for the confidence interval. Of course, we cannot report the confidence interval using this formula because it involves the unknown parameter p. If we can find an expression SE ′ that does not depend on the unknown p and that is larger than √ p (1 − p)/n for every value of p between 0 and 1, then we can use p ± z α/2 SE ′ as the 100 (1 − α) % confidence interval. This is a conservative confidence interval in that it is likely to be wider than the smllest valid confidence interval.
Finding SE ′ involves only elementary algebra. By completing the square, we have
Thus,
is a conservative 100 (1 − α) % confidence interval for p. In the case of a 95 % confidence interval, formula (9.1.14) is often made slightly wider for the benefit of simplication. Because z 0.025 = 1.96 < 2, we make the interval a bit wider by substituting 2 for z 0.025 , obtaining
as a conservative 95 % confidence interval for p. When the 15-15 Success-Failure Condition is not met, we can employ a procedure, the Agresti-Coull Adjustment, of relatively recent origin that can provide a 95% confidence interval. The Agresti-Coull Adjustment can even be used when n < 30 and a normal approximation is out of the question.
The Agresti-Coull Adjustment is easily implemented, but it does seem strange. The case that is easiest to assimilate is the 95% confidence interval case, and we will limit our discussion to that case. Remember that the sample size n can be written as n = n S + n F wnere n S is the number of successes observed and n F is the number of failures observed. We emphsize that we do not require n ≥ 30, we do not require n S ≥ 15, and we do not require that n F ≥ 15.
The Agresti-Coull Adjustment follows the basic 95% confidence interval formula given in line (9.1.11), but we adjust the values of n, n S , and n F . We simply add four phony observations to the tally: two success and two failures.
6 In other words, we replace the three genuine counts, namely n, n S , and n F , with n ′ = n + 4, n ′ S = n S + 2, and n ′ F = n F + 2. Then we set
and use line (9.1.11) with these primed counts and α = 0.05:
The key idea of changing the success ratio estimator from p = n S /n to p ′ = (n S + 2)/(n + 4) goes back to an important paper of E.B. 
It is interesting to note that the confidence interval obtained from formula (9.1.16) is not centered at the observed sample proportion p = n S /n. Instead, it is centered at p ′ = (n S + 2) /(n + 4), which is obtained by including 4 phony observations that were never made. 
Choice of Sample Size in the Design of Experiments
The size n of a sample is often at the experimenter's discretion. For a given confidence level, the larger n is, the smaller the margin of error is. This relationship is intuitive, but it is evident mathematically from equation (9.1.5). A natural question is, If a margin of error no greater than ME 0 is desired, how large should n be?
As a first step, we rewrite equation (9.1.10) by solving for n:
We want ME ( p) ≤ ME 0 and this inequality is equivalent to
Combining equation (9.1.17) and inequality (9.1.18), we see that we want a value of n that satisfies
Of course, the larger is n, the more trouble and (usually) expensive is the statistical experiment. Therefore, we seek the smallest value of n that satisifes inequality (9.1.19). Another consideration is that when we design the experiment, we do not know what the value of p will be: its value is the result of the experiment (which has already been designed). However, by repeating the derivation of inequality (9.1.13)
As a result,
From inequality (9.1.20), we see that inequality (9.1.19) is satisfied provided
Any n that satisfies inequality (9.1.21) yields a 100(1 − α)% confidence interval with margin of error no greater than the specified value ME 0 . In general, the value of the right side of equation (9.1.21) is not an integer. In that case, simply round up to the nearest whole number to get the smallest acceptable value of n: 
Estimating the Mean of a Quantitative Distribution: Large Samples
The method of estimation of a proportion carries over to the problem of estimating the population mean µ of a quantitative variable. Instead of using the sample proportion p to estimate the population proportion p, we use the sample mean X as the estimator µ of the population mean µ. There is really only one difference: we cannot use the Section 9.1 formula for the standard error approximation of the sample standard deviation: formula (9.1.6) is specific to the Binomial distribution. That presents no problem; appropriate substitutes are at hand. Suppose that X 1 , X 2 , . . . , X n is a random sample from a distribution with mean µ, variance σ 2 , and standard deviation σ. In this section we assume that the sample size n is large enough that the normal approximation is accurate. Recall that this approximation asserts that X ≈ N (µ, σ/ √ n). If, for some reason σ is known, then there is no need to designate a standard error as a stand-in for the standard deviation. We define the margin of error in terms of the known standard deviation, namely
and we deduce from the normal approximation that
is a 100(1 − α)% confidence interval for µ. More commonly, the parameter σ is not assumed known. In this case we must adopt a standard error approximation of the standard deviation σ/ √ n of X. There is one obvious candidate-we use the sample standard deviation
as an approximation of the unknown population standard deviation σ. Thus,
Having adopted an appropriate formula for the standard error, the remainder of the procedure for obtaining a confidence interval is exactly as the procedure used for confidence intervals for proportions. For a chosen critical value z α/2 , we set
is a 100(1 − α)% confidence interval for µ. 
Determining Sample Size
For a given confidence level 100(1 − α), the larger n is, the smaller the margin of error is. This relationship is intuitive, but it is evident mathematically from the formulas for the margin of error: ME ( µ) = z α/2 σ/ √ n if the standard deviation σ is known, and ME ( µ) = z α/2 S/ √ n if σ is unknown. These equations allow us to determine how large n must be if a margin of error no greater than ME 0 is desired.
In the case that σ is known, we simply equate the formula for ME ( µ), namely z α/2 σ/ √ n with the largest allowable value ME 0 , we solve for n in the resulting equation ME 0 = z α/2 σ/ √ n for n, and then we round up this value of n to the next higher integer:
In the case that σ is unknown, finding a replacement for equation (9.2.5) is complicated by a "chicken and egg" problem. We cannot substitute the sample standard deviation S for σ in equation (9.2.5) because we do not have a value for S until we sample, we cannot sample until we have a value n for the sample size, and the equation we are developing for the sample size n requires the value of the sampling statistic S. Which comes first: S or n?
We can avoid this vicious circle if we can find a method for estimating σ without sampling. Such a method is available if we can determine the range of the variable X whose mean µ X we are estimating. If we can determine numbers x max and x min that can serve as "largest" and "smallest" values of X, then the Range Rule of Thumb provides a rough estimate
of the standard deviation σ. We replace σ with S RR in equation (9.2.5):
The idea behind equation (9.2.9) is that about 95% of normally distributed data is within 2 standard deviations of the mean. Stated in a slightly different way, about 95% of normally distributed data is in an interval centered about the mean and of length 4 σ. In a goldilocks sample, that is, a sample that is not so small that values are not observed if they are as far away from the mean as two standard deviations, and not so large that extreme outliers are observed, the largest and smallest observed values will likely be around two standard deviations from the mean. In the medical literature, this range of measurements has long been described as the normal range.. That term is being deprecated for a few reasons. For one thing, the terminology might lead to the inference that a value outside the normal range is abnormal; that is not necessarily the case. Another criticism of normal range is that it has been applied to many useful measurement distributions that are not normal: in such cases the term "normal" can certainly be misleading. More and more, the term reference range is being used instead of "normal range" in medicine.
Example 2. The reference range of blood platelets in adults is 150 to 450 when measured in units of 1000 platelets per microliter (mcl). If we wish to estimate the mean platelet count with confidence level 95% and margin of error no greater than 10,000 platelets/mcl, how many random samples of blood should be drawn?
Solution. We use z 0.025 = 1.959964, ME 0 = 10, and S RR = (450 − 150)/4 = 75. We obtain
Estimating the Mean of a Normal Distribution: Small Samples
In the preceding section, we considered the problem of estimating an unknown mean µ of a distribution F(µ, σ). We did not need to consider the type of distribution F(µ, σ) from which the samples were drawn because we supposed that n was large and that the normal approximation was consequently in force regardless of the particular type of distribution. However, at this time it is wothwhile to distinguish between two types of distributions: normal distributions (or distributions so close to being normal that we treat them as normal) and nonnormal distributions.
Let us first dispense with the nonnormal case very briefly, because we go no further with it in these notes. If F(µ, σ) is nonnormal and we wish to estimate µ, we rely on the normal approximation when the sample size n is large. The resulting estimates are found in Section 9.2 and are divided into two cases: σ known and σ unknown. In the latter case the sample standard deviation is used instead of σ. In both cases, the critical value is a z-value.
There are situations for which large samples are impractical or even impossible. Because the procedure that we used in Section 9.2 relies on the normal approximation, it is invalid for sample sizes that are insufficiently large for the normal approximation to be accurate. In such situations, estimates of centrality must rely on nonparametric methods, which are beyond the scope of these notes. (The measure of centrality that is most commonly estimated in nonparametric statistics is the median, not the mean.)
Because no assumption about the type of distribution F(µ, σ) was made in Section 9.2, the estimates of that section certainly apply to normal distributions. Of course, when a random sample of size n is drawn from a normal distribution N(µ, σ), the sample mean X is normal: N(µ, σ/ √ n), to be precise. Clearly, a normal approximation of X is completely unnecessary in this case, given that X is already exactly normal. Therefore, the approach of Section 9.2 is not only applicable to random samples from normal distributions, it apparently does not rely on the normal approximation. In other words, it apparently is immune from inaccuracy when n is small. Alas, it is only when σ is known that we may take a devil-may-care attitude about the size of n. It is only in this case that there is no approximation at all. If a random sample of any size n is drawn from a normal distribution N(µ, σ) with known standard deviation σ, the confidence interval for µ given in (9.2.2) applies.
We are left with the case that a random sample of small size n is drawn from a normal distribution N(µ, σ) with unknown standard deviation σ. Confidence interval (9.2.3) is not appropriate: it is valid when n is large because it uses the observed value of S instead of the unknown value of σ, and S ≈ σ is a good approximation when n is large. However, the approximation S ≈ σ is likely to be a poor one when n is small.
Small Sample Estimation of the Population Mean of a Normal Distribution of Unknown Variance
Suppose that X 1 , X 2 , . . . , X n is a random sample from a normal distribution with mean µ and unknown standard deviation σ. Let X denote the sample mean and let
In analogy with our definition of the critical value z α/2 , let t α/2,n−1 be the number for which P ( Figure 9 .3.1. It follows that
In other words,
is a 100 (1 − α)% confidence interval for µ. Because the derivation of this result neither makes use of the normal approximation nor makes use of the approximation S ≈ σ, it is valid for any value of n, large or small. It is usually called a small sample confidence interval, because it is the only (parametric) confidence interval we have available when n is small. But (9.3.1) is equally valid when n is large. In this case, the large n case, the confidence interval given in (9.2.4) may also be used. Remember that (9.2.4) is an approximative estimate based on S ≈ σ whereas (9.3.1) does not depend on any approximation. Consequently, (9.3.1) is more accurate for the samllest large n values (n = 30, 31, . . . ). The large n becomes, the closer the confidence interval in line (9.3.1) comes to the one in line (9.2.4). Judge for yourself! Choose a value of α and take note of z α/2 . Then turn to the t-table and scan down the column with the values t α/2,n . You will note that these values come ever closer to z α/2 .
Despite the overlap between (9.2.4) and (9.3.1), it is important to understand that they are not interchangeable. Two restrictions in their use highlight their differences: (1) confidence interval (9.2.4) can be used for a random sample from any distribution, but the sample must be large, and (2) confidence interval (9.3.1) can only be used for a random sample from a normal distribution, but the sample may be of any size. 
Summary
Between this section and the one that precedes it, there are three confidence intervals for a population mean µ. Experience shows that there can be confusion about which one to use. The following general table may aid in selecting the appropriate interval. For our purposes "Large" means n ≥ 30. "Either" means "Either known or not known". 
may be used regardless of size. If a large random sample is drawn from a normal distribution with σ not known, then either X ± z α/2 · S √ n or X ± t α/2,n−1 S √ n may be used. If two formulas can be used, then two different confidence intervals will generally be the result.
There is no inconsistency when that happens. Both confidence intervals will be symmetric about the common center X. One will not be as wide as the other. Because the confidence interval that is less wide is a 100(1 − α)% confidence interval, so is the wider confidence interval. For example, if we are 95 % confident that µ lies in the interval [1, 2], then we are 95 % confident (at the very least) that µ lies in the interval [0.9, 2.1].
The following flowchart might be useful.
Confidence Interval Flowchart
Multi-Sample Confidence Intervals
Frequently we must use more than one sample to obtain a confidence interval. Several instances are discussed in this section.
A Confidence interval for the Difference of Two Means
Suppose that X 1 , X 2 , . . . , X n is a random sample from a distribution with mean µ X , variance σ 2 X , and standard deviation σ X . Suppose that Y 1 , Y 2 , . . . , Y m is a random sample from a distribution with mean µ Y , variance σ 2 Y , and standard deviation σ Y . Also suppose that the n + m random variables of the two samples taken together are independent. It is often necessary to estimate the difference µ X − µ Y . We use X − Y as the point estimate
we have
If σ 2 X and σ 2 Y are known and n and m are large, then 
is a reasonable approximation of a 100(1 − α)% confidence interval for µ X − µ Y . The formulas of equation (9.4.2) are the same as those of equation (9.4.1) except that sample variances have replaced unknown population variances.
If one (or both) of the random samples is (are) not large, if the two samples are drawn from normal distributions, and if the samples are independent, then
where df = min(n − 1, m − 1) (9.4.3b)
is a better approximation of a 100(1 − α)% confidence interval for µ X − µ Y . Taking df to be the minimum of n − 1 and m − 1 is a conservative value for the degrees of freedom. It leads to a somewhat wider interval than need be, but the benefit is a tremendous reduction in complexity. If the interval that results from equation (9.4.3b) is found to be unsatisfactory because of its extra width, then the more accurate formula for df, namely 
378246], which is narrower than the conservative c.i. obtained in part (a), as expected: for a given α/2, when the df increases, the critical value multiplier decreases (and therefore so does the margin of error).
Pooling
In the event that the two population variances σ 2 X and σ 2 Y have a common unknown value, then a different formula for the margin of error is frequently used. In this formula, both factors of the margin of error, the critical value and the standard deviation, differ from the values that appear in the formulas we have previously considered. Let
be the pooled sample variance. Then In Example 3, the decision to regard the unknown variances as equal is unlikely to have aroused any suspicions: the sample standard deviations 7.303 and 7.312 are very close to each other. How far apart can the sample standard deviations be before we agree that the population standard deviations they approximate must different? There is a rule of thumb that answers this question. We may assume that
This rule of thumb is sometimes given in its variance form, 
Confidence Intervals for the Difference of Two Population Proportions
Differences of population proportions are handled in a similar way to differences of means. The only difference is that we must calculate the appropriate standard deviation. That, however, presents no difficulty. Let p 1 and p 2 be the point estimators of two population proportions, p 1 and p 2 . Suppose that p 1 and p 2 are based on random damples of size n and m. Then
It follows that
is a 95% confidence interval for p 1 − p 2 . 
Example 5. In this example, the population under consideration consists of non-pregnant
Paired Sample Confidence Intervals
Suppose that X 1 , X 2 , . . . , X n is a random sample from a distribution with mean µ X , variance σ 2 X , and standard deviation σ X . Suppose that Y 1 , Y 2 , . . . , Y m is a random sample from a distribution with mean µ Y , variance σ 2 Y , and standard deviation σ Y . Do not suppose that the n + m random variables of the two samples taken together are independent. The methods considered for estimating the difference µ X − µ Y are not valid: they rely on the variables X 1 , X 2 , . . . , X n are independent not only among themselves but also among the variables Y 1 , Y 2 , . . . , Y m of the second sample.
The failure of X 1 , X 2 , . . . , X n to be independent of Y 1 , Y 2 , . . . , Y m often occurs when the two samples can be naturally paired. An example is when we have n pairs of twins and X j is a measure of the cognitive ability of the younger of the j th pair of twins and Y j is a measure of the cognitive ability of the older of the j th pair of twins. Or we may be considering n married male/female couples and X j is the measure of the j th husband's value of a certain random variable and Y j is the measure of the j th wife's value of the same random variable. Or we may be considering n subjects and X j is the measure of the j th subject's value of a random variable before treatment and Y j is the measure of the j th subject's value of the same random variable after treatment. Or X j is the value of something in the year 2014 and Y j is the value of the same thing in the year 2015. And so on.
Suppose that X 1 , X 2 , . . . , X n can be naturally paired, one by one, with Y 1 , Y 2 , . . . , Y n . Notice that this requires the two samples to have the same size. To find a confidence interval for µ X − µ Y , we apply a one-sample formula that is appropriate for the dataset 
Example 6. Based on several studies, the compound meta-chlorophenylpiperazine (mCPP) is believed to affect human appetite and food consumption. In one double-blind, placebo-controlled experiment, 18 "moderately obese" women were given mCPP for two weeks and a placebo for two weeks. The two treatments were separated by a two-week "wash out" period in which neither treatment was given. For half of the subjects the order was mCPP, wash out, placebo, and for the other subjects the order was reversed. The resulting weight losses for the two treatments of 9 of the 18 subjects appear in
Confidence Intervals for a Variance
Suppose that X 1 , X 2 , . . . , X n is a random sample from a normal distribution with mean µ, variance σ 2 , and standard deviation σ. Let S 2 be the sample variance.
The inequalities
can be rewritten as
is a 100(1 − α)% confidence interval for σ 2 . 9 Source: Sargent PA, Sharpley AL, Williams C, Goodall EM, Cowen PJ, 5-HT2C receptor activation decreases appetite and body weight in obese subjects, Psychopharmacology (Berl). 1997 Oct; 133(3): 309-12. PMID 9361339. The reduction of the sample size given in these notes is for reasons of space. Apart from clinical trials, mCPP has never been approved for human use. Because mCPP mimics the molecular mechanism of methylenedioxymethamphetamine (MDMA), the psychoactive substance of ecstasy, illicit producers of synthetic drugs commonly use mCPP as an alternative, sometimes in whole, sometimes in part, to MDMA. Anecdotal evidence gathered from drug abusers is that mCPP is an undesirable substitute. Beginning about a decade after the cited obesity research, several countries have classified mCPP as a controlled or illegal substance. Exercises 1. Sixteen scores were drawn at random from the Math2200F14 second exam: 11, 19, 24, 4, 10, 21, 14, 16, 22, 21, 17, 17, 24, 23, 19, 22 Note: The solution to this problem that we give in the Solutions section will include three procedures, each leading to a different confidence interval: 1) a procedure using the pooling formula, which is based on the assumption that the variances are equal, 2) a procedure using a conservative formula for df, and 3) a procedure using the complicated Welch-Sattherthwaite equation for df, which is generally not an integer. The third of these procedures gives the intended answer. The course convention in Spring 2014 when this exam question was asked required the Welch-Sattherthwaite formula for df, so no disambiguation was included in the statement of the problem. The following additional information was not included in the exam. Students in Fall 2010 must have had course conventions that obviated the need for disambiguation. The solution found in the Solutions section will answer the question in two ways. One method will not assume anything about the distribution of tortoise lifetimes, but it will assume that a sample size of 40 is sufficient for a normal approximation. The other solution will assume that tortoise lifetimes are normally distributed and that no approximation should be made. 11. It does not happen at First President University, but, elsewhere, squirrels can be skittish when humans approach. A rodentologist wondered if a human approached a squirrel at a certain distance Y to the nearest tree, would the distance X between the squirrel and the human at the instant the squirrel bolted for the tree be greater than Y. The rodentologist performed an experiment and recorded the following data: 1  81  137  -56  2  178  34  144  3  202  51  151  4  325  50  275  5  238  54  184  6  134  236  -102  7  240  45  195  8  326  293  33  9  60  277  -217  10  119  83  36  11  189  41  148 Find a 90% confidence interval for µ X − µ Y .
Example 1. In an experiment to determine the tensile strength X (in psi)
12. According to U.S. News & World Report 10 , Columbia University charged $51,008 in tuition and fees in 2014-2015, the most among private schools. Kentucky's Berea College topped the list of least expensive private schools, charging only $870 in tuition and fees in 2014-2015. Suppose we attempt to estimate the mean tuition of private colleges and universities in the U.S. How large a sample should we take if we wish to have a 90% confidence interval with margin of error no more than ME 0 = $2, 000?
13. To investigate whether cars get higher mileage per gallon with premium gas (as opposed to regular), we test 8 cars with a tankful of each of regular and premium gasoline. Calculate a 95% interval for µ P − µ R .
(Washington University Exam, Fall 2007)
A new drug, ZitNoMor, is claimed to be more effective in curing facial blemishes than the current treatment, benzoyl peroxide. Of 50 studens randomly allocated to ZitNoMor, 40 are "cured". Of 50 students allocated to benzoyl peroxide, 10 are "cured". Find the standard error used to calculate the 95% confidence interval for p ZNM − p BP . 24. Among adults, the reference range of ionized calcium in blood plasma is 4.8 to 5.6 mg/dL. Several diseases can cause elevated levels; Paget's disease, which involves abnormal bone destruction and regrowth, is one of them.
11 To obtain a 95% confidence interval for the mean of the subpopulation of Paget's disease sufferers, how large a sample must be obtained if the margin of error is to be no greater than 0.05 mg/dL? 25. Bovine spongiform encephalopathy (BSE), aka mad cow disease, is a fatal disease in cattle. It is transmitted to humans by the consumption of contaminated beef products. An outbreak in the United Kingdom in the 1980s was particularly severe and brought mad cow disease to the attention of the public. The U.S. Supreme Court has ruled that a woman can go to a doctor to end pregnancy at any time during the first three months of pregnancy. Do you favor or oppose this ruling?
One week later, a second poll of 1650 Americans was conducted. The question was nearly identical to that of the first poll. The only difference was that "to end pregnancy" was changed to "for an abortion. Beethoven may have suffered from Paget's. the disease would account for his unusual physical characteristics-prominent forehead, large jaw, protruding chin, and skull bones so thick that they caused compression of cranial nerves, which appeared wrinkled and shriveled under autopsy. Paget's of the skull also causes deafness. V.S. Naiken, Did Beethoven Have Paget's Disease of Bone?, Annals of Internal Medicine, 1 June 1971, Vol 74, No. 6, 995-999. 12 The poll was conducted by Sindlinger and Company. Sindlinger is better remembered for the poll it conducted following the first live televised presidential debate in U.S. history, 26 September 1960. Gallons of ink have been spilled analyzing whether television viewers and radio listeners came to opposite opinions on the winner, John Kennedy or Richard Nixon, of the debate. For several decades, political scientists believed that the then newish medium of television enabled the triumph of image (Kennedy on television) over substance (Nixon on radio). The November 7, 1960 issue of Broadcasting reported, "Kennedy supporters may be grateful that television was invented before the 'Great Debates' took place. The Sindlinger research showed that Mr. Kennedy was routed by Mr. Nixon on radio. In answer to the question, 'Who won the debates?", 48.7% of the radio audience named Mr. Nixon and only 21% picked Mr. Kennedy. Among those who watched the debates on tv, 30.2% named Mr. Kennedy the winner and 28.6% picked Mr. Nixon." With more analysis of the Sindlinger poll over time, that assessment has largely been discredited. First President University students can access The Power of Television Images: The First Kennedy-Nixon Debate Revisited, James N. Druckman, The Journal of Politics, Vol. 65, No. 2 (May., 2003) , pp. 559-571 using the library's proxy server. Stable URL: http://www.jstor.org/stable/10. 1111/1468-2508.t01-1-00015 that the population variances are equal, we may pool. In the margin of error for this technique, one factor is the critical value t 0.025,20+22−2 , which is 2.021075, and the other factor is [−258.87, 109.19] . As mentioned in the notes, this confidence interval is conservative (wider than it might need be). On the other hand, it does not rely on the assumption of equal variances. The answer we obtain using this second method does not match any of the given answers, and yet we would choose answer (E). The cen ter of the confidence interval should be the point-estimator 1196. 75 -1271.59, or -74.84 . The centers of intervals of the five answer choices are -74. 835, -29.705, -74.840, -79.545, -74.840 . We therefore eliminate answers (B) and (D). Answers (A) and (C) can be eliminated because they are not close to our reasonable approximation. On the other hand, answer (E) is not that much narrower than our conservative approximation, which we expect to be too wide.
Finally, we will use formula (9.4.3a) but for the number of degrees of freedom we will use the complicated Welch-Sattherthwaite equation: [−252.8878, 103.2078] . Comparing this with answer choice E, we infer that this was the intended method. The interval has 100(1 − α)%, or 100(1 − 0.07710)%, or 92.29% confidence level.
9. If we assume that the lifespan of a tortoise in captivity is a normal random variable, which is certainly plausible, and if we are not to make any approximation, then we must use the exact distribution
. Using tables and interpolation, we have t 0.025,30 = 2.0423 and t 0.025,40 = 2.0211. By interpolating, we approximate t 0.025,39 = 2.0211 + (2.0423 − 2.0211)/10, or t 0.025,39 = 2.02322. Or, using the R code qt(0. 
13. We use a paired confidence interval. The differences P -R are 3, 2, 3, 2, 2, -1, 2, 3. Then µ P−R = 2, S P−R = 1.309307, and t 0.975,7 = 2.364624. The requested confidence interval is 2 ± 2.364624×1.309307/ √ 8, or [0.9053921 , 3 .094608].
14. We haven't been asked for the confidence interval, but it is little more work and we will calculate it for practice. First, p ZNM = 40/50 = 0.8, p BP = 10/50 = 0.2, and p ZNM − p BP = 0.8 − 0.2 = 0.6. Next, We look up z 0.025 = 1.959964. The standard error is
That is what is requested and the problem is over. Let's continue with the confidence interval, nevertheless. 18. The margin of error for the original confidence interval is (31.844 -29.202)/2, or 1.321. Using the formula ME( µ) = t α/2,n−1 S √ n for the margin of error for a confidence interval of level 100(1−α)% based on a sample size n and a Student-t distribution, we set the left side equal to 1.321, we substitute α = 0.05, n = 20, and t 0.025,19 = 2.093024 in the right side, and we solve for the observed sample standard deviation S, obtaining S = 2.822563. It follows that the length of the 90% confidence interval computed from the same sample data is 2 × ME( µ) = 2 × t 0. 21. We must treat this as a one-sample problem: the data will be paired (a first observation and a second observation for each mouse). The differences 129-113, 89-97, 136-139, 163-85, 118-75 give rise to the dataset 16 -8 -3 78 43 of observed improvement times. (The negative numbers are for the slow learner mice who took more time on their second attempts. Every species has a few.) The observed mean improvement time is 25.2. The observed standard deviation is 35.6609. With n = 5, we are clearly dealing with a small sample, hence the Student-t distribution. We look up the critical value t 0.95,4 = 2.131847. The confidence interval is 25.2 ± 2.131847 × 35.6609/ √ 5, or [−8.8, 59 .2]. Evidently the sample size was too small to glean anything useful. For all we know, the true mean improvement time might even be negative. Perhaps some mice found the maze more boring the second time through and decided to explore the dead ends. Because the ratio of sample variances, 9/4, is between 1/4 and 4, pooling is justified by generally accepted statistical conventions. We have 25. This example's primary interest is that the number of "successes" is 0. That does not mean that the proportion p is 0, however. If p is very small, an enormous sample size might be necessary to encounter even one success. In this problem, we have n = 27604, n S = 0, n F = 27604, and z 0.025 = 1.959964. Clearly the 15-15 Success-Failure Condition is not satisfied. Therefore, the Agresti-Coull adjustment is needed. With the four phony trials included, we have n ′ = 27604+4 = 27608, n This positive number signifies that we can remain 95% confident that p e > p a for this subpopulation. c) We must narrow the confidence interval by increasing the confidence level, thereby shrinking the z-score. We begin with the third line of the preceding equation array, replacing the left side L with 0 and replacing 1.959964 with z α/2 for some unknown confidence parameter α that we will determine: 0 = 0.0286765 − z α/2 (0.01858366).
We solve z α/2 = 0.0286765 0.01858366 = 1.543103.
This means that 1 − Φ(1.543103) = α/2, or α = 2 (1 − Φ(1.543103)) = 0.1228058. We are 100 (1 − 0.1228058) % confident, or 87.72% confident that p e > p a .
Standard Normal Values-Left Tails.
