The acoustic emission (AE) phenomena generated by a rapid release in the internal stress of a material represent a promising technique for structural health monitoring (SHM) applications. AE events typically result in a discrete number of short-time, transient signals. The challenge associated with capturing these events using classical techniques is that very high sampling rates must be used over extended periods of time. The result is that a very large amount of data is collected to capture a phenomenon that rarely occurs. Furthermore, the high energy consumption associated with the required high sampling rates makes the implementation of high-endurance, low-power, embedded AE sensor nodes difficult to achieve. The relatively rare occurrence of AE events over long time scales implies that these measurements are inherently sparse in the spike domain. The sparse nature of AE measurements makes them an attractive candidate for the application of compressed sampling techniques. Collecting compressed measurements of sparse AE signals will relax the requirements on the sampling rate and memory demands. The focus of this work is to investigate the suitability of compressed sensing techniques for AE-based SHM. The work explores estimating AE signal statistics in the compressed domain for low-power classification applications. In the event compressed classification finds an event of interest, norm minimization will be used to reconstruct the measurement for further analysis. The impact of structured noise on compressive measurements is specifically addressed. The suitability of a particular algorithm, called Justice Pursuit, to increase robustness to a small amount of arbitrary measurement corruption is investigated.
INTRODUCTION
The development of structural health monitoring (SHM) solutions plays a leading role in increasing life-safety of structural and mechanical systems and, at the same time, in reducing economic consequences related to failures. Among the various techniques used for SHM purposes, acoustic emission (AE) monitoring has made it possible to detect evolutionary defects. 1, 2, 24, 25 The physical phenomena behind this technique consists in the release of energy in the form of transitory elastic waves. Surface vibration induced by the elastic waves are then collected by a piezoelectric sensor. Several studies 3, 4 and practical implementations 5, 22 have demonstrated that the appearance of a crack in a material put under certain stress conditions, or the growth of a pre-existing crack, cause the emission of acoustic wave and thus AE that can be ultimately be used to monitor the integrity of structures. Currently off-the-shelf sensing technology can offer 18-bit analog to digital converters (ADC) capable of collecting continuous recording of AE waveforms at up to 10 MSamples/sec rate. This high-performance hardware leads to large data storage demands and high power consumption. The authors of this work focus on the new possibilities introduced by a novel sensing/sampling technique which goes by the name of compressed sensing (CS). 6, 7 Compressed sensing, also known as compressive sampling, tackles the problem of recovering a signal from a sequence of time samples by leveraging properties other than those traditionally exploited by conventional approaches to sampling. 8 Recent developments in the statistics community have shown that the traditional Nyquist sampling is not required for signals that exhibit a high degree of sparsity. Thanks to the property of sparsity compressed sensing offers the ability to sensibly reduce the number of samples relative to the traditional approach while still capturing the essential information possessed by the analog signal. This paper illustrates the potential benefits offered by compressed sensing in a setting representative of AE structural health monitoring. The following research builds on prior work by the authors that demonstrated the feasibility of compressed sensing for structural health monitoring applications. 23 Section 2 provides the necessary theoretical background in order to understand how CS works. Section 3 focuses on the implementation of the overcomplete dictionary used to represent AE signals. Section 4 briefly reviews the concept of the compressed estimator and the compressed classifier which are used to perform some basic signal analysis directly in the compressed domain. Section 5 describes two different sampling models to take into account the effect of sparse noise both when it is already present in the signal prior to sampling and when it is added to each sample as result of the sampling process. Finally Section 6 shows the test setup and the result obtained. Section 7 sums up the conclusions and provide directions for future work.
COMPRESSED SENSING
The term compressed sensing (CS) denotes a sampling technique capable of capturing the useful information content embedded in a signal while at the same time condensing it into a small amount of data. For this reason CS is a technique for both sensing and compressing data simultaneously. Compressed sensing behaves as a process that enables the recovery of a signal of length from a number of measurements where is typically much smaller than . 11 The acquisition of linear measurements is represented as the product between an sensing matrix Φ and the signal vector occupying an N-dimensional Euclidean space Φ
where is the vector of the compressive measurements and the matrix Φ represents a down projection to a lower dimensional space, i.e. it maps into with generally . 13 It is worth pointing out that the reconstruction of the original signal from the compressive measurement is an ill-posed problem. 11, 12 The number of available measurements is smaller than the dimension of the signal , hence there are potentially infinitely many candidate signals compatible with the set of compressive measurement for which Φ holds. The reconstruction of the full length signal starting from what appears to be an incomplete set of measurements is made possible thanks to the property of sparsity. This property, that plays a key role in CS theory, can be described introducing the concept of signal representation. A signal can be analytically represented by mean of a linear combination of elementary waveforms. Such a decomposition 12 is expressed as follows
where is a collection of waveforms, with a parameter, and are the coefficients of the decomposition. The collection of waveform is referred to as a dictionary Ψ and each waveform stored in its columns represents an atom of the dictionary, 9 i.e. Ψ … , with . The property of sparsity is leveraged by CS in order to solve the ill-posed signal recovery problem in the sense that, among the infinite set of candidate signals satisfying Φ , it seeks the solution that is most sparse. 16 To solve the problem, the authors takes advantage of a particular algorithm called basis-pursuit (BP) 12 . It finds the sparsest decomposition of a signal into a dictionary by solving the following convex optimization problem: 13 
:
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The norm function · , defined for a general vector occupying as ∑ | | , acts as a sparsitypromoting function, meaning that among all the possible decompositions it leads to the one whose sorted coefficients decay quickly. 9, 11, 13 To perform the norm reconstructions in this paper the authors use a package for specifying and solving convex programs. 17, 18 The measurement model (1) and the optimization problem of equation (3) will be further discussed in Section 5 where the effects of noise will be taken into account. The next section deals with the problem of finding a dictionary able to sparsify signals acquired in basic AE experimental tests.
OVERCOMPLETE DICTIONARY FOR SPARSE REPRESENTATION
A signal, as mentioned in the previous section, can be modeled by the superposition of elementary waveforms, called atoms, collected in a dictionary. 9 In order to successfully apply CS to the AE-based problem addressed in this paper, a dictionary capable of efficiently representing an AE event is required. An efficient representation is obtained when a generic AE event can be represented by the superposition of few of the dictionary atoms, i.e. when the AE event has a sparse representation in the dictionary we are looking for. Intuitively the dictionary must have atoms that are highly similar to the structures in the data. In this regard an analytical model capable of providing a time-frequency localization of signals is offered by Gabor atoms. 10 The discrete Gabor atom is defined over a vector as
where , , 2 / Η is the parametric set respectively defining scale, time translation and frequency modulating of each atom. In its turn is the normalized Gaussian uniformly sampled and periodized over N points in order to obtain, at any scale , a discrete and periodic signal:
where the constant is introduced to normalize the discrete norm of . The normalized Gaussian , finally, is a continuous function defined as
It is worth noticing that, according to the Heisenberg uncertainty principle, 19 the normalized Gaussian defined in (6) minimizes the area of the rectangle representing the time-frequency localization of an atom, i.e. the area where is at most concentrated the energy of the atom in the time-frequency plane. 20 The time-frequency localization property of Gabor atoms plays a significant role. As a matter of fact it provides a sparse representation for AE events that have a transient nature and, at the same time, show a well-defined harmonic content.
The discrete complex Gabor dictionary is defined as the set of all the atom parameterized by 1, and , integers between 0 and N. This highly redundant dictionary can be limited to a subdictionary indexed by a parametric subset of Γ, i.e. Η Γ. 10 The subset Η is composed of all , Δ , Δ with 2, Δ 1/2, Δ , 0 , 0 2 and 0 2 . In order to decompose a generic 1024-point length signal, the resulting discrete Gabor dictionary has an overall dimension equal to 1024 36864.
This paper aims to perform the norm reconstruction of the signals collected during some basic AE tests. At this point we recognize that, beside using the Gabor atoms, it is necessary to populate the dictionary with other atoms able to model the possible presence of different structures affecting the collected signals. For this purpose are added the atoms of both the oversampled Discrete Fourier Transform (DFT) and the Dirac basis. 15 The former aims to take into account the effects of stationary components (i.e. steady process like vibrations induced by rotating machinery), the latter the effects of spikes lacking in specific harmonic structures (i.e. signal bursts). The oversampled DFT is defined by sampling the frequencies over equally spaced intervals smaller than those used in the standard DFT, yielding to the following expression
where N is the length of the signal vector , with 0 , the oversampling factor and 1. In regards to the Dirac basis, it is simply defined as the identity matrix . The overall dictionary Ψ assembled to perform norm reconstructions carried out in this paper is a 42 times overcomplete dictionary, i.e. with a number of atoms 42 times the length of the vector signal, defined as
Section 2 and Section 3 have respectively offered a fundamental review on CS theory and the definition of the overcomplete dictionary designated to represent the signals acquired during the basic AE test described in Section 7. The next two sections addresses two important issues for an effective use of CS for AE SHM purposes. Section 4 deals with the problem of estimating AE signal statistics in the compressed domain for low-power classification applications. Section 5 explains how the effect of noise can be taken into account.
AE SIGNAL STATISTICS IN THE COMPRESSED DOMAIN
This section deals with the problem of inferring some useful information directly from the compressive measurements.
The possibility to solve a detection/classification problem in the compressed domain is attractive because it can potentially reduce the computational effort of signal recovery only on a meaningful subset of collected samples. The detection problem aims to distinguish between two hypothesis:
where is a known signal, ~ 0, is i.i.d. Gaussian noise, and Φ is the sensing matrix. In the literature 13 it is demonstrated that a sufficient statistic to distinguish between the two hypothesis stated in (9) is the compressive detector defined by equation (10) as ΦΦ Φ
The false alarm rate and the detection rate are defined as
For a given level of performance , the reference value for the statistic test is computed as Φ ΦΦ Φx
where
In Section 6, the detection problem introduced above is used to detect the presence of an AE event in a set of events collected during basic AE experimental tests. Results are provided for a different number of compressive measurements, i.e. for different undersampling factors. Experimental data are also exploited to move some initial steps to tackle the problem of classification. A classification problem aims to distinguish between different hypotheses 13 Φ
for 1,2, … , where each is a known signal, ~ 0, is i.i.d. Gaussian noise and Φ is the sensing matrix. In the case where each hypothesis is equally likely, the classifier with minimum probability of error selects the that minimizes Φ ΦΦ Φ
In section 6 the results obtained for two different class of signals are discussed.
THE EFFECT OF NOISE
This paper deals with the problem of recovering a sparse signal in presence of well-structured noise. This problem was originally tackled by the author of the work, 13 where he introduced an algorithm, called Justice Pursuit, to recover both the signal and the noise vector by leveraging their sparsity. To clarify this concept, a typical example of sparse noise is represented by a 60 Hz hum caused by mains power. The mains power hum features a peak at 60 Hz where most of energy of the signal is concentrated, plus other peaks at 120 Hz, 180 Hz, 240 Hz and so on. This noise signal assumes a representation that is very sparse in the Fourier domain. This paper takes advantage of Justice Pursuit to perform CS in the presence of a small amount of arbitrary corruptions on the compressed samples. To properly understand the role played by Justice Pursuit and how, from a general point of view, the problem of noise affects CS, this paper introduces the following sampling model 14 Φ
The model in equation (16) breaks the noise into two distinct parts. The observation error is already embedded in the signal before it goes through the sampling process. On the contrary the sampling error , , … , directly models the corruptions on the set of linear measurements , , … , . As explained below, the sampling error it is introduced by the sampling process itself. 
Observation error
The observation error models all the unwanted components of the signal that affect the measured response caused by the effect of the operational and environmental conditions. Generally speaking the unwanted components arise from a varied class of phenomena that directly affect the measured response. Unwanted components of signals are for example the mechanical vibrations affecting the AE measurements performed on operating machinery. The signal and the unwanted component , both of them equipped with a well-defined structure, can be separately recovered assuming that they have a different sparse representation. To this purpose the overcomplete dictionary Ψ, and accordingly the vector of the sparse coefficients , are split respectively in Ψ Ψ and . As a consequence of the reorganization of the dictionary and the associated vector of the sparse coefficient, the signal and the unwanted component are respectively expressed as Ψ and Ψ . The criterion followed to reorganize the dictionary atoms will be discussed in Section 6 where the analysis of experimental data takes place.
Compressed sample error
The sampling error is intended to model the noise affecting the compressed samples . In this paper the sampling error is considered equipped with a well-defined structure. To better understand what the structured sampling error effectively represents in this paper, and what basis can be chosen to model its sparsity, it is necessary to provide an elementary description of a typical CS architecture. CS acquisition hardware, as schematically depicted in Figure 1 , is a device capable of acquiring an analog signal and returning a digital output, i.e. a vector collecting the compressive measurements. Each element of the digital output is associated with one of the parallel channels composing the CS system. The continuous-time signal is correlated with test functions and then integrated. For a detailed description of CS hardware and the related advantages in term of reduced analog to digital converter (ADC) sampling rate demands refer to literature. Bearing in mind the CS hardware architecture introduced above, the sampling error is used in this paper to model the failure of any -CS channel. In particular the -CS channel failure is modeled with a high burst of noise that results in corrupting the associated sample . This type of noise shows a well-defined structure that has an inherently sparse representation in the canonical basis, i.e. the collection of Dirac delta functions defined as . For this reason, the sampling noise has a sparse representation, i.e. Ω , where Ω with representing the identity matrix. The particular structure hypothesized for the sampling error will be exploited in Section 6 to analyze the robustness of CS hardware in the event that one or more of its sampling channels undergo a failure.
Signal recovery in presence of sparse noise
By admitting a sparse representation for both the observation error and the sampling error , model (16) becomes
Defining a matrix Φ ΦΨ Φ Ψ Ψ , model (17) is finally recast in
By leveraging sparsity, model (18) is exploited in order to recover both the signal and the sampling noise , as performed with standard Justice Pursuit (JP), 13 with the added capability to denoise the signal from the eventual presence of unwanted components. The reconstruction algorithm is formulated as subject to Φ Ω
where the matrix Φ ΦΨ has dimension , with K the number of atoms of the dictionary, and is an intermediate recovery vector with dimension 1, with L the number of columns of Ω.
EXPERIMENTAL TESTS
Experimental tests are performed on the three-story building structure shown in Figure 2 . The structure consists of aluminum columns and plates assembled using bolted joints, which slides on rails that allow movements in the x-direction only. The structure has been specifically designed to study in depth several structural health monitoring (SHM) techniques. 21 In this paper the structure is used to perform some basic AE tests. An AE source is simulated on the top of the 1 st floor, as indicated by the dotted arrow in Figure 2 , thanks to a pencil lead fracture. This technique is a standard method for simulating AE signals thanks to its fast rise time transient force, similar to the behavior of real AE source, and to the remarkably reproducible resulting waveform. 2 The acoustic waves released by the crack are collected by a piezoelectric accelerometer PCB 336C installed on the side of the 1 st floor as indicated. Data are sampled at a frequency of 5120 Hz. In this way, on the one hand, the collected signals show a high frequency content related to the AE event and, on the other hand, each AE event can be entirely sized by a short length record. In the specific case of reconstruction performed in this paper, the norm recovery process is carried out on 1024-point data vector in order to keep computation time within reasonable limits. In this regard it is worth pointing out that recovering a sparse representation in the overcomplete dictionary defined by equation (8) on a 1024-point signal, from a set of 250 compressed measurements, requires approximately 1400 s by running a non-optimized code on an ordinary desktop personal computer. The different analyses performed on the experimental data acquired are discussed below.
Basic data detection and classification in the compressed domain
This section discusses the analysis of the signal of an AE event simulated by a pencil lead fracture when the shaker is not running. Two different data sets consisting of 25 records each are collected. Figure 3 The data set with single AE is specifically used to solve the detection problem. The data set with a double occurrence of AE events is used to study the classification problem. The results of the detection and classification problem are respectively depicted in Figure 4 (a) and Figure 4 (b).
In order to solve the detection problem introduced in Section 4, the hypothesis test stated in (9) is performed with a noise level 0.7. In this way a setting is simulated where the detection of the known signal is embedded in high background noise . Four different values of the undersampling factor / are considered, namely 1.25%, 2.5%, 5% and 10%. As usual is the number of compressed measurements and is the original length of the signal . For each value of / , Figure 4 (a) provides a scatter plot where the probability of detection is plotted against the signal to noise ratio of each signal. The level of performance is set to 5% and the signal to noise ratio (SNR) is computed as 10 / . According to the results obtained it appears that the probability of detection improves by increasing the number of compressive measurements. Even for the signal with the worst SNR, a probability of detection of 100% is achieved when the undersampling factor / is equal to 10%.
(a) (b) Figure 4 . Results of the detection problem (a) for different undersampling factor and results of the classification problem for an undersampling factor equal to 2.5% (b).
As far the classification problem is concerned, one of the signal from the data set with a single AE event, namely , is chosen as reference signal and, according to equation (15) , the statistic is computed for all the other signals available. Both the signals of the data set with single AE events, and the ones from the data set with two AE events per record are used. The values of are represented with a histogram for each dataset in Figure 4 (b). The definition (15) of the classifier helps to illustrate that is minimized for the signal such that Φ is closest to the set of compressed measurement . After computing the classifier for all the signals in the two data sets, the results show that the signal effectively minimizes the classifier to 0. The representation of Figure 4 (b) suggests that the compressive measurements collected on the signals of the two dataset can be modeled as being drawn from different distributions. Taking as a reference a generic signal from the data set with only one AE event per record, i.e.
, the compressive measurements on the signal of the other data set result in larger value of the classifier .
Removing sparse noise from measurements
According to the sampling model of equation (16), this paragraph specifically deals with the problem of removing the sparse noise embedded in the signal prior to sampling it. The term sparse noise refers to noise that enjoys the sparsity property as described in Section 5, i.e. it can be represented using a linear combination of a few atoms from a given dictionary. In our specific case of sparse noise affecting the measured response, an example is provided by noise sources with band-limited harmonic contents (e.g. rotating machinery). To reproduce a setting representative of such kind of noise, the three-story building of Figure 2 is excited with the shaker driven by a band-limited random signal in the range of frequencies from 20 to 500 . This source of excitation excites all the global modes of the structure, with exception of the rigid body modes that are present below 20 . For the sake of clarity the experimental modal parameters for the 2 nd , 3 rd and 4 th mode identified in a previous work are presented in Table 1. 21 Table 1 . Experimental modal parameters of the three-story building structure depicted in Figure 3 . Damping ratio (%) 6.3 2.0 0.97 Figure 5 depicts the results obtained by reconstructing a 1024-point length data vector by solving the optimization problem P1 of equation (3) with a compressive measurement vector of length 250. The sensing matrix Φ is formed by sampling i.i.d. entries from the normal distribution with mean 0 and variance 1/ . The overcomplete dictionary used is the one defined according to equation (8) . The overall error of the reconstruction, computed as / , is equal to 6.5%. Upon inspecting Figure 5 (a) and 5(b) it clearly appears that the AE event is buried into the signal of the measured response of the structure. The signal associated with the response of the structure induced by the horizontal shaker represents an unwanted component. In order to remove it, both the overcomplete dictionary and the associated sparse coefficient vector can be respectively reorganized in Ψ Ψ and as explained in Section 5. In particular, by observing that the mechanical response of the structure is totally concentrated over the frequencies of the three modes reported in Table 1 , Ψ is arranged in order to collect:
Experimental modal parameters
• all the atoms of the Gabor dictionary with a center frequency below 100 and thus potentially affected by the low noise frequency content associated to the response of the structure;
• the totality of the oversampled DFT atoms. The eventual presence of a few large coefficients associated with the DFT atoms has to be considered representative of the stationary response of the structure under the band-limited excitation provided by the shaker; • all the atoms of the identity matrix conceived to model the eventual presence of noise bursts without any specific harmonic content.
As a consequence of the aforementioned choices, Ψ collects all the remaining atoms of the Gabor dictionary. The atoms collected in Ψ have a frequency content well separated from those used to represent the part of the signal related to the response of structure induced by the shaker. Furthermore Ψ does not include the atoms associated with spike noise. As a consequence of this choice Ψ atoms are considered to be representative of the AE event only. According to this assumption, the unwanted component of the signal is modeled with Ψ . On the contrary, the reconstructed AE event is obtained as Ψ . The two components of the signal are respectively depicted in Figure 6 (a) and 6(b). Results of Figure 6 prove denoising capabilities achieved by rearranging the dictionary atoms and the associated coefficients. By exploiting sparsity, particular structures embedded in the given signal can be differentiated.
CS measurement diagnostic
The last part of Section 6 exploits model (18) and the reconstruction algorithm (19) to study the CS hardware robustness to a small number of channel failures. Keeping in mind the CS hardware architecture presented in Section 5, the study of CS architecture robustness is carried out according to the following procedure:
1. a set of 250 compressed measurements is collected on the same 1024-point length data vector used in the previous paragraph to demonstrate CS denoising capability. Compressed measurements are taken with a sensing matrix Φ formed by sampling i.i.d. entries from the normal distribution with mean 0 and variance 1/ ; 2. the failure of a different number of CS channels is simulated. In particular the number of failures ranges, in increments of 5, from a minimum of 5 to a maximum of 25;
3. a number of samples equal to the number of channels undergoing a failure is selected uniformly at random among the measurements available. Failed channels are indexed by ;
4. a high burst of noise, simulating a CS channel failure, is added on each of the samples picked up at the previous point. Without any further specific knowledge about how CS hardware is practically implemented, all the noise bursts consist of spikes whit amplitude set equal to the RMS value of the original uncorrupted compressive measurements vector . The sampling error vector of model (16) is thus obtained as , with for and 0 for (20) 5. the reconstruction algorithm (19) is solved. To model the high burst of noise, Ω is chosen as Ω Ι, where is the identity matrix, and is a constant to rescale the norm of each column of Ω to the value of the average norm of the column vectors of Φ . Although not vigorously justified, this choice is dictated by the practical consideration that the norm optimization problem (19) has to find a sparse vector seeking out a matrix Φ Ω whose columns should have a comparable energy content.
Results of the simulations performed according to the procedure described above are collected in Table 2 . It is worth noticing that the accuracy of the reconstruction worsens with respect to the case of uncorrupted measurements when a small number of channels undergoes a failure. The reconstruction error increases to values that can be considered still acceptable even if the 10% of the CS channels fails.
To further understand the results obtained by solving the optimization problem of equation (19) , the worst case with 25 broken channels is analyzed in depth. According to the sampling model (16) and (17), the sparse noise added to the uncorrupt measurement vector is modeled by:
where Ω is the rescaled identity matrix used to represent the noise bursts and is the associated sparse coefficient vector. Figure 7 represents the sparse noise as it is reconstructed by solving the optimization problem (19) . The reconstructed noise bursts are not exactly reconstructed in amplitude. As a matter of fact, according to the simulation procedure described above, all the bursts should have the same amplitude, set equal to the value of the uncorrupted compressive measurements vector and represented with an horizontal dashed line in Figure 7 . Notwithstanding the amplitude error, the spikes associated with the simulated noise bursts can be distinctly detected. To point out this fact, in Figure 7 circles are used to mark the spikes whose index matches the index of the simulated broken channels. On the one hand, according to the results collected in Table 2 , the sparse coefficients recovered in the vector s s by solving the algorithm of equation (19) still continue to properly model the signal vector in a setting where the failure of few CS channels is envisaged. On the other hand, the basic CS channel failure simulations carried out suggest that the sparse coefficients , modeling the sampling error, can be exploited to perform CS hardware diagnosis. As a matter of fact the CS channels indexed by the large noise bursts showed in Figure 7 can be excluded from the CS measurement process. As result of this operation even the algorithm (3), based on the model (1) that is totally blind to any source of noise, can be used to satisfactorily reconstruct the signal. In particular by deleting the rows of the original sensing matrix Φ corresponding to the broken channels, a new sensing matrix Φ of dimension 225 1024 is obtained. Using Φ to collect a reduced number of compressive measurements from a subset of healthy CS channels, the reconstruction performed with the algorithm (3) results affected by a tolerable error equal to 7%.
CONCLUSIONS
This paper provides an initial step toward the study of compressed sensing (CS) suitability to tackle structural health monitoring related problems. In this specific case a setting with the presence of simulated AE sources has been investigated. CS protocol has demonstrated its potentiality in providing a satisfactorily representation of AE signals by collecting a number of compressed measurements roughly equal to 25% of samples required by conventional techniques founded on the Nyquist-Shannon theorem.
In presence of a noise source with a well-defined structure, the property of sparsity has been effectively exploited. Two different models have been discussed in order to take into account both the noise added during the sampling process and the noise embedded in the signal prior to sampling. The former, assuming sampling noise sparsity in the Dirac basis, has managed to keep the reconstruction error within acceptable levels when a small amount of compressed sensing channels undergo a failure. The latter has made it possible to remove the unwanted component of a signal in a setting representative of a system where the measured response is affected by operational and environmental conditions. In this setting, denoising has been made possible thanks to the different sparse representation of the signal and the unwanted component in an overcomplete dictionary. The possibility of modeling defective CS channels as sparse noise bursts have further suggested the ability to perform basic sensor diagnostic on compressive sensing hardware.
