A host of recent research has used reweighting methods to analyze the extent to which observable characteristics predict between-group differences in the distribution of an outcome.
Introduction
Many studies have adopted the use of reweighting methods to analyze the role of observable covariates for "predicting" or "explaining" outcome differences across groups or over time. DiNardo, Fortin, and Lemieux's seminal study (1996; DFL hereafter) developed and applied a reweighting method to assess how changes in the distribution of observed worker characteristics contributed to increases in wage inequality during the 1980s. Subsequently, researchers have applied reweighting estimators to analyze between-group outcome differences in a variety of contexts (see, e.g., Altonji, Bharadwaj, and Lange (2012) , Barsky et al. (2002) , Biewen (2001) , Chiquiar and Hanson (2005) , Elder, Goddeeris, and Haider (2011) , Fortin, Lemieux, and Firpo (2011) , Machado and Mata (2005) , and Melly (2005) ).
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In these applications, a primary focus has been the estimation of overall predicted group differences, which involves assessing how much of the difference in the distributions of outcomes across groups can be predicted by differences in the distributions of all covariates.
Somewhat less attention has been paid to methods for isolating the roles of individual covariates (or other subsets of the full covariate set), although this question is often of interest.
2 For example, one of the key questions raised in DFL was "how much of the increase in wage inequality during the 1980s can be accounted for by changes in the prevalence of unionization?"
In this paper, we examine three approaches to isolating the roles of individual covariates in reweighting estimation; one used by Machado and Mata (2005) , one proposed by Fortin, Lemieux, and Firpo (2011; FLF hereafter) , and an approach we propose. Our approach can be 1 Reweighting estimators have also been adopted in the program evaluation literature as tools for estimating treatment effects. In that literature, reweighting estimators are commonly referred to as "inverse probability weighting" (IPW) estimators. See Hirano, Imbens, and Ridder (2003) and Wooldridge (2007) for methodological developments in this context. 2 Firpo, Fortin, and Lemieux (2009) and Rothe (2012) also address the issue of a counterfactual change in the marginal distribution of a subset of the covariates while the joint distribution of the other covariates is held constant, although neither uses a reweighting framework to do so. Firpo, Fortin, and Lemieux (2009) use an approach which involves regressions of recentered influence functions of various quantiles of an outcome as a function of explanatory variables. Rothe (2012) also uses a regression-based approach to construct counterfactuals of interest, based on the idea of holding the copula of the covariate distribution constant.
viewed as a generalization of least-squares-based methods in which the role of one covariate is examined while holding the other covariates "constant". Specifically, our method is designed to consider the effect of changing the distribution of one set of covariates, while holding constant the distribution of the other covariates and the dependence structure among all covariates.
When the underlying model of outcomes is linear, the implied roles of individual covariates for mean outcome differences based on our approach are asymptotically equivalent to those found using least-squares-based methods, which is not generally true of the other two reweighting approaches. We demonstrate our methods with an empirical example based on wage differences between black and white men.
Reweighting Based on a Full Set of Covariates
In this section, we first introduce our notation for reweighting estimation, and then we introduce an empirical example to focus ideas.
A Reweighting Framework
Assume that there are two groups, denoted A and B, and suppose that a researcher is interested in examining the difference between these groups in the density of an outcome y.
Consider a model in which the density of y in each group is related to a vector of covariates w.
To use a reweighting approach to assess how the group-level difference in the distribution of w contributes to the group-level difference in the density of y, one could reweight group A to have the distribution of w found in group B.
3 As DFL show, the resulting reweighted density of y corresponds to the counterfactual density that would hold if group A had group B's distribution of w but its own mapping from w to y. Letting j y|w denote the group whose mapping from w to y is used and j w denote the group whose distribution of w is used, the counterfactual density can be written as The equality in the third line of (1) assumes a "common support" condition that requires all values of w observed in group B to also be observed in group A; if this condition does not hold, it is impossible to reweight group A to have the distribution of w found in group B. All reweighting methods require some form of a support assumption, an issue we consider in more detail below. The third line of (1) shows that the counterfactual density can be obtained by reweighting group A's population, with weights ) (w ψ that depend only on the values of the covariates.
In practice, the weights ) (w ψ are usually constructed using a substitution that follows from Bayes' rule:
This expression implies that the weights can be calculated from estimated probabilities of group membership conditional on w. Once these weights are obtained, the calculated contribution of between-group differences in all observable characteristics, sometimes referred to as the "aggregate decomposition," is the difference between the actual density of outcome y for group A, 
An Application to the Black-White Male Wage Gap
To focus these ideas, consider the well-known wage gap between black and white males.
A large literature has established that some of the gap is predictable based on differences in characteristics such as education, labor market experience, marital status, industry, and occupation. 4 We analyze the black-white wage gap among males aged 25-59 employed in the civilian labor force, using the 1 percent PUMS file of the 2000 Census data distributed by IPUMS USA (Ruggles et al. (2010) ). We define group A to be white males and group B to be black males. The outcome measure y is the logarithm of average hourly wages (annual earnings divided by usual hours worked per week and by weeks worked last year), and we analyze the roles of five covariates: education, experience, marital status, industry, and occupation. Here and elsewhere in the paper, each covariate is represented by one or more indicator variables, e.g., education is represented by indicators for <12 years, 12 years, 13-15 years, and ≥16years.
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Given the large sample sizes available in the 2000 PUMS data, we use a 10% random sample and exclude observations with missing data on any of the five covariates or wages. We also exclude observations with hourly wages below $1 and above $3000. Our final analysis sample consists of 213,908 observations for whites and 23,945 observations for blacks. Altonji and Blank (1999) provide a detailed review of this literature. 5 Potential experience is defined as age minus 6 minus the number of years of education (using the algorithm of Angrist et al. (2011) to define years of education) and then grouped into categories of <10 years, 10-14 years, 15-19 years, 20-24 years, 25-29, years, 30-34 years and ≥35 years. Marital status is represented by a binary indicator. Occupation is represented by the five broad categories used in the 2000 Census. Industry is represented by eight categories, which are taken from the twenty sectors defined in the 1997 North American Industry Classification System (see Table 1 ).
are 0.240 higher among whites than among blacks. Whites are also more highly educated, more likely to be married, and more likely to work in relatively high-wage industries and occupations.
To illustrate how reweighting methods work, the third column presents means of the counterfactual white population in which whites are reweighted to have the black distribution of all covariates. As is readily apparent, full reweighting gives whites very similar characteristics to blacks. 6 Taken together, these characteristics predict about 59 percent of the overall mean log wage gap (= (2.822 -2.681) / (2.822 -2.582)).
Of course, if one were only interested in mean differences, then flexibly specified linear regression models would suffice. An advantage of reweighting methods is that differences in the entire distribution of y can be examined. As an illustration, Figure 1 plots the densities of log wages for whites, blacks, and reweighted whites. Reweighting shifts the white density to the left towards the black density, but the magnitude of the shift is not uniform across the support.
Specifically, the density appears to shift more in the upper tail than in the lower tail. To see this, note that the reweighted white density essentially matches the black density at values above roughly 3.75, but the reweighted white density lies far from the black density (and relatively close to the unweighted white density) below roughly 1.5. These patterns imply that the covariates can explain more of the black-white differences in the upper tail of the distribution than they can in the lower tail.
Up to this point, we have been considering the joint role of all covariates. However,
given that much of the black-white wage gap can be explained by these five variables, an obvious additional question arises: what roles do each of these covariates play in the closing of the wage gap? The rest of the paper focuses on approaches to answering this question.
Isolating the Roles of Individual Covariates
Our goal is to isolate the role of a particular covariate (or set of covariates) in the context of reweighting estimators. Specifically, we consider the extent to which one set of observable characteristics predict between-group differences in the distribution of an outcome, while holding the rest of the observable characteristics "constant."
Least-squares Regression
Before considering how to isolate the role of an individual covariate with reweighting methods, we first illustrate what this means in the context of least-squares regressions. Consider a simple data generating process in which y is linearly related to two sets of covariates, denoted z and x (both of which are assumed to be scalars for this example), and that between-group differences in the mean of y can arise due to differences in the means of those covariates and to an intercept shift. Specifically, suppose (3) ,
where d i equals 1 if individual i is a member of group A and equals zero otherwise, and u i is an error term that is orthogonal to d i , z i , and x i . 7 In this case, the group difference in the expectation of y can be written as 
where β d represents the component that is unrelated to the two covariates, and the role of each covariate is defined in an intuitive way. Standard OLS-based methods estimate the roles of covariates in this way. For example, Altonji and Blank's (1999) influential study includes such a 7 When the coefficients β z and β x vary across groups, decompositions of between-group mean differences into the roles attributable to individual covariates are not unique. See Oaxaca (1973) and Blinder (1973) for early discussions of this issue and Elder, Goddeeris, and Haider (2010) for a more recent contribution. The central findings presented below are unaffected if β z and β x vary across groups, so we impose that they are group-invariant for simplicity. decomposition to examine the "differences due to characteristics" between black and white log wages (p. 3159).
Isolating the Role of Covariates in Reweighting Estimation
Again let z denote a particular covariate (or set of covariates) from the vector of w, and let x denote the vector of remaining covariates. We consider three methods for isolating the role of z, two used previously in the literature and a third we propose here.
Method 1 ("First In"). Machado and Mata (2005) In the context of reweighting, this approach identifies the counterfactual density 
As FLF point out, however, this approach has a serious drawback: to the extent that z is correlated with elements of x, the method attributes to z both the effect of differences between 8 Machado and Mata's approach differs from DFL's in other ways, including the use of quantile regression to estimate parametric models of the mapping from covariates to outcomes. We adapt their approach to a reweighting context for ease of comparison. 9 From this point forward, we leave implicit that the counterfactual population retains group A's mapping from } , { x z to y, which will be the case for all of the counterfactuals described below.
groups in z and the effect of differences in x that are correlated with z. 10 As an illustration, assume that z represents marital status, that married workers have greater educational attainment in both groups than do non-married workers, and that workers in group A are both more likely to be married and more highly educated than workers in group B. Then, reweighting workers in group A to match group B's marriage rate -by assigning relatively large weights to non-married workers and relatively small weights to married workers -also shifts the educational distribution of group A. The resulting counterfactual population of workers is both less likely to be married and less educated than the actual population of workers in group A, so the estimated effect of marital status will also capture some of the effect of education.
Method 2 ("Last In"). FLF propose an approach that is also a variant of standard reweighting methods, but instead is based on excluding the covariate z. 11 This approach answers the question:
"What would be group A's density of y if it had group B's distribution of z conditional on x but its own distribution of x?" which corresponds to the counterfactual density
10 FLF write that this method "is invalid as a way of performing the decomposition for the same reason that [an OLS regression-based] decomposition would be invalid if the coefficient used for one covariate was estimated without controlling for the other covariates" (p. 61). 11 FLF also compare this reweighting approach to the recentered influence function-based approach they develop in their earlier work (Firpo, Fortin, and Lemieux, 2009) , noting that both approaches can be used to isolate the role of individual covariates. Antecol et al. (2008) also use FLF's reweighting approach in assessing the role of occupational sorting in the sexual orientation wage gap.
The weights in (6) can be calculated by dividing weights produced using the full w vector by weights that use all covariates except z. One then assesses the role of z by comparing
In the context of our example in which z represents marital status, the resulting counterfactual population has the same distribution of education (and all other covariates in x)
found in group A, so this approach does not mistakenly attribute to marital status an effect that is instead due to other characteristics that are correlated with marital status. However, this method has its own limitation: although the counterfactual population has group B's distribution of marital status conditional on the other covariates, its marginal distribution of marital status does not match group B's (its marriage rate is higher than that found in group B). More generally, the counterfactual population's marginal distribution of z will match that of group B in only two cases: when the two groups have identical marginal distributions of x, or when z and x are independent in group B. This is an unappealing feature of Method 2 if the underlying goal is to assess what would happen to the distribution of outcomes if group A had the same distribution of z found in group B.
Method 3. We propose a method that is constructed to replicate the marginal distribution of z found in group B while retaining the marginal distribution of x found in group A. This approach corresponds to the following question: "What would be group A's density of y if it had group B's marginal distribution of z but its own marginal distribution of x?" For now, we assume the satisfaction of a support condition: every value of z that is observed in the population is also observed in group A in combination with every value of x observed in group A:
We propose weights of the following form increasing the probability of some z = k by an amount ∆, the ) , (
These weights produce marginal distributions of covariates that are identical to those produced by the weights defined in (8), but they produce counterfactual distributions in which z and x are independent. In models in which the covariates are separable in their effects on y, such as in the linear model given by (3), both sets of weights will deliver identical results regarding the roles of covariates for differences in the mean of y. More generally, however, the dependence structure between z and x matters, and a counterfactual that imposes independence of z and x may not be suitable to isolate a ceteris paribus change.
Second, we note a similarity between our approach and that of Rothe (2012) , who is also interested in the effect on an outcome of a "ceteris paribus" change in the distribution of one covariate. He operationalizes this effect by considering a counterfactual in which the distribution of the other covariates is held constant (as we do) and the joint distribution of covariate ranks is maintained. However, when covariates are discrete, their ranks are not uniquely defined, and Rothe's approach then considers all possible rankings of individuals with the same covariate value in order to place bounds on the policy effect of interest. When we apply our method to Rothe's empirical example, we find that the resulting estimates lie within Rothe's estimated bounds.
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Third, because [ ]
is not guaranteed to be non-negative for every ) , ( x z combination, it is possible for some weights to be negative. If there are negative weights, the marginal distributions of z and x will still be appropriate, but the 12 Specifically, Rothe (2012) counterfactual joint distribution will not be well-defined. We return to this point in the next section.
Finally, unlike in Methods 1 and 2, applying Bayes' rule to rewrite ) , (
yield a simple function of only the probabilities of group membership. Specifically, the weights involve densities of z that must be estimated directly (even after applying Bayes' rule). For simplicity of exposition, below we use discrete-valued covariates, which allow us to use cell frequencies to estimate these densities. We note that extensions to continuous-valued covariates are straightforward. 13 Below we discuss further details regarding how these weights are constructed, including the implications of violations of the support condition given by (7).
An Illustrative Example
While the motivation for using reweighting methods is strongest when one is interested in the full distribution of an outcome in a nonlinear environment, it is helpful to illustrate the differences between the methods in the context of the simple linear model given by (3).
Consider a case in which z and x are both binary, with the joint distributions of z and x given by the probabilities by the top two panels in Table 2 In the bottom three panels of Table 2 , we apply the three reweighting methods to estimate the role of z. Each cell entry in these panels is simply the corresponding group A probability multiplied by the relevant weight for that cell, calculated using the equations in section 3.2. For example, the Method 1 weight applied to the (z = 0, x = 0) cell equals Pr(z = 0 | j = B) / Pr(z = 0 | 13 See Hall et al. (1999 Hall et al. ( , 2004 and Fan and Yim (2004) for developments and applications of conditional density estimation for continuous variables. In summary, only Method 3 yields identical estimates to the least-squares-based approach. This equivalence is not merely a property of the DGP used here, but is true of all linear models: as we show in Appendix A3, Method 3 and least squares produce asymptotically equivalent estimates of the role of z. By maintaining group A's marginal distribution of x and its dependence structure between z and x, the Method 3 weights also achieve the goal of shifting the marginal distribution of z while holding all else constant.
Violations of the Support Condition and the Possibility of Negative Weights
To this point, we have assumed that the support condition given by (7) holds. We now consider the effects of violations of this condition. For simplicity, rather than working with our preferred ) , ( 
x z z ψ may be undefined for some {z, x } combinations. Even though these combinations do not appear in the group A population, implying that the undefined weights do not need to be computed, they still present problems.
Moreover, this support condition is stronger than the analogous support condition needed for full reweighting.
14 To describe the problem and the approach we take, we note that the marginal density of z in group j is given by , 14 Heuristically, the support condition for full reweighting guarantees that
is positive. When this condition fails, the weights
for some values of x because the denominator is zero. When condition (7) fails, the ) , ( 3 x z z ψ weights can be undefined for the same reason. The support condition for full reweighting is weaker in the sense that it requires only that a configuration of characteristics that appears in one population (the numerator) also appears in the other (the denominator). In contrast, the support condition in (7) requires that any value of one covariate that appears in one population (the numerator) must appear in combination with every combination of all other covariates in the other population (the denominator). This condition might require the existence of observations with combinations of characteristics that could not appear in either population. See Nopo (2008) for a detailed analysis of support issues in the application of full reweighting and a constructive approach to handling support issues that may arise. and the marginal density of x in group j is given by
. Now consider the reweighted version of the right-hand side of (12) 
for all values of z and x, this expression trivially equals
across all values of z equals 1. When condition (7) does not hold, however, the value of the integral in the last line of (13) 
in the reweighted population will once again equal dF(x| j = A). Ensuring that all of the target marginal probabilities are matched becomes more complicated when multiple combinations of 15 One might also consider redefining the covariate set into coarser groupings so that condition (7) is satisfied.
values of z and x are not observed in population A. In Appendix A4, we describe a more complicated algorithm that builds on these ideas to accomplish this task.
As noted above, ) , ( 3 x z z ψ weights are not guaranteed to be non-negative, even if the support condition is always satisfied. It is also possible that our algorithm to correct for violations of the support condition can produce some negative weights. A negative weight implies that the probability of the associated } , { x z combination is negative in the counterfactual distribution, so that the counterfactual is not a proper probability distribution. 16 In our experience, shares of weights that are negative are low (see footnote 17). Our proposed solution when negative weights occur is to set them to zero and rescale the remaining weights so that they have a mean of one.
Applying the Methods to the Black-White Wage Gap
To demonstrate how the various methods work in practice, we return to the black-white wage gap example. The last three columns of Table 1 present sample means of counterfactual white populations generated by using Methods 1, 2, and 3 to isolate the role of education, i.e., education plays the role of z. Method 3 is implemented using the ) , ( 17 Method 1 matches the desired distribution 16 The existence of a negative conditional probability could also lead to the existence of conditional probabilities greater than one. Either situation, of course, implies that the counterfactual is not a proper probability distribution. Because it is sufficient to diagnose such problems by searching for negative weights / implied negative probabilities, we focus on this part of the problem. 17 The percentages of weights that are negative when education, potential experience, marital status, occupation, and industry play the role of z are 2.6, 0.0, 0.0, 3.2, and 1.0, respectively. We convert all negative weights to zero, causing the reweighted white means to differ slightly from their target values. For example, the reweighted white means of the education variables are not identical to the corresponding black means; reweighted means calculated for education, but not for the other covariates. Method 2 matches the desired distribution for the other covariates, but not for education. Table 3 presents the estimates for the roles of the five covariates in predicting the mean black-white log wage gap based on OLS regressions and each of the reweighting methods. For all four methods, the most important covariates are education, marital status and occupation.
However, as in our illustrative example, Method 1 produces estimates of contributions that are notably larger than those produced by OLS, and Method 2 produces estimates that are notably smaller. In contrast, Method 3 produces estimates that are most similar to OLS for all covariates (the largest differences from OLS are for education and occupation). Similarly, Method 3 produces a sum of contributions that is quite close to that of OLS, while Method 1's is considerably larger and Method 2's is considerably smaller.
Turning to questions that are less well-suited to an OLS framework, Table 4 shows estimates of various percentiles of the white and black log wage distributions, along with three counterfactual distributions (labeled "Reweighted Whites") that isolate the roles of the three variables that have the largest effects at the mean: education, marital status, and occupation. All estimates in the three "Reweighted Whites" columns are based on Method 3. The column labeled "z = Education", for example, shows that black-white educational differences produce a 0.058 difference (= 2.813 -2.755) in the medians of the black and white log wage distributions.
The effect of education varies only slightly across the distribution of log wages, judging by the differences between the "Unweighted Whites" and "z = Education" columns at the various percentiles. Likewise, the effect of marital status does not vary dramatically across the distribution, except for a noticeably smaller effect at the 99 th percentile.
using the negative weights match their target values exactly. In a related context, Kline (2011) does not discard negative weights in calculating a counterfactual mean based on a reweighting estimator.
In contrast, the table reveals large differences in the effects of occupation and education across the wage distribution. Recall that these two variables have roughly the same effect on the mean (0.055 versus 0.052, both with standard errors of 0.01), but as Table 4 shows, occupation has only a 0.019 (= 2.813 -2.794) effect on the median, much smaller than the education effect of 0.058. Occupation also has essentially no effect through the 25 th percentile but a very large effect at the top end of the distribution, i.e., of the 0.257 difference between the 95 th percentiles of the black and white log wage distributions, 0.103 (= 3.907 -3.804) can be accounted for by black-white differences in occupation. In fact, occupation appears to be solely responsible for the pattern noted above in Figure 1 : the five covariates jointly explain more of the black-white difference in the upper tail of the wage distribution than in the lower tail.
Discussion and Conclusion
We analyze three reweighting methods for isolating the roles of individual covariates in producing between-group differences in outcome distributions. We show that the method we propose more closely approximates the typical empirical thought experiment of considering the role of one covariate while holding "all else equal," such as when least-squares methods are used to examine mean outcome differences. In contrast, we show that the two methods used in previous studies answer fundamentally different questions.
We demonstrate our approach using an empirical analysis of log wage differences between black and white adult males. Our proposed approach yields results that are similar to those produced by OLS, while the other methods yield substantially different results. Using the same empirical example, we also show that it is straightforward to analyze features other than means of the counterfactual log wage distributions that would result if whites had blacks' marginal distribution of one covariate but their own distribution of all other covariates.
We note two caveats about our approach. First, in some circumstances, the weights we propose do not produce a proper counterfactual distribution and therefore require modification.
Second, although the counterfactuals generated by our approach are most similar to those produced by OLS, they may not always be the objects of interest. For example, suppose that one is interested in the effects of maternal age and education, both measured when an infant is born, on the black-white gap in infant mortality. If one wishes to estimate the effect on white infant mortality rates of a shift from the white distribution of maternal age to the black distribution, Method 3 does so in a way that holds the distribution of maternal education constant, as would an OLS regression that included both covariates. However, because very young mothers will necessarily have relatively low educational attainment, it is difficult to imagine a policy change that would shift the share of mothers who are teens but would not also shift the distribution of maternal education. Thus, considering the combined direct and indirect (through education) effects of maternal age may also be of interest for analyses of the potential effects of policies that target the age distribution of mothers.
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Taken together, the analytic and empirical results demonstrate that our proposed method captures the spirit of a least-squares regression approach but allows for the flexibility of reweighting. Our method creates counterfactual distributions that shift the marginal distribution of one covariate at a time while holding the distributions of other covariates constant. For researchers interested in using reweighting methods to analyze between-group differences in an outcome, the methods developed here provide an attractive approach to further understand the role of each of the individual covariates. Notes: The means in the column labeled as "Full Reweighting Method" are based on weights contructed from a logit model of group membership as a linear function of all of the covariates. N = 213,908 for whites and reweighted whites; N = 23,945 for blacks. Notes: For the reweighted joint distributions, we additionally list the weight that is computed using the appropriate formula in section 3.1 and the relevant actual group A joint probability; multiplying these quantities together gives the reweighted joint probability. Proof: First note the identity
In the counterfactual population, ) (z dF is the reweighted version of the right-hand side of (A1): 
A2. The Effect of Reweighting on the Covariance between Covariates
Proposition: Let x 1 and x 2 be column vectors and let "CF" refer to the counterfactual distribution produced by reweighting group A using weights defined by 
A3. The Asymptotic Equivalence of Regression and Method 3
Consider the linear outcome model given in (3), (A7) .
Because the intercept shift is immaterial to the forthcoming results, we assume β d = 0 (and suppress i subscripts):
where z is again a covariate (or set of covariates) whose role is to be isolated, x is the vector of other covariates, and u is an error term that is orthogonal to z, x, and the group membership indicator j. The group difference in the expectation of y is given by 
Note that (A12) relies on the assumption that 0 ) , ,
for consistent estimation of 1 β and 2 β ).
Together (A11) and (A12) imply
which is equivalent to the role of z in (A9).
A4. Adjustments for Violations of the Support Condition
To describe our approach for addressing violations of the support condition given by (7), we first define some notation for various counts of observations. Let p(x) be an index of the possible values of x (p = 1…P), and let q(z) be an index of the possible values of z (q = 1…Q) (note that we now explicitly treat x and z as discrete and finite-valued). For convenience, we will suppress the arguments of p and q and will express the weights as functions of q and p rather than of z and x. Then, define We first discuss adjustments to the * 3 z ψ weights and later how the results can be extended to adjust the 3 z ψ weights. When the sample analog of condition (7) To construct the 3 z ψ weights adjusted for violation of (7), start with the weights defined by (A15), subtract weights defined similarly to those defined in (A15) except that all "B" superscripts in (A15) and (A16) have been changed to "A," and add 1.
In addition to the reason discussed at the end of Section 3.1, these adjustments for violation of condition (7) create another possibility for generating negative weights, but in our experience this scenario has not been empirically relevant. In the empirical example we describe in Section 5, the adjustments for violation of the support condition produce no negative weights.
They also produce no negative weights if we reduce sample size to 1 percent of the underlying data, so that we are left with 21,497 observations and 7,560 possible unique values of the five covariates.
An Illustrative Example
To see how the adjustments described above work in practice, suppose that z and x can each take only two values and that the relative frequencies in group B are as follows: To get a sense of how our algorithm works by applying it to this example, we begin by performing both of the above adjustments (i.e., multiplying by both f 1 (p) and f 2 (q)), which yields the following matrix: After this step, in general some row and column totals may be correct, but the remaining totals will be too large. In this case, only the z = 1 column and x = 1 row totals are correct: the z = 1 column total matches that in Table A4 , while the x = 1 row total matches that in Table A5 . Our next step is to reduce weights if necessary in any rows with empty cells to correct the totals in those rows. In this case there is only one such row (x = 1), and no further adjustment to it is needed, but that will not typically be true in more complex cases.
Once the rows with empty cells have correct totals, our last step is to remove the excess weight from the row (or rows) with no empty cells, in such a way that the row total ( 
