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Let P = (Pl ,  P2 ,..., P~) and Q = (ql, q2 ,..., q~) be two complete probability 
distributions with strictly positive elements. The authors have established the 
inequality 
h. (P )  = /  .1 
i - -2  -~-~ / < \ 1 - 21-" 
~ =/= 1, (A) 
which is a generalization of Shannon's inequality 
-- Ep~log~p,  < -- EpKlogzq~.  
~=1 /¢=1 
(B) 
The importance of (B) is well known in coding theory. By defining a new 
measure of length, 
1 -- Y~=lP~/E~=tP,~ " 2 " - lm~ 
~( t )  = , t 4= 1, 
1 - -  21-~ 
a generalization of ordinary mean length, 
where Nl denotes the length of code word xi ; it has been proved that 
~( t )  > hdP  ). (c) 
Finally, an upper bound of .g°(t) has been discussed. 
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1. INTRODUCTION 
Let (/2, B,/z) be a probability space and 
A~ = Pl,P~ ,...,P~) = P: 0 < p,~, ~ p,~ = 1 , n = 2, 3, 4,..., 
,'¢~1 
~or(g ) = p / ,  ~or(P [] Q) = ~ p~q~ , 
K=I K=I 
F~(P II 9.) = ~ pJq~-~. 
K=I  
Now, let P 5An, Q if An. Then Kullback-Liebler's (1951) information is 
defined as 
~(P JJ Q) = i1 (P~, p2 P.] 
ql ,  q2 .... , %1' 
where 
~z 
(P~'P~ ..... P"] = Ep~log~ p'~ (1.1) 
I1 ql ,  q2 ,'", qn / q--~" 
By using Jensen's inequality, we see that I (P  It Q) >1" 0, so that 
" 1 (1.2) ~ P,~ 1°g2 ~< ~ P,~ 1og2 ~-- 
K=I  = 
The inequality (1.2) is known as Shannon's (1948) inequality and may 
be alternatively written as 
< H1 (1.3) 
ql, q2 ,'", qn ' 
where 
Hi(P1,  P~ .... , Pn) = Hi (P)  and qz, qe ,..-, qnz 
are Sharmon's entropy and Kerridge's (1961) inaccuracy, respectively. 
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Recently, Nath (1970) has proposed the foIlowing two generalizations of
Hlg  p l  , p~ . . . . .  Pn'~ . 
kq l ,q2 , . . . ,qn  1" 
Ho~ (Pi, P2 , ' " ,  Pn] = (1 - -  o0-~ iogs a,~,(P ]1 Q) ~x va 1 (1.4) 
ql, qz ,..., q# 
= 1-   o(PIIQ) 
ql, q~ ,"', qn/ 1 --  21 -~- '  c~ :/= 1. (1.5) 
Obviously, if p~ ---- q~ for all ~c = 1 to n, the above inaccuracies reduce to 
R6nyi's (1961) entropy H, (P ) -~ H~(p~ ,pz ,...,p~) and Havrda-Charwlt 
(1967) entropy hc,(P) ---- h~(pl, P2 ,-.., P~), where 
H~(p~, Pz ..... Pn) = (1 - -  ~)-~ log~ ~o~(P), ~ 4= 1, (1.6) 
h~(PI , P2 ..... Pn) = 1 - -  c%(P) 1 --21-~' ' o~ ~ 1. (1.7) 
Arimoto (1971) has introduced a new definition of information measures. 
The object of this paper is to study some generalizations of (1.2) and 
their applications in coding theory. 
It may be noted that 
l i~ h.(P) = lira 1H.(P) = H~(P), 
lim h~(P fl Q) = l!m H~(P ]t Q) = H~(P ]1Q). 
o~1 o~ 1 
2. A GENERALIZATION OF SHANNON'S INEQUALITY 
We give below a generalization of (1.2). For this we need some definitions. 
DEFINITION 1. Let (Pl ,  P~ ,..., P~) = P ~ A~. A probability distribution 
(ql , q2 ,..., %) = Q e A,~ is said to be a/3-power distribution derivable from 
P if there exists a real number ]3 such that q~ = p~), where 
(2.1) _ - -  wB(p), ~: = 1 to n. 
Whenever (2.1) is true, we shall write Q = p(m. 
DEFINITION 2. Let (Pl ,  P~ ,.'., P~) = P e A~ and (ql, qe ..... %) = Q e An. 
A distribution (rl ,  r 2 ..... r~) = R e A N is said to be (fl, 7)-power distribution 
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derivable from P and Q if there exist real numbers fi and 7 such that 
r~ = r~(fl, 7), where 
P~q~ K = 1 to n. (2.2) r~(fl, r) = ZLtp  ~qZ, 
Whenever (2.2) is true, we shall write R = R(e,~)(P, Q). Obviously, 
P(~) = R(~.o)(P, Q); Q(u) = R(o,,)(P, Q); 
P~+v) = R(~,~)(P, P). 
We prove the following. 
LEMMA 1. For any two probability distributions, P e A~, Q e An, 
where 
Proof. 
that 
h~(P) <~ h~(l~ 1[ Q), ~ c- 1, (2.3) 
~ -= R~,I_~(P, Q). 
Let 0 < ~ < 1. By using H61der's inequality, it easily follows 
F~(P IIQ) ~ 1, o < ~ < 1, (2.4) 
equality in (2.4) being true iffp~ = q~, x = 1 to n. Obviously, (2.4) implies 
w~(P) 
1 F~(P JI Q) ~ 1 --  w~(P), 0 < a < 1. (2.5) 
Since (1 --  21-~) < 0 whenever 0 < c~ < 1, a simple manipulation proves 
(2.3) for 0 < ~ < 1. 
The proof for 1 < ~ < oo follows on the similar lines. 
3. A MEASURE OF LENGTH 
Now we discuss an application of Lemma 1 in coding theory. Let us 
suppose that Pl ,P2 ,...,P~ denote the probabilities of n-input symbols 
which we want to encode in terms of symbols taken from the binary alphabet 
n A ~ (al ,  as) , it being assumed that p~ > 0 for ~ ~ 1 to n and ~=1P~ = 1. 
Let Ni denote the length of the code word corresponding to symbol x i . 
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Then, it is known (Feinstein, 1958) that there always exists a uniquely 
decipherable code with length N~ , N 2 ,..., N~ , iff 
D -v' ~< i. (3.1) 
/=1 
In general, there may be many different codes which satisfy (3.1). But 
it is customary to prefer that code which possesses the least mean length [
where 
n 
= Z p,N,. (3.2) 
i=1 
We introduce another measure 
where 
Obviously, 
- -  * l / - . i= l f i  
~(t )  = 1 - -21- '  , t # 1, (3.3) 
p~,)= P,' 
co,(P) " 
lim ~(t )  = L .  
t-*l 
Thus, ~-~°(t) includes [ as a special case. We prove the following. 
THEOREM 1. 
code satisfying (3.1), then 
I f  N1,  N z .... , Nn denote the lengths of a uniquely decipherable 
~( t )  >~ h~(P). (3.4) 
Proof. In (2.3), choose Q = (ql, q2 .... , qn) where 
2 -~ 
q~ - -  n -N-" (3.5) 
Ei=I 2 . 
With this choice, writing (2.3) in full, we get 
- -  (E~=lPK) (E i=1 ~ / /z_.K=le~ (3.6)  
1 - -21-~ " ~< 1- -21-*  
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Using (3.1), it follows in both cases, namely, 0 < t < 1 and 1 < t < 0% 
that 
~.W(t) >~ ht(P ). 
For t ~ 1, the result is well known. 
It is clear that equality in (3.4) is true iff 
2-N, 
Pi = n 2_n,, 
which implies that 
log s P~ = N~ + log s 2 -Ni 
Thus, it is always possible to have a code word satisfying the requirement 
logs ~< N, < logs p--~ + 1, (3.7) 
which is equivalent to 
1 2 
p-~. ~< 2 N' < ~-~. (3.8) 
4. AN UPPER BOCND FOR ,~(t) 
From (3.4), it is clear that h,(P) is the greatest lower bound of ~e(t). For 
t > 1, it is possible to give an upper bound also. For 0 < t < 0% t :~ 1, 
it is possible to derive an inequality. For t = 1, we know already that 
Hi(P) < £ < HI(P ) + 1. We prove the following. 
THEOREM 2. For a uniquely decipherable code satisfying (3.1), 
(2 ~-1) Se(t) < 2' --  cot(P), t > 0, t v~ 1. (4.1) 
Proof. From (3.8), it is clear that pK2 N~ < 2. Consequently, 
pK*" 2 (~-l)u~ < 2*" 2 -Nx. (4.2) 
Summing both sides with respect o ~ from 1 to n and using (3.1), (4.2) 
gives 
~p* .2(t-gn~ < 2 ~ 
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from which it follows that 
1 - -  E,~=lP,~ < 1 - -  2 - t -  p , , t  (4 .3)  
n , . 2(t_l)N~ ~2K=lPK K=I 
From (4.3) and (3.3), (4.1) follows immediately. If t > 1, then 2 ~ - -  2 > 0. 
Hence, 
2t - -  c~t(P) (4.4) 
~g°( t )< 2 ~-2  
The upper bound in (4.4) is certainly greater than unity. However, as t ~ oo, 
~(t ) - -~ 1. 
Since ht(P) is not an additive functional, the coding theorem for noiseless 
channels does not follow in the usual way. We hope to discuss the coding 
theorem for noiseless channels and other related results elsewhere. 
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