ABSTRACT In order to solve the system identification problems, the normalized least mean absolute deviation (NLMAD) algorithm was developed as an effective and robust method. In this paper, aiming at the system identification problems with sparsity characteristic, and taking the advantage of the NLMAD algorithm to suppress impulsive output measurement noise interference, we introduce the L 1 -norm as a sparse penalty constraint into the NLMAD algorithm to design a robust sparse adaptive filtering algorithm. Furthermore, considering the biased estimation caused by the input noise, we employ an unbiasedness criterion to derive an effective bias-compensated vector which can compensate the bias efficiently for the proposed sparse NLMAD algorithm. The desirable performance of the new method is measured with simulations of two stages. The proposed bias-compensated sparse NLMAD algorithm achieves better performance compared to other existing methods in both stages. Simulation results demonstrate the excellent performance of the proposed algorithm in solving sparse system identification problems. The promising results in this paper suggest that the bias-compensated sparse NLMAD algorithm may become a useful tool for system identification with noisy input and impulsive output noise.
I. INTRODUCTION
Least mean square (LMS) and its variants [1] - [3] have been widely applied to system identification (SI) and channel estimation [4] because of their low computational complexity and ease of implementation. The LMS algorithm performs well in the Gaussian noise environments as expected. The assumption of Gaussian noise however does not usually stand, i.e., the noise is decidedly non-Gaussian in practice, such as car ignition noise, man-made noise, and so on [5] - [7] . Therefore, the performance of the LMS algorithm will be badly influenced by the non-Gaussian noise (especially impulsive noise with heavy tails [7] ). To suppress non-Gaussian measurement noises, various robust adaptive filtering algorithms (AFAs) have been developed in [8] - [15] .
In particular, the least mean absolute deviation (LMAD) is an effective and popular method. Further, the normalized LMAD (NLMAD) algorithm was proposed in [11] to overcome the drawback of the LMAD algorithm, which is difficult to choose a proper step size to ensure the stability. They perform well with non-Gaussian output noise, whereas the input noise is not considered in these approaches.
The input signal may be also polluted by noise in practical situations. However, in these cases the traditional AFAs cannot achieve the consistent unbiased estimate of the filter parameters. In order to improve the performance of the AFAs with noisy input, the bias-compensated AFAs, such as bias-compensated LMS [16] , [17] , recursive least square (RLS) [18] , [19] and affine projection algorithm [20] , have been developed in recent years. Those algorithms can reduce the noise induced bias, and ultimately obtain an unbiased estimation when the input noise is known or can be estimated. Although the bias-compensation based AFAs can achieve unbiased estimation with simple computations, they may perform undesirably when the output measurement noise with impulsive characteristic occurs.
On the other hand, the sparse system is one common system model in practical engineering (for example, underwater acoustic channel, network echo channel and so on [21] - [24] ) whose impulse response consists of considerable near-zero coefficients and very few large coefficients. However, the sparse property of a system is not considered as a prior knowledge in the aforementioned LMAD, NLMAD, and bias-compensated AFAs, which means they usually show poor performance in sparse system identification (SSI) problems. In recent years, several sparsity-aware AFAs were proposed in [25] - [28] to improve the filter performance for SSI. The main idea of these methods is to introduce the L 0 -norm [29] , [30] into the original AFAs as a sparsity constraint to improve the performance. The optimization of the L 0 -norm is a NP-hard problem, thus some approximation functions of L 0 -norm are usually utilized in practice (such as L 1 -norm [31] - [33] , reweighted L 1 -norm [34] , correntropy induced metric [35] - [37] and so on). Particularly, the L 1 -norm was utilized as a sparsity penalty term to develop the zero attracting AFAs, which is a widely known approximation with simple structure and excellent performance.
In this work, we focus on developing a robust bias-compensated AFA to address SI problems with noisy input in impulsive output measurement noise environments. Taking advantage of the NLMAD, we introduce an unbiasedness criterion into the NLMAD algorithm to develop a bias-compensated NLMAD (BCNLMAD) algorithm to reduce the input noise induced bias. A brief version of this work was presented in [38] . Considering the SSI problems, we develop a bias-compensated sparse NLMAD algorithm (ZABCNLMAD) with L 1 -norm to identify the system parameters in input noise and non-Gaussian output noise situations.
The rest of this paper is organized as follows. In section II, the NLMAD algorithm is briefly reviewed. In section III, we introduce the L 1 -norm into the NLMAD algorithm to develop a sparsity-aware version (named ZANLMAD algorithm) in subsection A. Further, in subsection B an unbiasedness criterion is introduced into this sparse version to develop the bias-compensated sparse NLMAD algorithm (ZABCNLMAD). In section IV, the simulation results are presented to demonstrate the performance of the developed algorithms. Finally, section V gives the conclusion of this work.
II. THE NORMALIZED LEAST MEAN ABSOLUTE DEVIATION ALGORITHM
In this section, a common system identification case is considered as shown in Fig. 1 to review the NLMAD algorithm. The adaptive filter attempts to estimate a desired response 
where
T is the unknown weight vector with L-tap to be estimated, and v(i) denotes the output measurement noise at time index i. Thus, the output error is
T is the adaptive filter weight vector.
In general, the above adaptive system identification problem can be solved by minimizing the following p-norm cost function
where 
Then, we obtain the following update equation using gradient descent algorithm as
where µ denotes the step size which should be appropriately selected to balance convergence rate and residual mean square error, and sign(·) denotes the sign function. The equation (5) is the update of the least mean p-norm algorithm (LMP) [9] . In order to improve the convergence rate and steady-state performance, the normalized LMP (NLMP) algorithm was proposed in [11] and the update equation is
where ||·|| p denotes p-norm operation and ε is a small positive value to prevent the denominator to be zero. For a special case, we obtain the well-known normalized least mean absolute deviation algorithm (NLMAD) algorithm when p is 1 in (6). Thus, the equation (6) becomes
The NLMAD algorithm has been applied extensively in SI problems with non-Gaussian noise. In this work, we mainly develop a bias-compensated sparse NLMAD algorithm to improve the estimation performance of the NLMAD when the system is subjected to be sparse with noisy input.
III. BIAS-COMPENSATED SPARSE NORMALIZED LEAST MEAN ABSOLUTE DEVIATION ALGORITHM
Sparse estimation can be rewritten as the following combinatorial optimization problem
where || · || 0 denotes the L 0 -norm, which equals the count of the non-zero elements of w. and d are input matrix and desired output vector respectively. Unfortunately, the optimization problem for L 0 -norm criterion is non-convex, thus the problem is usually transformed into an easier convex form by replacing the L 0 -norm criterion with the L 1 -norm.
This L 1 -norm relaxation has been utilized in sparse model selection in statics via the least-absolute shrinkage and selection operator algorithm [39] , and it has been employed to design different sparse AFAs. In this work, we propose the sparse NLMAD algorithm with the L 1 -norm, and it is derived by minimizing the following instantaneous cost function as
where γ is a parameter adopted to govern the tradeoff between sparsity and estimation error. ||w(i)|| 1 denotes the L 1 -norm of the weight vector and is defined by
The aim of adaptive filtering algorithm is to achieve the system coefficient vector, which minimizes the cost function J s (e(i)). To this end, the derivative of the cost function J s (e(i)) with respect to w(i) should be computed. However, the L 1 -norm term ||w(i)|| 1 in (10) is non-differentiable at any point wherever w k (i) = 0. For this problem, a substitute for the gradient in the case of non-differentiable convex functions such as ||w(i)|| 1 here is given by the definition of the subgradient [39] , [40] . Let f (ϕ) : R N → R denote a convex function. There may exist many valid subgradient vectors at any point where this function is not differentiable. The set of all the subgradients of the convex function f (ϕ) is called as ∂f (ϕ). Consider the case where the convex function f (ϕ) can be written as the pointwise maximum of a set of subgradient and convex function (ϕ, z),
The subgradient at any point for f (ϕ) is calculated by forming the convex hull of the union of the gradients to achieve the maximum at this point. This result can be written as
The L 1 -norm function f (ϕ) = ||f (ϕ)|| 1 can be expressed as the maximum of a total of 2 N linear functions
When we apply the result (13) into (14), it follows that the subgradient for ||ϕ|| 1 can be calculated as
Hence, the k th element of the subgradient for ||ϕ|| 1 can be written as the below form
For any element with ϕ k = 0 in the vector ϕ, the subgradient is a single vector. For any point with ϕ k = 0, there is a valid subgradient vector with its k th equal to zero, since |d| = 0 is allowed on the second line of (16) . Based on these results, we can state that a valid subgradient vector for ||ϕ|| 1 is given as below
We denote a subgradient vector of the function f (ϕ) as
A subgradient vector is an element of the subgradient set. Thus, ∇ S f (ϕ) ∈ ∂f (ϕ), acting possibly on a vector, denotes the component wise sign function
Combining (17) and the chain rule for subgradient of an affine transformation of a convex function will lead to one valid subgradient vector for ||w(i)|| 1 , which can be written as follows
Accordingly, using (17) we can write one valid subgradient vector of the penalized cost function J s (e(i)) in (10) with respect to the weight vector as
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where ρ = µγ denotes a regularized parameter. This sparse NLMAD algorithm with L 1 -norm criterion is named ZANLMAD.
B. BIAS-COMPENSATED SPARSE NLMAD ALGORITHM
In this section, we further consider a system model with noisy input as shown in Fig. 2 to develop a bias-compensated sparse NLMAD algorithm. Compared to the model in Fig. 1 , both input and output are polluted by noise in this model. In this system, a noisy input vector is defined as
T is the input noise vector, and v in,l (i)(l ∈ [1, L] ) is the input noise signal with zero-mean and variance σ 2 in . The σ 2 in should be estimated by some known information in practice. This problem is beyond this work, for which we generate the input noise variances known as priori knowledge. To develop the BCNLMAD algorithm, the following assumptions are given as (i) The random variables u(i), v in (i), and v(i) are independent.
(ii) u(i) andw(i) are uncorrelated. u(i) and v(i) are also uncorrelated, where v(i) is zero-mean.
These assumptions are also extensively used in biascompensated based AFAs [41] - [44] . Thus, the error signal e(i) is substituted as
for which the equation (21) will cause a biased estimate. The objective of this part is to develop an unbiased NLMAD algorithm to address the biased estimation problem in (21) . A bias-compensated vector B(i) is introduced in (21) as
We further define the weight estimation error as
Then, combining (24) and (25), we have the following recursioñ
Because the vector compensates for the bias caused by the input noise, B(i) can be derived only when −ρsign(w(i)) in (26) is omitted as
If the −ρsign(w(i)) term is not eliminated in (26), the derived vector B(i) will compensate for the bias caused by both the input noise and this term. In order to derive the bias-compensated vector, there are some alternative criteria. A commonly used unbiasedness criterion is applied to achieve unbiased estimation as
This proposed criterion provides unbiased estimate of the parameter in the noisy input circumstances [17] , which is based on a desirable result ''Sincew(i) goes to w o through the adaptive filter generally, it is ideal thatw(i) approaches zero in the steady state''. Because the noisy input signal u(i) can be measured easily, it is assumed that the input signal is known. By taking expectation on both sides of (27) for the given u(i) and assuming E(w(i)| u(i)) = 0, we have
Combining (28) and (29), we obtain the following condition as
E(B(i)| u(i)) = −µE sign( e(i)) u(i)
According to the analysis in [45] , for a small and constant step-size µ, the following approximation holds as
where σ 2 e (i) is the variance of the error signal. Using this fact and combining (29) and (30), we can rewrite the expectation part in the right side of (31) as
In ( 
(i). Now, using assumption (i), (ii) and (16), we obtain

E u(i)e(i)
|| u(i)|| 1 1 + ε
and
Then, combining (30) , and (32)-(34), we have
E(B(i)| u(i))
= µσ
Using this result in (36) and stochastic approximation [17] , [44] , we obtain the bias-compensated vector as
By substituting (37) into (27) and (26) respectively, we obtain the bias-compensated update equations as
Thus, the main parts of the bias-compensated NLMAD (BCNLMAD) and bias-compensated sparse NLMAD (ZABCNLMAD) are represented in (38) and (39) respectively, and we summarize the two algorithms in Table 1 . Remark: In recent years, some available estimation methods for the σ 2 v in have been proposed by researchers, which can be reviewed in [46] in detail. In this paper, we use the method with accurate estimation performance proposed in [47] to estimate the variance of the input noise and the variance of VOLUME 6, 2018 the error signal σ 2 e (i). They are computed as follows
where the parameter ς is a forgetting factor and κ denotes an input-output noise ratio, which is assumed to be available [46] .
IV. SIMULATION RESULTS
In this section, we perform simulations to demonstrate the performance of the proposed BCNLMAD and ZABCNLMAD algorithm compared with several existing algorithms including LMAD, NLMAD, and ZANLMAD with output measurement noise of non-Gaussian character. The input signal is one mean and unit-variance, and the input noises are also generated by a white zero-mean Gaussian random sequence. In the following simulations, the output noise is generated by α-stable distribution to illustrate the robust performance of the proposed algorithms, whose characteristic function is defined as
in which
with characteristic exponent (0 < α ≤ 2), skewness (−1 ≤ β ≤ 1), scale parameter (0 < γ < ∞) and location parameter (−∞ < δ < ∞). In this paper, the parameters vector of the characteristic function is defined as V α−stable (α, β, γ , δ). The parameter settings in the following simulations are abide by to achieve optimal performance for each algorithm. 500 Monte-Carlo simulations are operated to obtain the mean square deviation (MSD) result which is defined as
In this simulation, we only compare the performance of the proposed BCNLMAD algorithm with the LMAD, and NLMAD algorithms with a FIR SI problem. The impulse response of a FIR system is set as
First, we show the convergence performance of the proposed algorithm in term of the MSD. The step-sizes are set at 0.02, 0.09, and 0.07 for LMAD, NLMAD, and BCNLMAD respectively, which are selected that they can obtain almost the same initial convergence speed. The input noise is set to be stationary white noise with variance σ 2 in = 0.25. The forgetting factor ς is set to 0.95. The parameter vector of the output noise is set to V α−stable (1.2, 0, 0.1, 0). ε is set to 0.01 for NLMAD and BCNLMAD. The initial value of σ 2 e | u is 0.001, and the input-output noise ratio κ is set to 0.0001. The simulation results are illustrated in Fig. 3 . One can observe that all algorithms can perform convergence property in this case, whereas the BCNLMAD shows excellent steady state performance in accuracy compared with other methods. Further the advantage in terms of MSD of BCNLMAD compared to NLMAD reaches 5 dB. These results confirm that the BCNLMAD algorithm exhibits a significant improvement in robust performance in input noise and impulsive output noise environments.
Second, we compare the steady-state performance of the proposed algorithm with non-bias-compensated algorithms with different input noise variances (0.25, 0.45, 0.65, 0.85, and 1). The simulation settings are the same as the first. The last 200 iterations results at final state are averaged to compute the steady-state MSD (ssMSD) as shown in Fig. 4 . One can observe that the proposed BCNLMAD algorithm outperforms the original algorithms NLMAD and LMAD with the different input noise variances.
In addtion, we examine the robust performance of the BCNLMAD algorithm. The larger γ value in α-stable distribution will result in stronger impulsive effect. Thus different γ values (0.1, 0.2, 0.3, and 0.4) are utilized to generate gradually enhancing output noises in order to evaluate the robustness. The convergence curves are illustrated in Fig. 5 . We clearly see that the steady-state performance becomes worse with the γ increasing, whereas the BCNLMAD algorithm still performs convergence performance with every γ value.
B. STAGE 2
In this stage, we further measure the performance of the proposed ZABCNLMAD compared with LMAD, NLMAD, BCNLMAD, and ZANLMAD algorithms, respectively, in a SSI case with impulsive output noise. Here, we define the sparse rate (SR) of a sparse system as
where N non−zero is the number of the non-zero tap in w o . In the following simulations, the input noise variance is the same as the first in Stage 1. First, we investigate the convergence performance of the proposed methods with impulsive output noise, where the noise parameters vector is set to V α−stable (1.2, 0, 0.1, 0). The considered sparse system is a 30-tap channel with three non-zero taps located in the positions (15, 20, and 30) , which means the SR = 3/30. The step sizes are set to 0.01 for LMAD, 0.28 for NLMAD and ZANLMAD, 0.21 for BCNLMAD and ZABCNLMAD, respectively. The parameter ρ is 0.0001 for ZANLMAD and ZABCNLMAD, and ε = 0.01. All values are set by scanning for the best results. The average convergence curves in terms of the MSD are shown in Fig. 6 . One can see from the simulation result that the sparse-aware algorithms (including ZANL-MAD and ZABCNLMAD) can achieve better steady-state performance than the LMAD and the original algorithms (NLMAD, BCNLMAD). In addition, we see that the proposed ZABCNLMAD algorithm outperforms other algorithms, because the bias-compensated term corrects the error caused by the input noise and the prior knowledge of the sparse system is involved in the sparse penalty term. This result is exactly what we desire.
Second, we consider a time-varying system to investigate the convergence performance of the proposed methods. The system model has a sparsity of 3/30 during 1 to 1000 iterations, while the SR changes to 6/30 in the iterations from 1000 to 2000. All parameters are set to the same as the first simulation. The average convergence curves in terms of the MSD are shown in Fig. 7 . It is observed that the sparse-aware algorithms achieve lower steady-state MSD than the other non-sparsity algorithms when the channel system is very sparse (before the 1000 th iteration). In addition, ZABCNLMAD obtains the lowest MSD. After the 1000 th iteration, as the number of non-zero taps increases to 6, the proposed ZABCNLMAD maintains the best performance among all algorithms. This result verifies that the proposed ZABCNLMAD algorithm has a desirable tracking ability. Third, we further study the effect of the parameter ρ (0.0001, 0.0005, 0.001, 0.005, 0.01, and 0.05) on the proposed ZABCNLMAD algorithm. The other parameters are the same as the first. The convergence curves are shown in Fig. 8 . This result expresses that the optimal performance in terms of the ssMSD is obtained when ρ is 0.001. Meanwhile, we see that the performance becomes unacceptable when ρ is 0.01. Hence, how to select the comfortable parameter ρ is an interesting research topic in the future.
Finally, we perform simulation on sparse echo channel estimation to evaluate the performance of the proposed BCNLMAD and ZABCNLMAD algorithms. The echo path commutes to a channel with length M = 1024 and 52 nonzero coefficients. This artificial echo path, which is presented in Fig. 9 , is referred as the sparse echo channel. The input signal is a fragment of real speech for 2s sampled at 8kHz. We set the step size to 0.0002 for LMAD, 0.3 for NLMAD, ZANLMAD, BCNLMAD, and ZABCNLMAD respectively. The regularized parameter ε = 0.01 for NLMAD related algorithms. The parameter ρ = 0.00001 for ZANNLAD and ZABCNLMAD. The convergence curves are shown in Fig. 10 . According to this result, the ZABCNLMAD achieves the best performance in this practical situation compared with other algorithms.
V. CONCLUSION
To address the sparse system identification problems, we introduce the L 1 -norm into the NLMAD as a sparse penalty constraint to develop the sparse NLMAD algorithm. Furthermore, considering the noisy input cases, a reasonable bias-compensated vector derived from an unbiasedness criterion is introduced in the sparse NLMAD algorithm to develop a novel bias-compensated sparse NLMAD algorithm (called ZABCNLMAD). Simulation results demonstrate that the proposed bias-compensated algorithms can exhibit lower steadystate error than other non-bias-compensated algorithms in noisy input cases. Particularly, the ZABCNLMAD algorithm can achieve excellent performance in sparse system identification problems with noisy input. 
