We present a theory and algorithm for detecting and classifying weak, distributed patterns in network data that provide actionable information with quantifiable measures of uncertainty. Our work demonstrates the effectiveness of space-time inference on graphs, robust matrix completion, and second order analysis for the detection of distributed patterns that are not discernible at the level of individual nodes. Motivated by the importance of the problem, we are specifically interested in detecting weak patterns in computer networks related to Cyber Situational Awareness. Our focus is on scenarios where the nodes (terminals, routers, servers, etc.) are sensors that provide measurements (of packet rates, user activity, central processing unit usage, etc.) that, when viewed independently, cannot provide a definitive determination of the underlying pattern, but when fused with data from across the network both spatially and temporally, the relevant patterns emerge. The approach is applicable to many types of sensor networks including computer networks, wireless networks, mobile sensor networks, and social networks, as well as in contexts such as databases and disease outbreaks.
INTRODUCTION
We present an approach for detecting distributed patterns in sensor networks. The patterns of interest are both weak and distributed across the network so that they are inherently undetectable at the level of an individual node. Only when data is aggregated across the network both spatially and temporally, and appropriately analyzed are the relevant patterns revealed -an approach we refer to as space-time signal processing.
We emphasize that we do not address the problem of detecting patterns that are enumerated a priori in a catalog, or described by a set of well-known markers or signatures. That scenario reduces to a problem of "template matching", "pattern recognition", or "signature identification"
1 and is not treated here. Rather, we study the more subtle problem of uncovering patterns that are not specified at the outset. Consequently, this more delicate problem requires a more careful analysis of the data. Our approach seeks to detect abnormal conditions occurring in the network through analysis of time series correlations. During a distributed attack, the time series at any given link or node may not be suspicious or unusual, but when examined in the context of multiple correlated links with respect to current and past network conditions, the distributed pattern appears as a discernible anomaly. In this way, we address the problem posed by the network administrator who exclaims: "I don't know what I'm looking for, but I'll know it when I see it."
At the outset, we must clarify that detection of distributed patterns does not in and of itself constitute detection of attacks -patterns do not necessarily imply malicious behavior. By design, our goal is not to assign value judgements to network behavior in order to determine whether actors are bad, nor do we provide a long list of semantic rules for identifying malicious intent. Such an approach is easily foiled by any malicious behavior that has not yet been added to the list. Rather, we sift through large amounts of raw data in order to pinpoint unusual patterns of behavior that are out of step with the norm. Detection of these abnormal conditions can trigger measures to mitigate potential attacks, and can invoke network management responses to better diagnose network problems and meet quality of service targets. Fast identification of geographically distributed links and nodes related to the same abnormal condition can lead to more focused and effective counter-measures. Following this approach, our answer to the network administrator who is discouraged by the deluge of data, may be as follows: "We have carefully analyzed all the data from across the entire network and have identified unusual correlated activity on these three nodes. Please will you examine these nodes further to ensure that they have not been compromised."
Before we can make any rigorous statements about pattern detection, a mathematical definition of "pattern" is required. We introduce a definition of pattern based upon notions of low-rank and sparsity. Data collected from multiple sensors across a network is flagged as patterned if correlations between the sensors are well-approximated by a low-rank matrix. The implication is that the network data admits a low-dimensional description. Moreover, we allow for anomalous behavior that is characterized by correlations shared by only a sparse subset of the sensors, and does not conform to this low-rank background correlation.
Our approach leverages recent advances in compressed sensing, 2 matrix completion, 3 robust principal component analysis, 4, 5 and simple model discovery. 6 A common theme to all these areas is recovery of low-rank and sparse structures from surprisingly few linear measurements. When coupled with our definition of a distributed pattern, we are able to harness powerful results recently developed in these fields for the purpose of pattern detection on networks. We extend current algorithms for decomposing data into low-rank and sparse constituents 7 to include noisy data. The essential added ingredient is a formulation that allows for pointwise inequality constraints, that in turn allows for denoising of data subject to specified noise thresholds.
We anticipate that the mathematical framework and algorithms developed herein will be applicable to very general classes of sensor networks including networked infrastructures, electrical grids, computer networks, aerial surveillance networks, disease outbreaks, and social networks. We focus on computer networks as a key motivating application area; however, we do not make any assumptions or heuristic arguments that are specific to computer networks -the mathematical principles are immediately transferable to other types of networks.
We begin by considering a data matrix Y ∈ R m×n . Each of the rows of Y represents a time series of measurements of length n. Herein, we will consider normalized data matrices where
for some original raw data matrixỸ with mean µỸ and standard deviation σỸ . We define a sensor network as a graph in which the vertices are sensors that provide measurements that fill the rows of Y . We then solve a convex optimization provided by matrix decomposition theory applied to the cross correlation matrix, Y Y T , that resolves Y into a latent signal model, and thereby reveals low-rank and sparse components.
In summary, we present a mathematical approach for pattern detection in sensor networks that recovers structure in the underlying dependencies through analysis of covariance matrices. We have detected distributed patterns that are not prescribed a priori, and are not detectable at any individual node. Herein lies the core of our approach: to develop a theory, an algorithm, and an implementation for revealing patterns in network data and provide actionable information with quantifiable measures of uncertainty.
The focus of this paper is a description of the mathematical underpinnings of our proposed algorithms. For a more detailed demonstration of the algorithms on measured data from the Abilene Internet2 network one can look to the companion paper. 8 The authors gratefully acknowledge the support of Air Force Office of Scientific Research STTR Contract Number FA9550-10-C-0090 in this research.
METHODS, ASSUMPTIONS, AND PROCEDURES
Here we present the key approaches that frame and motivate our work in pattern detection.
Time Series on Graphs
We define a sensor network as a graph in which each of the nodes is a sensor measuring a (real) vector-valued time series. A cartoon of such a network is shown in Figure 1(a) . In the sense of Information Assurance on a computer network, 9, 10 the measured time series might represent port activity, CPU load, packet rates, password failures, etc. For example, the period of high packet rate on the left followed by two periods of low packet rate and then four more periods of high packet rate correspond to the daily ebb and flow of Internet traffic (the two periods of low packet rate being Saturday and Sunday). This particular pattern serves as a reminder that not all patterns are attacks.
More precisely, we are given a graph G = {E, V } with a set of edges, E, and a set of vertices, V . We assign to each vertex v i ∈ V a discrete vector-valued time series y i ∈ R li×n . Thus, the sensor at v i collects a vector-valued measurement of dimension l i and duration n. We then construct a signal matrix Y ∈ R m×n by concatenating all the vector-valued time series from all the nodes:
where the number of rows in Y is m = |V | i=1 l i , and the number of columns in Y is the number of discrete time intervals for which data was collected. The matrix Y therefore has rows that are time traces of a particular quantity of interest (the CPU load of node i, for example), and has columns that provide a spatial snapshot of the state of the network at a particular time. An example Y shown in Figure 1 (b) contains the packet loads measured for one week across each link in the Abilene Internet2 Network. Figure 1 (b) already suggests the existence of interesting patterns. The oscillatory nature of the packet activity indicates preference for diurnal activity on weekdays. Our goal is to uncover more subtle patterns and dependencies with respect to coordinates that are not specified beforehand.
Latent Signal Models
We begin by making the ansatz that our signal matrix, Y , obeys a latent time series model. The key modeling principle is that the rows of Y are in fact linear combinations of underlying fundamental processes that are uncorrelated (or nearly uncorrelated). In particular, we assume that the raw data matrix, Y , is composed as follows:
where A ∈ R m×k is dense but low-rank, B ∈ R m×l is sparse, and the matrices U ∈ R k×n , V ∈ R l×n , and N ∈ R m×n have mutually orthogonal rows.
The structure of the model is perhaps best communicated by considering the shapes and properties of the various matrices involved. In this light, we write the latent signal model as:
each row is an uncorrelated underlying process
The idea of this decomposition is to write Y as a linear combination of mutually uncorrelated time traces that represent the core contributing sources to each of the measured time series. The spirit of our approach is to simultaneously determine those nodes whose behavior is well-explained by the behavior of all their peers, as well as those nodes that appear to be affected by an unusual underlying process that is outside the mainstream. In effect, our ansatz comprises the following structure:
AU : Since A is dense, each row in AU is a linear combination of all the underlying processes in U . Thus, U contains the (few) uncorrelated underlying processes that affect all the nodes in G. The ebb and flow of diurnal activity that affects all nodes is an example of such a process and would appear as a row in U .
BV : Since B is sparse, each row in BV is a linear combination of only a few of the underlying processes in V . Thus, V contains the uncorrelated underlying processes that simultaneously affect only a small subset of the nodes in G;
N : N models the underlying processes that influence individual nodes of the graph G independently, and consequently does not represent any distributed behavior.
It is easy to show that any matrix Y ∈ R m×n can be decomposed as in (2) by computing its Singular Value Decomposition (SVD), Y =ÛΣV T . One can then set A =ÛΣ, U =V T , and B, V, N ≡ 0 to produce a decomposition. In fact, given any desired B, V, and N , one can produce such a decomposition of Y using the SVD of (Y − BV − N ). Similarly, given any desired A, U, and N , one can also produce such a decomposition of Y by way of the SVD of (Y − AU − N ). What is more interesting, and not possible generically, is to produce a decomposition of Y where simultaneously A is low-rank and B is sparse. Accordingly, we define a matrix Y to be patterned when it is possible to produce a decomposition of Y where A is low-rank and B is sparse simultaneously.
Definition 2.1 (Patterned Data). A data matrix Y ∈ R
m×n with m ≤ n is said to be (k, s)-patterned if there exists a decomposition of Y as
where all the rows of U and V are mutually orthogonal, A has rank k, and B is s-sparse with k + s 2 < m.
Every matrix has such a decomposition for k+s 2 = m. However, the set of matrices with such a decomposition for k+s 2 < m has, in the appropriate sense, zero measure. Generically, matrices are not patterned so the detection of a patterned matrix is indicative of unusual underlying structure.
Of course, the inclusion of noisy measurements may obscure the presence of an underlying pattern. The method we propose uses matrix completion and inequality constraints to explicitly account for uncertainty in the measurements, and thereby allow detection of patterns corrupted by noise. We require only that the streams of noise added to each trace are uncorrelated -there is no requirement on the size of the noise. (Note that if components of N are correlated, those components will appear in U or V ). Accordingly, for noisy data we require that Y admits the decomposition,
where the rows of U , V , and N are all mutually orthogonal, i.e. each row represents an uncorrelated underlying process.
Definition 2.2 (Patterned Data with Noise).
A data matrix Y ∈ R m×n with m ≤ n is said to be (k, s)-patterned with uncorrelated noise if there exists a decomposition of Y as
where the rows of U , V , and N are all mutually orthogonal, A has rank k, and B is s-sparse with k + s 2 < m.
If Y contains purely uncorrelated data, than all the data can be represented by N -an uninteresting degenerate case. We will be interested in matrices Y for which nodes share background and anomalous correlation patterns resulting in nontrivial A and B matrices. We also note that our algorithm for computing this patterned decomposition can allow for the rows of U , V , and N that are only approximately orthogonal; the algorithm will allow a user-specified slackness in this constraint.
Principal Component Analysis (PCA) is a classical approach for uncovering low-rank structure in matrix data. 11 The idea is to compute the Singular Value Decomposition of the data matrix, and project the data onto only those singular vectors associated with the largest singular values. This approach provably provides the best low-rank approximation (in the sense of the Frobenius norm) to a given matrix. Unfortunately, it is well-known that PCA suffers when outliers are present -a single outlier can skew the approximated low-rank subspace arbitrarily far away from the true low-rank subspace.
12
Recent work in low-rank Matrix Completion (MC) and Principal Component Pursuit (PCP) allows for careful teasing apart of sparse outliers so that the remaining low-rank approximation is faithful to the true low-rank subspace describing the raw data.
5, 13, 14
There are two impediments to the direct application of these PCP algorithms in our context. First, while it is certainly the case that A being low rank implies that AU is low rank, it is not generically true that B being sparse implies that BV is sparse. Second, while PCP algorithms have been developed for the case of dense N with small entries, 14 we relax this assumption here. We only assume that the rows of N are (nearly) orthogonal, and not that the entries are necessarily small. We see in the next section how both of these impediments are overcome by using a second order analysis of Y .
Second Order Theory
We analyze the second order statistics of Y ∈ R m×n by way of its normalized correlation matrix, M ∈ R m×m , defined by,
There are several advantages to the approach of studying correlation matrices, Y Y T , as opposed to the data matrix, Y :
• First, m n so that spatial information is encoded in Y Y T in a highly compressed form -the matrix Y Y T is much smaller in size than the matrix Y . This is advantageous in Information Assurance domains 9, 10 where it is infeasible to communicate the entire data matrix Y across the network.
• Second, as we will show, M encodes a substantial amount of information about the interdependence among the rows of Y .
• Third, studying M provides some measure of noise mitigation as compared to studying Y . For example, if N consists of uncorrelated and identically distributed draws from a zero mean, unit variance Gaussian distribution, then N N T is approximately identity with off-diagonal entries whose size is of the order of
. In effect, the uncorrelated noise terms are significantly diminished in a second order analysis.
• Fourth, we shall show that recent techniques in matrix completion [13] [14] [15] allow for efficient analysis of large cross correlation matrices that due to constraints imposed by network topologies may be only partially observed.
Using our latent signal model (2) and the definition of the covariance matrix (3), we expand Y Y T to obtain:
Since, by assumption, U, V, and N are (approximately) orthogonal, we can cancel cross terms to write,
for (approximately) diagonal matrices Σ U U , Σ V V , and Σ N N . By formally setting L := AΣ U U A T , S := BΣ V V B T , and E := Σ N N , we can now make our notation consistent with the PCP literature and write,
What have we wrought? Generically, the observed data matrix M will have full rank m. It is easy to show that any such matrix can have its rank reduced to m − s by changing s 2 of its entries, but the set of such full rank matrices whose rank can be reduced to m − s by changing less than s 2 elements has measure zero. It is precisely these matrices -matrices whose rank can be considerably reduced by changing only a few entriesthat we define as patterned. The implication is that the data is not simply independent noise, but rather that the data is influenced by a few pervasive underlying processes. 
where E is diagonal, L has rank k, S is s-sparse, and k + s 2 < m.
In practice, we may allow for small off-diagonal terms in E to account for the fact that the underlying processes may be only approximately orthogonal.
Note how the definition of a patterned second order matrix M implies the existence of first order patterned matrix, Y . That is, the existence of low rank L implies the existence of a low rank A, and the existence of a sparse S implies the existence of a sparse B. There is substantial information about patterns encoded in the highly compressed M . What remains is to describe theory and algorithms for recovering that information in the presence of noisy measurements.
Theoretical Background for Matrix Decomposition
Our analysis entails decomposing M = Y Y T into a low-rank part that indicates the presence of a pervasive lowdimensional pattern affecting the entire network, and a sparse part that indicates sparse correlations between a few nodes that are anomalous when compared to the ambient background correlation. Consequently, in the matrix decomposition problem, we are given a matrix M 0 that is formed by
where L 0 is low-rank and S 0 is sparse, and we are asked to recover L 0 and S 0 . In this section, we use the "(·) 0 " subscript to denote truth, as in the true L 0 and S 0 , while hatted quantities such asL andŜ denote quantities we recover from the given data using our algorithm. Our program is to show that, under relatively mild conditions on identifiability, the algorithms are faithful, meaning that,
with high probability, or at least that the error in recovery due to noise is bounded:
for some small δ.
At first glance, this problem may appear somewhat daunting. Given only an ostensibly full-rank matrix M 0 , we must tease out the underlying low rank matrix L 0 , and identify the sparse anomalies introduced by S 0 , without knowing a priori the true rank of L 0 , and without knowing the number or locations of the nonzero entries in S 0 . Furthermore, the nonzero entries in S 0 may be of arbitrarily large size. These difficulties may be further compounded by situations in which the presence of noise in the system adds small errors to each of the entries in M 0 . Even more difficult situations arise when only a small subset of the entries of M 0 (perhaps only twenty percent of the entries) are actually observed and recorded. This will be precisely the situation we encounter when we analyze real network data.
There has been a flurry of recent attention to matrix decomposition problems of this type and excellent progress has been made in the literature. We provide a brief overview of the main ideas in this field, and refer the reader to 3-6 for more details.
In the text that follows, · * denotes the nuclear norm, which is the sum of the singular values: if σ is the vector of singular values of matrix A, then
Also, we denote by P Ω (A) the projection of the matrix A onto the set of entries indexed by the indices in the set Ω. In other words,
Remarkably, Theorem 1.2 in 5 provides the following guarantee for matrix decomposition and recovery. If M 0 = L 0 + S 0 , and we are given only a subset of the entries of M 0 , denoted by P Ω (M 0 ), and if certain identifiability conditions on L 0 and S 0 are met; then, with high probability the convex program:
with λ = 1/ max(m, n) exactly recovers the low rank matrix L 0 , as well as the entries of the sparse matrix S 0 that are supported on the observed set Ω. * Thus, 1 -methods allow for the decomposition of a patterned correlation matrix into low-rank and sparse constituents even when the correlation matrix is only partially observed.
The general problem of minimizing rank and sparsity subject to constraints is in fact NP-hard and consequently computationally intractable. Relaxation from rank minimization to nuclear norm minimization, and from sparsity minimization to 1 -norm minimization as indicated in the objective in (8) results in a convex * Technical details of the theorem place conditions on the rank of L, the sparsity of S, and the size of the observed set Ω, and also requires that the columns of L are incoherent -meaning far from the standard basis, and that the nonzero entries in S are distributed uniformly in S.
optimization problem that can be efficiently solved, and that recovers the exact low-rank and sparse solution with high probability.
With regard to matrix decomposition, we must also address the question of stability. Are the methods of Principal Component Pursuit (PCP) for performing matrix decomposition into low-rank and sparse components stable to the addition of small but dense noise? Since we will be dealing with real-world data on real networks, we must embrace the fact that our measurements will contain noise in each entry. To that end, we are interested in recovering L 0 and S 0 from
where Z 0 is a dense matrix of small noise terms. We emphasize that we do not place any restrictions on the size of the uncorrelated noise streams (rows of the matrix N in (2)). The small noise terms that we are referring to here arise from the fact that the rows in U , V , and N may be only approximately orthogonal, leading to small nonzero off-diagonal terms in the correlation matrix, Y Y T . We are aided by the central result of 16 that shows that the error in the recovery of L 0 and S 0 in the presence of noise is bounded by the size of the noise. Hence, the presence of a small amount of noise does not cause catastrophic failure of the method. In the case of added noise, the convex program of interest is:
and the accompanying statement of recovery guarantees with high probability that the error is bounded by an error term proportional to Z 0 F . 16 For the case of partial observations, the associated convex program is: 
Extensions of Matrix Decomposition to Pattern Detection
The use of Principal Component Pursuit (PCP) for detecting patterns on networks in the manner we have described requires extensions to both the theory and the algorithms for solving the associated convex programs. We have extended PCP to the case where the magnitude of the noise is controlled entry-wise (or componentwise). Furthermore, we extend this idea of entry-wise control of the error to the case of partial observations. For this type of constraint, we must solve the convex program:
[Principal Component Pursuit with Entry-wise Noise and Partial Observations]
where is a given constant matrix of bounds on the magnitudes of the entry-wise error. In the context of sensor networks, the introduction of this entry-wise error control is motivated by the reality that we may receive data from heterogeneous sensors, and consequently, we may wish to ascribe different error tolerances to each sensor, or to each individual measurement. Perhaps more importantly, the use of component-wise constraints ensures that large sparse entries are individually dealt with and appropriately assigned to S. Otherwise, the use of a Frobenius type error norm has the effect that a large conspicuous spike is indistinguishable from small magnitude noise distributed uniformly over the dataset since the Frobenius norm effectively "smears" the energy from a single spike across all the entries. Hence, the use of an entry-wise constraint ensures that sparse spikes in the data are not tossed out with the low-level background noise.
One issue that should be addressed is the question of recovery. What theoretical statements can be made with regard to recovery and stability when solving (11) Suppose that L 0 is an m × m low-rank matrix that obeys the incoherence conditions stipulated in 5 . Suppose that S 0 is sparse and that the support set for the entries of S 0 is uniformly distributed. Suppose further that the set of observed entries, Ω, is uniformly distributed. Then, there is a numerical constant c such that with probability at least 1 − cm −10 for any Z 0 with |Z 0 | W , the solution (L,Ŝ) to the convex program (11) with
where C is a numerical constant, and δ := W ∞ .
The major elements of the proof are amalgamated from the separate proofs for the cases of (8) and (9) provided in 5 and. 13 The end result extends verification of stability in the presence of noise to the case of partial observations, by requiring more stringent incoherence conditions. The extension of the proofs to include component-wise noise constraints involves a simple invocation of equivalence of matrix norms and requires a small change to existing proofs.
The proof of Theorem 2.4 as provided in
5 is too lengthy and involved to include in this overview; however, key steps in the structure of the proof are as follows:
• First, it is established that the existence of a dual certificate with specified properties guarantees that the error in recovery is bounded.
• Second, an iterative procedure for generating a dual certificate with these properties is then provided using the "golfing" method of 17 .
• Third, assumptions about the incoherence conditions and the uniformly random support of S 0 and Ω are then used to show that the dual certificate produced by this iterative golfing scheme possesses the pertinent properties with high probability.
This proof format and rationale is now becoming somewhat standard in the nascent literature in this domain 4, 18 .
Algorithms for Matrix Decomposition
Algorithms for solving the matrix decomposition problem for M = L+S have been presented in 13 and 14 ; however, to our knowledge, no algorithms have been explicitly presented for dealing with the case of matrix decomposition with partial observations or entrywise inequality constraints. We have extended existing algorithms to efficiently deal with these cases. The use of entrywise inequality constraints is indispensable when dealing with noisy data. If a strictly equality-constrained algorithm is applied to noisy data, the resulting (L, S) decomposition is necessarily polluted with noise (there is nowhere else for the noise to go!), and in particular the sparsity of S and the low-rank structure of L are lost. Allowing for inequality constraints on each matrix entry provides sufficient slackness to denoise the resultingL andŜ, and remarkably clean and faithful decompositions are obtained.
We refer to the algorithm for solving equality-constrained PCP derived in 5, 7 as RPCA, while we refer to our algorithm for solving PCP in noisy environments using inequality constraints as eRPCA. In these acronyms, the RPCA stands for "Robust Principal Component Analysis", while the "e" in eRPCA is a reminder that inequality constraints are enforced with matrix .
Principal Component Pursuit (PCP) with Noise
The eRPCA algorithm is based upon an Augmented Lagrange Multiplier (ALM) method that provides an iterative procedure for updating both the solution and a Lagrange multiplier that enforces the constraints. An inner loop in the iteration requires an optimization of the Lagrangian with respect to both decision variables L and S. Using the structure of the subgradients for the · 1 , and · * norms, we perform this inner-loop optimization analytically, so that the overall optimization proceeds very quickly. Decomposition of a matrix with hundreds of thousands of entries requires a few seconds to compute.
In general, the ALM method is used to solve problems of the kind:
where f : R n → R is the objective function, and h : R n → R m encodes the constraints.
Before introducing the eRPCA algorithm, we first introduce some helpful notation. First, let S τ : R → R denote the shrinkage operator : S τ (x) := sign(x) max(|x| − τ, 0) , and extend it to matrices by applying it to each element. By extension, let D τ : R m×n → R m×n denote the matrix shrinkage operator, defined by:
where X = U ΣV * is any singular value decomposition of X. Also, we define an inner-product for matrices as A, B := tr(A T B).
We wish to solve:
Notice that the use of the shrinkage operator in the constraint encodes an inequality constraint on each matrix element. If the shrinkage operator returns the zero matrix for H, then the inequality constraint is satisfied. Notice also that the constraint is trivially satisfied for entries not in Ω.
Following the prescription for the ALM method, the corresponding Lagrangian for this problem is
and we must optimize this Lagrangian with respect to both decision variables L, and S. To do this, we adopt the alternating direction approach: we first minimize with respect to L (with S fixed), and then with respect to S (with L fixed). The secret sauce in the algorithm is the ability to compute these independent optimizations analytically so that they can be evaluated quickly at each iteration.
An outline for the eRPCA algorithm is provided in Algorithm 1. As has been noted by others in the literature, 6 the iterative Augmented Lagrange Multiplier approach is significantly faster and less memory intensive than second-order semi-definite program methods.
All that remains is to provide the description of the function Find Optimal S(M, L, , Y, µ) listed in the algorithm description. The purpose of this function is to find the value of S that minimizes the Lagrangian. This will require minimizing a function of the form, F : R m×n → R, defined by,
This is a scalar function of the entries in S. Furthermore, F is the sum of independent functions in each entry of S. By defining α := λ µ > 0, β ij := − 1 µ Y ij , and γ ij := M ij − L ij , we may write F as,
Thus, for each index ij, we must minimize the sum of an absolute value cone, a linear shrinkage operator, and a quadratic shrinkage operator with respect to S ij . Each grouping of these three terms can be minimized
Outline for the eRPCA Algorithm:
The following constants are provided in the problem data: the raw data matrix, M ∈ R m×n , the matrix of point wise error bounds, ∈ R m×n , the scalar weighting factor, λ ∈ R, and the set of observed indices, Ω. The algorithm will use the following internal variables: Y ∈ R m×n , L ∈ R m×n , S ∈ R m×n , µ ∈ R, ρ ∈ R and converged ∈ {True, False} which we initialize as follows:
, L = 0, S = 0, µ = 0.8 M 2 , ρ = 1.5, and converged = False. Then, we begin the following iteration:
While (not converged):
Algorithm 1: eRPCA independently to obtain the global minimum. To minimize each grouping of three terms efficiently, the algorithm considers the relevant piecewise intervals, and compares the minimum on each interval. Once we have obtained each entry in S ij independently, we then populate the optimal S matrix from these entries.
As an example, consider the case of minimizing the terms for the ij entry in S,
for problem data that fixes (for example) α = 1, β ij = 3, γ ij = 2, and ij = 3/4. A plot of this function for these particular values of α, β ij , γ ij , and ij is shown in Figure 2 . The absolute value term, the linear shrinkage term, and the quadratic shrinkage term are drawn with different line formats. When added together, their sum is shown in solid black. The dotted vertical lines indicate the intervals on which the sum is piecewise defined. The global minimum is obtained by computing the minimum on each of these intervals, and then comparing to obtain the global minimum. The interval on which the global minimum occurs changes depending on the relative values of α, β ij , γ ij , and ij . For this particular example, the minimum is found at S ij = −3/4.
RESULTS AND DISCUSSION

Tests on Synthetic Data
We provide here an initial demonstration of the new matrix decomposition algorithm eRPCA on a synthetic data problem. In order to visualize the results clearly for publication, we have chosen to work with relatively small correlation matrices (128 × 128) but we routinely compute using matrices of much larger size (512 × 512, for example). We have tested our algorithm extensively in a variety of scenarios, but in the interest of brevity we only show a small subset of our results here to illustrate the effectiveness of the algorithm.
We begin with an example displayed in Figure 3 where we apply the RPCA and eRPCA matrix decomposition algorithms to recover low-rank L 0 and sparse S 0 for a case in which there is no added noise, i.e. we are given M = L 0 + S 0 . As can be seen in the figure, both methods recover the singular values of L 0 and the entries in S 0 to within machine precision. Figure 4 begins to demonstrate the advantage of our approach for identifying patterns and anomalies in noisy measurement data. The Frobenius norm constrained RPCA fails to recover either L or S -the noise pollutes both the singular values of the recoveredL, and the entries inŜ. In contrast, the inequality constrained eRPCA algorithm still provides clean recovery. We also state without demonstration, that if we apply a projection operator, P Ω , to the data in addition to adding noise we again obtain similar results. The eRPCA algorithm perfectly recovers the singular values of L 0 , and the observed entries in S 0 . Clearly, no algorithm whatsoever can recover unobserved entries of S 0 .
We have also investigated the limits of our algorithm by increasing the sparsity of S, the rank of L, the size of the noise, and the number of missing entries. As expected, the algorithm fails as any combination of these 7. Derivation of Performance Bounds: Performance bounds provide key theoretical insights into the applicability of algorithms. For example, Cramér-Rao bounds in estimation theory, as well as more advanced techniques 19, 20 , allow one to conclusively state that certain problems are not solvable given the information at hand. It would be interesting to develop a similar theory for analogous problems in distributed pattern detection.
8.
Numerical Experiments on Regions of Recovery: While the topics mentioned in bullets 6 and 7 focus on important theoretical results, it is often the case that such theoretical bounds are not sharp. While they guarantee performance in certain parameter regimes they don't necessarily provide insight into other regimes. Accordingly, systematic numerical experimentation is often important to accurately determine an algorithm's basin of effectiveness.
9. Large-Scale Calculations: Advanced techniques in alternating augmented Lagrange multiplier methods, 7 and the closely related Bregman iteration schemes, 21 allow 1 problems with hundreds of thousands of unknowns to be efficiently solved. These efficient solvers can be combined with our theoretical work in noise mitigation to develop algorithms capable of simultaneously monitoring vast swaths of noisy real-world computer networks.
10.
Extensions to Other Networks: While developing algorithms and approaches that are applicable to computer networks has been our central goal, we contemplate many of our results in the more general context of space-time inference on graphs. Accordingly, our analysis and algorithms can be applied to other problem domains such as infrastructure (electrical, financial, etc.), social networks, and wireless networks, to name but a few.
As a final remark, we note that our current work applies matrix decomposition methods to the correlation matrices of the form Y Y T , but there is nothing preventing the application of these ideas to a much wider problem domain. In particular, further efforts will extend the linear relationships implied by the correlation matrix to fully nonlinear similarity models that describe arbitrary functional dependence. Examples of other possible similarity measures include mutual information, 22 dimension estimation, 23 kernel maps, 24 copulas, 25 and some very recent work on maximal information coefficients.
