Orthogonal polynomials corresponding to the weight function 1 -erf (x) and defined on the positive real axis are constructed. Abscissas and weight factors for the associated Gaussian quadrature are then deduced (up to 12-point formulas).
1. Introduction. In recent years, the field of automatic quadrature has achieved important progress. For tabulated functions with arbitrary grid spacing, cubic spline integrators supply an efficient way to obtain an approximation to a definite integral [1] . In the case where very little is known about the integrand, adaptive quadrature methods [2] can be used with a high probability of success. When possible, however, Gaussian formulas [3] remain extremely interesting, regarding the few integrand evaluations needed. This advantage is especially desirable when the integrand computation is very time consuming. Rather few weight functions and intervals of integration have been considered so far [3] - [5] .
In the present paper, a Gaussian quadrature formula is derived for computing expressions of the form 0) I = f~e:fcix)fix)dx, where (2) erfc(x)=l-^/%-f2cf/ is the complementary error function [4] , and fix) is a regular function.
To determine the abscissas x¡ and weight factors w¡ appearing in the Gaussian expression (3) / « Z wAxi)>
1=1
it is necessary to obtain the set of orthogonal polynomials pfc(x), k = 0, 1, . . . , n, corresponding to the following scalar product (4) (f,g)=f~erfcix)fix)gix)dx.
The construction of these polynomials and the derivation of the integration formula is treated in Section 2.
2. Orthogonal Polynomials and Gaussian Formula. The Schmidt orthogonalization procedure can be used to generate these polynomials from the set of nonorthogonal functions (5) l,x, x2, x3, . . . ,x".
This procedure is described in [6] and amounts to determining recursively the polynomials pkix) through the following relation (6) Poix) = I,
If the explicit expression for these polynomials
is introduced in (6) and (7), the following relation is obtained where the quantities pp are the moments of the weight function IXp/2 + 1) (10) p" = erfc(x)xp dx = -p--p Jo * y/nfp + l)
In Eq. (9), the right-hand side can be put under an explicit polynomial form, by reordering the summation on n and /. This leads to the following recursion relations for computing the coefficients pk of the orthogonal polynomials (11) On the other hand, the polynomial coefficients may be sensitive to errors introduced in computing the moments pp. Both effects act to progressively reduce the accuracy of the computed coefficients. Furthermore, the evaluation of the zeros of the polynomials and the subsequent computation of the weight factors will introduce further errors. For this reason, an arithmetic of about 35 figures has been used in performing the computation realized here and a check on the p-wise sensitivity of the polynomial coefficients, as well as the abscissas and weight factors, has been completed. Table 1 Sensitivity of the 12th-degree orthogonal polynomial coefficients to a slight variation of the moments p . A relative increase of 3.10-33 of all moments has been performed. Ap\2/p\2 is the relative change of the polynomial coefficients, AXf/x,. is the relative change of its zeros, and AwJWj the corresponding relative change in the weight factor.
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Aw. -16) 8.6 Table 2 First sixteen polynomials orthogonal with respect to the scalar product if, g) = ¡Ô erfcix)fix)gix)dx. The coefficients are ordered following the decreasing powers of x. For example, the second-degree polynomial is approximately p2ix) = x2 -1.35x + 0.264. This check is summarized in Table 1 . It gives the relative change of the coefficients of the 12th-degree polynomial when a relative increase of 3.10-33 is applied to the moments pp used in the computation. The relative change of the zeros and weights is also displayed. This table shows that the recursion scheme (12) is not a stable computation process. However, since a full precision of about 33 digits can be easily obtained in computing the moments p for this particular problem, an error is likely to appear in the 16th place of the computed abscissas and weights for the 12-point formula. For shorter formulas, a better precision is reached.
Though quite general from an algebraic point of view, the method just described is then not obviously applicable to generate high-precision Gaussian rules. For the special case considered here, Table 2 gives the coefficients of the first 12 polynomials orthogonal with respect to the scalar product (4).
The zeros of these polynomials have been computed by means of the Bairstow iteration method [11] and the corresponding weight factors have been deduced.
These values are reported in Table 3 .
The efficiency of the formula can be checked on the following example The function exp(-a x ) is easily approximated by a low-degree polynomial, especially when a is small. Table 4 gives some points of comparison between the exact and the approximate integral. It can be seen that a good accuracy (at least 5 places) is readily obtained with the 8-point formula for a less than 2.5.
