Information-Theoretic Characterizations of Conditional Mutual Independence and Markov
Random Fields
I. INTRODUCTION
A MARKOV random field is often regarded as a generalization of a one-dimensional discrete-time Markov chain in the sense that the time index for the latter is replaced by a space index for the former. Historically, the study of Markov random fields stems from statistical physics. The classical Ising model, which is defined on a rectangular lattice, was used to explain certain empirically observed facts about ferromagnetic materials.
The foundation of the theory of Markov random fields may be found in [10] or [11] (also see [4] ). It was described in [10] that the theory can be generalized to the context of an arbitrary graph with the following formulation. Let be a undirected graph, where is the set of vertices and is the set of edges. In this paper, all graphs are undirected, and we assume that there is no edge in which joins a vertex to itself. For any (possibly empty) subset of , denote by the graph obtained from by eliminating all the vertices in and all the edges joining a vertex in . Let be the number of components in . Denote the sets of vertices of these components by . If , we say that is a cutset in .
We will denote by the alphabet set of a random variable . Consider a collection of random variables whose joint distribution is specified by a probability measure on , where the random variable is associated with vertex in graph . For an event , we write as . Here we assume that for , so that the -Measure [14] for is well defined. To simplify notation, we will write as , and we will not distinguish between and the singleton containing .
We now define two Markov properties for random variables associated with a graph :
Definition 1 (Global Markov Property I (GMP-I)):
Let be a partition of such that the sets of vertices and are disconnected in . Then the sets of random variables and are independent conditioning on .
Definition 2 (Global Markov Property II (GMP-II)): For all cutsets
in , the sets of random variables are mutually independent conditioning on .
Let us first show that GMP-I and GMP-II are equivalent. It is clear that GMP-II implies GMP-I. Assume GMP-I and consider any cutset in . For , define the cutset Then and are disconnected in . By GMP-I, and are independent conditioning on . This implies that are mutually independent conditioning on . Thus GMP-I implies GMP-II, and hence GMP-I and GMP-II are equivalent. Henceforth, we will not distinguish GMP-I and GMP-II and we will refer to both of them as the global Markov property (GMP).
When , GMP states that if the graph representing a probability measure has more than one component, i.e.,
, then the sets of random variables are mutually independent. Here we 0018-9448/02$17.00 © 2002 IEEE regard unconditional independence as a special case of a Markov condition.
Definition 3 (Markov Random Field):
The probability measure , or equivalently, the random variables are said to form a Markov random field represented by a graph if and only if the GMP for is satisfied by .
If form a Markov random field represented by a graph , we also say that form a Markov graph , or are represented by . When is a chain, we say that form a Markov chain. When is a tree, we say that form a Markov tree. When is a forest, i.e., a graph consisting of one or more disjoint trees, we say that form a Markov forest. We point out that if are represented by a graph , it is not necessary that all the unconditional/conditional independencies among are indicated in . This may seem strange at first, but this interpretation is in fact consistent with our usual interpretation of a Markov chain, which is the starting point of the theory of Markov random fields. To illustrate our point, we consider the following example. For three mutually independent random variables and we say that they form the Markov chain "1-2-3," although the relation that and are independent conditioning on is not indicated in the chain. In general, can be represented by more than one graph. In particular, it is easy to check from Definition 3 that are always represented by , the complete graph with vertices. Obviously, the graph specifies a degenerate Markov random field. In essence, if are represented by a graph , then all the Markov conditions which are indicated in must be valid. However, it is not necessary that all valid Markov conditions are indicated in .
Definition 4:
A conditional mutual independency (CMI) on is full if all are involved in the relation.
In the definition of GMP, each cutset in specifies a full CMI on , denoted by . Formally are mutually independent conditioning on For a collection of cutsets in , we introduce the notation where " " denotes "logical AND." Using this notation, are represented by a graph if and only if
Therefore, a Markov random field is simply a collection of full CMIs induced by a graph. We are interested in characterizations for being represented by a graph . The conditions given in (1) are such a characterization, but, in general, it is redundant and can be reduced. Let us consider the Markov chain "1-2-3-4." The characterization in (1) gives (2) As we will see in Section III, are, in fact, implied by . So, the characterization given in (1) is in general reducible.
In this paper, we take the point of view that a Markov random field is a collection of full CMIs. The -Measure [14] is the main tool used in this paper, so we give a review of this theory in Section II. In Section III, we prove a basic property of a CMI. We also discuss a graph-theoretic analog of this property. This property can be used to simplify a collection of full CMIs as well as to simplify the characterization of a Markov random field. In Section IV, we obtain an -Measure characterization of a CMI. If the CMI is full, then it corresponds to the -Measure vanishing on a certain set of atoms called the image of the CMI. For a set of full CMIs, its image is simply the union of the images of the individual CMIs. A set of full CMIs is completely characterized by its image, and we call it the canonical representation of the set of full CMIs. This is discussed in Section V. The aforementioned results lead to the -Measure characterization of a Markov random field in Section VI. In Section VII, we introduce a canonical form for information expressions when the random variables involved form a Markov random field, and we show the uniqueness of this canonical form for very general classes of information expressions. In this section, we also discuss the dimension of Shannon information measures of a Markov random field. Sections VIII and IX are about an interesting connection between a Markov random field and a hypergraph. This connection is established in Section VIII. In Section IX, we discuss the use of the Graham Reduction in relational database theory to recognize a Markov forest. Concluding remarks are in Section X.
II. -MEASURE PRELIMINARIES
In this section, we give a review of the main results regarding -Measure. For a detailed discussion of the theory, we refer the reader to [14] , [22] , [17] . Further results on -Measure can be found in [3] .
Let be jointly distributed discrete random variables, and be a set variable corresponding to a random variable . Define the universal set to be and let be the -field generated by . The atoms of have the form , where is either or . Let be the set of all the atoms of except for , which is equal to the empty set by construction because Note that . In the rest of the paper, when we refer to an atom of , we always mean an atom of in .
To simplify notation, we will use to denote and to denote for any . Let . It was shown in [14] (5) where is a unique matrix (independent of ). An important characteristic of is that it is invertible [14] , so we can write (6) In other words, is completely specified by the set of values , ; namely, all the joint entropies involving and by virtue of (4) , is the unique measure on which is consistent with all Shannon information measures. Note that in general is not nonnegative. However, if form a Markov chain, is always nonnegative [3] .
Let be the coordinates of . Then for any probability measure on , the corresponding joint entropies are represented by a vector in . On the other hand, a generic vector is said to be entropic if it corresponds to the joint entropies associated with some probability measure on . Define the set is entropic
It is well known that for any , quantities of the form given in (3), namely, all Shannon information measures, are always nonnegative. These inequalities, called the basic inequalities [16] , comprise an outer bound on . Recently, a new outer bound on for in the form of an information inequality (i.e., an inequality involving only Shannon information measures) was obtained in [20] . This inequality is the first of its kind ever discovered. The characterization of is one of the most fundamental and difficult problem in information theory [16] . See [22] for a comprehensive discussion of information inequalities.
Define the set
In light of (5) and (6), a vector is in if and only if its components are the values of a valid -Measure on the atoms of . We now prove a useful characterization of .
Theorem 1:
contains the positive orthant of . Proof: It suffices to construct a which can take any set of nonnegative values on the nonempty atoms of . Recall that is the set of all nonempty atoms of . Let be mutually independent random variables. Now define the random variables by and
We determine the -Measure for so defined as follows. Since are mutually independent, for any nonempty subsets of , we have (8) On the other hand (9) Equating the right-hand sides of (8) and (9), we have (10) Evidently, we can make the above equality hold for all nonempty subsets of by taking (11) for all . By the uniqueness of , this is also the only possibility for . Since can take any nonnegative value, can take any set of nonnegative values on the nonempty atoms of . The theorem is proved. (12) for all . Then for any nonempty subset of (13) Therefore, , which represents the joint entropies of the random variables , is in . It follows that is in . The theorem is proved.
The following corollary, which is apparent in the previous works but has never been stated explicitly, follows directly from the last two theorems.
Corollary 1: If
, then for any .
With this corollary, it is easy to perturb the values of an -Measure on the atoms individually. Specifically, for any given , we can increase the value of on a single atom while keeping its value on all the other atoms fixed. On the other hand, for a given set of joint entropies, it is in general very difficult to perturb a single joint entropy while keeping all other joint entropies fixed. This property of -Measure makes it an extremely useful tool for studying the structure of Shannon information measures.
We define the dimension of Shannon information measures as the dimension of the smallest subspace of containing . It follows from Theorem 1 that this smallest subspace is itself. Thus, we see that the dimension of Shannon information measures for random variables is equal to . To conclude, the theory of -Measure enables the use of the language and the rich set of tools in set theory to study the structure of Shannon information measures. As a consequence of the theory of -Measure, the information diagram (a special case of the Venn diagram) was introduced as a tool to visualize the relationship among information measures [14] . Fig. 1 shows the information diagram for random variables . Examples of applications of information diagrams can be found in [14] , [3] , [17] , [15] and [19] . In [15] and [19] , information diagrams were used for proving converse coding theorems.
III. A BASIC PROPERTY OF CONDITIONAL MUTUAL INDEPENDENCE (CMI)
In this paper, we take the point of view that a Markov random field is a collection of full CMIs. In this section, we first prove a basic property of CMI. 
then are mutually independent conditioning on . Proof: Assume that (14) is true. Consider
In the second step we have used (14) , and the inequalities follow because conditioning reduces entropy. On the other hand, by the chain rule Therefore,
However, since conditioning reduces entropy, the th term in the summation on the left-hand side is lower-bounded by the th term in the summation on the right-hand side. Thus, we conclude that the above inequality is tight, and hence
The theorem is proved.
Remark:
The theorem can be proved more directly by considering the joint distribution. However, we prove the theorem by means of the basic inequalities in order to show that the subsequent characterizations of CMI and Markov random fields are all consequences of the basic inequalities.
The following proposition is the graph-theoretic analog of Theorem 3. The proof is trivial and is omitted. This proposition and Theorem 3 establish an analogy between the structure of CMI and the connectivity of a graph. This analogy will play a key role in proving the -Measure characterization of a Markov random field in Section VI. This characterization is the bridge for the connection between a Markov random field and a hypergraph discussed in Section VIII.
Theorem 3 specifies a set of CMIs which is implied by a CMI. This theorem will be useful when we discuss the effect of a CMI on the structure of Shannon information measures in the next section. Together with Proposition 1, we will prove the -Measure characterization of a Markov random field in Section VI.
We end this section with an application of Theorem 3. Toward the end of Section I, we claim that the last three full CMIs in (2) are implied by the first two. By Theorem 3, we see that is implied by , is implied by , and is implied by either or . Thus, we see that the Markov chain "1-2-3-4" is completely characterized by
. We now further show that and do not imply each other. Let be a random variable such that . If we let and constant, then is satisfied but is not satisfied. So, does not imply . Similarly, we can show that does not imply by letting and constant. In this sense, we say that is an irreducible characterization of the Markov chain "1-2-3-4."
In the above example, we have seen how we can simplify the characterization of a Markov chain from five full CMIs to two CMIs by applications of Theorem 1. In general, for any set of full CMIs, by keeping those CMIs which are not implied by any other CMI in the set via an application of Theorem 3, we may be able to reduce the set.
Since a Markov random field is a set of (full) CMIs, we can also apply this technique to reduce the set. We originally suspected that the remaining set is always irreducible, but we later discovered the following counterexample with the help of ITIP (software codeveloped by one of the authors) [18] . Example 1: Consider the Markov random field in Fig. 2 . Upon eliminating all the full CMIs via applications of Theorem 3, the Markov random field is specified by It will be shown later in Example 4 that and are implied , . Thus, the characterization of the Markov random field in Fig. 2 can be simplified as This example shows that Theorem 3 alone is not powerful enough to eliminate all the redundant CMIs in a given set of CMIs, not even when all the CMIs are full. It appears that finding an irreducible subset of a set of CMIs (full or not) is in general a very difficult task.
IV. CMI AND THE -MEASURE
In this section, we study the effect of a CMI on the structure of Shannon information measures in terms of the -Measure. The advantage of using the -Measure will become clear when we handle more than one full CMI simultaneously, for example, in a Markov random field. (16) where is any proper subset of , , and the inner sum runs over all subsets of size of .
Proof: See Appendix A.
Proof of Lemma 1:
We will prove the lemma using the set identity in (16) . We note that for the terms inside the square bracket in (16) , if , then the first term and the third term cancel each other, while the second term is zero. Thus, the terms in the square bracket sum to zero. The same is true if
. Therefore, we only have to consider for which both and are nonempty.
We first prove the case for . In (16), let , for , for , , and . Then (16) becomes (17) The terms inside the square bracket can be written as
As we have mentioned at the beginning of the proof, we only need to consider the case when both and are nonempty. Since and are independent conditioning on , we see that the quantity in (18) is equal to zero. Thus, the lemma is proved for . For , we write
We then apply the lemma for to see that
The lemma is proved.
Using Theorem 3 and this lemma, we now prove the following important result. are mutually independent conditioning on The set in (20) can be written as (22) which is seen to be an atom of . Recall that is the set of nonempty atoms of . Theorem 4 asserts that if holds, then vanishes on a certain set of atoms of . We call this subset of the image of , which is formally defined below. In linear system theory, when two signals convolute in the time domain, their transforms in the frequency domain multiply with each other. In probability theory, one can think of the image of a full CMI as the "transform" of the full CMI. When two full CMIs are imposed simultaneously, the union of the two images is taken.
In probability problems, we are often given a set of conditional independencies and we need to see whether another given conditional independency is logically implied. This is called the implication problem. The next theorem gives a solution to this problem if only full CMIs are involved. . By Theorem 1, we can construct random variables such that vanishes on all the atoms of except for . Then vanishes on all the atoms in Im but not on all the atoms in Im . By Theorem 6, this implies that for so constructed, holds but does not hold. Therefore, does not imply , which is a contradiction. The theorem is proved.
Remark: In the course of proving this theorem and all its preliminaries, we have used nothing more than the basic inequalities. Therefore, we have shown that the basic inequalities are a sufficient set of tools to solve the implication problem if only full CMIs are involved. When a CMI is about the conditional independence of two sets of random variables, the CMI becomes a conditional independency (CI). Actually, there is no substantial difference between characterizing a set of full CMIs and a set of full CIs, because a full CMI is equivalent to a set of full CIs (see Appendix B). Previously, it was shown in [7] (see also [21] ), [2] that full CIs are axiomatizable in that there exists a formal system for deriving all the full CIs that are logically implied by an arbitrary set of full CIs. As a consequence, the implication problem can be solved when all the independencies involved are full CIs. On the other hand, a nonaxiomatic method based on the standard chase algorithm has been reported in [12] . The axiomatizations in [7] , [2] and their relation with our result are discussed in Appendix B. Basically, the results in [7] , [2] , [12] , and our result are different characterizations of a set of full CMIs (or CIs). Compared with those in [7] , [2] , [12] , our characterization has the advantage that it is in a closed form, and it renders insight into the set-theoretic structure of the problem not possible otherwise.
It was pointed out in [7] , that full CIs have the same axiomatization as multivalued dependencies (MVD) in a relational database, which can be viewed as a Bayesian network [8] . Therefore, our result has immediate application in the implication problem in relational database theory. In a recent comprehensive study on the implication problem for probabilistic CI [13] , it was further pointed out that Bayesian networks and relational databases coincide on solvable classes of independencies (i.e., there exists a method to solve the implication problem within the class of independencies), which include the class of full conditional (mutual) independencies. Basically, the implication problem in both contexts are exactly the same within the solvable classes of independencies. We refer the readers to [13] for the details.
VI. -MEASURE CHARACTERIZATION OF A MARKOV RANDOM FIELD
We are now ready to present the -Measure characterization of a Markov random field. Let be a graph with vertex set . We now define two types of atoms. If , i.e., is connected, then is a Type I atom, otherwise is a Type II atom. Note that the type of an atom depends on the given graph . We let and be the sets of all Type I and Type II atoms of , respectively. . Therefore, we have proved (6), and hence the theorem is proved.
The "only if" part of this theorem is a generalization of [3, Theorem 1] . Note that by definition, an atom is a Type I atom for any graph if . Thus, we see from the above theorem that conditional entropies of the form , which corresponds to the value of on weight atoms, do not have any effect on whether a graph can represent . Theorem 8 asserts that whether a probability measure satisfies the set of Markov conditions induced by a given graph can be determined by identifying the zero atoms of the -Measure; the values of the -Measure on the nonzero atoms are irrelevant. It is tempting to think that any Markov condition is a result of the -Measure vanishing on certain atoms of . This is not true, however, as is seen in the following example. Let , and be binary random variables taking values in . and are independent and identically distributed, taking the values and with equal probability, and . Then
Thus, we see that although and are independent, does not vanish on any of the two atoms contributing to this independency.
As we have mentioned, the characterization in (1) of a Markov random field is in general reducible. By contrast, our characterization in Theorem 8 is irreducible in the sense that for any Type II atom , for all Type II atom does not imply . This is proved in the next theorem. However, we point out that although the characterization in Theorem 8 is irreducible, it does not mean that this characterization involves the least number of constraints on . For example, the simplified characterization of a Markov random field introduced toward the end of Section III usually consists of a considerably smaller number of constraints, because a full CMI in general "covers" more than one Type II atom. Finding the smallest set of full CMIs representing a Markov random field is a set covering problem. We end this section with a remark. In [3] , it was shown that if form a Markov chain, then is always nonnegative. As a Markov chain is a special case of a Markov forest, it is plausible that this result can be generalized to a Markov forest. We now give a counterexample to refute such a proposal. Let and be two independent binary random variables with uniform distribution on . Let , , , and , where denotes modulo addition. It is obvious that form the Markov forest shown in Fig. 3 . Now Therefore, is a signed measure in general when form a Markov forest.
VII. A CANONICAL FORM FOR INFORMATION EXPRESSIONS CONDITIONING ON A MARKOV RANDOM FIELD
Any Shannon measure can be expressed as a linear combination of unconditional joint entropies by means of the following identity:
(29) We will call an expression involving only Shannon measures an information expression. Using (29), an information expression can be expressed in terms of unconditional joint entropies only. This is called the canonical form in [16] . In fact, any invertible linear transformation of the joint entropies can be used for thepurpose of defining a canonical form. A primary example is the set of values of on the atoms of . The significance of a canonical form is its uniqueness. The uniqueness of the canonical form in [16] was proved for very general classes of expressions, including the linear expression as a special case, when no constraint is imposed on the joint entropies. As a consequence, for example, if we want to know whether two linear information expression and are identical, we only need to express in canonical form and check whether all the coefficients are zero.
When certain constraints on Shannon measures are imposed (most often Markov constraints on the random variables), it is not clear whether in general there exists a canonical form (which has to be unique at least for linear information expressions). We refer the reader to in [16, Sec. 4 .4] for a discussion on this. In general, if we want to check whether two information expression and are identical under certain constraints on Shannon measures, we need to check that both and always hold. Most of these checkings can be done automatically by ITIP [18] .
If the constraints on Shannonn measures are in the form of a Markov graph, from Theorem 8, we see that the values of on all Type II atoms are zero. Thus, we are motivated to propose the following canonical form: For each Shannon measure in an information expression, express it as a summation of the values of on the set of Type I atoms. Let us give an example. For , let the Markov constraints be represented by the graph in Fig. 4 , and we consider the information expression . Now
Since is a Type II atom which is in the proposed canonical form. For the rest of the section, we will assume that the constraints on Shannon measures are in the form of a Markov graph . We will establish the uniqueness of the proposed canonical form for very general classes of information expressions in the same way as in [16] . Recall that and are the sets of all Type I and Type II atoms of , respectively. A vector is said to be -entropic if it corresponds to the joint entropies associated with some probability measure on whose -Measure is such that for all . Define the set is -entropic For every such that is -entropic, let (Note that for such a , for all .) Further define the set is -entropic
Lemma 3:
contains the positive orthant of . Proof: By Theorem 1, we can construct random variables such that for all and for all . The lemma is proved.
Theorem 10:
Let be a measurable function such that the set has zero Lebesgue measure. Then cannot be identically zero on . Proof: The proof is similar to that for [16, Theorem 1] . Since has zero Lebesgue measure and contains the positive orthant of , which has positive Lebesgue measure, cannot be a subset of . Therefore, there exists , and obviously . Hence, cannot be identically zero on .
The uniqueness of the proposed canonical form for very general classes of information expressions follows from this theorem. As an illustration, suppose we want to see whether two linear information expressions and are identical conditioning on a Markov graph . We first express as . Since is linear, if is not the zero function, then the set has zero Lebesgue measure, and by the theorem, and are not identical. If is the zero function, then obviously and are identical. It is easy to think that the uniqueness of the proposed canonical form is trivial. Specifically, suppose is an invertible linear transformation of . Then a linear information expression can be expressed uniquely in terms of . Now suppose we impose a set of constraints which correspond to setting to , where is some subset of . Then it seems to follow trivially that any linear information expression can be expressed uniquely in terms of . We now show that this is not true in general by giving a counterexample for . Consider where we use to denote . It is easy to check that is an invertible transformation of . Now we impose the condition that are mutually independent, which corresponds to setting to . Then
Referring to the information diagram for in Fig. 1 , we see that It then follows that conditioning on , an information expression (involving ) has no unique expression in terms of . The explanation for this seemingly counter-intuitive phenomenon is the fact that are not free variables, as discussed in Section II. We refer the reader to [16] for further discussions on this subject. From this counterexample, it becomes clear that the uniqueness of the proposed canonical form is highly nontrivial.
An alternative canonical form for information expressions conditioning on a Markov random field was proposed by Reviewer B of this paper. This alternative canonical form does not involve the use of -Measure, so it may be more appealing to those who are not familiar with -Measure. We include a discussion on this in Appendix D for the convenience of the reader. The proof of the uniqueness of this alternative canonical form for very general class of information expressions, however, still relies on Theorem 1.
In Section II, we define the dimension of Shannon information measures when there is no constraint on the random variables as the dimension of the smallest subspace of containing , and we show that it is equal to . When form a Markov random field, we define the dimension of Shannon information measures as the dimension of the smallest subspace in containing . It follows from Lemma 3 that this dimension is equal to . In the following two examples, we determine for a chain and for a "star."
Example 5: Let be the chain "1-2--." Then an atom is in if and only if the elements in are consecutive.
In this case, let and be the first and the last element in , respectively. Then Note that a hypergraph has, in general, more than one junction graph. In particular, the complete graph is always a junction graph for .
Definition 8:
If is a junction graph for a hypergraph and is a forest (tree), then is a junction forest (tree) for .
Definition 9:
If has a junction tree, then is an acyclic hypergraph.
Thus, a junction graph is a natural generalization of a junction forest. The latter is an important concept in hypergraph theory [5] as well as in relational database theory [1] . We will have a special discussion on construction of junction forests in the next section.
In this section, we will define a hypergraph associated with any collection of random variables . In terms of this hypergraph, we will establish another characterization of forming a Markov graph .
Consider any collection of random variables . For , let be the set of all atoms in on which has a nonzero value, i.e., such that . Then is a hypergraph with the ground set , i.e., the set of all atoms in on which has nonzero values. We will show in the next theorem that by examining , it is possible to determine whether form a Markov graph . To simplify notation, we will use to denote for a set . From Definition 7, we see that is a junction graph for if and only if for any cutset in , the sets are disjoint.
Theorem 11:
is represented by if and only if is a junction graph for .
The reader should compare the condition in this theorem with GMP-II. This theorem establishes an analogy between probability theory and hypergraph theory for a Markov graph, which is made possible by the use of -Measure.
Proof of Theorem 11:
We first prove the "only if" part. 
IX. MARKOV FOREST AND GRAHAM REDUCTION
As mentioned in the Introduction, a Markov random field is often regarded as a generalization of a Markov chain. In this regard, a Markov tree is an immediate generalization of a Markov chain, and a Markov forest is a trivial extension of a Markov tree.
In the last section, we see that form a Markov forest if and only if is a junction forest for . Also recall from Definition 9 that is acyclic if and only if has a junction forest. Therefore, form a Markov forest if and only if is acyclic.
We will describe in the following a very simple procedure called the Graham Reduction for recognizing an acyclic hypergraph. In fact, if a hypergraph is acyclic, using the Graham Reduction, one can easily construct a junction forest for . Thus, if we want to check whether form a Markov forest, we only need to apply the Graham Reduction to the hypergraph , and a forest representation of can be obtained if there exists one.
The Graham Reduction is an important tool in relational database theory [1] . Relations between the Graham Reduction and information inequalities have been reported in [6] . The Graham Reduction is also potentially useful in other information theory problems concerning conditional independencies.
Definition 10 (Graham Reduction):
Let be a hypergraph. The Graham Reduction on refers to repeated applications of the following two operations on until no further operation is possible.
GR1 If but for , delete from . If becomes empty, eliminate from . GR2 If , , eliminate from . A process described above is referred to as a GR process.
It was shown in [6] that a hypergraph is acyclic if and only if it is reduced to the empty set by the Graham Reduction. (This means that if a hypergraph cannot be reduced to the empty set by any particular GR process, then it is not acyclic.) Let us look at two examples.
Example 7:
The hypergraph with is not acyclic because neither of the operations of the Graham Reduction can be applied on . Consider the hypergraph  with  ,  ,  ,  ,  , , and . Table I shows the steps in the Graham Reduction, and it is seen that is acyclic. The steps are explained as follows. In Step 1, since belongs to only, belongs to only, belongs to only, belongs to only, and belongs to only, , , , , and are deleted from the corresponding hyperedges by GR1. In Step 2, , so and are eliminated by GR2. Likewise, , so they are eliminated by GR2. In Step 3, belong to only, and belong to only, so and are eliminated by repeated applications of GR1. Note that there exist more than one way to reduce to the empty set. So, a GR process in general is not unique.
Example 8:
Suppose a hypergraph is acyclic. Then it can be reduced to the empty set by the Graham Reduction. In the GR process, if , then is eliminated from by GR2. We say that is absorbed into . Then we can construct a forest with respect to a GR process as follows. In , there is an edge between vertex and vertex if and only if is absorbed into or is absorbed into . It is seen from a slight modification of the work in [6] that is always a junction forest for . Fig. 5 shows the forest for the hypergraph in the last example with respect to the GR process in Table I . It is readily seen that is a junction forest for .
Before we end this section, we mention that the Graham Reduction is only a way to construct a junction forest. We refer the reader to [5] for further references on this subject.
X. CONCLUSION
This paper consists of an information-theoretic treatment of CMI and Markov random fields. We take the point of view that a Markov random field is a collection of so-called full conditional mutual independencies. Using the theory of -Measure, we have obtained a number of fundamental characterizations related to CMI and a Markov random field. We show that many aspects of CMI and Markov random fields have very simple set-theoretic descriptions. New insights into the structure of CMI and Markov random fields are obtained. Our results have immediate applications in the implication problem of probabilistic conditional independency and relational database. Toward the end of the paper, we obtain a hypergraph characterization of a Markov random field which makes it legitimate to view a Markov random field as a hypergraph. Based on this result, we naturally employ the Graham Reduction, a tool from relational database theory, to recognize a Markov forest. This connection between a Markov random field and a hypergraph sheds some light on the possible role of hypergraph theory in the study of Markov random fields. , which is the same as that in (31), proving the lemma.
APPENDIX B AXIOMATIZATION OF FCIS
In this appendix, we first show that a full CMI is equivalent to a set of full CIs.
Theorem 12: Let and , be disjoint sets for . Let , , and be collections of random variables. Then are mutually independent conditioning on if and only if for all , and are independent conditioning on .
Proof: We first prove the "only if" part. Consider for any
By the assumption that are mutually independent conditioning on Therefore, both inequalities in (32) are tight, and hence proving the "only if" part.
To prove the "if" part, consider
where the last equality follows from the assumption that for all , and are independent conditioning on . On the other hand in general. Therefore, the inequality in (33) is tight, proving the "if" part. The theorem is proved.
Since a full CMI is equivalent to a set of full CIs, in principle there is no difference between characterizing a set of full CMIs and a set of full CIs. However, if a set of full CIs is equivalent to a full CMI, the latter has a more compact description.
In [7] , it was shown that full CIs are axiomatizable in that there exists a formal system for deriving all the full CIs that are logically implied by an arbitrary set of full CIs. i.e., all the full CIs implied by a given set of full CIs can be derived by invoking these seven axioms. It can be shown that A1) and A2) form a minimal complete set of axioms for full CIs. In [2] , an alternative set of complete axioms for full CIs was obtained.
APPENDIX C A CHARACTERIZATION OF CMI
In this appendix, we prove a characterization of CMI.
Lemma 4:
are mutually independent conditioning on if and only if 
