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The Craig–Sakamoto theorem establishes the independence of two
quadratic forms in normal variates. In this article, we provide a sim-
ple proof of a generalized Craig–Sakamoto theorem.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The Craig–Sakamoto theorem establishes the independence of two quadratic forms in normal ran-
dom variables. For its history, refer to [3,7,8]. After some development, the Craig–Sakamoto theorem
can be stated as the following mathematical form.
Theorem 1 (Craig–Sakamoto). Let A and B be n × n real symmetric matrices. Then |In − xA − yB| =|In − xA||In − yB| for any x, y ∈ R if and only if AB = 0.
Many proofs can be found in [1,2,4–6,9]. In the next section, we provide a simple proof of a gener-
alized Craig–Sakamoto theorem below.
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Theorem 2. Let A and B be n × n real symmetric matrices with a1, ..., as and b1, ..., bt as their nonzero
eigenvalues. Then the following conditions are equivalent.
(1) AB = 0.
(2) |In − xA − yB| = |In − xA||In − yB| for any x, y ∈ R.
(3) |In − x(A + B)| = |In − xA||In − xB| for any x ∈ R.
(4) The nonzero eigenvalues of A + B are {a1, ..., as, b1, ..., bt}.
2. The proof
The proofs for (1) ⇒ (2) ⇒ (3) ⇒ (4) are straightforward. To prove (4) ⇒ (1), note that the rank
r(A + B) = s + t and |U + V |  |U| + |V | if U and V are positive semi-definite.
Case (a) s+ t = n : Let A1 = diag(a1, ..., as) and B1 = diag(b1, ..., bt). Without loss of generality,




























T ′2 T ′4
⎞
⎠, |A + B| = |A1||B1||T ′4T4| and |T ′4T4| = 1 = |It| = |T ′2T2 + T ′4T4| 
|T ′2T2| + |T ′4T4|. Thus T2 = 0 and AB = 0.










⎠  r(A) + r(B).
















⎠ and P′(A+ B)P =
⎛
⎝ 0 0
0 A∗ + B∗
⎞
⎠, where A∗ and B∗ satisfy (4) and
Case (a). Thus A∗B∗ = 0 and AB = 0.
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