Some expressions are given for the determinant of an mn x mn block-Toeplitz hand matrix 9 = [L, j 1, with bandwidth ( p + q + 1) n < mn, ;n terms of the n x n generating matrix polynomial L(h) = Cy$'XJL, ~, , det L_ ,, # 0. In the scalar case this yields formulas for the determinant expressed via the zeros of the generating (scalar) polynomial. The approach adopted in this work leans heavily on the recently developed spectral theory of matrix polynomials.
PRELIMINARIES
The spectrum of 6) I( x I? j=O,l 1 C':det L(h) =';j'.'It an n X n matrix polynomial L(A) =Cl,,hjL,, Lj E of degree 1 is defined by the set a(L) = {A E will be assumed throughout the work that the leading coefficient L, of L(X) is an invertible n X n matrix.
Recall (see [3] ) that any matrix polynomial L(X) with an invertible leading coefficient can be associated with a triple of matrices (X, T, Y) having the following properties: The matrix X has size n X nl; the nl X nl matrix T is such that the matrix To ease the use of our main reference [3] it is relevant to point out the relatioii between the standard triples of L(h) and the associated rr~onic:
matrix polynomial L(h) = L,'L( A). Namely, (X, 1', Y) is a standard triple for L(h) if and only if (X, I', YL,) is a standard triple for i,(X).
Note two important examples of a standard triple for Z,(X). The first is the Jor&ln triple (Q, J, R), where Q= [Q1 Qg.*.Q,I, J=[8j~JI]j,~=l~ ad Qi, 1 < _j < s, consists of a canonical system of Jordan chains for L(X) corresponding to an eigenvalue X j of L(h). The matrix ZI is here a direct sin11 of the Jordan blocks associated with h j (see [,3 ] for definitions). The matrix R is uniquely defined by the matrices Q and .Z. Note that in the lineal ease 1 = 1 and L, = -I the matrix J just coincides with the Jordan canonical form for I,,,, while Q = R ' performs the corresponding similarity transforniatioii.
Another example of a standard triple for L(h) is provided by the cwnlprrnion triple (X,,, C,,, Y,,) , where Note that the standard triples (S,, 2',, E',) and (S,, 2i,Y2) of a given II X n matrix polynomial I,(h) of degree 1 are similar. That is, for some invertible In X In matrix S.
It turns out [3] that a triple of matrices (K, ?', 1.) of sizes n x'td, rrl X 111, nl X II, respectively, is a standard triple for L(X) if and only if the following representation of the resolvent holds:
where X GE a( ?'), the spectnlm of 1'.
Let I' denote a rectifiable simple closed contour in @' (for brevity, contour, in the sequel) containing a( ?') [or, what is equivalent, u( I,) 
where 12iEC"X", j=O,l,..., k, and 1 < k < n1. Introduce the n X n matrix Aiming at an easy computation of the determinant of G,,,, we choose the blocks S, (i = 1,3,..., m -1) so that the n X n blocks G,, (i = 1,2,. . . , HI -1) equal the zero matrix. This yields the relations Appealing to (1.0) and (1.8), we thus have
(1.11)
In view of (0.6), the proof is complete. H It is easily seen that for 1x1 sufficiently large, the n x n matrix is the coefficient of X-j-' in the Laurent expansion
of the resolvent L '(A ). Proceeding to the reverse matrix polynomial we obtain from (1.12) the following expansion in power series:
, we arrive at a generalization of the well-known Wronsky formula [5] for manic matrix polynomials.
IM-l(X) = 2 ( -i)jxjw,.
Concernillg the scalar case n = 1, we deduce the following result stated ii1 a different form in [7] . COROLLARY 2. If n = 1 in (1.1) and the (SC&~) polynomial L(X) ( I-, f 0) has distinct zmos XI, X 2,. . , A, with multiplicities rI, r2,. . . , r, ( r, + "2 + . . + r, = k) respectively, then
where
(1.14)
Proojf. By the residue theorem, &if(h)iih= e Resf(X,). !=I and by the relation
for i = 1,2,..., s, the formula (1.13) follows. H 2) . .
Proof.
To compute the determinant of 9!,, in (2.1), we first note that the matrices S, used in the proof of Theorem 1 have been chosen to be of the It is now easily checked that in view of (2.7)
clet~P,,=det~,,,F,,,=( -1)'" is invertible, then Z,, Z,, . . . , Z, generate a complete set of (right) solvents for
L(X).
It is shown in [lo] that the matrices in the complete set of solvents for L(h) are spectral solvents for the polynomial and that u(L) = Ui=, a( Zj).
Clearly, in the scalar case n = 1, the complete set of solvents for L(A) (if it exists) coincides with the set of all its distinct roots.
The theorem below generalizes formula (2.10) for block-Toeplitz band matrices.
THEOREM 3.
Let Z,, Z,, . . . , Z, constitute m complete set of (right) .solccrrts for I,( A). If det L, f 0, then, preseroing the &se notation, Proof.
By the definition, the spectra of Z i (i = 1,2,. . . , I) do not intersect, and therefore there exist contours yi (i = 1,2,.
, Note that the knowledge of a whole standard triple (Q, J, R) for L(x) allows one to compute det P,,, by a straightforward use of (2.8) [or (1.11) in this case]. Indeed, and hence det(QJ "I + 'R) coincides with the right-hand expression in (3.6).
Another possibility is, of course, to compute the determinant of the matrix X C"' ' 'I',;, (see Preliminaries for definition), but this is usually a difficult task. 0 'I.
:\ DIFFERENT APPROACH
In the preceding sections the computation of the determinant of an ~)III X WI block-Toeplitz band matrix dq,, is reduced to that of a qn x 9n determinant. We now derive a formula for det _Y>,, in terms of the determiiiant of an in X In generalized Vandermonde matrix. In spite of I = 9 + k -1 3 q, the latter determinant has some computational advantages. 
Proof.
Define an mn X rnn matrix 2 = col( XT');=:, I'ernnlting rows in (4.3), we obtain, exploiting the notation in (4.2), that 
