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Me´thodes de Kashiwara-Vergne-Rouvie`re pour
certains espaces syme´triques
Charles Torossian∗
Re´sume´
Cet article est une suite de notre article [To1]. En utilisant une de´formation ”a`
la Kontsevich” de la formule de Campbell-Hausdorff pour les espaces syme´triques,
on retrouve les re´sultats de Rouvie`re [Rou1], sur la convolution des distributions
invariantes, dans le cas des espaces syme´triques re´solubles et ”tre`s syme´triques”.
This paper follows our previous work [To1]. We study the case of symmetric
spaces. We recover, by using a Kontsevich’s deformation of the Baker-Campbell-
Hausdorff formula, Rouvie`re’s results [Rou1], on the convolution of invariant distri-
butions, for solvable symmetric spaces and ”very symmetric spaces”.
Introduction
Dans notre article pre´ce´dent [To1], suivant les ide´es e´labore´es par Kontsevich [Ko] pour
la quantification formelle des varie´te´s de Poisson et de´ja` utilise´es dans [ADS] et [AST],
nous avons montre´ comment re´soudre certaines conjectures sur la formule de Campbell-
Hausdorff (BCH in English). Plus pre´cise´ment, nous avons construit une de´formation de
la formule BCH, qui ve´rifie une e´quation diffe´rentielle analogue a` celle que l’on trouve
dans l’article de Kashiwara-Vergne [KV]. Ces e´quations ont la meˆme utilite´ que celles de
l’article de Kashiwara-Vergne. En effet elles permettent de montrer, comme dans [ADS] et
[AST], que l’application exponentielle modifie´e par la racine carre´e du jacobien, transporte
la convolution des distributions invariantes sur les alge`bres de Lie ([Du],[KV], [Ve],[Mo]).
Dans cet article nous conside´rons le cas des espaces syme´triques.
Dans notre me´moire d’Habilitation [To2] nous avons par ailleurs aborde´ certains
proble`mes d’analyse harmonique pour les espaces syme´triques. Nous avons notamment
explique´ en quoi le comportement des espaces syme´triques est a` la fois proche et e´loigne´ du
cas des alge`bres de Lie. On peut dire en re´sumant grossie`rement, qu’il existe une cate´gorie
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d’espaces syme´triques pour laquelle les me´thodes des groupes fonctionnent bien (cas nilpo-
tent, re´soluble, ”GIC/GIR”, cas ”tre`s syme´trique”). Malheureusement le cas ge´ne´ral des
espaces syme´triques ne peut pas eˆtre traite´ par des me´thodes s’inspirant simplement du
cas des groupes (voir la fin de cet article pour quelques remarques).
Dans cet article nous allons de´former la formule de Campbell-Hausdorff pour les es-
paces syme´triques ge´ne´raux.
Nous montrerons que cette de´formation ve´rifie, dans les ”bons” cas e´voque´s plus haut
(re´soluble ou tre`s-syme´trique), des e´quations analogues au cas des groupes. On en de´duira
que l’application exponentielle modifie´e par la racine carre´e du de´terminant jacobien,
transporte la convolution des germes de distributions invariantes. Nous retrouvons ainsi
les re´sultats de Rouvie`re [Rou1] du cas re´soluble. Notre de´monstration fournit une preuve
dans le cas tre`s syme´trique ce qui, a` notre connaissance, est un re´sultat nouveau.
Remerciements : L’auteur remercie M. Pevzner et le de´partement de mathe´matiques
l’Universite´ Libre de Bruxelles (ULB) pour leur invitation (fin janvier 2002). L’auteur y
a finalise´ les re´sultats de cet article. Nous remercions aussi les organisateurs du colloque
Carmona pour leur invitation. Nous avons eu le plaisir d’y pre´senter les re´sultats de cet
article.
1 Rappels
1.1 Rappels sur la formule de Kontsevich
La formule de Kontsevich associe a` toute structure de Poisson re´gulie`re sur IRd un
e´toile-produit formel associatif. Ce n’est qu’un cas particulier du the´ore`me de formalite´
de´montre´ par Kontsevich dans [Ko] the´ore`me 6.4.
Lorsque f et g sont deux fonctions re´gulie`res sur IRd et α un deux-vecteur de Poisson
re´gulier sur IRd, Kontsevich e´crit dans [Ko] paragraphe 2, la formule suivante :
f ⋆ g = fg +
∞∑
n=1
hn
n!
∑
Γ∈Gn,2
Γadmissible
wΓBΓ(f, g). (1)
Cette formule munit l’espace des fonctions re´gulie`res sur IRd d’une structure asso-
ciative formelle. Dans cette formule h est un parame`tre formel, Gn,2 de´signe l’ensemble
des graphes e´tiquete´s avec n points de premie`re espe`ce et 2 points de seconde espe`ce, Γ
est un graphe dit admissible parmi les graphes de Gn,2, wΓ est un cœfficient obtenu par
inte´gration sur un espace de configurations d’une forme diffe´rentielle de´pendant de Γ et
BΓ est un ope´rateur bidiffe´rentiel construit a` partir de Γ.
Par souci de clarte´ et d’autonomie du texte nous allons pre´ciser maintenant chacun
des termes de cette formule et appliquer dans un second temps cette formule dans le cas
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des structures de Poisson line´aires c’est-a`-dire dans le cas du dual des alge`bres de Lie.
1.1.1 Espaces de configurations
On note par Confn,m l’espace des configurations de n points distincts dans le demi-
plan de Poincare´ (ce sont les points ae´riens) et de m points distincts sur la droite re´elle
(ce sont les points terrestres). Le groupe :
G(1) = {z 7→ az + b avec (a, b) ∈ IR∗+ × IR}
agit librement sur Confn,m. Le quotient :
Cn,m = Confn,m/G
(1)
est une varie´te´ de dimension 2n+m−2. Compte tenu de l’action de ce groupe sur les points
terrestres, on peut identifier deux des points terrestres aux points 0 et 1 (a` condition que
l’on ait m ≥ 2, sinon on peut identifier un des points ae´riens au complexe i). Dans [Ko]
paragraphe 5.1, Kontsevich construit des compactifications de ces varie´te´s note´es Cn,m.
Ce sont des varie´te´s a` coins de dimension 2n +m− 2. Ces varie´te´s ne sont pas connexes
pour m ≥ 2. On notera par C
+
n,m la composante connexe qui contient les configurations
ou` les points terrestres sont ordonne´s dans l’ordre croissant (i.e. on a 1 < 2 < · · · < m).
On introduit de manie`re analogue des varie´te´s de configurations de n points dans le plan
complexe modulo l’action du groupe G(2) = {z 7→ az + b avec (a, b) ∈ IR∗+ × IC}. On
les note Cn, ce sont des varie´te´s de dimension 2n − 3. On note Cn les compactifications
associe´es ([Ko] paragraphe 5.1).
Ces varie´te´s sont stratifie´es et chaque strate est de´crite par un arbre. En termes
ge´ome´triques, les strates sont obtenues par concentrations ite´re´es de points en des amas
([Ko] paragraphe 5.2).
1.1.2 Graphes admissibles
La notion de graphes admissibles est maintenant bien e´tablie dans la litte´rature. On
de´signe par Gn,m l’ensemble des graphes e´tiquete´s et oriente´s (les areˆtes sont oriente´es)
ayant n sommets du premie`re espe`ce (sommets ae´riens) etm sommets du deuxie`me espe`ce
(sommets terrestres). Par graphe e´tiquete´ on entend un graphe Γ muni d’un ordre total
sur l’ensemble EΓ de ses areˆtes, compatible avec l’ordre des sommets.
Les graphes qui vont intervenir dans la formule de Kontsevich sont dans Gn,2 et ve´rifie
des conditions supple´mentaires. On dira qu’ils sont admissibles ([Ko] paragraphe 6.1 et
paragraphe 2) si
1. Les areˆtes partent toutes des sommets de premie`re espe`ce.
2. Il part deux areˆtes de chaque sommet de premie`re espe`ce.
3. Le but d’une areˆte est diffe´rent de sa source (il n’y a pas de boucle).
4. Il n’y a pas d’areˆtes multiples (meˆme source, meˆme but).
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exp(X) exp(Y)
Fig. 1: Graphe admissible (de type Lie)
1.1.3 Ope´rateur diffe´rentiel associe´ a` un graphe
Soit Γ un graphe admissible de Gn,2. De tout point ae´rien i partent deux areˆtes
nume´rote´es (eai , e
b
i).
Soit α un deux-vecteur sur IRd. On peut alors associer a` tout graphe admissible
un ope´rateur bi-diffe´rentiel sur IRd comme explique´ dans [Ko] paragraphe 2. On notera
BΓ(f, g) l’ope´rateur bidiffe´rentiel associe´ que l’on suppose agir sur les fonctions f et g.
Expliquons heuristiquement la formule. Sur chaque sommet ae´rien on met le deux-
vecteur et sur les sommets terrestres on met les fonctions f et g. Chaque areˆte arrivant
sur un sommet de´rive la fonction associe´e au sommet. On multiplie les fonctions ainsi
obtenues et on somme sur toutes les possibilite´s. Concre`tement la formule est la suivante.
Pour chaque areˆte e, on note par s(e) le point ae´rien source (de´part) et par b(e) le point
but (arrive´e). Dans la formule ci-dessous I de´crit l’ensemble les applications de l’ensemble
des areˆtes EΓ dans l’ensemble des indices de coordonne´es {1, · · ·d}.
BΓ,α(f, g) =
∑
I
[ n∏
k=1
( ∏
e∈EΓ
b(e)=k
∂I(e)
)
αI(e
a
k
)I(eb
k
)
]( ∏
e∈EΓ
b(e)=1
∂I(e)
)
f
( ∏
e∈EΓ
b(e)=2
∂I(e)
)
g.
1.1.4 Forme d’angles
Soient deux points distincts (p, q) dans le demi-plan de Poincare´ muni de la me´trique
de Lobachevsky. On note
φ(p, q) =
1
2i
log(
(q − p)(q − p)
(q − p)(q − p)
). (2)
C’est l’angle entre la ge´ode´sique (p,∞) et (p, q) ou` l’infini peut eˆtre vu comme l’infini sur
la droite re´elle (figure [2])
La fonction d’angle s’e´tend a` la compactification C2,0 en une fonction d’angle re´gulie`re.
La varie´te´ C2,0 est pre´cise´ment de´crite dans l’article de Kontsevich ([Ko] paragraphe 5.2),
c’est le fameux œil (figure [3]). On remarquera, mais c’est tautologique vu la construction
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φp
q
Fig. 2: Fonction d’angle
des compactifications, que lorsque les points p, q s’approchent selon un angle θ, la fonction
d’angle vaut pre´cise´ment cet angle. Lorsque p s’approche de l’axe re´el la fonction d’angle
est nulle et lorsque q s’approche de l’axe re´el on obtient deux fois l’angle de demi-droite
avec l’axe re´el.
Comme la fonction d’angle est re´gulie`re sur la compactification, on peut conside´rer sa
diffe´rentielle qui est alors une 1-forme sur C2,0.
Iris de l’oeil
Fig. 3: La varie´te´ C2,0, dite œil de Kontsevich
1.1.5 Poids associe´ a` un graphe
Si Γ est un graphe admissible dans Gn,2, alors toute areˆte e de´finit par restriction une
fonction d’angle note´e φe sur la varie´te´ C
+
n,2. Le produit ordonne´
ΩΓ =
∧
e∈EΓ
dφe (3)
est donc une 2n-forme sur C
+
n,2 qui est de dimension aussi 2n. Le poids associe´ sera donc
wΓ =
1
(2π)2n
∫
C
+
n,2
ΩΓ. (4)
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1.1.6 Permutation des areˆtes
Soit Γ un graphe admissible dans Gn,2 et α un deux-vecteur re´gulier sur IR
d. Le groupe
S2 × · · · × S2︸ ︷︷ ︸
n
, produit des groupes de permutations des areˆtes attache´s a` chaque sommet,
agit naturellement sur Γ par permutation de l’e´tiquetage des areˆtes. On ve´rifie que l’on a
(ǫ(σ) de´signe la signature de la permutation σ) :
Bσ.Γ = ε(σ)BΓ
wσ.Γ = ε(σ)wΓ, (5)
de sorte que le produit wΓ.BΓ ne de´pend pas de l’e´tiquetage. On remarque aussi que le
cœfficient wΓ et l’ope´rateur BΓ ne de´pendent pas de l’ordre des sommets.
1.1.7 Principe de la de´monstration
L’associativite´ de l’e´toile-produit de´fini par Kontsevich re´sulte de deux ingre´dients. Le
premier ingre´dient est la formule de Stokes qui va donner des relations entre les cœfficients
wΓ. Le deuxie`me ingre´dient est un lemme fondamental ([Ko] lemme 6.6) qui assure que
les concentrations ae´riennes de plus de trois points auront des contributions nulles. Au
final le de´faut d’associativite´ de cet e´toile-produit sera nul car le deux-vecteur α est un
deux-vecteur de Poisson ([Ko] paragraphe 6.4).
1.2 Le cas line´aire
Soit g une alge`bre de Lie de dimension finie sur IR. L’espace vectoriel dual g∗ posse`de
une structure de Poisson line´aire donne´e par la moitie´ du crochet de Lie. Ces deux notions
sont e´quivalentes. Si e1, · · · , ed de´signe une base de g, e
∗
1, · · · , e
∗
d la base duale et ∂i la
de´rive´e dans la direction du vecteur e∗i , alors le deux-vecteur de Poisson associe´ est α =
1
2
∑
i,j[ei, ej]∂i ⊗ ∂j .
Dans ce cas ([Ko] the´ore`me 8.3.1) l’ordre des ope´rateurs BΓ est suffisamment croissant
de sorte que, lorsque f et g sont deux fonctions polynomiales, la formule de Kontsevich
est en fait une somme finie. Cet e´toile-produit ve´rifie pour X, Y dans g (conside´re´s comme
des fonctions line´aires sur g∗) la relation
X ⋆ Y − Y ⋆ X = h[X, Y ].
En localisant en h = 1, l’e´toile-produit de Kontsevich de´finit donc sur l’alge`bre syme´trique
S[g] une structure isomorphe a` l’alge`bre enveloppante de g ([Ko] the´ore`me 8.3.1).
1.2.1 Ge´ome´trie des graphes
Dans le cas line´aire, les graphes qui vont intervenir de manie`re non triviale dans la
formule (1) ont une description relativement simple. En effet chaque sommet de premie`re
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espe`ce ne pourra recevoir qu’au plus une areˆte : ce sont par de´finition les graphes perti-
nents (relevant graphs) et on renvoie le lecteur a` l’article [AST] paragraphe 3.1 pour une
description pre´cise des graphes pertinents qui interviennent dans la formule finale.
En fait des arguments e´le´mentaires (de´taille´s dans [AST] paragraphe 3.1) montrent
que tout graphe admissible pertinent se de´compose en produit de graphes simples. Il y
a deux types de graphes simples : ceux qui contiennent une seule roue (et donc pas de
racine) comme dans la figure [4] on les appellera graphes de type roue ([AST] de´finition
3.1.1) et ceux qui contiennent une seule racine (et donc pas de roue) comme dans la figure
[1], ce sont les graphes de type Lie ([Ka] de´finition 3.1).
1.2.2 Symbole de BΓ
Dans [AST] paragraphe 3 on a associe´ a` chaque graphe admissible Γ un symbole aΓ.
C’est une fonction de g× g a` valeurs dans S[g] donne´e par la formule pour X, Y dans g
aΓ(X, Y ) = BΓ(e
X , eY )e−X−Y .
Par exemple le symbole associe´ au graphe de la figure [1] est
aΓ(X, Y ) =
1
8
[[X, [X, Y ]], Y ]
et le symbole associe´ au graphe de la figure [4] est
aΓ(x, y) =
1
25
trg(ad[X, Y ] adX adY adY ).
Lorsque le graphe est simple de type Lie, alors aΓ(X, Y ) est naturellement un e´le´ment
de l’alge`bre de Lie engendre´e par X et Y . Lorsque Γ est produit de graphes simples, le
symbole est le produit des symboles associe´s ([AST] lemme 3.6).
1.2.3 Formule de Campbell-Hausdorff en termes de graphes
Comme de´montre´ dans [Ka] the´re`me 5.1, la formule de Campbell-Hausdorff s’e´crit
alors pour X et Y dans g (la se´rie est convergente pour X et Y proches de 0)
Z(X, Y ) = X + Y +
∞∑
n=1
1
n!
∑
Γ
wΓaΓ(X, Y ). (6)
ou` la somme porte sur les graphes simples de type Lie. Les graphes qui contribuent
de manie`re non triviale dans cette formule n’ont donc qu’une racine et ne posse`dent
pas de syme´tries. Par conse´quent les graphes e´tiquete´s (nume´rote´s) associe´s a` un graphe
ge´ome´trique (graphe oriente´ associe´ pour lequel on oublie l’e´tiquetage) sont au nombre de
n!2n. Le terme n! se compense avec le terme 1
n!
et le terme 2n disparaˆıt aussi car on a pris
le deux-vecteur de Poisson associe´ a` la moitie´ du crochet de Lie. On notera Γ(X, Y ) le
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symbole associe´ au graphe ge´ome´trique lorsqu’on prend le deux-vecteur de Poisson associe´
au crochet de Lie. On a alors la formule plus synthe´tique suivante
Z(X, Y ) = X + Y +
∑
Γ
wΓΓ(X, Y ) (7)
ou` la somme porte sur les graphes ge´ome´triques simples de type Lie. On remarquera
toutefois que le symbole Γ(X, Y ) est mal de´fini si le graphe n’est pas e´tiquete´. Pour
re´soudre ce proble`me il suffit de remarquer que c’est aussi le cas pour le cœfficient wΓ et
que ces deux difficulte´s se compensent graˆce aux e´quations (5).
exp(X) exp(Y)
Fig. 4: Graphe simple de type Roue
1.2.4 Symbole formel de l’e´toile-produit dans le cas line´aire et fonction de
densite´
La proprie´te´ multiplicative du symbole et la combinatoire sur les graphes assurent que
le symbole formel associe´ a` l’e´toile-produit de Kontsevich est, dans le cas des alge`bres de
Lie, un produit de deux termes de type exponentiel correspondant aux contributions des
graphes simples de type Lie (c’est la formule de Campbell-Hausdorff par [Ka] the´ore`me
5.1) et des graphes simples de type roue (c’est la fonction de densite´ par [AST] proposition
3.7). Le symbole formel vu dans S[g][[h]], ve´rifie alors ([AST] proposition 3.8)
(
exp(X) ⋆ exp(Y )
)
exp(−X − Y ) = D(hX, hY ) exp
(1
h
Z(hX, hY )−X − Y
)
(8)
avec D(X, Y ) la fonction de densite´ (se´rie convergente pour X et Y proches de 0) :
D(X, Y ) = exp
(∑
Γ
wΓΓ(X, Y )
)
(9)
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ou` la somme porte sur l’ensemble des graphes ge´ome´triques simples et de type roue. On
montre ([AST] proposition 3.12) que cette fonction vaut
D(X, Y ) =
j1/2(X)j1/2(Y )
j1/2(Z(X, Y ))
(10)
avec j le de´terminant jacobien de l’application exponentielle a` savoir
j(X) = det
g
(1− exp(−adX)
adX
)
. (11)
1.3 Rappel sur les espaces syme´triques
Soit g une alge`bre de Lie de dimension finie sur IR, on appelle paire syme´trique, tout
couple (g, σ) avec σ une automorphisme de Lie involutif. Habituellement on note g = k⊕p
la de´composition en espaces propres relativement a` σ.
Lorsque g est l’alge`bre de Lie d’un groupe de Lie G (connexe et simplement connexe)
et σ la diffe´rentielle d’un involution de G (un automorphisme de groupe ve´rifiant σ2 = 1),
on note Gσ le sous-groupe des points fixes de σ dans G et K la composante connexe de
Gσ qui contient l’e´le´ment neutre e. L’espace G/K est appele´ espace syme´trique. Alors
k est l’alge`bre de Lie de K, mais en ge´ne´ral p n’est pas une sous-alge`bre de Lie car on
a les relations suivantes [k, p] ⊂ p et [p, p] ⊂ k. On peut identifier p a` l’espace tangent
TeK(G/K). Il existe cependant sur p un produit triple donne´ par la formule pour X, Y, Z
dans p
(X, Y, Z) 7→ [[X, Y ], Z]. (12)
Les espaces vectoriels munis de produits triples sont pour les espaces syme´triques, ce que
sont les alge`bres de Lie pour les groupes de Lie ([Lo] vol I, paragraphe II-2).
L’application exponentielle de´finit un diffe´omorphisme local de p sur G/K. On la
note Exp et on notera expg l’application exponentielle de g dans G. On en de´duit alors
l’existence d’une formule de Campbell-Hausdorff pour les espaces syme´triques, de´finie de
la manie`re suivante. Pour X et Y dans p proches de 0, il existe une se´rie convergente
Zsym(X, Y ) a` valeurs dans p telle que l’on ait
expg(X)Exp(Y ) = Exp
(
Zsym(X, Y )
)
.
En utilisant l’involution σ on trouve facilement
expg(2Zsym(X, Y )) = expg(X) expg(2Y ) expg(X). (13)
Cela nous sugge`re de modifier le crochet de Lie pour g et de prendre plutoˆt deux fois
le crochet. Notons g2 l’alge`bre de Lie ainsi obtenue et G2 le groupe de Lie connexe et
simplement connexe associe´. Notons expg2 l’application exponentielle associe´e. On aura
alors (le membre de droite est calcule´ dans G2)
expg2
(
Zsym(X, Y )
)
= expg2(X/2) · expg2(Y ) · expg2(X/2). (14)
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2 Me´thodes de de´formation pour les espaces syme´triques
2.1 Calcul de la formule de Campbell-Hausdorff
Comment exprimer maintenant Zsym(X, Y ) en termes de diagrammes ? Cela revient
a` se demander comment on calcule les produits ite´re´s de l’e´toile-produit. La proposition
suivante re´sout la question (voir l’article [Ko] paragraphe 8.3.3.2 pour un calcul analogue).
On conside`re Gn,3 l’ensemble des graphes e´tiquete´s avec n points ae´riens et 3 points
terrestres. On place les points terrestres en 0, s, 1 avec s ∈]0, 1[ (figure [5]). On e´tend la
notion de graphes admissibles aux graphes de Gn,3 (voir section 1.1.2).
Notons wΓ(s) la valeur du cœfficient obtenu par inte´gration de la forme ΩΓ sur les
configurations a` s fixe (en d’autres termes on inte`gre sur les points ae´riens). On conside`re
0 s 1
Fig. 5: Graphe avec trois points terrestres
la structure de Poisson line´aire sur g∗, donne´e par la moitie´ du crochet de Lie. On note α
le deux-vecteur associe´.
Proposition 1. Pour f, g, h trois fonctions re´gulie`res sur g∗ on a
f ⋆ g ⋆ k = fgk +
∞∑
n=1
hn
n!
∑
Γ∈Gn,3
Γadmissible
wΓ(s)BΓ(f, g, k).
Preuve : On doit montrer deux choses, d’une part que l’expression de droite est inde´pen-
dante de s et qu’elle vaut bien le terme de gauche.
On utilise le calcul de la de´rive´e de wΓ(s) comme dans [To1] paragraphe 4.1. Cela
revient a` utiliser la formule de Stokes de manie`re infinite´simale qui est a` la base de
l’associativite´ ([Ko] paragraphe 6.4). En pratique cela veut dire que l’on doit concentrer
des points. Comme les points 0, s, 1 sont sur l’axe re´el, les concentrations que l’on doit
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effectuer sont ae´riennes (sinon pour des raisons de dimension on se retrouve dans le cas
[Ko] paragraphe 6.4.2.2). Les concentrations de plus de trois points ae´riens sont nulles
([Ko] lemme 6.6). Les seules expressions non nulles, proviennent alors des concentrations
de deux points ae´riens. Elles se compensent par l’identite´ de Jacobi, a` savoir [α, α]S = 0
(crochet de Schouten). Le terme de droite est donc constant.
Maintenant lorsque s tend vers 0, on obtient toutes les concentrations de p points
ae´riens avec leurs 2p areˆtes. En effet, il faut tenir compte des composantes de bord dans
les compactifications des espaces de configurations ([Ko] 6.4.2.1). Le re´sultat vaut alors
la factorisation
(f ⋆ g) ⋆ k.
On en retrouve l’associativite´ de l’e´toile-produit en conside´rant la limite quand s tend
vers 1.✷
Remarque : Dans la proposition ci-dessus on n’a pas utilise´ le fait que la structure de
Poisson e´tait line´aire, on en de´duit que cette proposition est vraie pour tout deux-vecteur
de Poisson.
Plac¸ons maintenant le point me´dian en s = 1
2
. On place en 0 la fonction exp(X/2), en 1
2
la
fonction exp(Y ) et en 1 la fonction exp(X/2). On s’inte´resse a` la contribution des termes
dans
exp(X/2) ⋆ exp(Y ) ⋆ exp(X/2) =
exp(X + Y ) +
∞∑
n=1
hn
n!
∑
Γ∈Gn,3
Γadmissible
wΓ(
1
2
)BΓ
(
exp(X/2), exp(Y ), exp(X/2)
)
. (15)
Le bivecteur de Poisson intervenant est comme d’habitude la moitie´ du crochet de Lie
(n’oublions pas que l’on travaille dans g2). On fait maintenant intervenir la syme´trie par
rapport a` la droite x = 1
2
. Si Γ est un graphe, on note Γ∧ le graphe syme´trise´. Clairement,
les quantite´s
BΓ
(
exp(X/2), exp(Y ), exp(X/2)
)
et
BΓ∧
(
exp(X/2), exp(Y ), exp(X/2)
)
sont e´gales. Par contre on a wΓ∧ = (−1)
nwΓ. On en de´duit que les contributions des
termes avec n impair sont nulles.
La ge´ome´trie et la combinatoire des graphes intervenant dans la formule (15) est claire-
ment identique a` celle du paragraphe 1.2. On e´tend donc toutes les notions rappele´es au
paragraphe 1.2.
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On note de la meˆme fac¸on que pre´ce´demment le symbole de l’ope´rateur BΓ lorsqu’on
prend pour deux-vecteur de Poisson le crochet de Lie de g2. On a donc
Γ(X, Y ) = BΓ
(
exp(X/2), exp(Y ), exp(X/2)
)
exp(−X − Y ). (16)
On en de´duit, comme dans l’e´quation (8), que le membre de gauche dans (15) est un
produit de deux termes de type exponentiel correspondant aux contributions des graphes
simples de type roue et aux contributions des graphes simples de type Lie. La contribution
dans (15) des graphes admissibles dont les composantes simples sont de type Lie calcule le
terme de droite dans (14) (c’est le the´ore`me 5.1 de [Ka]). Par conse´quent la contribution
des graphes simples de type Lie dans (15) correspond a` la formule de Campbell-Hausdorff
pour les espaces syme´triques par (14).
En conside´rant les graphes ge´ome´triques associe´s, on en de´duit comme pour la formule
(7) la proposition suivante :
Proposition 2. La formule de Campbell-Hausdorff pour les espaces syme´triques s’e´crit
pour X et Y dans p :
Zsym(X, Y ) = X + Y +
∑
Γ
wΓ(
1
2
)Γ(X, Y )
avec la somme portant sur les graphes simples ge´ome´triques de type Lie avec trois points
terrestres. En particulier on a bien Zsym(X, Y ) ∈ p.
Pour les meˆmes raisons que [ADS] lemme 2.2 et 2.3 ou [AST] proposition 3.9, les se´ries
associe´es sont convergentes pour X et Y dans p proches de 0. On peut donc prendre h = 1
et on obtient
exp(X/2) ⋆ exp(Y ) ⋆ exp(X/2) = Dsym(X, Y ) exp
(
Zsym(X, Y )
)
. (17)
Notons Jg(X) le jacobien de l’application Exp. On a la formule classique
Jg(X) = det
p
(sinh adX
adX
)
. (18)
En utilisant la fonction de densite´ (10) pour les alge`bres de Lie et l’associativite´ de l’e´toile-
produit, on peut calculer sans difficulte´ la fonction de densite´ Dsym(X, Y ). On obtient
Dsym(X, Y ) =
jg2(X/2)jg2(Y )
1/2
jg2(Zsym(X, Y ))
1/2
(19)
ou` la fonction jg2 (11) est calcule´e pour le crochet double. Or pour X ∈ p on a
jg2(X) = exp(−trg(adX))Jg(X)
2
avec membre de droite calcule´ pour le crochet simple. On en de´duit le lemme
Lemme 1. On a la formule
Dsym(X, Y ) =
Jg(X/2)
2Jg(Y )
Jg(Zsym(X, Y ))
. (20)
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2.2 Premie`re De´formation
On va effectuer maintenant une premie`re de´formation de la formule de Campbell-
Hausdorff et de la fonction de densite´. Elle consiste a` de´former les cœfficients wΓ en
de´plac¸ant les points terrestres dans le demi-plan de Poincare´ ([Ko] 8.2.3).
La premie`re de´formation correspond typiquement au graphe de la figure [6] ou` la
position du point associe´ a` exp(Y ) est repe´re´ par la variable t. Cette variable de´signe la
position du point dans C1,2
+
, avec le point ae´rien sur la droite d’e´quation x = 1
2
. Cela
revient a` conside´rer des graphes simples de type Lie de Gn,3, ou` on a place´ les points de
deuxie`me espe`ce en (0, t, 1).
10 1/2
exp(X/2) exp(x/2)
exp(Y)
Fig. 6: Premie`re de´formation typique
On ajoute un indice t pour signifier la de´pendance en t. La re`gle concernant les
syme´tries dans les cœfficients wΓ(t) joue de la meˆme fac¸on que pre´ce´demment. Seuls
les termes avec un nombre pair de sommets de premie`re espe`ce vont intervenir.
On effectue comme dans [To1] paragraphe 4.1 le calcul de la de´rive´e de la fonction
Zsym,t(X, Y ) = X + Y +
∑
Γ
wΓ(t)Γ(X, Y ). (21)
On ne doit conside´rer que les concentrations d’un point ae´rien sur exp(Y ), les autres con-
centrations donnant soit directement 0 ([Ko] lemme 6.6) soit s’annulant par compensation
due a` l’identite´ de Jacobi. On se retrouve avec des cœfficients de´rive´s correspondant a` des
graphes du genre de la figure [7].
Le cœfficient wA,B(t) correspondant a` un graphe comme dans la figure [7] contient un
terme en dt. Pour les meˆmes raisons que celles explique´es dans [To1] proposition 4.1, le
cœfficient wA,B(t) se factorise en un produit w˜A(t)wB(t) ou` wB(t) se calcule a` t constant
et w˜A(t) contient toute la contribution de la diffe´rentielle en t. En regroupant les graphes
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1/2
exp(X/2) exp(x/2)
exp(Y)
 A
 B
Fig. 7: Contribution Type dans la de´rive´e
qui de´ge´ne`rent de la meˆme manie`re, on fait apparaˆıtre un terme, au niveau des symboles,
du genre
∂YB(X, Y ) · [Y,A(X, Y )] (22)
ou` A,B de´signent par abus les symboles des graphes A,B. Ces graphes sont force´ment
des graphes simples admissibles de type Lie (avec points de deuxie`me espe`ce place´s en
(0, t, 1)). Remarquons par ailleurs qu’il s’agit bien du crochet de Lie, car on a pris le deux-
vecteur de Poisson associe´ au crochet de Lie. Pour des raisons de syme´trie, on aura une
contribution non triviale des cœfficients lorsque le graphe B a un nombre pair de sommets
de premie`re espe`ce et le graphe A un nombre impair de sommets de premie`re espe`ce (a`
cause de l’areˆte qui joint le point maintenant ae´rien t a` la racine de A). La factorisation
du cœfficient permet alors de tout factoriser comme dans [To1] the´ore`me 4.2 :
∑
A,B
wA,B(t)[Y,A(X, Y )] · ∂YB(X, Y ) =
∑
A,B
wB(t)w˜A(t)[Y,A(X, Y )] · ∂YB(X, Y ) (23)
[Y,
∑
A
w˜A(t)A(X, Y )] · ∂Y
(∑
B
wB(t)B(X, Y )
)
= [Y, Ft] · ∂Y Zsym,t(X, Y ). (24)
La convention des signes de [AMM] I.2.1, pour l’orientation des strates donne le signe
final. Par ailleurs l’e´tiquetage des graphes n’a plus d’importance une fois qu’on a conside´re´
le produit du cœfficient et du symbole (car il y a compensation des signes). On peut donc
travailler directement avec les graphes ge´ome´triques.
Pour la fonction de densite´ on proce`de comme dans [To1] paragraphe 5.2 et on obtient
alors les meˆmes e´quations que celles que nous avons e´tablies dans [To1] the´ore`me 4.2 et
the´ore`me 5.2. Par suite on peut e´noncer le the´ore`me suivant :
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The´ore`me 1. Soit (g, σ) une paire syme´trique re´elle. Il existe une se´rie convergente en
X, Y dans un voisinage de 0 dans p, on la note Ft(X, Y ). Elle est a` valeurs dans k et
c’est une 1-forme en t. Il existe une de´formation de la formule de Campbell-Hausdorff
pour les espaces syme´triques, on la note Zsym,t(X, Y ) et il existe enfin une de´formation
de la fonction de densite´, on la note Dsym,t(X, Y ) telles que l’on ait
dZsym,t(X, Y ) = [Y, Ft(X, Y )] · ∂Y Zsym,t(X, Y ) (25)
et
dDsym,t(X, Y ) = [Y, Ft(X, Y )] · ∂YDsym,t(X, Y ) + trg
(
DY Ft ◦ ad(Y )
)
Dsym,t(X, Y ). (26)
La 1-forme Ft(X, Y ), correspond a` ∑
A
w˜A(t)A(X, Y ) (27)
avec A un graphe simple ge´ome´trique de type Lie (ou` les points de deuxie`me espe`ce sont
place´s en (0, t, 1)) et wA le cœfficient calcule´ en ajoutant une areˆte du point t vers le
sommet de A comme dans la figure [7]. La notation DY Ft(X, Y ) signifie que l’on a pris la
diffe´rentielle partielle de Ft en Y .
2.3 Modification de la fonction de densite´ pour les espaces
syme´triques : cas re´soluble et tre`s syme´trique
Les e´quations obtenues dans le the´ore`me pre´ce´dent ne sont pas satisfaisantes du point
de vue des espaces syme´triques. En effet au lieu de trouver une trg on aurait aime´ trouver
une trk dans (26).
Comme DY Ft et ad(Y ) sont des endomorphismes de g qui envoient k sur p et p sur k,
on en de´duit que l’on a
trp
(
ad(Y ) ◦DY Ft
)
= trk
(
DY Ft ◦ ad(Y )
)
(28)
puis
trg
(
DY Ft ◦ ad(Y )
)
= 2trp
(
ad(Y ) ◦DY Ft
)
− trk
(
[DY Ft, ad(Y )]
)
(29)
Lemme 2 ([Rou1] page 573). Pour les espaces syme´triques re´solubles et les paires tre`s
syme´triques le commutateur [DY Ft, ad(Y )] est a` trace nulle sur k.
On en de´duit alors, que l’on peut transformer facilement les traces sur g en des
traces sur p a` condition que le terme trk([DY Ft, adY ]) soit nul. C’est exactement l’ar-
gument de Rouvie`re. En particulier on trouve que ce terme est nul dans le cas des paires
syme´triques re´solubles et des paires tre`s syme´triques ([Rou1] paragraphe 5.3). Une paire
tre`s syme´trique est la donne´e d’une paire syme´trique et d’un automorphisme commutant
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aux adX et qui envoie p sur k et k sur p ([Rou1] paragraphe 5). Pour les paires tre`s
syme´triques on a facilement ([Rou1] paragraphe 5.3 page 573)
trk
(
DY Ft ◦ adY
)
= trp
(
DY Ft ◦ adY
)
= trk
(
adY ◦DY Ft
)
. (30)
Des exemples connus de paires tre`s syme´triques, sont les paires g× g/g et gIC/gIR. Dans le
premier cas, on prend (X, Y ) 7→ (X,−Y ) et dans le second cas on prend la multiplication
par i.
Conclusion : Dans le cas des espaces syme´triques il est utile de prendre la racine carre´e
de la fonction de densite´ pour obtenir une trace sur k (afin de compenser le cœfficient 2
dans (29)).
2.4 Calcul de la fonction de densite´ a` l’infini
On fait tendre t vers l’infini, ce qui revient au meˆme de fixer le point ae´rien en 1
2
+ i
et de faire tendre les deux points terrestres vers 1
2
. On de´termine facilement la valeur de
la fonction de densite´ a` l’infini.
Avant cela introduisons une autre fonction de densite´ que l’on note E1/2(X, Y ), cor-
respondant aux contributions des graphes admissibles dont les composantes simples sont
de type roue et dont les points de deuxie`me espe`ce sont place´s en 1
2
(correspondant a`
exp(X)) et en 1
2
+ i (correspondant a` exp(Y )) (voir figure [8]). Par ailleurs les points de
premie`re espe`ce sont associe´s au deux-vecteur de Poisson associe´ au crochet de Lie.
1/2
B
exp(Y)
exp(X)
Fig. 8: Contribution Type dans la fonction de densite´ E1/2(X,Y )
De manie`re analogue on notera exp(Z1/2(X, Y )) la contribution des graphes admissi-
bles dont les composantes simples sont de type Lie et dont les points de deuxie`me espe`ce
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sont place´s en 1
2
et en 1
2
+ i (voir figure [9]).
exp(X)
exp(Y)
Fig. 9: Contribution Type dans Z1/2
Proposition 3. Lorsque le point t tend vers l’infini dans la direction imaginaire, on
obtient
Dsym,∞(X, Y ) = E1/2(X, Y )
J2g(X/2)
Jg(X)
(31)
Preuve : En approchant les deux points terrestres vers 1
2
, on doit tenir compte de
toutes les concentrations de points ae´riens sur ces points terrestres. Cela ajoute un terme
correspondant a` la fonction de densite´ pour les alge`bres de Lie (10), ou` l’on place exp(X/2)
et exp(X/2) aux points terrestres, ce qui donne
jg2(X/2)
jg2(X)
1/2
=
J2g(X/2)
Jg(X)
.✷
2.5 Interpre´tation dans l’œil de Kontsevich
Lorsqu’on a rapproche´ nos deux points terrestres en 1
2
, on retrouve des graphes ad-
missibles ou` les points de seconde espe`ce sont place´s en (1
2
+ i, 1
2
). C’est donc un point
dans C2,0 positionne´ sur la paupie`re de l’œil et sur l’axe de syme´trie voir figure ([10]).
Cela explique notre choix de notation : on est a` la moitie´ sur la paupie`re.
2.6 Application a` la convolution des distributions K-invariantes
sur les espaces syme´triques re´solubles ou tre`s syme´triques
En reprenant d’une part les arguments e´nonce´s dans [AST] paragraphe 4 et [KV]
paragraphe 2 sur la convolution des germes de distributions invariantes et d’autre part
les de´finitions de [Rou1] paragraphe 3 pour la convolution sur p, on de´duit le the´ore`me
suivant (pour simplifier les notations on a note´ J pour Jg) :
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(0,1)(1,0)
(1/2+i, 1/2)
Fig. 10: Le point de de´formation reste sur l’axe x = 1
2
The´ore`me 2. Soit (g, σ) une paire syme´trique re´soluble ou tre`s syme´trique. Soient u(x)
et v(y) des germes de distributions adk-invariantes en 0 dans p a` supports compatibles.
On a alors la formule suivante〈
u(x)v(y),
J1/2(x)J1/2(y)
J1/2(zsym(x, y))
Φ(zsym(x, y))
〉
=
〈
u(x)v(y), E
1/2
1/2(x, y)Φ(z1/2(x, y))
〉
pour Φ une fonction test a` support dans un voisinage de 0 dans p.
Preuve : Les proble`mes de convergence et la de´finition de supports compatibles sont
e´tudie´s dans [Rou1] paragraphe 3.3. La me´thode est par ailleurs strictement identique.
On se contente donc de la partie formelle.
On a introduit une de´formation de la formule de Campbell-Hausdorff et de la fonction
de densite´. On a donc une de´pendance en t
Ψ(t) =
〈
u(x)v(y), D
1/2
sym,t(x, y)Φ(zsym,t(x, y))
〉
. (32)
On calcule facilement la de´rive´e en t, compte tenu des e´quations (25) et (26) du the´ore`me
1. L’invariance du germe v(y) signifie que l’on a
v(y)[y, Ft(x, y)] · ∂y = −trp
(
ad(y) ◦DY Ft
)
v(y), (33)
On obtient alors
Ψ′(t) =
〈
u(x)v(y), mt(x, y)D
1/2
sym,t(x, y)Φ(zsym,t(x, y))
〉
(34)
avec mt(x, y) = −
1
2
trk([DY Ft, ady]). En effet l’invariance fait disparaˆıtre le terme en trp
dans (29) (n’oublions pas que l’on a pris la racine carre´e). Lorsque (g, σ) est une paire
tre`s syme´trique ou une paire re´soluble, la trace sur k du crochet est nulle par le lemme 2.
On en de´duit que la fonction Ψ est constante.
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Il vient Ψ(0) = Ψ(∞), puis en utilisant (20) et (31)〈
u(x)v(y),
J(x/2)J(y)1/2
J(zsym(x, y))1/2
Φ(zsym(x, y))
〉
=〈
u(x)v(y), E
1/2
1/2(x, y)
J(x/2)
J(x)1/2
Φ(z1/2(x, y))
〉
. (35)
En changeant un peu l’ordre des termes et en simplifiant par J(x/2) (la fonction J est
invariante par K et l’e´nonce´ vaut pour tous germes de distributions invariantes) on trouve〈
u(x)v(y),
J(x)1/2J(y)1/2
J(zsym(x, y))1/2
Φ(zsym(x, y))
〉
=〈
u(x)v(y), E
1/2
1/2(x, y)Φ(z1/2(x, y))
〉
.✷ (36)
Conclusion : dans les cas de paires syme´triques e´tudie´es, on a trouve´ une de´formation
ade´quate vis a` vis de la convolution des germes de distributions invariantes sur les espaces
syme´triques.
2.7 Deuxie`me de´formation
On utilise maintenant la deuxie`me de´formation, qui consiste a` de´placer dans C2,0 notre
point de la paupie`re vers l’iris de l’œil tout en restant sur l’axe de syme´trie vertical de l’œil.
En d’autres termes, on fait se rapprocher les deux points de seconde espe`ce sur l’axe x = 1
2
.
C’est la de´formation que l’on a utilise´ dans [To1]. La situation est alors stricto sensu
identique. Les e´quations que l’on obtient sont celles de [To1] the´ore`me 4.2 et the´ore`me
5.2. Compte tenu des syme´tries pour les cœfficients et le fait que X et Y sont dans p,
il est certain que nos champs adjoints sont dans k. Comme on restreint notre e´tude au
cas des espaces syme´triques re´solubles ou tre`s syme´triques, on peut graˆce au lemme 2,
transformer dans l’e´quation diffe´rentielle (26) la trace sur g en une trace sur k (ou sur p)
a` condition de prendre la racine carre´e de la fonction de densite´.
Sur l’iris de l’œil cette fonction de densite´ vaut 1 d’apre`s [Sh] et la de´formation de
CBH ve´rifie Z1/2,iris(X, Y ) = X + Y . On a donc e´tabli le the´ore`me suivant (on note J
pour Jg) :
The´ore`me 3. Soit (g, σ) une paire syme´trique re´soluble ou tre`s syme´trique. Soient u(x)
et v(y) des germes de distributions adk-invariantes en 0 dans p a` supports compatibles.
Pour Φ une fonction test a` support dans un voisinage de 0 dans p, on a alors la formule
suivante 〈
u(x)v(y),
J1/2(x)J1/2(y)
J1/2(zsym(x, y))
Φ(zsym(x, y))dxdy =
∫
u(x)v(y)Φ(x+ y)
〉
.
Remarques finales :
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1. Quand (g, σ) est une paire syme´trique re´soluble, le the´ore`me ci-dessus est de´montre´
par Rouvie`re [Rou1] the´ore`me 3.6 en utilisant une de´formation homoge`ne de la
formule de Campbell-Hausdorff comme dans [KV].
2. Les de´formations utilise´es dans cet article sont re´gulie`res mais leur jonction n’est
pas diffe´rentiable. Cela explique notre choix d’exposition en deux parties et nous
permet heureusement de retrouver les re´sultats de [Rou1].
3. Lorsque u(x) et v(y) correspondent a` des distributions de support 0, on retrouve
que la syme´trisation modifie´e par la racine carre´e du jacobien, constitue un isomor-
phisme d’alge`bre de S[p]k (les symboles K-invariants) sur (U(g)/U(g) · k)k, l’alge`bre
des ope´rateurs diffe´rentiels invariants sur l’espace syme´trique G/K. C’est l’isomor-
phisme de Rouvie`re dans le cas des espaces syme´triques re´solubles (voir [To2] pour
une synthe`se sur ce proble`me).
4. On sait qu’en ge´ne´ral on ne peut pas obtenir un tel transport des distributions in-
variantes en utilisant une modification aussi simple de l’application exponentielle.
On peut s’en convaincre par exemple en examinant ce qu’est l’homomorphisme
d’Harish-Chandra du cas semi-simple (non tre`s syme´trique). Pour pallier cette diffi-
culte´ Rouvie`re a introduit une fonction auxiliaire dans [Rou2], [Rou3], [Rou4] pour
les fibre´s en droites sur G/K, note´e eλ(x, y). Il semble opportun de relier ces re´sultats
avec les me´thodes de´crites dans cet article. Ce programme de recherche est annonce´
dans [To2].
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