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Abstract. Basic operations in graph signal processing consist in processing signals indexed on graphs either
by filtering them, to extract specific part out of them, or by changing their domain of representation, using some
transformation or dictionary more adapted to represent the information contained in them. The aim of this chapter is
to review general concepts for the introduction of filters and representations of graph signals. We first begin by recalling
the general framework to achieve that, which put the emphasis on introducing some spectral domain that is relevant
for graph signals to define a Graph Fourier Transform. We show how to introduce a notion of frequency analysis for
graph signals by looking at their variations. Then, we move to the introduction of graph filters, that are defined like the
classical equivalent for 1D signals or 2D images, as linear systems which operate on each frequency of a signal. Some
examples of filters and of their implementations are given. Finally, as alternate representations of graph signals, we
focus on multiscale transforms that are defined from filters. Continuous multiscale transforms such as spectral wavelets
on graphs are reviewed, as well as the versatile approaches of filterbanks on graphs. Several variants of graph filterbanks
are discussed, for structured as well as arbitrary graphs, with a focus on the central point of the choice of the decimation
or aggregation operators.
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1. Graph Fourier Transform and Frequencies
1.1. Introduction
Graph Signal Processing (GSP) has been introduced in the recent past using at least two complemen-
tary formalisms: on the one hand, the discrete signal processing on graphs [1] which emphasizes the
adjacency matrix as a shift operator on graph and develops an equivalent of Discrete Signal Processing
(DSP) for signals on graphs; and on the other hand, the approaches rooted in graph spectral analysis,
which rely on the spectral properties of a Laplacian matrix (or operator) on a graph [2–4]. Both
approaches yield an analogy for harmonic analysis of graph signals through the definition of a Graph
Fourier Transform as being the projection of a signal in the spectral domain of the chosen matrix or
operator. While the technical details vary, and some interpretations in the vertex domain may differ,
the fundamental objective of both approaches is to decompose a signal onto components of different
frequencies and to design filters that can extract or modify parts of a graph signal according to these
frequencies, e.g. providing notions of low-pass, band-pass, or high-pass filters for graph signals. In
this section, both approaches (along with other variations) are seen as specific instances of the general
guideline for defining Graph Fourier Transform and its associated frequency analysis.
Notations. Vectors are written in bold with small letters, and matrices in bold and capital letters.
Let G = (V, E ,A) be a graph with V the set of N nodes, E the set of edges, and A the weighted
adjacency matrix in RN×N . If Aij = 0, there is no connection from node i to node j, otherwise, Aij
is the weight of the edge starting from i and pointing to j1. If an undirected edge exists between i and
j, then Aij = Aji. We restrict ourselves to adjacency matrices with positive or null entries: Aij > 0.
Finally, the symbol I denotes the identity matrix (its dimension should be clear with the context),
and δi is a vector whose i-th entry is equal to 1 while all other entries are equal to 0.
1.2. Graph Fourier Transform
Definition 1.1 (graph signal). A graph signal is a vector x ∈ RN whose component xi is considered
to be defined on vertex i.
A Graph Fourier Transform (GFT) is defined via a choice of reference operator admitting a spectral
decomposition. Representing a graph signal in this spectral domain is interpreted as a GFT. We review
the standard properties and the various definitions proposed in the literature.
Consider a matrix R ∈ RN×N . To be admissible as a reference operator for the graph, it is
often required that for any pair of nodes i 6= j, Rij and Rj i are equal to zero if i and j are not
connected, as this will help for efficient implementations of filters (see in 2.4). We assume furthermore
that R is diagonalizable in C. In fact, if R is not diagonalizable, one needs to consider Jordan’s
decomposition, which is out-of-scope of this chapter. We refer the reader to [1] for technical details
on how to handle this case. Nevertheless, in practice, we claim that it often suffices to consider only
diagonalizable operators, since: i) diagonalizable matrices in C are dense in the space of matrices; and
ii) graphs under consideration are generally measured (should they model social, sensor or biological
networks,...) with some inherent noise. So, if one ends up unluckily with a non-diagonalizable matrix,
a small perturbation within the noise level will make it diagonalizable – provided the graphs have no
specific regularities that are to be kept. Still, we may assume with only a small loss of generality that
1In the literature, the converse convention is sometimes chosen (e.g. in [1]), hence the A> occasionally appearing in
this chapter.
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the reference operator R has a spectral decomposition:
R = UΛU−1, (1)
with U and Λ in CN×N . The columns of U, denoted uk, are the right eigenvectors of R, while the
lines of U−1, denoted v>k , are its left eigenvectors. Λ is the diagonal matrix of the eigenvalues λk.
The GFT is defined as the transformation of a graph signal from the canonical “node” basis to its
representation in the eigenvector basis:
Definition 1.2 (Graph Fourier Transform). For a given diagonalizable reference operator R =
UΛU−1 acting on a graph G, the GFT of a graph signal x ∈ RN is:
FG x
.
= xˆ
.
= U−1x. (2)
The GFT’s coefficients are simply the projections on the left eigenvectors of R:
∀k (FG x)k = xˆk = vTk x. (3)
Moreover, the GFT is invertible: U xˆ = UU−1x = x. While, in general, the complex Fourier modes
uk are not orthogonal to each other, when R is symmetric, the following additional properties hold
true.
The special case of symmetric reference operators. If in addition to be real, R is also sym-
metric, then U and Λ are real matrices, and U may be found orthonormal, that is: U−1 = U>. In
this case, vk = uk, the GFT of x is simply xˆ = U
>x with coefficients xˆk = u>k x, and the Parseval
relation holds: ||xˆ||2 = ||x||2. Hereafter, when a symmetric operator R is encountered, one should
have these properties in mind.
Finally, the interpretation of the graph Fourier modes uk in terms of oscillations and frequencies
will be the scope of Section 1.3. In the following, we list possible choices of reference operators, all
diagonalizable with different U and Λ, thus all defining different possible GFTs.
GFT for undirected graphs Undirected graphs are characterized by symmetric adjacency matri-
ces: ∀(i, j) Aij = Aj i. This does not necessarily mean that R has to be chosen symmetric as well,
as we will see with the example R = Lrw below. The following choices of R are the most common in
the undirected case.
The combinatorial Laplacian [symmetric]. The first choice for R, advocated in [2–4] is to use
the graph’s combinatorial Laplacian, having properties studied in [5]. It is defined as L = D − A
where D is the diagonal matrix of nodes’ strengths, defined as Dii = di =
∑
j Aij . If the adjacency
matrix is binary (i.e., unweighted), this strength reduces to the degree of each node. The advantages
of using L are twofold. i) It is an intuitive manner to define the GFT: L being the discretized version
of the continuous Laplacian operator which admits the Fourier modes as eigenmodes, it is fair to use
by analogy the eigenvectors of L as graph Fourier modes. Moreover, this choice is associated to a
complete theory of vector calculus (e.g., gradients) for graph signals [6] that is useful to solve PDE’s
on graphs. ii) L has well known mathematical properties [5], giving ways to characterize the graph
or functions and processes on the graph (see also [7]). Most prominently, it is semi-definite positive
3
(SDP) and its eigenvalues, being all positive or null, will serve in the following to bind eigenvectors
with a notion of frequency.
The normalized Laplacian [symmetric]. A second choice for R is the normalized Laplacian
Ln = D
− 12 LD−
1
2 = I−D− 12 AD− 12 . An interesting property of this choice of Laplacian is that all its
eigenvalues lie between 0 and 2 [5].
The adjacency matrix, or deformed Laplacian [symmetric]. Another choice for R is the
adjacency matrix2 A>, as advocated in [1]. One readily sees that the eigenbasis U of A> and the
eigenbasis of the deformed Laplacian Ld = I− A>||A||2 , where ||.||2 is the operator 2-norm, are the same.
Therefore, the corresponding GFTs are equivalent and, for consistency in the presentation, we will
use R = Ld here.
The random walk Laplacian [not symmetric]. The random walk Laplacian is yet another Lapla-
cian reading: Lrw = D
−1L = I−D−1A, where D−1A serves also to describe a uniform random walk
on the graph. Even though Lrw is not symmetric, we know it diagonalizes in R. In fact, if uk is an
eigenvector of Ln with eigenvalue λk, then D
− 12 uk is an eigenvector of Lrw with same eigenvalue.
Thus, Lrw has the same eigenvalues as Ln, and its Fourier basis U is real but not orthonormal.
Other possible definitions of the reference operator. For instance, the consensus operator (of
the form I−σL with some suitable σ) [8], a geometric Laplacian [9], or some other deformed Laplacian
one may think of, are valid alternatives.
All these operators imply a different spectral domain (different U and Λ) and, provided one has a
nice frequency interpretation (which is the object of Section 1.3), they all define possible GFTs. In
the graph signal processing literature, the first three operators (L, Ln and Ld) are the most widely
used.
GFT for directed graphs For directed graphs, the adjacency matrix is no longer symmetric – Aij
is not necessarily equal to Aj i – which does not automatically imply that the reference operator R is
not symmetric (e.g., the case R = Q below). This case is of great interest in some applications where
the graph is naturally directed such as hyperlink graphs (there is a directed edge between website i
and website j if there is a hyperlink in website i directing to j). In directed graphs, the degree of
node i is separated in its out-degree, dout =
∑
j Aij , and its in-degree, din =
∑
j Aji.
Some straightforward approaches [not symmetric]. It is possible to readily transpose the previ-
ous notions to the directed case, choosing either Dout or Din to replace D in the different formulations:
e.g. L = Din −A> as in [10], Lrw = I−Dout−1A as in [11], Ln = I−Dout− 12 ADout− 12 . A notable
choice is to directly use Ld = I− A>||A||2 as in [1] (we recall that Ld and R = A> are equivalent for they
share the same eigenvectors and thus, define the same GFT). These matrices are no longer strictly
speaking Laplacians as they are no longer SDP, but one may nonetheless consider them as reference
operators defining possible GFTs. Note that these definitions entail to choose (rather arbitrarily)
2We use A> instead of A for consistency purposes with [1], whose convention for directed edges in the adjacency
matrix is converse to ours: what they call A is what we call A>. Without any influence in the undirected case, it has
an impact in the directed case.
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either Dout or Din in their formulations, with the notable exception of Ld. In fact, Ld naturally
generalizes to the directed case and is a classical choice of R in this context [1].
Chung’s directed Laplacian [symmetric]. A less common approach in the graph signal processing
community is the one provided by the directed Laplacians introduced by Chung [12]. To define these
Laplacians appropriate to the directed case, let us first introduce the random walk transition matrix (or
operator) defined as P = D−1outA. It admits a stationary probability
3 pi ∈ RN+ such that pi>P = pi>.
Writing Π = diag(pi), Chung defines the following two directed Laplacians:
Q = Π− ΠP + P
>Π
2
, (4)
Qn = Π
− 12 QΠ−
1
2 = I− Π
1
2 PΠ−
1
2 + Π−
1
2 P>Π
1
2
2
. (5)
Both the combinatorial Q and the normalized Qn directed Laplacians verify the properties of Lapla-
cian matrices: SDP, negative (or null) entries everywhere except on the diagonal and real symmetric.
It is easy to see that (4) and (5) generalise the definitions of the undirected case since for an undirected
graph, Π = D, ΠP = A; hence Q is the combinatorial Laplacian L, and Qn is its normalized version
Ln.
Other possible definitions of the reference operator. The previous definitions of Lrw and Ld
for undirected graphs may also be generalized to the directed Laplacian framework to obtain:
Qrw = I− P + Π
−1P>Π
2
and Qd = I− ΠP + P
>Π
||ΠP + P>Π||2 . (6)
Additional notes. Other GFTs for directed graphs were proposed via the Hermitian Laplacian as
introduced in [13], which generalizes A>. A very different approach is to construct a Graph Fourier
basis directly from an optimization scheme, requiring some notion of smoothness, or generalization of
it – see [14,15]. We will not consider this recent approach here.
1.3. Frequencies of graph signals
To complement the notion of GFT, one needs to introduce some frequency analysis of the Fourier
modes on the graph. The general way of doing so is to compute how fast a mode oscillates on the
graph, and the tool of preference is to compute their variations along the graph. Let us first note the
following facts:
• In the undirected case, L is semi-definite positive (SDP). In fact, one may write:
VL(x) = x
>Lx =
1
2
∑
(i,j)∈E
Aij
(
xi − xj
)2 > 0. (7)
This function is also called the Dirichlet form. Similarly, Ln is also SDP:
VLn(x) = x
>Lnx =
1
2
∑
(i,j)∈E
Aij
(
xi√
di
− xj√
dj
)2
> 0. (8)
3Assuming the random walk is ergodic, i.e. irreducible and non-periodic.
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As far as we know, the Dirichlet forms of Lrw and Ld do not have such a nice formulation as a
sum of local quadratic variations over all edges of the graph. They are nevertheless SDP because:
i) Lrw and Ln have the same spectrum; ii) the symmetry of Ld implies real eigenvalues, and
the maximum eigenvalue of A/||A||2 being 1 by definition of the norm, the minimum eigenvalue
of Ld is 0.
• In the directed case, all directed Laplacians Q, Qn, Qrw and Qd are SDP due to similar
arguments. Q and Qn also have Dirichlet forms in terms of a sum of local quadratic variations,
e.g.:
VQ(x) = x
>Qx =
1
2
∑
(i,j)∈E
piiPij
(
xi − xj
)2 > 0. (9)
The other reference operators L = Din−A>, Lrw = I−Dout−1A, Ln = I−Dout− 12 ADout− 12 ,
Ld = I − A>||A||2 are not SDP as their eigenvalues may be complex. Nevertheless, the real part
of their eigenvalues are always non-negative. This is quite clear for Ld. For L = Din −A>, as
the sum of row i of A> is equal to din(i), Gershgorin circle theorem ensures that all eigenvalues
of L are non-negative. For Lrw, as P = Dout
−1A is a stochastic matrix, the Perron-Frobenius
theorem ensures that its eigenvalues are in the disk of radius 1 in the complex plane, hence the
real part of Lrw’s eigenvalues are non-negative. As Lrw and Ln have the same set of eigenvalues,
it is also true for Ln.
To sum up, all the reference operators considered are either SDP (with real non-negative eigenvalues)
or have eigenvalues whose real component is non-negative.
Definition 1.3 (Graph frequency). Let R be a reference operator. If its eigenvalues are real, the
generalized graph frequency ν of a graph Fourier mode uk is:
ν(uk) = λk > 0. (10)
If its eigenvalues are complex, two different definitions of the generalized graph frequency ν of a graph
Fourier mode uk exist:
ν(uk) = Re(λk) > 0 or ν(uk) = |λk| > 0. (11)
Remarks. In the complex eigenvalues case, it is a matter of choice wether we consider the imaginary
part of the eigenvalues or not. There is no current consensus on this question. Also, note that all
eigenvectors associated to the same λk have the same frequency. We thus define the frequency of an
eigenspace, denoted by ν(λk).
Justification: the link between frequency and variation. Two types of variation measures have
been considered in the literature to show the consistency between this definition of graph frequencies
and a notion of oscillation over the graph. The first one is based on the quadratic forms of the
Laplacian operators. For instance, in the undirected case with the combinatorial Laplacian, Eq. (7)
applied to any normalized Fourier mode uk defined from L reads:
VL(uk) = u
>
k Luk =
1
2
∑
(i,j)∈E
Aij
(
uk(i)− uk(j)
)2
= λk ||uk||22 = λk. (12)
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The larger the local quadratic variations of uk, the larger its frequency λk. Eqs. (8) and (9) (as
well as its counterpart for Qn) enable to make this variation-frequency link for Ln,Q and Qn. The
second general type of variation that has been defined [16] is the total variation between a signal and
its shifted version on the graph (where “shifting” a signal is understood as applying the adjacency
matrix to it). For instance, in the case of Ld, the associated variation reads
4:
VLd(x) =
∣∣∣∣∣∣∣∣x− 1|µmax|A>x
∣∣∣∣∣∣∣∣
2
= ||Ldx||2 , (13)
where µi designate the eigenvalues of A and µmax the one of maximum magnitude. The variation of
the graph Fourier mode uk from Ld thus reads:
VLd(uk) = ||Lduk||2 = |λk| ||uk||2 = |λk|. (14)
The larger the total variation of uk, that is, the further is uk from its shifted version along the
graph, the larger its frequency5. For L = Din − A>, a similar approach detailed in [10] links the
variation of uk to its frequency |λk|.
It may also happen that for some operator R, none of these two types of variations (quadratic
forms or total variation) show natural. Then, one may use the variation VR′ based on another re-
lated operator R′ to define frequencies. For instance, in [11,17], authors considered the random walk
Laplacians R = P = Dout
−1A as the reference operator to define the GFT, while the directed com-
binatorial Laplacian R′ = Q is used to measure the variations. With these choices, they showed that
VQ(uk) is equal to Re(λk) up to a normalization constant. Another example of such a case is in [18]
where one of the reference operators to build filters is the isometric translation introduced in [19]
while the variational operators are built upon the combinatorial Laplacian. Note finally that other
notions of variations like the Hub authority score can be drawn from the literature. We refer the reader
to [20] for details on that, as well as a complementary discussion on GFTs and their related variations.
Definition 1.3 associates graph frequencies only to graph Fourier modes. For an arbitrary signal,
we have the following definition of its frequency analysis:
Definition 1.4 (Frequency analysis). The frequency analysis of any graph-signal x on G is given by
its components (FGx)k at frequency ν(uk), as given in Definition 1.3.
1.4. Implementation and illustration
Implementation. The implementation of the GFT requires to diagonalize R, costing O(N3) oper-
ations in general, and O(N2) memory space to store U. Then, applying U to a signal x to obtain
xˆ = U−1x costs O(N2) operations. These costs are prohibitive for large graphs (N & 104 nodes).
Recent works investigate how to reduce these costs, by tolerating an approximation on xˆ. In the cases
where R is symmetric, authors in [22,23] suggest to approximate U by a product of J = O(N logN)
Givens rotations, using a truncated Jacobi algorithm. The resulting approximated fast GFT requires
4In [16], the `1 norm is used, but the `2 norm can be used equivalently: this is a matter of how one wants to normalize
the eigenvectors. In this paper, we consider the classical Euclidean norm, hence `2.
5There is a direct correspondence between λi, the eigenvalues of Ld, and µi: λi = 1− µi/|µmax|. We thus recover
the results in [16]: the closer is µk from |µmax| in the complex plane, the smaller the total variation of the associated
Fourier mode uk.
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Figure 1: Two graph signals and their GFTs. Plots a) and b) represent respectively, a low-frequency and
a high-frequency graph signal on the binary Karate club graph [21]. Plots c) and d) are their corresponding
GFTs computed for three reference operators: L, Ln and Ld (equivalent to the GFT defined via the adjacency
matrix).
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Figure 2: Sensitivity of the GFT to the graph’s topology. Plot a) represents the same low-frequency graph
signal as in Fig. 1-a), but the underlying graph structure is altered by adding three edges with same weight ω
(in red). Plot b) represents the variation of its GFT (here choosing R = Ln) with respect to the edges’ weight
ω.
O(N2 log2N) operations to compute the Givens rotations, and O(N logN) operations to compute
the approximate GFT of x. The difficulty in designing fast GFTs boils down to the difficulty of
deciphering eigenvalues that are very close to one another. This difficulty disappears once we consider
smooth filtering operations that are much easier to efficiently approximate, as we will see in the next
section.
Illustrations. To illustrate the GFT and the notion of frequency, we show in Fig. 1 two graph signals
on the Karate club graph [21], corresponding to instances of a low frequency and a high frequency
signal, respectively. We also show their GFTs, computed for three different choices of R: L, Ln and
Ld.
The choice of normalization and the choice to take explicitly the degree matrix into account or
not in the definition of R has a quantitative impact on the GFTs. Nevertheless, qualitatively, a
graph signal that varies slowly (resp. rapidly) along any path of the graph is low-frequency (resp.
high-frequency). In Fig. 2, we show how the GFT is not only sensitive to the graph signal but also to
the underlying graph structure.
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2. Graph filters
In this section, we assume that the reference operator R of the graph on which we wish to design filters
is diagonalizable in C as in the previous section. The order of the eigenvalues and eigenvectors is chosen
frequency-increasing. That is, given a choice of frequency definition (either ν(λk) = Re(λk) ∈ R+ or
ν(λk) = |λk| ∈ R+), one has ν(u1) 6 ν(u2) 6 . . . 6 ν(uN ).
2.1. Definition of graph filters
The reference operator R has an eigendecomposition as in Eq. (1), and it can also be written as a
sum of projectors on all its eigenspaces:
R =
∑
λ
λ Prλ, (15)
where the sum is on all different eigenvalues λ and Prλ is the projector on the eigenspace associated
to eigenvalue λ, i.e.:
Prλ =
∑
λk=λ
ukv
>
k .
Definition 2.1 (wide-sense definition of a graph filter). The most general definition of a graph filter
is an operator that acts separately on all the eigenspaces of R, depending on their eigenvalue λ.
Mathematically, any function
h : C→ R (16)
λ→ h(λ). (17)
defines a graph filter H such that
H =
∑
λ
h(λ) Prλ =
∑
k
h(λk)ukv
>
k . (18)
The decomposition of the filter on each eigenspace of R with eigenvalue λ is associated to a filtering
weight h(λ) that attenuates or increases the importance of this eigenspace in the decomposition of
the signal of interest. In fact, one may write the action of H on a graph signal x as:
Hx =
∑
λ
h(λ) Prλ x. (19)
For any function g, let us write g(Λ) as a shorthand notation for diag(g(λ1) . . . , g(λN )). A graph filter
can be written as:
H = Uh(Λ) U−1. (20)
Using functional calculus of operators, this is equivalently written as H = h(R), which calls for some
interpretation remarks. In fact, this expression opens the way to interpret what is the action of a
graph filter in the vertex domain. Firstly, note that applying R to a graph signal is in fact a local
computation on the graph: on each node, the resulting transformed signal is a weighted sum of the
values of the original signal on its (direct) neighbours. Therefore, in the node space, a filter H = h(R)
can be interpreted as an operator that weights the information on the signal transmitted through
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edges of the graph, the same way classical filters are built on the basic operation of time-shift. This
fundamental analogy shift/reference operator was first made in [1] with the adjacency matrix and was
particularly pertinent in that case. Yet, in the GSP literature, some authors extended this analogy to
all reference operators, using sometimes the generic term “graph shift operators” for their designation.
Now, to illustrate the notion of graph filtering in the spectral domain, consider the graph signal
x =
∑
k αkuk and y = Hx. The k-th Fourier component of x being, by construction, xˆk = v
>
k x = αk,
its filtered version reads:
y = Hx =
∑
k
h(λk)αkuk. (21)
Hence the k-th Fourier component of the filtered signal is yˆk = h(λk)αk, recalling the classical
interpretation of filtering as a multiplication in the Fourier domain. We call h(λ) the frequency
response of the filter.
In many cases, it is more convenient and natural to restrict ourselves to functions h that associate
the same real number to all values of λ ∈ {λ s.t. ν(λ) = ν ∈ R+}. That is, considering any two
eigenvalues λ1 and λ2 associated to the same frequency ν(λ1) = ν(λ2), we restrict ourselves to functions
h such that h(λ1) = h(λ2). This entails the following narrowed-sense definition of a graph filter.
Definition 2.2 (narrowed-sense definition of a graph filter). Any function
h : R+ → R (22)
ν → h(ν). (23)
defines a narrowed-sense graph filter H such that
H =
∑
λ
h(ν(λ)) Prλ = Uh(v(Λ))U
−1. (24)
Remark. If the eigenvalues are real, both definitions 2.1 and 2.2 are equivalent since ν(λ) = λ ∈ R+.
Examples of narrowed-sense filters:
• The constant filter equal to c: h(ν) = c. In this case, h(ν(Λ)) = cI and H = cI: all frequencies
are allowed to pass, and no component is filtered out.
• The Kronecker delta in ν∗: h(ν) = δν,ν∗ . If there exists one (or several) eigenvalues λ of R such
that ν(λ) = ν∗, then H =
∑
λ s.t. ν(λ)=ν∗ Prλ. If not, then H = 0. For this filter, only the
frequency ν∗ is allowed to pass.
• The ideal low-pass with cut-off frequency νc: h(ν) = 1 if ν 6 νc, and 0 otherwise. In this case:
H =
∑
λ,s.t.ν(λ)6νc Prλ, i.e., only frequencies up to νc are allowed to pass.
• The heat kernel h(ν) = exp−ν/ν0 : the weight associated to ν is exponentially decreasing with
the frequency ν. Actually y = H x0 is the solution of the graph diffusion (or heat) equation
(see [2]) at time t = 1/ν0 with initial condition x0.
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2.2. Properties of graph filters
From now on, in order to simplify notations and concepts in this introductory chapter on graph
filtering, we will restrict ourselves to symmetric reference operators, such as L, Ln, or Ld in the
undirected case, or the directed Laplacians Q or Qn in the directed case. In this case, the eigenvalues
are real such that the frequency definition is straightforward ν(λ) = λ, both filter definitions are
equivalent such that the frequency response reads
h : R+ → R (25)
λ→ h(λ), (26)
and one may find a real orthonormal graph Fourier basis U such that U−1 = U>. A filtering operator
associated to h thereby reads:
H = Uh(Λ)U> ∈ RN×N . (27)
All results presented in the following may be (carefully) generalized to the unsymmetric case.
Definition 2.3. We write Cp the set of finite-order polynomials in R:
Cp =
{
H s.t. H =
n∑
i=0
aiR
i, {ai}i=0,...,n ∈ Rn+1, n ∈ N\{+∞}
}
. (28)
Proposition 2.1. Cp is equal to the set of graph filters.
Proof. Consider H ∈ Cp. Then, defining h(λ) =
∑n
i=0 aiλ
i, one has: H =
∑n
i=0 aiR
i = U
∑n
i=0 aiΛ
iU> =
Uh(Λ)U>, i.e., H is a filter. Now, consider H a filter, i.e., there exists h such that H = Uh(Λ)U>.
Consider the polynomial
∑N−1
i=0 aiλ
i that interpolates through all pairs (λi, h(λi)). The maximum
degree of such a polynomial is N − 1 as there are maximum N points to interpolate, and may be
smaller if eigenvalues have multiplicity larger than one. Thereby, one may write: H = Uh(Λ)U> =
U
∑N−1
i=0 aiΛ
iU> =
∑N−1
i=0 aiR
i. Writing n = N − 1, this means that H ∈ Cp.
Consequence: An equivalent definition of a graph filter is a polynomial in R of maximal degree
N − 1.
Definition 2.4. We write Cd the set of all diagonal operators in the graph Fourier space:
Cd = {H, s.t. U>HU is diagonal}. (29)
Proposition 2.2. The set of graph filters is included in Cd. Both sets are equal iff all eigenspaces of
R are of dimension one (i.e., all eigenvalues are of multiplicity one).
Proof. By definition of graph filters, they are included in Cd. Now, in general, an element of Cd is
not necessarily a graph filter. In fact, given H ∈ Cd, all diagonal entries of U>HU may be chosen
independently, which is not the case for the diagonal entries of h(Λ) corresponding to the same
eigenspace. Thus, both sets are equal iff all eigenspaces are of dimension one.
Consequence: In the case where all eigenvalues are simple, an equivalent definition of a graph filter
is a diagonal matrix in the graph Fourier basis.
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Definition 2.5. We write Cc the set of matrices that commute with R:
Cc = {H s.t. RH = HR}. (30)
Proposition 2.3. Cp ⊆ Cc. The equality holds iff all eigenvalues of R are simple.
Proof. A polynomial in R necessarily commutes with R, thus Cp ⊆ Cc. Now, in general, an element
in Cc is not necessarily in Cp. In fact, if H ∈ Cc, then ΛY = YΛ with Y = U>HU. Suppose Λ = λI.
In this case, commutativity does not constrain Y at all, thereby H is not necessarily in Cp. Now, if we
suppose that all eigenvalues have multiplicity one, i.e., all diagonal entries of Λ are different, the only
solution for Y is to be a diagonal matrix, i.e., Cc = Cd. We showed in Prop. 2.2 that the set of graph
filters is equal to Cd iff all eigenvalues have multiplicity one, therefore: Cc = Cp iff all eigenvalues have
multiplicity one.
Consequence: In the case where all eigenvalues are simple, an equivalent definition of a graph filter
is a linear operator that commutes with R.
2.3. Some designs of graph filters
From the previous sections, it should now be clear that the frequency response of a filter H only
alters the frequencies ν(λ) corresponding to the discrete set of eigenvalues of R (see Eq. (18)). More
generally though, the frequency response of a graph filter can be defined over a continuous range of λ’s,
leading to the notion of universal filter design, i.e. a filter whose frequency response h(λ) is designed
for all λ’s and not only adapted to the specific eigenvalues of R. On the contrary, a graph-dependent
filter design depends specifically on these eigenvalues.
FIR filters. From the results of Section 2.2, a natural class of graph filters is given in the form of
Finite Impulse Response (FIR) filters, as by eq. (28) with a polynomial of finite order, which realizes
a weighted Moving Average (MA) filtering of a signal. Also, one can design any universal filter by
fitting the desired response h(λ) with a polynomial
∑n
i=0 aiλ
i. The larger n is, the closer the filter
can approximate the desired shape. If the approximation is done only using the h(λk), the design is
graph-dependent, else it is universal if fitting some function function h(λ).
Let us then go back to the interpretation of R as a graph shift operator in the node space and see
how it operates for FIR filters. Applied to a graph signal, the terms Ri in eq. (28), act as a i-hops local
computation on the graph: on each node, the resulting filtered signal is a weighted sum of the values
of the original signal lying in its i-th neighbourhood, that is, nodes attainable with a path of length
i along the graph. Then, like for classical signals, FIR filters only imply a finite neighbourhood of
each nodes, and this will translate in Section 2.4 into distributed, fast implementations of these filters.
Still, FIR filters are usually poor at approximating filters with sharp changes of desired frequency
response, as illustrated for instance in Fig. 1 of [24].
ARMA filters. A more accurate and approximation of h(λ) can be obtained with a rational de-
sign [24–26]:
h(λ) =
∑q
i=0 biλ
i
1 +
∑p
i=1 aiλ
i
=
pq(λ)
pp(λ)
. (31)
Such a rational filter is called an Auto-Regressive Moving Average filter of order (p, q) and is commonly
noted ARMA(p, q). Again, it is known from classical DSP that an ARMA design, being a IIR (Infinite
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Impulse Response) filter, is more versatile at approximating various shapes of filters, especially with
sharp changes in the frequency response. The filtering relation y = Hx for ARMA filters can be
written in the node domain as: (1 +
∑p
i=1 aiR
i)y = (
∑q
i=0 biR
i)x. This ARMA filter expression will
lead to the distributed implementation, discussed later in 2.4. For instance, for an ARMA(1,0) (i.e.,
an AR(1)) one will have to use: y = −a1Ry + b0x.
Example: A first design of low-pass graph filtering is given by the simplest least-square denoising
problem, where the the Dirichlet form xTRx is used as Tikhonov regularization promoting smoothness
on the graph. Using the (undirected) Laplacian and assuming one observes y, the filter is given by;
x∗ = arg min
x
||x− y||22 + γx>Lx. (32)
The solution is then given in the spectral domain (for L) by (Fx∗)k = hAR(1)(λk)(Fy)k with hAR(1)(λ) =
1/(1 + γλ). It turns out to be a (universal) AR(1) filter.
Design of coefficients. To design the coefficients of ARMA filters, the classical approach is to find
the set of coefficients ai and bi to approximate the desired h(λ) as a rational function. However, as
recalled in [24,25], the usual design in DSP are not easily transposed to the GSP framework because
the frequency response is given in terms of the λ’s, and not in terms of jω or ejω.
Henceforth, it has been studied in [24, 25] how to approximate the filter coefficients in a uni-
versal manner (i.e., with no specific reference to the graph spectrum) using a Shank’s method: 1)
Determine the ai by first finding a polynomial approximation Ph(λ) of h(λ), and solve the system of
equations pp(λ)Ph(λ) = pq(λ) to identify the ai’s. Then 2) solve the least-square problem to minimize∫
λ
|pq(λ)/pp(λ)− h(λ)|2dλ w.r.t. λ to find the bi’s.
A second method is to approximate the filter response in a graph-dependent design, on the specific
frequencies λk only. To do so, the method in [27], instead of fitting the polynomial ratio, solves the
following optimization problem:
min
a,b
N−1∑
k=0
∣∣∣∣∣h(λk)
(
1 +
p∑
i=1
aiλ
i
k
)
−
q∑
i=0
biλ
i
k
∣∣∣∣∣
2
. (33)
Using again a polynomial approximation Ph(λ), the solution derives from the least square solution
(see details in [27]).
AR filters to model random processes. We do not discuss much in this chapter random processes
on graphs ; for that see the framework to study stationary random processes on graphs in [28, 29].
Still, a remark can be done for the parametric modeling of random processes. As introduced in [1],
one can model a process on a graph as the output of a graph filter, generally taken as an ARMA filter.
Here, we discuss the case of AR filters. The linear prediction is written as:
x˜ =
p∑
i=1
aiR
ix. (34)
The coefficients of this filter can directly be obtained by numerical inversion of x = Ba where
B = (Rx,R2x, . . . ,Rpx). The solution is given by the pseudo-inverse: a# = (B>B)−1B>x which
minimizes the squared error ||x − Ba||22, w.r.t to a. Another possibility would be to estimate the
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coefficients of the AR model by means of the orthogonality principle leading to the Yule-Walker (YW)
equations, as follows:
E
{
(Rkx)>Rx)
}
=
p∑
i=1
aiE
{
(Rix)>Rkx
}
= 0, (35)
Depending to the structure of the reference operator R, we have:
1) If R is symmetric (R> = R, as often for undirected graph), the autocorrelation function involved
in this YW system is: ρx(m,n) = E
{
(Rmx)>Rnx
}
= γx(m+ n);
2) When R is unitary (for instance with R as the isometric operator from [19]), the corresponding
autocorrelation will be ρx(m,n) = E
{
(Rmx)>Rnx
}
= γx(n −m) and the usual techniques to
solve the YW system can be used.
Experimentally, it was found that the isometric operator of [19] or a consensus operator are the one
that offer a more exact and stable modeling [18].
2.4. Implementations of graph filters
Given a frequency response h, how to effectively implement the action of the corresponding graph
filter H on a graph signal x?
The direct approach. It consists in first diagonalizing R to obtain U and Λ; then computing the
filter matrix H = Uh(Λ)U>; before finally left-multiplying the graph signal x by H to obtain its
filtered version. The overall computational cost of this procedure is O(N3) arithmetic operations due
to the diagonalization and O(N2) memory space as the graph Fourier transform U is in general dense.
The polynomial approximate filtering approach. More efficiently though, we can first, quickly
estimate λmin and λmax (for instance via the power method) and second, look for a polynomial that
best approximates h(λ) on the whole interval [λmin, λmax]. Let us call h˜i the coefficients of this
approximate polynomial. We have:
Hx = Uh(Λ)U>x ' U
p∑
i=0
h˜iΛ
iU>x =
p∑
i=0
h˜iR
ix. (36)
The number of required arithmetic operations is O(p|E|), where p is a trade-off between precision and
computational cost. Also, the easier is h approachable by a low-order polynomial, the better the ap-
proximation. At the same time, the larger p is, the more accurate the approximation is. The authors
of [30] recommend as a natural choice for the approximation polynomials, the Chebychev polynomials
as they are known to be optimal in the ∞-norm sense. In some circumstances, other choices can be
preferred. For instance, when approximating the ideal low-pass, Chebychev polynomials yield Gibbs
oscillations around the cut-off frequency that turn penalising for smooth filters. In that case, other
choices are possible [31], such as the Jackson-Chebychev polynomials that attenuate such unwanted
oscillations.
The Lanczos approximate filtering approach. In [32], and based on works by [33], authors
propose an approximate filtering approach based on Lanczos iterations. Given a signal x, the Lanc-
zos algorithm computes an orthonormal basis Vp ∈ RN×p of the Krylov subspace associated to x:
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Figure 3: Illustration of graph filters: a denoising toy experiment. The input signal x is a noisy
version (additive Gaussian noise) of the low-frequency graph signal displayed in Fig. 1. We show here the
filtering operation in the graph Fourier domain associated to R = Ln.
Kp(L,x) = span(x,Lx, . . . ,L
p−1x), as well as a small tridiagonal matrix Hp ∈ Rp×p such that:
V∗pLVp = Hp. The approximate filtering then reads:
Hx ' ||x||2Vph(Hp)δ1. (37)
At fixed p, this approach has a typical complexity in O(p|E|), possibly raised to O(p|E| + Np2) if a
reorthonomalisation is needed to stabilize the algorithm; a cost that is comparable to that of the poly-
nomial approximation approach. Theoretically, the quality of approximation is similar (see [32] for
details). In practice however, it has been observed that if the spectrum is regularly spaced, polynomial
approximations should be prefered, while the Lanczos method has an edge over others in the case of
irregularly-spaced spectra. This is understandable as Krylov subspaces are also used for diagonalisa-
tion purposes (see for instance, chapter 6 of [34]) and thus naturally adapt to the underlying spectrum.
Distributed implementation of ARMA filters. The ARMA filters being defined through a
rational fraction, are IIR filters. Henceforth, the polynomials approach to distribute and fasten the
computation are not the most efficient ones. The methods developed in [25, 26] yield a distributed
implementation of ARMA filters. The first point is to remember that the rational filter off eq. (31)
can be implemented from its partial fraction decomposition as a sum of polynomial fractions of order
1 only. Then, the distributed implementation of filtering x can be done by studying the 1st order
recursion [25]:
y(t+ 1) = cMy(t) + dx (38)
where y(t+1) is the filter output at iteration t. The operator M is chosen equal to (λmax−λmin)I−R,
with the same eigenvectors as R, and with a minimal spectral radius that ensures good convergence
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properties for the recursion. The coefficient c and d are chosen in C so that, with r = −d/c and ρ = 1/c,
the proposed recursion reproduces the effect of the following ARMA(1,0) filter: h(λ) = r/(λ−ρ). The
coefficients r and ρ are the residue and the pole of the rational function, respectively.
Because M is local in the graph, the recursive application of eq. (38) is local and the algorithm is
then naturally distributed on the graph, with a memory and operation at each recursion in O(K|E|)
for K filters in parallel to compute the output of a ARMA(K,K) filter. This approach is shown
in [25, 26] to converge efficiently. Moreover, in [24], the behavior of this design is also studied in
time-varying settings, when the graph and the signal are possibly time-varying; it is then shown that
the recursion can remain stable and usable as a distributed implementation of IIR filters.
Illustration. We show in Fig. 3 an example of a filtering operation on a graph signal. We consider
here the case of a Tikhonov denoising (see Eq. (32)), i.e., with a frequency response equal to h(λ) =
1/(1 + γλ).
3. Filterbanks and multiscale transforms on graphs
To process and filter signals on graphs, it is attractive to develop equivalent of multiscale transforms
such as wavelets, i.e. ways to decompose a graph signal on components at different scales, or fre-
quency ranges. The road to multiscale transforms on graphs has originally been tackled in the vertex
domain [35] to analyse data on networks. Thereafter, a general design of multiscale transforms was
based on the diffusion of signals on the graph structure, leading to the powerful framework of Diffusion
Wavelets [36, 37]. This latter works were already based on a diffusion operators, usually a Laplacian
or a random walk operator, whose powers are decomposed in order to obtain a multiscale orthonormal
basis. The objective was to build a kind of equivalent of discrete wavelet transforms for graph signals.
In this chapter, we focus on two other constructions of multiscale transforms on graphs which
are more related to the Graph Fourier Transform. The frequency analysis and filters described here
are: 1) the method of [3] which develops an analog of continuous wavelet transform on graphs, 2)
approaches that combine filters on graphs with graph decompositions through decimation (pioneered
in [4] with decimation of bipartite graphs) or aggregation of nodes; in a nutshell, these methods are
very close to the filter banks implementation of discrete wavelets [38].
3.1. Continuous multi-scale transforms
In the following, we work with undirected graphs and R = Ln = I −D− 12 AD− 12 , whose eigenvalues
are contained in the interval [0, 2]. The generalization to other operators can be done using the
guidelines of previous sections.
The first continuous multiscale transform based on the graph Fourier transform was introduced via
the spectral graph wavelet transform [3] (and inherent of some properties of the concept of diffusion
polynomial frames [39]). These wavelets were defined by analogy to the classical wavelets in the
following sense. Classically, a wavelet family {ψs,τ (t)} centered around time τ and at scale s is the
translated and dilated version of a mother wavelet ψ(t), generally defined as a zero-mean, square
integrable function. Mathematically it is expressed for all s ∈ R+ and τ ∈ R as:
ψs,τ (t) =
1
s
ψ
(
t− τ
s
)
(39)
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or equivalently, in the frequency domain, with F the continuous Fourier transform:
F[ψs,τ ](ω) = F[ψ](sω) F[δτ ](ω) = ψ̂(sω) e−iωτ . (40)
Then, for a signal x, the wavelet coefficient at scale s and instant τ is given by the inner product
Ws,τx = 〈x, ψs,τ 〉.
By analogy, transposing eq. (40) with GFT, a spectral graph wavelet ψs,a at scale s and node a
reads6:
ψs,a = Uh(sΛ) U
>δa, (41)
where the graph filter h(λ) plays the role of the wavelet bandpass filter ψ̂(ω). The shifted scaled
wavelet identifies to the impulse response of h(sλ) to a Dirac localized on node a. In particular, the
shape of the filter originally proposed in [3] was:
hSGW(λ) =

λ−α∗ λ
α for λ < λ1
q(λ) for λ1 6 λ 6 λ2
λβ2λ
−β for λ > λ2,
with α, β, λ1 and λ2 four parameters, and q(λ) the unique cubic polynomial interpolation that
preserves continuity and the derivative’s continuity. Several properties on the obtained wavelets may
be theoretically derived, for instance the notion of locality (the fact that wavelets’ energy is mostly
contained around the node on which it is centered). Given a selection of scales S = (s1, . . . , sm) and
a graph signal x, the signal wavelet coefficient associated to the node a and the scale s ∈ S reads:
Ws,ax = ψ>s,ax. Then, a question that naturally arises is that of invertibility of the wavelet transform:
can one recover any signal x from its wavelet coefficients? As defined here, the wavelet transform is
not invertible as it does not take into account –due to the zero-mean constraint of the wavelets– the
signal’s information associated to the null frequency, i.e., associated to the first eigenvector u1. To
enable invertibility, one may simply add any low-pass filter h0(λ) to the set of filters {hSGW(sλ)}s∈S
of the wavelet transform. We write φa their associated atoms:
φa = Uh0(Λ)U
>δa. (42)
The following theorem derives:
Theorem 3.1 (Theorem 5.6 in [3]). Given a set of scales S, the set of atoms {{ψs,a}s∈S ∪ {φa}}a∈V
forms a frame with bounds A, B given by:
A = min
λ∈[0,λmax]
G(λ) (43)
B = max
λ∈[0,λmax]
G(λ) (44)
where G(λ) = (h0(λ))
2 +
∑
s∈S (h
SGW(sλ))2.
6Note that the scale parameter stays continuous, but the localization parameter is discretized to the set of nodes a
of the graph.
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In theory, invertibility is guaranteed provided that A is different from 0. Nevertheless, in practice,
one should strive to design filter shapes (wavelet and low-pass filters) and to choose a set of scales
such that A is as close as possible to B in order to deal with well-conditioned inverses. Doing so, we
obtain the so-called tight (or snug) frames, i.e. frames such that A = B (or A ≈ B). An approach
is to use classical dyadic decompositions using bandlimited filters such as in Table 1 of [40]. Another
desirable property of such frames is their discriminatory power: the ability at discerning different
signals only by considering their wavelet coefficients. For a filterbank to be discriminative, each filter
element needs to take into account information from a similar number of eigenvalues of the Laplacian.
The eigenvalues of an arbitrary graph being unevenly spaced on [0, λmax], one needs to compute or
estimate the exact density of the spectrum of the graph under consideration [41].
3.2. Discrete multi-scale transforms
A second general way to generate multiscale transforms is via a succession of filtering and decimation
operations, as in Fig. 4. This scheme is usually cascaded as in 5, and each level of the cascade represents
a scale of description of the input signal. Thereby, as soon as decimation enters into the process, we
talk about “discrete” multi-scale transforms, as the scale parameter can no longer be continuously
varied. For details on this particular approach to multiscale transforms in classical signal processing,
we refer e.g. to the book by Strang and Nguyen [38]. In the following, we directly consider the
graph-based context. Let us first settle notations:
• The decimation operator may be generally defined by partitioning the set of nodes V into two
sets V0 and V1. As this subdivision is a partition, we have V0 ∪ V1 = V and V0 ∩ V1 = ∅.
Moreover, let us define ↓Vi the downsampling operator associated to Vi: given any graph signal
x, yi =↓Vi x is the reduction of x to Vi. We also define the upsampling operator ↑Vi=↓>Vi .
Given yi a signal defined on Vi, ↑Vi yi is the zero-padded version of yi on the whole graph. The
combination of both operators reads: ↑Vi↓Vi= diag(IVi), where IVi is the indicator function of
Vi. Moreover, we define
J = 2 ↑V0↓V0 − I = diag(IV0)− diag(IV1). (45)
• We define H0 and H1 respectively a low-pass and a high-pass graph filter, called analysis filters.
G0 and G1 are also two graph filters, called synthesis filters. All filters are associated to their
frequency responses h0(λ), h1(λ), g0(λ) and g1(λ).
The signal y0 =↓V0 H0x is called the approximation of x, whereas y1 =↓V1 H1x is generally under-
stood as the necessary details to recover x from its approximation.
Given the scheme of Fig. 4, one writes the processed signal x˜ as:
x˜ = (G0 ↑V0↓V0 H0 + G1 ↑V1↓V1 H1) x (46)
=
1
2
(G0H0 + G1H1) x +
1
2
(G0JH0 −G1JH1) x. (47)
When designing such discrete filterbanks, and in order to enable perfect reconstruction (∀x ∈ RN x˜ =
x), one deals with two main equations linking all four filters and the matrix J:
G0H0 + G1H1 = 2I (48)
G0JH0 −G1JH1 = 0 (49)
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Figure 4: A filterbank seen as a succession of filtering and decimating operators.
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Figure 5: A cascaded filterbank (here two levels).
Left-multiplying by U> and right-multiplying by U, one obtains equivalently:
g0(Λ)h0(Λ) + g1(Λ)h1(Λ) = 2I (50)
g0(Λ)U
>JUh0(Λ)− g1(Λ)U>JUh1(Λ) = 0 (51)
Eq.(50) is purely spectral, and may be seen as a set of N equations:
∀λi g0(λi)h0(λi) + g1(λi)h1(λi) = 2. (52)
On the other hand, Eq. (51) is not so simple due to the decimation operation and needs to be
investigated in detail.
In 1D classical signal processing (equivalent to the undirected circle graph), the decimation op-
erator samples one every two nodes. Moreover, given x′ =↑2↓2 x, one classically has the following
aliasing phenomenon (Theorem 3.3 of [38]):
F[x′](ω) =
1
2
(F[x](ω) + F[x](ω + pi)) . (53)
This means that the decimation operations may be explictly described in the Fourier space, which
greatly simplifies calculations by enabling to write Eq. (51) as a purely spectral equation as well.
Moreover, this also entails that the combined filtering-decimation operations may be understood as
a global multiscale filter (yet with discrete scales), thereby connecting with the previous approach.
Now, the central question that remains is how to mimick the filtering/decimation approach on general
graphs?
In Section 3.2.1, it will be shown that for very well structured graphs such as bipartite graphs or
m-cyclic graphs, generalizations of the decimation operator may be defined and their effect explicitly
described as graph filters. Then the case of arbitrary graph is studied in 3.2.2 where the “one every
two nodes” paradigm is not transposable directly; several approaches to do that will then be reviewed.
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3.2.1. Filterbanks on bipartite graphs and other strongly structured graphs
Filterbanks on bipartite graphs. Bipartite graphs are graphs where the nodes are partitioned in
two sets of nodes A and B such that all links of the graph connect a node in A with a node in B. On
bipartite graphs, the “one-every-two-node” paradigm has a natural extension: decimation ensembles
are set to V0 = A and V1 = B. Leveraging the fact that bipartite graphs’ spectra are symmetrical7
around the value 1, Narang and Ortega [4] show the bipartite graph spectral folding phenomenon:
∀λ PrλJ = JPr2−λ, (54)
(with Prλ as in eq. 15). This means that for any filter H = Uh(Λ)U
> one has:
GJ = Ug(Λ)U>J = JUg(2I−Λ)U>. (55)
Eq. (51) therefore boils down to a second set of N purely spectral equations:
∀λi g0(2− λi)h0(λi)− g1(2− λi)h1(λi) = 0. (56)
Eqs. (52) and (56) give us 2N equations linking the 4N parameters of the four filters to ensure perfect
reconstruction. The other 2N degrees of liberty are free to be used to design filterbanks with other
desirable properties of filterbanks, such as (bi-)orthogonality, compact-supportness of the atoms, and
of course also to adapt to the specific application for which these filters are designed.
Filterbanks on other regular structures. Extending these ideas, several authors have proposed
similar approaches to define filterbanks on other regular structures such as M -block cyclic graphs [42]
or circulant graphs [43,44]. In any case, writing decimation operations exactly as graph filters requires
regular structures on graphs inducing at least some regularity in the spectrum one may take advantage
of. All these approaches lead to exact reconstruction procedures. However, arbitrary graphs do not
have such regularities, and other approaches are required.
3.2.2. Filterbanks on arbitrary graphs
To extend the filterbanks approach to arbitrary graphs, one needs to either generalize the decimation
operators, or to bypass it by working with operator of aggregation of nodes. We discuss in this last
part some solutions that were proposed in the literature. A complementary and thoughtful discussion
on graph decimation, graph aggregation and graph reconstruction can be found in sections III and IV
of [45]. For that, the two key questions are:
• how to generalize the decimation operator on arbitrary graphs? We will see that generalized
decimation operators either try to mimick the classical decimation and attempt to sample “one
every two nodes”, or aggregate nodes to form supernodes according in general to some graph
cut objective function.
• how to build the new coarser-scale graph from the decimated nodes (or aggregated supernodes)?
In fact, after each decimation, if one wants to cascade the filterbank, a new coarse-grain graph
has to be built in order to define the next level’s graph filters. The nodes (resp. supernodes)
are set thanks to decimation (resp. aggregation): but how do we link them together?
7i.e., if λ is an eigenvalue of L, then so is 2− λ
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Graph decimation. The first work to generalize filterbanks on arbitrary graphs is due to Narang
and Ortega [4] and consists in decomposing the graph into an edge-disjoint collection of bipartite
subgraphs, and then to apply the scheme presented in Section 3.2.1 on each of the subgraphs. In
this collection, each subgraph has the same node set, and the union of all subgraphs sums to the
original graph. To perform this decomposition (which is not unique), the same authors propose a
coloring-based algorithm, called Harary’s decomposition. Sakiyama and Tanaka [46] also used this
decomposition as one of their design’s cornerstone. Unsatisfied by the NP-completeness of the coloring
problem (even though heuristics exist), Nguyen and Do [47] propose another decomposition method
based on maximum spanning trees.
The bipartite paradigm’s main advantage comes from the fact that decimation has an explicit
formulation in the graph’s Fourier space, thereby enabling exact filter designs depending on the given
task. In our opinion, when applied to arbitrary graphs, its main drawback comes from the non-unicity
of the bipartite subgraphs decomposition, as well as the seamingly arbitrariness of such a decompo-
sition: from a graph signal point-of-view, what is the meaning of a bipartite decomposition? Letting
go of this paradigm, and slightly changing the general filterbank design presented in Section 3.2.1,
other generalized graph decimations have been proposed. For instance, in [48], authors propose to
separate the graph in two sets V0,V1 according to its max cut, i.e., maximizing
∑
i∈V0
∑
j∈V1 Wij .
In [45], authors suggest similarly to partition the graph into two sets according to the polarity of the
last eigenvector (i.e. the eigenvector associated to the highest frequency). In [49], authors use an
original approach based on random forests to sample nodes, where they have a probabilistic version
of “equally-spaced” nodes on the graph.
Graph aggregation. Another paradigm in graph reduction is graph aggregation, where, instead of
selecting nodes as in decimation, aggregates entire regions of the graph in “supernodes”. In general,
these methods are based on first clustering the nodes in a partition P = {V1,V2, . . . ,VJ}. Each of these
subsets will define a supernode of the coarse graph: this reduced graph thus contains J supernodes.
Once a rule is chosen to connect these supernodes together (the object of the next paragraph), the
coarse graph is fully defined, and the method may be iterated to obtain a multiresolution of the initial
graph’s structure. All these methods differ mainly on the choice of the algorithm or the objective func-
tion to find this partition. For instance, one may find methods based on random walks [50], on short
time diffusion distances [51], on the algebraic distance [52], etc. Other multiresolution approaches may
also be found in [53–55]. One may also find many approaches from the network science community
in the connex field of community detection [56, 57], and in particular multiscale community detec-
tion [58–60]. All these methods are concerned about providing a multiresolution description of the
graph structure, but do not consider any graph signal. Recently, graph signal processing filterbanks
have been proposed to define a multiscale representation of graph signals based on these approaches.
In [61], we proposed such an approach where we define a generalized Haar filterbank: instead of
averaging and differentiating over pairs of nodes as in the classical Haar filterbank, we average and
differentiate over the subsets Vj of a partition in subgraphs. In [62], authors propose a similar ap-
proach and define other types of filterbanks such as the hierarchical graph Laplacian eigentransform.
Another similar Haar filterbank may be found in [37]. All these methods are independent of exactly
which aggregation algorithm one chooses to find the partition. Let us also cite methods that provide
multiresolution approaches without necessarily defining low-pass and high-pass filters explictly in the
graph Fourier domain [37, 63, 64]. Finally, let us point out that these methods may be extended to
graph partitions P containing overlaps, as in [65].
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Figure 6: An example of multiresolution analyis of a graph signal (from [61]). Left: original smooth
graph signal (sum of the five lowest Fourier modes normalized by its maximum absolute value) defined on the
Minnesota traffic graph. The vertical colorbar of this figure is valid for all graph signals represented on this
figure. Top row: successive approximations of the graph signal. The horizontal colorbar on the bottom of each
figure corresponds to the weights of the links of the corresponding coarsened graph. Figures who do not have a
bottom horizontal colorbar represent binary graphs. Lower row: for each of the successive approximations, we
represent the upsampled reconstructed graph signal obtained from the corresponding approximations.
Coarse graph reconstruction. Once one decided how to decimate nodes, or how to partition them
in supernodes, how should one connect these nodes together in order to form a consistent reduced
graph? In order to satisfy constraints such as interlacement (coarsely speaking, that the spectrum
of the reduced graph is representative of the spectrum of the initial graph) and sparsity, Shuman et
al. [45] propose a Kron reduction followed by a sparsification step. The Laplacian of the reduced
graph is thus defined as the Schur complement of the initial graph’s Laplacian relative to the un-
sampled nodes. The sparsification step is performed via a sparsifier based on effective resistances by
Spielman and Srivastava [66] that approximately preserves the spectrum. In [49], authors propose
another approach to the intuitive idea that the initial and coarse graph should have similar spectral
properties: they look for the coarse Laplacian matrix that satisfies an intertwining relation. In [47],
authors connect nodes according to the set of nested bipartite graphs obtained by their maximum
spanning tree algorithm. In aggregation methods [61,62], there is an inherent natural way of connect-
ing supernodes: the weight of the link between supernodes i and j is equal to the sum of the weights
of the links connecting nodes in Vi to nodes in Vj .
Illustrations. We show in Fig. 6 an example of multiresolution analysis of a given graph signal on
the Minnesota traffic graph, using a method of successive graph aggregation to compute the details
and approximations at different scales. The specific method for this illustration is the one detailed
in [61].
. Conclusion
The purpose of this chapter was to introduce the reader to a basic understanding of what is a Graph
Fourier Transform. We stressed how it can be generally introduced for undirected or directed graphs,
by choosing a reference operator whose spectral domain will define the frequency domain for graph
signals. Then, we led the reader to the more elaborated designs of graph filters and multiscale
transforms on graphs. The first section is voluntarily introductory, and almost self-contained. Indeed,
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we endeavoured to delineate a general guideline that shows, in an original manner, that there is no
major discrepancy between choosing a Laplacian, an Adjacency, or a random walk operator. . . as long
as one chooses accordingly, the appropriate notion of frequency to analyse graph signals. Then, after
a proper definition of graph filters, our objective was to review the literature and to propose guidelines
and pointers to the relevant results on graph filters and related multiscale transforms. This last part
being written as a review, we beg for reader’s indulgence, as many details are skipped, and some works
are only reported here in a sketchy manner.
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