Abstract. Hypergraphs arise in a variety of applications and are commonly classi ed as cyclic or acyclic. In this paper we develop a more re ned classi cation scheme for cyclic hypergraphs based on a natural decomposition strategy. The fundamental building blocks in our decompositions are subsets of edges known as k-hinges. For any hypergraph, a set of more than k of its edges is de ned to be a k-hinge if all connected components of the hypergraph with respect to the set of edges meet the latter within at most k of its edges. A k-hinge tree is a set of minimal k-hinges that cover all edges of H , and form a tree with respect to intersection.
Introduction
The complexity of any problem associated with a graph may depend very strongly on the structure of that graph. Examples of such problems are nding a minimal triangulation of a graph 11], coloring problems, and more general constraint satisfaction problems 6].
Problems which are computationally hard for general graphs may be tractable for particular classes of graphs with some restriction on the structure (for a survey, see 1]). In particular, if the graph may be decomposed into suitable subgraphs (e.g., the biconnected components) in such a way that the problem can be solved for each subgraph separately, and the solutions to these subproblems can be e ciently combined to obtain an overall solution, then signi cant reductions in complexity may be achieved.
The corresponding theory for general hypergraphs is much less well-developed. It has been shown that many problems possess e cient solution techniques when the associated hypergraph is acyclic 2, 3] . However, the classi cation of hypergraphs into acyclic and cyclic ones is rather crude.
A more powerful decomposition strategy for hypergraphs was developed in the context of a particular application in database theory. This approach led to a hierarchy of classes of hypergraphs in which the acyclic hypergraphs are merely the smallest non-trivial class 9, 10, 7] . It has been shown that in the special case of graphs this approach gives rise to a ner decomposition than the decomposition into biconnected components, and therefore provides a more informative bound on the complexity of many problems 7, 8] .
In this paper, we develop a very general decomposition strategy for hypergraphs in the context of general hypergraph theory and discuss its properties. The paper is organized as follows. In Section 2, we introduce some terminology and de ne hypergraph decompositions in terms of k-hinges and k-hinge-trees. In Section 3, we review the desirable properties of 1-hinges and 1-hinge-trees that motivated this study and propose a new, short, and more insightful proof of the main property. The remaining sections are devoted to general k-hinges. In Section 4, we demonstrate the usefulness of general k-hinge-tree decompositions. In Section 5 we discuss the di culties that arise when trying to build a general theory for constructing arbitrary k-hinge-tree decompositions, and the open problems resulting from them. Most of the di culties arise from the fact that the desirable properties for 1-hinges exhibited in Section 3 do not carry over to arbitrary k-hinges, even for k = 2.
De nitions
The building blocks of the decomposition we intend to propose are so-called k-hinges, which are de ned in this section. Our notion of hypergraph decomposition is then formalized by the concept of k-hinge-trees.
First though, we brie y review some of the relevant terminology concerning hypergraphs. Definition 
4]
A hypergraph is an ordered pair (V; E) where V is a nite set of vertices and E is a set of edges, each of which is a subset of V .
Undirected graphs can be seen as special cases of hypergraphs, where each edge contains exactly two vertices. Definition 2.2. Let (V; E) be a hypergraph, let H E, and let F E ?H. F is called connected with respect to H if, for any two edges e; f 2 F, there exists a sequence e 1 ; : : : ; e n of edges in F such that (i) e 1 = e; (ii) for i = 1; : : : ; n?1, e i \ e i+1 6 S H; and (iii) e n = f. Such a sequence is called a path with respect to H connecting e and f in F.
The maximal connected subsets of E ? H with respect to H are called the connected components of E ? H with respect to H. They obviously form a partition of E ?H. In the case that H is the empty set of edges, we usually drop the phrase \with respect to H" and simply speak about connected subsets and connected components of E. If E itself is connected, then (V; E) is said to be a connected hypergraph. In this paper, we shall assume that all hypergraphs to be decomposed are connected, since in a disconnected hypergraph each connected component may be decomposed individually.
Using this notion of connectivity we now de ne the sets of edges which will be called k-hinges: Definition 2.3. Let (V; E) be a hypergraph, and let H be either E or a proper subset of E containing at least k + 1 edges. Let H 1 ; : : : ; H m be the connected components of E ? H with respect to H. Then H is called a k-hinge if, for i = 1; : : : ; m, there exists a set h i H consisting of k edges such that
The set of edges h i is called a separating edge set for H i .
In words, a k-hinge of a hypergraph is either the entire hypergraph or a subset H of its edges (containing at least k + 1 edges) with the property that the set of nodes in each connected component with respect to that subset intersects the set of nodes in H within at most k edges.
In general, k-hinges can in turn contain other k-hinges. We are most interested in k-hinges that do not contain other k-hinges; these are called minimal k-hinges.
Our aim is to decompose any hypergraph into a \tree" of minimal k-hinges, with the following properties: Definition 2.4. Let (V; E) be any hypergraph. A k-hinge-tree of (V; E) is a tree 1 , (N; A), with nodes N and labeled arcs 2 A, such that (i) each node in N is a minimal k-hinge of (V; E), and each label of an arc in A is a subset of E; (ii) S N = E; (iii) for each labeled arc (fn i ; n j g; E 0 ) 2 A, E 0 = n i \n j and satis es ( S n i )\ ( S n j ) = S E 0 and 1 jE 0 j k; and (iv) the vertices of V shared by two tree nodes are entirely contained within each tree node on their connecting path. Property 3 states that adjacent tree nodes share at most k edges of E, and this set of edges is also the label of their connecting tree-arc; moreover, the vertices shared by the adjacent tree nodes are precisely the vertices of this edge set.
Note that a hypergraph may, in general, have many di erent k-hinge-trees, containing di erent sets of minimal k-hinges.
Below, we give an example of a k-hinge-tree of a hypergraph for k = 1. w w w w w P P P P P P P P P P P P P Example 2.1. Consider the hypergraph illustrated in Figure 1 . The minimal 1-hinges of the hypergraph in Figure 1 Figure 2 illustrates one possible 1-hinge-tree of the hypergraph in Figure 1 . An alternative 1-hinge-tree of (V; E) may be obtained by replacing M 3 with M 2 and labeling the arc connecting it to M 1 with fe 1 g.
De nition 2.4 is partly inspired by the notion of tree developed by Courcelle 5] in the context of (binary) graphs, and is a generalization of the notion of \hinge-tree" in 7, 8] (which correspond to 1-hinge-trees in this paper). The introduction of general k-hinge-trees was motivated by the observation that, while 1-hinge-tree decompositions have many desirable properties with respect to solving problems de ned on a hypergraph, many hypergraphs do not possess non-trivial 1-hingetree decompositions but do possess interesting k-hinge tree decompositions for higher values of k.
3. Decompositions using 1-hinges The concept of 1-hinge was introduced in 9] under the name \hinge" in the context of relational database theory. It was subsequently found that every hypergraph has at least one 1-hinge-tree, and that the size of the largest node in any 1-hinge-tree decomposition is an invariant of the hypergraph, i.e., independent of the particular 1-hinge-tree chosen 7]. This result has subsequently been applied to the analysis of constraint satisfaction problems 8].
Unfortunately, the initial proof in 7] heavily depends on properties of certain database concepts and therefore is not suitable for possible generalization to decomposition into arbitrary k-hinge-trees. Therefore, we exhibit a simpler proof stated entirely within the context of general hypergraph theory. In Section 3.1, we describe two key properties of 1-hinges. Using these key properties, we then prove the actual invariance result in Section 3.2. For completeness, an algorithm to nd a particular 1-hinge-tree for any hypergraph is given in Section 3.3. Because of the invariance result, the particular 1-hinge-tree found by this algorithm is optimal.
3.1. Properties of 1-hinges. The rst of the two key properties of 1-hinges we shall exhibit in this section was originally proved in 9] by a straightforward consideration of the possible connected components with respect to H 0 and will here be referred to as the \Inheritance Property:" Inheritance Property. 9] Let (V; E) be a hypergraph, let H be a 1-hinge of (V; E), and let H 0 H. Then H 0 is a 1-hinge of (V; E) if and only if it is a 1-hinge of the hypergraph (
S H; H).
To state the second property, which we shall call the \Decomposition Property," we rst propose a notion of decomposition in De nition 3.1. With a possible generalization in mind, we state De nition 3.1 in a slightly more general fashion than strictly needed in this section. Proof. If e 6 2 H, let C e be the connected component of E ? H with respect to H which contains e, and let ffg be a corresponding singleton separating edge set in H. If e 2 H, let C e = ;, and let f = e. In either case, let S be an element of D containing f. Let H 0 = H C e . Note that, as H 0 is a 1-hinge of (V; E), every 1-hinge of ( S H 0 ; H 0 ) is also a 1-hinge of (V; E), by the Inheritance Property.
We have
Hence if S 2 D 0 , then S D 0 is either ffg or a 1-hinge of ( S H 0 ; H 0 ), in which case it is a 1-hinge of (V; E).
The Decomposition Property has the following immediate corollary:
Inseparability Property. Let (V; E) be a hypergraph and let H be a minimal 1-hinge of (V; E). Let e be an arbitrary edge in E and let D be an fegdecomposition of H. Then D has at most two nonempty elements, and at most one element containing more than one edge.
3.
2. An invariant of 1-hinge-trees. Using the properties described above,
we can now prove the following:
Proposition 3.1. Let (V; E) be a hypergraph and let T = (N; A) be a 1-hingetree for (V; E). For any minimal 1-hinge H of (V; E), jHj maxfjnj j n 2 Ng.
Proof. Every arc of T divides T into two subtrees, and by Properties 3 and 4
in De nition 2.4, the partition of H de ned by these subtrees is an feg-decomposition of H. By the minimality of H and the Inseparability Property, one of the two subsets in this partition contains at most one edge of H. Hence we may orient each arc of T towards a subtree containing at most one edge of H. 3 As T is now a directed tree, there is some node n c with in-degree zero. By the choice of orientation, each branch out of n c contains at most one edge of H. 4 If there are two branches out of n c both labeled with the same edge feg and each containing a distinct single edge of H, then we have an feg-decomposition of H containing two singleton sets, so the Inseparability Property implies that jHj = 2, whence the result holds trivially.
Otherwise, all branches out of n c labeled with the same edge contain at most one edge of H between them. By Property 3 of De nition 2.4, if feg is the label of the arc connecting a branch out of n c to n c , then e is the only edge contained in both n c and the branch. Hence, if e = 2 H and if the branches connected to n c by arcs labeled feg do contain an edge of H between them, then that edge cannot be contained in n c . Let L denote the set of edges that is the union of the labels of the arcs connecting branches to n c . By the preceding argument, it follows that jL ? Hj jH ? n c j. Since L n c , jn c ? Lj jH ? n c j, whence jn c ? Hj jH ? n c j, whence jn c j jHj, whence the theorem.
Invariance Theorem. For any hypergraph, (V; E), the size of the largest node in a 1-hinge-tree of (V; E) is an invariant.
Proof. Let (V; E) be a hypergraph, and let T be any 1-hinge-tree of (V; E). By Proposition 3.1, the size of the largest node in T is equal to the size of the largest minimal 1-hinge of (V; E).
The size of the largest minimal 1-hinge of a hypergraph will be referred to as the degree of cyclicity. A hypergraph will be called n-cyclic if its degree of cyclicity is less than or equal to n. Acyclicity 2] is equivalent to 2-cyclicity 7].
Example 3.1. First consider the hypergraph in Figure 1 , Example 2.1. As the largest node in the 1-hinge-tree illustrated in Figure 2 has size 4, the hypergraph is 4-cyclic. Notice that the largest node of the other 1-hinge-tree described in Example 1 also has size 4, in accordance with the Invariance Theorem.
Next, consider the hypergraph (V; E) with 6 vertices, u, v, w, x, y, and z, and 3 edges, fx; y; zg, fv; w; yg, and fu; v; xg. The only 1-hinge of (V; E) is the set of all 3 edges, so (V; E) is 3-cyclic (and n-cyclic for all n 3). If we add an additional edge, fv; x; yg, we obtain a new hypergraph, (V; E 0 ), as shown in ffv; x; yg; fu; v; xgg; ffv; x; yg; fv; w; ygg; and ffv; x; yg; fx; y; zgg:
Any tree with these three nodes and with arcs labeled fv; x; yg, is a 1-hinge-tree of (V; E 0 ), showing that (V; E 0 ) is 2-cyclic (i.e., acyclic). This example illustrates the surprising fact that the addition of an edge may reduce the degree of cyclicity, and may even turn a cyclic hypergraph into an acyclic hypergraph.
3.3. An algorithm for 1-hinge-trees. Given a hypergraph (V; E), a 1-hinge-tree may be obtained in polynomial time by the following algorithm 8]:
Hinge-Tree Decomposition Algorithm.
Input: A hypergraph (V; E). Output: A 1-hinge-tree T for (V; E). At
Step 3, we always have a set of nodes N i which form a tree of 1-hinges, but which are not always minimal 1-hinges. At Step 4, we examine each edge e of F to see if it gives rise to an feg-decomposition of F ? feg with two or more non-empty elements. By the Decomposition Property, the existence of such a decomposition means that the node is non-minimal, so it is decomposed into smaller nodes. The fact that these smaller nodes are 1-hinges of the original hypergraph follows from the Inheritance Property. If no edge separates a node in this way then each node of N i is minimal so we have a valid 1-hinge-tree and the algorithm stops.
Decompositions using arbitrary k-hinges
In the previous section, we have shown that there is a straightforward decomposition strategy using 1-hinges, which provides a useful measure for the structural complexity of hypergraphs. However, the minimal 1-hinges may be quite large in many cases, so it is natural to look for more powerful decompo- Figure 4 . A hypergraph with a 2-hinge-tree decomposition. sition strategies which can break down hypergraphs into smaller units. In this section, we show that more powerful decompositions are possible in certain cases if we are not restricted to 1-hinges.
The following example shows that a hypergraph may have a useful 2-hinge-tree decomposition even when it contains no proper 1-hinges:
Example 4.1. Figure 4 shows a hypergraph with 7 edges, e 1 ; : : : ; e 7 , containing no smaller 1-hinges. It therefore has degree of cyclicity 7. However, this hypergraph has a 2-hinge-tree in which the size of the largest node is 4. The largest 2-hinge in this tree, fe 1 ; e 2 ; e 3 ; e 7 g, is indicated by the heavy lines.
Example 4.1 also shows that minimal 2-hinges need not be connected, in contrast to minimal 1-hinges which are always connected 9].
The next result demonstrates the power of 2-hinges for the decomposition of series-parallel graphs: Proposition 4.1. Any series-parallel graph has a 2-hinge-tree decomposition in which every tree node contains at most three edges.
Proof. Let G = (V; E) be a series-parallel graph with terminals u and v. For any such graph we may write G = G 1 G 2 , where G 1 = (V 1 ; E 1 ), G 2 = (V 2 ; E 2 ), and \ " represents either series combination or parallel combination. Choose any edges e 1 2 E 1 and e 2 2 E 2 such that u 2 e 1 and v 2 e 2 . We will prove, by induction on the number of edges, that G can be decomposed into a 2-hinge-tree in which the largest node has size 3, and some node contains both e 1 and e 2 .
If jEj 3, then E itself, obviously containing e 1 and e 2 , is a minimal 2-hinge, yielding a single-node 2-hinge-tree, so the result holds trivially. Now assume that jEj > 3 and that the induction hypothesis holds for all series-parallel graphs with fewer than jEj edges. The graph G may be written as G 1 G 2 , as above, with jE 1 j < jEj and jE 2 j < jEj. Let the terminals of G 1 be u 1 and v 1 , and let the terminals of G 2 be u 2 and v 2 . Choose f 1 2 E 1 and f 2 2 E 2 such that u 1 
should be chosen di erent from e 1 , and f 2 di erent from e 2 . By the induction hypothesis, there exists a 2-hinge-tree T 0 1 of G 1 with a node n 0 1 containing both e 1 and f 1 , and a 2-hinge-tree of G 2 with a node n 0 2 containing both e 2 and f 2 . Let n 1 = fe 1 ; e 2 ; f 1 g, and n 2 = fe 1 ; e 2 ; f 2 g. Then n 1 (respectively n 2 ) is a 2-hinge of G if its size is 3. There are three cases to consider: Case 1. jE 1 j = 1 or jE 2 j = 1. We only consider the rst possibility. From jE 1 j = 1 and jEj > 3 it follows that jE 2 j > 2. By the choice of f 2 , it then follows that jn 2 j = 3, whence n 2 is a 2-hinge of G. It can also be seen straightforwardly that all nodes of T 0 2 are also minimal 2-hinges of G. A 2-hinge-tree of G with a node containing both e 1 and e 2 is now obtained from T 0 2 and n 2 by connecting n 2 to n 0 2 , and labeling the arc fe 2 ; f 2 g. Case 2. jE 1 j = 2 or jE 2 j = 2. Again, we only consider the rst possibility. From jE 1 j = 2, it follows that jE 2 j 2, whence both jn 1 j = 3 and jn 2 j = 3, and both n 1 and n 2 are 2-hinges of G. Now if jE 2 j = 2, a 2-hinge-tree of G with a node containing both e 1 and e 2 is obtained from n 1 and n 2 by simply connecting them, and labeling the arc fe 1 ; e 2 g. If jE 2 j > 2, all nodes of T 0 2 are also minimal 2-hinges of G, as in Case 1. A 2-hinge-tree of G with a node containing both e 1 and e 2 is now obtained from T 0 2 , n 1 , and n 2 by connecting n 1 to n 2 , n 2 to n 0 2 , and labeling the arcs appropriately.
Case 3. jE 1 j > 2 and jE 2 j > 2. Then both jn 1 j = 3 and jn 2 j = 3, both n 1 and n 2 are 2-hinges of G, and both the nodes of T 0 1 and T 0 2 are minimal 2-hinges of G. A 2-hinge-tree for G with a node containing both e 1 and e 2 is now obtained from T 0 1 , T 0 2 , n 1 , and n 2 by connecting n 1 to n 2 , n 1 to n 0 1 , and n 2 to n 0 2 , and labeling the arcs appropriately.
We can apply Proposition 4.1 to obtain a decomposition for the cycle graph. (Note that in the cycle graph every set of three edges is a 2-hinge.) Example 4.2. The cycle graph C n with n vertices and edges, n 3, has a 2-hinge-tree where every node contains exactly three edges. This tree is in fact a linear list. We construct it by consecutively labeling the edges as 0; 1; : : :n ? 1 and putting N i = ff0; i; i + 1g j i = 1; : : : ; n ? 2g. The required 2-hinge-tree is now obtained by connecting sets of edges with consecutive indices.
The next result shows that most graphs contain many small k-hinges: Proposition 4.2. In any graph, every set of k + 1 edges containing a path of length 3 is a k-hinge.
Proof. Let G = (V; E) be a graph, and let E 0 = fe 1 ; e 2 ; : : : ; e k+1 g be a subset of edges containing a path of length 3. Without loss of generality, assume that e 1 ; e 2 ; e 3 form a path. Then S E 0 = S (E 0 ?e 2 ). Hence E 0 ?e 2 is a separating set of k edges for each connected component of E?E 0 with respect to E 0 , whence E 0 is a k-hinge.
Since there are so many k-hinges with k + 1 edges in simple graphs, it is natural to ask whether a minimal k-hinge in a graph can be very large. We therefore list some examples of large minimal 2-hinges in graphs. Example 4.3.
(i) Any 1-factor of K 2n is a minimal 2-hinge with n edges. 5 (ii) Any maximal star, K 1;n?1 , in K n , n 4, is a connected minimal 2-hinge with n ? 1 edges. 6 (iii) Consider the previous example. If each edge of K n not in K 1;n?1 is replaced by a path of length 2, K 1;n?1 remains a connected minimal 2-hinge with n ? 1 edges which is moreover vertex-generated.
In order to decompose an arbitrary graph into a k-hinge-tree we are sometimes forced to use k-hinges which contain more than k + 1 edges, as the following proposition shows: Proposition 4.3. There is no k-hinge-tree of K 2k+3 in which every node has size k + 1.
Proof. Assume, for contradiction, that there exists a k-hinge-tree T of K 2k+3 in which every node has size k + 1. Thus each node of T contains at most 2k + 2 vertices. Let n 1 be a node in T of which the number of vertices is maximal. Let v 2 be an arbitrary vertex of K 2k+3 not in n 1 (such a vertex exists), and let n 2 be a node of T containing v 2 such that the distance in T between n 1 and n 2 is minimal. By the choice of n 1 and n 2 , n 1 contains a vertex, say v 1 , not in n 2 . Let n 3 be an arbitrary node of T containing the edge fv 1 ; v 2 g. Clearly, n 3 6 = n 1 and n 3 6 = n 2 . By Property 4 of De nition 2.4, the node n 2 is not on the path in T connecting n 1 and n 3 , since n 1 and n 3 share the vertex v 1 , which is not in n 2 . Similarly, n 1 cannot be on the path connecting n 2 and n 3 . Hence the path connecting n 1 to n 2 contains an internal node n 4 which is both on the path connecting n 1 to n 3 and the path connecting n 2 to n 3 . 7 By Property 4 of De nition 2.4, the node n 4 contains the vertex v 2 shared by the nodes n 1 and n 3 . However n 4 is closer to n 1 than is n 2 , a contradiction. Hence K 2k+3 has no k-tree in which every node has size k + 1.
Di culties and open problems for arbitrary k-hinges
Since arbitrary k-hinges allow more powerful decompositions than 1-hinges, it is natural to ask whether the results of Section 3 can be generalized to k-hinges. In other words, is it also true that, for k > 1, every hypergraph has a k-hinge-tree decomposition, and if so, is there an associated invariant complexity measure? 5 A 1-factor of a graph is a set of edges that are pairwise non-incident and cover the set of nodes. For any number n, Kn denotes the complete graph on n vertices. 6 A star is a graph the edges of which are incident with a common vertex. 7 Observe that n 3 and n 4 can be equal. In order to establish the results for 1-hinges we made use of the Inheritance Property, the Decomposition Property, and the Inseparability Property. The following results indicate that these properties do not directly generalize to arbitrary k-hinges.
First of all unlike 1-hinges, 2-hinges do not have the Inheritance Property. Example 5.1. Figure 5 shows a graph, G, with edges e 1 ; : : : ; e 10 , which contains a 2-hinge, H = fe 1 ; : : : ; e 5 ; e 6 g, indicated by heavy lines. The subgraph ( S H; H) contains a 2-hinge, H 0 = fe 1 ; : : : ; e 5 g, which is not a 2-hinge of G.
Furthermore, 2-hinges do not have the Decomposition Property, the obvious generalization of which to arbitrary k-hinges is as follows:
Decomposition Property for k-hinges. Let (V; E) be a hypergraph and let H be a k-hinge of (V; E). Then H satis es the decomposition property if for every subset h E containing k edges and for every h-decomposition D of H, there exists S 2 D such that, for every D 0 D with S 2 D 0 , S D 0 is either a k-hinge of (V; E) or a subset of E containing at most k edges.
Example 5.2. Consider a family of hypergraphs, R n ; n 2. For every n, R n consists of 3n points and 2n + 2 edges. The points are labeled x i , y i , and z i , i = 1; : : : ; n, and the edges are as follows: e x = fx 1 ; : : : ; x n g; e y = fy 1 ; : : : ; y n g; f i = fx i ; y i ; z i g; i = 1; : : : ; n; g i = fz i ; x (i+1)modn ; y (i+1)modn g; i = 1; : : : ; n: Figure 6 . The hypergraph R 3 and its minimal 2-hinges E 1 , F, and F 1 (Example 5.2). The minimal 2-hinges of R n are as follows: E i = fe x ; e y ; f i ; g i g; i = 1; : : : ; n; F = fe x ; e y ; f 1 ; : : : ; f n g; G = fe x ; e y ; g 1 ; : : : ; g n g; F i = ff i ; g i ; f (i+1)modn g; i = 1; : : : ; n; G i = fg i ; f (i+1)modn ; g (i+1)modn g; i = 1; : : : ; n:
The hypergraph R 3 and its minimal 2-hinges E 1 , F, and F 1 are illustrated in Figure 6 .
To see that 2-hinges do not have the Decomposition Property, consider the minimal 2-hinge F. Let h = fe x ; e y g, and let D = ffe x ; e y g; ff 1 g; : : : ; ff n gg. Clearly, D is an h-decomposition of F. Now notice that, for i = 1; : : : ; n, fe x ; e y ; f i g is not a 2-hinge of R n . Hence there is no S 2 D such that every subset of D encompassing at least 3 edges including those of S generates a 2-hinge of (V; E). As Proposition 3.1 and the Invariance Theorem rely on the Decomposition Property, we cannot hope to generalize their proofs to show the equivalent results for arbitrary k-hinges. As a matter of fact, a hypergraph can indeed have two di erent 2-hinge-trees where the size of the largest node is not the same, as the following example shows: Example 5.3. Consider the family of hypergraphs R n , n 2, described in Example 5.2. A rst possible 2-hinge-tree, T E , is the linear list E 1 ; : : : ; E n . A second possible 2-hinge-tree, T F , is the star with central node F and leaf nodes F 1 ; : : :F n . A third possible 2-hinge-tree, T G , is the star with central node G and leaf nodes G 1 ; : : :G n . The size of the largest node in T E is 4, whereas the size of the largest node in both T F and T G is n + 2.
A closer examination of the proof of Proposition 3.1 reveals that it does not rely on the full Decomposition Property, but rather on the consequent Inseparability Property. We might therefore attempt to remedy the situation by requiring that the nodes of a k-hinge-tree satisfy the Inseparability Property below, which is a generalization of the Inseparability Property for 1-hinges.
Inseparability Property for k-hinges. Let (V; E) be a hypergraph and let H be a k-hinge of (V; E). Then H is inseparable if for every subset h E containing k edges, and for every h-decomposition D of H, at most one element of D contains more than k edges, and all elements of D except for a largest one contain at most k edges in total.
Notice that, for general k-hinges, the Inseparability Property follows from the Decomposition Property in the same way as it does for 1-hinges. Furthermore notice that inseparability implies minimality:
Proposition 5.1. An inseparable k-hinge of a hypergraph is also minimal.
Proof. We prove the contrapositive. Thereto, let (V; E) be a hypergraph and let H be a k-hinge of (V; E) that is not minimal. Thus H contains another k-hinge of (V; E), say H 0 . Let e be any edge of H ? H 0 , let C e be the connected component of E ? H 0 with respect H 0 containing e and let h 0 = fe 0 1 ; : : : ; e 0 k g be a corresponding separating edge set. Let D = ffe 0 1 g; : : : ; fe 0 k g; H \ C e ; H ? (C e h 0 )g. Clearly, D is an h 0 -decomposition of H which contains k+2 nonempty elements, whence it necessarily violates the second condition of the Inseparability Property for k-hinges. Hence H is not inseparable.
On the other hand, not every minimal k-hinge is inseparable, as is shown by Example 5.4, below.
Example 5.4. Consider the following variation on Example 5.1. Let G be the hypergraph constructed from the graph G in Figure 5 by adding a unique extra node to each of the edges e 1 ; : : : ; e 5 , and by adding all binary edges connecting two extra nodes. Let H and H 0 be the sets of edges of G corresponding to H and H 0 in G, respectively. An exhaustive but straightforward examination of all subsets of H shows that H is a minimal 2-hinge. However, H is not inseparable, since f H 0 ; H ? H 0 g is an fe 1 ; e 2 g-decomposition of H which does not satisfy the Inseparability Property for 2-hinges.
Hence imposing the Inseparability Property on the nodes of a k-hinge-tree yields a genuine restriction.
We might hope that, with this restriction, it would be possible to derive an invariant for k-hinge-trees. Notice that Example 5.3 is not a counterexample to this proposal, as the nodes F in T F and G in T G are not inseparable, as can be easily veri ed. We conjecture that, using similar arguments as in the proof of Proposition 3.1, it is possible to nd a bound for the largest inseparable k-hinge in terms of the size of the largest node in an arbitrary k-hinge-tree of which all the nodes are inseparable. Unfortunately, the bound will be weaker than in Proposition 3.1 and will not allow us to derive an equality as in the proof of the Invariance Theorem. In fact, Example 5.5 below demonstrates that the size of the largest node in a k-hinge-tree of which all the nodes are inseparable is not an invariant. Example Two possible 2-hinge-trees of G built from these inseparable 2-hinges are shown in Figure 5 .5. The size of the largest node in T e is 3, whereas the size of the largest node in T f is 4. The Hinge-Tree Decomposition Algorithm for 1-hinge-tree decompositions also relies on the Inheritance, Decomposition, and Inseparability Properties, so it cannot be directly generalized to k-hinges either. For example, the algorithm uses the fact that a 1-hinge-tree can be obtained by rst decomposing the hypergraph into a tree of 1-hinges that are not necessarily minimal and then further decomposing these 1-hinges. As is shown in Example 5.1, a similar strategy for 2-hinge-trees is not guaranteed to yield a correct result. Another property the Hinge-Tree Decomposition Algorithm relies on is that a singleton separating edge set is always contained in some minimal 1-hinge. Unfortunately, this property does not carry over to 2-hinges, either. The following example exhibits a hypergraph having a separating edge pair not contained in any minimal 2-hinge of that hypergraph. 2 ; f 2 g. Now, the smallest 2-hinges (with respect to inclusion) containing fg 1 ; g 2 g are the edge sets fe 1 ; f 1 ; g 1 ; g 2 g, fe 2 ; f 2 ; g 1 ; g 2 g, fe 1 ; f 2 ; g 1 ; g 2 g, and fe 2 ; f 1 ; g 1 ; g 2 g, as can easily be veri ed by a simple, exhaustive search. None of these four 2-hinges are minimal however, as all eight sets obtained from them by either removing g 1 or g 2 are 2-hinges, too.
The above examples clearly show that an algorithm for generating k-hingetrees cannot simply be obtained by a straightforward generalization of the HingeTree Decomposition Algorithm. As a matter of fact, it is an open problem whether or not there exists an e cient and e ective algorithm for nding khinge-trees.
Conclusions
We have shown that any hypergraph has a decomposition into a tree of 1-hinges, and the size of the largest minimal hinge in such a tree is an invariant of the hypergraph. This provides a classi cation scheme for hypergraphs giving a useful measure of their structural complexity.
The extension of the notion of a 1-hinge to k-hinges allows more re ned decompositions in many cases, but k-hinges fail to have the pertinent properties of inheritance and inseparability. Without inheritance it is di cult to guarantee the existence of a tree decomposition into minimal k-hinges, whence the existence of an invariant on the structure of k-hinges is unlikely. Even when trees do exist, it is not clear whether there is a general algorithm to construct them.
One approach to these problems is to strengthen the de nition of a minimal k-hinge in order to guarantee the required properties. Alternatively, it may be necessary to formulate a more sophisticated de nition of the invariant.
In the light of these results, it is clear that the degree of cyclicity is a strikingly simple and important measure for the structural complexity of a hypergraph.
