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ABSTRAK 
 
 Meta analisis merupakan teknik statistika untuk mengkombinasikan hasil 
sejumlah penelitian yang telah ada secara sistematis dan kuantitatif dengan 
mencari nilai effect size untuk memperoleh kesimpulan secara menyeluruh. Effect 
size dalam meta analisis bergantung pada jenis data yang digunakan dalam 
penelitian. Pada skripsi ini akan dijelaskan prosedur meta analisis dengan effect 
size odds ratio. Effect size odds ratio digunakan untuk data dikotomi pada uji 
klinis. 
Prosedur meta analisis dengan effect size odds ratio terdiri dari 8 langkah, 
yaitu (1) menetukan topik, (2) mengumpulkan dan menyeleksi penelitian-
penelitian yang berkaitan, (3) menentukan model, (4) menghitung odds ratio dan 
log odds ratio masing-masing penelitian, (5) menghitung faktor pembobotan, (6) 
mengidentifikasi heterogenitas effect size, (7) menganalisis variabel moderator 
jika ada, dan (8) menghitung odds ratio gabungan. 
Aplikasi meta analisis dengan effect size odds ratio diterapkan untuk 
mengetahui pengaruh terapi β-blocker pada pasien gagal jantung. Dari hasil meta 
analisis dengan menggunakan random-effect model diperoleh nilai odds ratio 
gabungan (ORDL) untuk kejadian sudden cardiac death sebesar 0,6965. Hal ini 
menunjukkan bahwa pasien gagal jantung yang mendapatkan terapi β-blocker 
mempunyai risiko 0,6965 kali lebih kecil mengalami sudden cardiac death (SCD) 
dibandingkan pasien gagal jantung yang mendapatkan terapi placebo. Artinya, 
terapi β-blocker efektif menurunkan angka sudden cardiac death sebesar 30,3%. 
Selain itu diperoleh juga bahwa terapi β-blocker efektif menurunkan angka 
cardiovascular death sebesar 27,8% dan angka kematian total (mortality) sebesar 
32%. 
 
Kata Kunci : Meta analisis, odds ratio, random-effects models, beta-blocker, 
sudden cardiac death, cardiovascular death. 
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BAB I 
PENDAHULUAN 
 
A. Latar Belakang 
Dalam kehidupan sehari-hari, statistika banyak dipergunakan. 
Statistika berguna sebagai alat bantu untuk menganalisis data penelitian 
dalam berbagai bidang ilmu pengetahuan. Statistika merupakan ilmu yang 
mempelajari mengenai cara maupun aturan-aturan yang sistematis berkaitan 
dengan pengumpulan, pengolahan, penarikan kesimpulan atas data-data yang 
berbentuk angka (data kuantitatif) dengan menggunakan suatu asumsi-asumsi 
tertentu dari data berkaitan dengan penganalisaan yang dilakukan (Suryanto, 
2004). Dalam statistika terdapat bermacam-macam metode atau teknik yang 
dapat digunakan untuk menganalis data penelitian. Salah satu teknik atau 
metodenya dapat mengkombinasikan dan menggabungkan dua atau lebih 
penelitian sejenis, yaitu penelitian-penelitian dengan topik yang sama. 
Seiring dengan banyaknya kajian ilmiah yang membahas topik yang 
sama dengan beragam karakteristik maupun hasil yang terdapat di dalamnya, 
terkadang menuntut untuk mengkaji ulang kajian ilmiah tersebut atau biasa 
disebut dengan review literature. Database referensi American Psychological 
Association PsycINFO mendefinisikan review literature sebagai proses 
melakukan survei dari materi yang dipublikasikan sebelumnya (Cooper, H. & 
Larry V. Hedges, 2010). Tujuan melakukan review literature adalah untuk 
mendapatkan landasan teori yang bisa mendukung pemecahan masalah yang 
sedang diteliti dengan cara meninjau kembali penelitian-penelitian yang 
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berhubungan untuk memperoleh kesimpulan yang lebih akurat. Terdapat 
empat metode review literature, yaitu Narrative Review, Descriptive Review, 
Vote Counting, dan meta-analisis. Dari keempat metode tersebut, meta-
analisis merupakan metode yang fokus pada pendekatan kuantitatif, yaitu 
fokus pada effect size (King, William R. and Jun He, 2005). 
Menurut Sugiyanto (2004), meta-analisis merupakan studi dengan 
cara menganalisis data yang berasal dari studi primer. Hasil analisis studi 
primer dipakai sebagai dasar untuk menerima atau mendukung 
hipotesis, menolak/menggugurkan hipotesis yang diajukan oleh beberapa 
peneliti. Meta analisis adalah teknik yang digunakan untuk merangkum 
berbagai hasil penelitian secara kuantitatif dengan cara mencari nilai effect 
size. Meta analisis memungkinkan adanya pengkombinasian hasil-hasil yang 
beragam dan memperhatikan ukuran sampel dan effect size. 
Tujuan utama meta analisis adalah mencari effect size. Effect size 
merupakan ukuran mengenai besarnya efek, besarnya perbedaan maupun 
hubungan suatu variabel pada variabel lain. Ada beberapa macam tipe effect 
size pada data yang dibagun secara dikotomi, kontinu maupun ordinal. Pada 
data yang dibangun secara dikotomi, terdapat effect size berupa relative risk, 
odds ratio, dan risk difference (Borenstein, M. et al., 2009). Pendekatan yang 
dapat digunakan untuk menghitung effect size tersebut antara lain metode 
Inverse-Variance, metode Mantel-Haenszel, dan metode Peto untuk model 
efek tetap (fixed effect model) serta metode DerSimonian Laird untuk model 
efek random (random effect model) (Borenstein, M. et al., 2009). 
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Saat ini, meta analisis banyak digunakan dalam dunia kesehatan untuk 
uji klinis. Uji klinis biasa dilakukan di laboratorium klinik maupun rumah 
sakit untuk mengevaluasi efektivitas dan keamanan obat atau alat medis 
dengan memantau efek samping yang akan timbul pada tubuh manusia. Salah 
satu contoh dari uji klinis adalah mengevaluasi pengaruh obat terapi β-
blocker untuk pasien gagal jantung. 
Menurut Braunwald (2005), gagal jantung (heart failure) adalah suatu 
keadaan patologis adanya kelainan fungsi jantung sebagai akibat gagal 
memompakan darah untuk memenuhi kebutuhan metabolisme jaringan dan 
kemampuannya hanya ada jika disertai peninggian tekana pengisian ventrikel 
kiri. Ventrikel adalah dua bilik besar yang menerima darah dari atria (bilik 
yang lebih kecil dalam jantung) yang berfungsi untuk memompa darah dari 
dalam jantung keluar jantung dan ke seluruh organ tubuh. Gagal jantung akan 
menyebabkan otak mengalami kekurangan kiriman oksigen sehingga 
membuat pasien tidak sadarkan diri bahkan nafas bisa berhenti secara tiba-
tiba. Apabila penyakit gagal jantung ini dibiarkan, dalam beberapa menit bisa 
menyebabkan kematian. 
Gagal jantung menjadi masalah kesehatan masyarakat yang utama 
pada beberapa negara industri maju dan negara berkembang seperti 
Indonesia. Prevalensi gagal jantung meningkat seiring dengan meningkatnya 
populasi usia lanjut. Prevalensi gagal jantung merupakan banyaknya orang 
yang menderita penyakit gagal jantung pada suatu waktu tertentu. Menurut 
Braunwald (2005), kurang lebih 4,6 juta pasien di Amerika Serikat 
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mempunyai gagal jantung, dan ada hampir 550.000 kasus baru setiap tahun. 
Sementara itu, di negara berkembang, seperti Indonesia, ditemui kasus baru 
sebanyak 400.000-700.000 setiap tahun (Hersunarti N, 2002). 
Dalam pengobatan gagal jantung, sudah disusun pedoman terapi 
medikamentosa maupun nonmedikamentosa sebagai petunjuk dan 
rekomendasi bagi dokter dalam memberikan terapi. Di dalam pedoman 
tersebut, obat-obatan yang sering digunakan dalam terapi gagal jantung sudah 
disusun dalam tingkatan-tingkatan rekomendasi (class) dan kepercayaan 
(evidence) (Dickenstein, 2008). Terapi medikamentosa adalah terapi dengan 
menggunakan obat, seperti pemberian diuretik, β-blocker, dan agen inotropik. 
Sedangkan terapi nonmedikamentosa adalah terapi tanpa menggunakan obat, 
seperti transplantasi jantung. 
Ada berbagai golongan obat yang digunakan dalam pengobatan gagal 
jantung. Salah satu golongan yang sering digunakan adalah terapi β-blocker. 
Jantung dan pembuluh darah memiliki reseptor β yang berespon terhadap 
hormon. Penghambatan reseptor β ini bertujuan untuk mengurangi beban 
jantung, dan pelebaran pembuluh darah. Meskipun β-blocker umunya 
mempunyai efek menghambat kerja kompensasi sistem saraf simpatis, tetapi 
saat ini semakin banyak terbukti bahwa obat ini sangat bermanfaat untuk 
pasien gagal jantung (Frishman, 2003). 
Terdapat banyak penelitian yang membuktikan bahwa terapi ini 
mampu menurunkan risiko kematian pada pasien gagal jantung, misalnya 
penelitian BEST, Merit-HF, CIBIS II, dan masih banyak lagi. Namun, 
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terdapat juga penelitian yang menunjukkan pengaruh/hasil yang sebaliknya, 
seperti penelitian yang dilakukan oleh Fisher et al, dan Colucci et al. 
Beberapa penelitian yang menggabungkan hasil penelitian-penelitian 
mengenai pengaruh β-blockers telah dilakukan dengan berbagai metode 
perhitungan effect size. Chatterjee et al (2013), melakukan meta analisis 
dengan metode Mantel Haenszel dan hasilnya adalah dari 21 penelitian yang 
digabungkan dapat disimpulkan bahwa β-blockers dapat mengurangi angka 
kematian. Al-Ghobari et al (2013),  melakukan meta analisis dengan metode 
Mantel Haenszel dan hasilnya adalah dari 26 penelitian yang digabungkan β-
blockers mampu mengurangi angka sudden cardiac death. Oleh karena itu, 
penulis tertarik untuk menggabungkan dan menganalisis penelitian-penelitian 
tentang pengaruh terapi β-blocker pada pasien gagal jantung menggunakan 
meta analisis dengan metode pendekatan perhitungan effect size yang 
berbeda. 
B. Batasan Masalah 
Dalam skripsi ini, effect size yang digunakan dalam meta analisis 
adalah odds ratio. Model yang digunakan dalam meta analisis ini dibatasi 
pada random-effects models dan metode pendekatan inverse variance, Peto, 
dan DerSimonian Laird. 
C. Rumusan Masalah 
Berdasarkan latar belakang di atas, perumusan masalah dalam 
penulisan ini adalah sebagai berikut: 
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1. Bagaimana prosedur meta analisis dalam menganalisis penelitian-
penelitian sejenis dengan effect size odds ratio? 
2. Bagaimana penerapan meta analisis pada kasus pengaruh terapi β-blocker 
pada pasien gagal jantung ? 
D. Tujuan 
Tujuan penulisan skripsi ini antara lain: 
1. Menjelaskan prosedur meta analisis dalam menganalisis penelitian-
penelitian dengan  variabel hasil dikotomi dengan effect size odds ratio. 
2. Menjelaskan penerapan meta analisis pengaruh terapi β-blocker pada 
pasien dengan gagal jantung. 
E. Manfaat 
Manfaat penulisan skripsi ini antara lain: 
1. Bagi penulis, memberikan penjelasan dan pemahaman tentang teknik 
meta analisis untuk penelitian-penelitian hasil dikotomi dengan effect size 
odds ratio dan penerapannya dalam bidang kesehatan. 
2. Bagi dunia kesehatan, diharapkan memberikan kontribusi analisis yang 
praktis dalam menentukan terapi yang cocok untuk diberikan kepada 
pasien terutama pada pasien yang mempunyai gangguan fungsi jantung. 
3. Bagi fakultas, sebagai tambahan referensi bagi para pembaca atau 
akademisi dari Fakultas MIPA Prodi Matematika atau fakultas lainnya 
yang ingin mendalami dan mengembangkan meta analisis. 
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BAB II 
KAJIAN TEORI 
A. Peluang 
1. Definisi Peluang (bain dan Engelhardt, 1992 : 9) 
Untuk suatu percobaan yang diberikan, misalkan A = {A1, A2, ..., An} 
adalah kumpulan kejadian yang mungkin di ruang sampel S. Peluang A, P(A) 
adalah suatu fungsi bernilai riil yang didefinisikan pada A sedemikian 
sehingga 
0 ≤ 𝑃 𝐴 untuk setiap A                                                      (2.1) 
𝑃 𝑆 = 1                                                                                        (2.2) 
𝑃  𝐴𝑖
∞
𝑖=1
 =  𝑃 𝐴𝑖  
∞
𝑖=1
                                                           (2.3) 
untuk A1, A2,… adalah barisan yang saling asing  𝐴𝑖 ∩ 𝐴𝑗 ≠ ∅, 𝑖 ≠ 𝑗 dan 𝐴𝑖 ⊂
𝑆 . 
Menurut Walpole (1995 : 90) jika suatu percobaan dengan N hasil 
percobaan yang berbeda dan masing-masing mempunyai peluang yang sama 
untuk terjadi, dan jika tepat n di antara hasil percobaan itu menyusun kejadian 
A, maka peluang kejadian A adalah 
𝑃 𝐴 =
𝑛
𝑁
                                                                    (2.4) 
2. Peluang Bersyarat 
Peluang terjadinya kejadian B bila diketahui bahwa suatu kejadian lain 
A telah terjadi disebut peluang bersyarat dan dilambangkan dengan 𝑃 𝐵 𝐴  
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(Walpole, 1995 : 97). Peluang bersyarat dari kejadian B jika A diketahui 
didefinisikan sebagai 
𝑃 𝐵|𝐴 =
𝑃 𝐴 ∩ 𝐵 
𝑃 𝐴 
      jika 𝑃 𝐴 ≠ 0                                     (2.5) 
B. Variabel Random 
1. Definisi Variabel Random 
Suatu variabel random X, adalah suatu fungsi yang didefinisikan pada 
ruang sampel S, yang memasangkan setiap s anggota ruang sampel S, dengan 
tepat satu x anggota himpunan bilangan riil. 
a. Definisi Variabel Random Diskrit (Bain dan Engelhardt, 1992 : 56) 
Jika himpunan semua bilangan yang mungkin dari variabel random X 
merupakan himpunan terhitung (countable) x1, x2, ..., xn atau x1, x2, ..., maka  
X disebut variabel random diskrit. Fungsi 
𝑓 𝑥 = 𝑃 𝑋 = 𝑥                𝑥 = 𝑥1, 𝑥2, …                                (2.6) 
disebut fungsi densitas peluang diskrit (fdp diskrit). 
Fungsi densitas peluang f(x) selalu bernilai positif untuk setiap nilai x 
dimana x = x1, x2, .... Jika X merupakan salah satu nilai dari x1, x2, ..., maka 
     𝑓 𝑥𝑖 ≥ 0         𝑖 = 1,2, …                                                     2.7  
dan 
𝑓 𝑥 = 0 untuk 𝑥 yang lain                                                (2.8) 
Akibatnya, diperoleh 
         𝑓 𝑥𝑖 = 1
𝑥
                                                                   (2.9) 
(Ross, 2010 :123). 
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Fungsi distribusi Kumulatif dari X didefinisikan sebagai 
  𝐹 𝑥 = 𝑃 𝑋 ≤ 𝑥                                                                  (2.10) 
b. Definisi Variabel Random Kontinu (Bain dan Engelhardt, 1992 : 64) 
Variabel random X disebut variabel random kontinu jika ada fungsi 
f(x), yang merupakan fungsi densitas peluang dari X, dimana fungsi 
distribusi kumulatifnya dapat ditulis sebagai 
𝐹 𝑥 =  𝑓 𝑡  𝑑𝑡
𝑥
−∞
                                                              (2.11) 
C. Nilai Ekspektasi dan Variansi 
Ekspektasi variabel random X dinyatakan dengan E(X). Notasi lain dari 
E(X) adalah µ atau µx. 
1. Definisi Ekspektasi (Bain dan Engelhardt, 1992 : 61,67) 
Jika X adalah variabel random dengan fungsi densitas peluang f(x), 
maka nilai ekspektasi dari X didefinisikan 
𝐸 𝑋 =  𝑥
𝑥
 𝑓 𝑥 , jika X diskrit                                       (2.12) 
𝐸 𝑋 =  𝑥 𝑓(𝑥)
∞
−∞
 𝑑𝑥, jika X kontinu                              (2.13) 
Teorema 2.1 
Jika X suatu variabel acak diskrit, a dan b konstanta, maka 
𝐸 𝑎𝑋 + 𝑏 = 𝑎𝐸 𝑋 + 𝑏                                                         (2.14) 
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Bukti : 
𝐸 𝑎𝑋 + 𝑏 =   𝑎𝑥 + 𝑏 
𝑥
𝑓 𝑥  
=   𝑎𝑥 
𝑥
𝑓 𝑥 + 𝑏𝑓 𝑥  
= 𝑎  𝑥
𝑥
𝑓 𝑥 + 𝑏 𝑓 𝑥 
𝑥
 
= 𝑎𝐸 𝑋 + 𝑏. 1 
= 𝑎𝐸 𝑋 + 𝑏 
Jika 𝑎1, 𝑎2, … , 𝑎𝑘  adalah konstanta dan 𝑋1 , 𝑋2 , … , 𝑋𝑘  adalah variabel random 
berdistribusi bersama, maka 
𝐸   𝑎𝑖𝑋𝑖
𝑘
𝑖=1
 =  𝑎𝑖𝐸 𝑋𝑖 
𝑘
𝑖=1
                                               (2.15) 
2. Definisi Variansi (Ross, 2010 : 133) 
Jika X variabel random dengan rata-rata µ, maka variansi dari X 
didefinisikan sebagai 
𝑉𝑎𝑟 𝑋 = 𝐸  𝑋 − 𝜇 2                  (2.16) 
Teorema 2.2 
Jika X suatu variabel random, maka 
𝑉𝑎𝑟 𝑋 = 𝐸 𝑋2 −  𝐸 𝑋  2                                                   (2.17) 
Bukti: 
𝑉𝑎𝑟 𝑋 = 𝐸  𝑋 − 𝜇 2  
=   𝑥 − 𝜇 2
𝑥
 𝑓 𝑥  
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=   𝑥2 − 2𝜇𝑥 + 𝜇2 
𝑥
𝑓(𝑥) 
=  𝑥2
𝑥
𝑓 𝑥 − 2𝜇  𝑥
𝑥
𝑓 𝑥 + 𝜇2  𝑓 𝑥 
𝑥
 
= 𝐸 𝑋2 − 2𝜇2 − 𝜇2 
= 𝐸 𝑋2 − 𝜇2  
= 𝐸 𝑋2 −  𝐸 𝑋  2 
Jika X adalah variabel random dengan fungsi padat peluang f(x) dan 
rata-rata µ, maka variansi dari X didefinisikan sebagai (Walpole, 1995) 
𝑉𝑎𝑟  𝑋 =   𝑥 − 𝜇 2𝑓 𝑥 
𝑥
jika X diskrit                              (2.18) 
dan 
𝑉𝑎𝑟 𝑋 =   𝑥 − 𝜇 2𝑓 𝑥  𝑑𝑥
∞
−∞
jika X kontinu                          (2.19) 
Teorema 2.3 
Jika X variabel random, a dan b konstanta, maka 
𝑉𝑎𝑟 𝑎𝑋 + 𝑏 = 𝑎2𝑉𝑎𝑟 𝑋                                                       (2.20) 
Bukti : 
𝑉𝑎𝑟 𝑎𝑋 + 𝑏 = 𝐸    𝑎𝑋 + 𝑏 −  𝑎𝜇𝑥 + 𝑏  
2
  
=  𝐸  𝑎𝑋 + 𝑏 − 𝑎𝜇𝑥 − 𝑏 
2  
= 𝐸   𝑎 𝑋 − 𝜇𝑥  
2
  
= 𝐸 𝑎2 𝑋 − 𝜇𝑥 
2  
= 𝑎2𝑉𝑎𝑟(𝑋) 
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Jika 𝑎1, 𝑎2, … , 𝑎𝑘  adalah konstanta dan 𝑋1 , 𝑋2 , … , 𝑋𝑘  adalah variabel 
random, maka 
𝑉𝑎𝑟   𝑎𝑖𝑋𝑖
𝑘
𝑖=1
 =  𝑎𝑖
2 𝑉𝑎𝑟 𝑋𝑖 
𝑘
𝑖=1
+ 2   𝑎𝑖𝑎𝑗  𝐶𝑜𝑣 𝑋𝑖 , 𝑋𝑗  
𝑖<𝑗
             (2.21) 
dan jika 𝑋1 , 𝑋2 , … , 𝑋𝑘  independen, maka 
𝑉𝑎𝑟   𝑎𝑖𝑋𝑖
𝑘
𝑖=1
 =  𝑎𝑖
2  𝑉𝑎𝑟 𝑋𝑖 
𝑘
𝑖=1
                                      (2.22) 
D. Distribusi Peluang Diskrit 
1. Distribusi Bernoulli (Bain dan Engelhardt, 1992 : 91) 
Variabel random X yang hanya bernilai 0 atau 1 disebut dengan 
variabel Bernoulli, sedangkan percobaan yang hanya terdapat dua jenis hasil 
yang mungkin disebut dengan percobaan Bernoulli. Misalkan, E untuk 
kejadian “sukses” dan E’ untuk kejadian “gagal”. Misalkan E terjadi dengan 
peluang p = P(E), maka konsekuensinya E’ terjadi dengan peluang q = P(E’) 
= 1 – p. 
Jika sebuah percobaan dapat dihasilkan hanya dalam “sukses” (E) atau 
“gagal” (E’), maka hubungan variabel Bernoulli adalah 
𝑋 𝑒 =  
1, jika 𝑒 ∈ 𝐸
0, 𝑗𝑖𝑘𝑎 𝑒 ∈ 𝐸′
                                                     (2.23)   
Fungsi densitas peluang (pdf) dari X diberikan dengan f(0) = q dan f(1) = p. 
distribusi inilah yang dikenal dengan distribusi Bernoulli, dan fungsi densitas 
peluangnya dapat ditulis sebagai 
𝑓 𝑥 = 𝑝𝑥𝑞1−𝑥           𝑥 = 0,1                                                2.24  
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Nilai ekspektasi dari distribusi Bernoulli adalah E(X) = p dan variansinya 
adalah Var (X) = pq. 
2. Distribusi Binomial (Ross, 2010 : 134) 
Misalkan terdapat n percobaan independen, setiap percobaan 
mempunyai dua hasil yang mungkin yaitu sukses dengan peluang p dan gagal 
dengan peluang q = 1 – p. Jika X merupakan banyaknya sukses dalam n 
percobaan, maka X disebut variabel random Binomial dengan parameter (n,p). 
Fungsi densitas peluang diskrit dari X didefinisikan sebagai 
𝑓 𝑥 =  
𝑛
𝑥
 𝑝𝑥𝑞𝑛−𝑥                𝑥 = 0,1, … , 𝑛                            (2.25) 
Nilai ekspektasi dari distribusi binomial adalah E(X)=np dan variansinya 
adalah Var(X)=npq. 
3. Distribusi Hipergeometrik (Bain dan Engelhardt, 1992 : 95) 
Misalkan X merupakan banyaknya sukses dalam sampel acak berukuran 
n yang diambil dari populasi berukuran N yang mengandung M elemen tipe I 
dan N-M elemen tipe II, maka X adalah variabel random hipergeometrik. 
Fungsi densitas peluang diskrit dari X adalah 
𝑓 𝑥; 𝑛, 𝑀, 𝑁 =
 
𝑀
𝑥
  
𝑁 − 𝑀
𝑛 − 𝑥
 
 
𝑁
𝑛
 
                                              (2.26) 
Nilai ekspektasi dari distribusi hipergeometrik adalah 
𝐸 𝑋 =
𝑛𝑀
𝑁
, 
dan variansinya adalah 
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𝑉𝑎𝑟 𝑋 = 𝑛  
𝑀
𝑁
  1 −
𝑀
𝑁
  
𝑁 − 𝑛
𝑁 − 1
 . 
E. Distribusi Peluang Kontinu 
1. Distribusi Gamma (Bain dan Engelhardt, 1992 : 111) 
Suatu variabel random dikatakan berdistribusi gamma dengan 
parameter α > 0 dan β > 0 , jika fungsi densitas peluangnya adalah 
𝑓 𝑥;  𝛽, 𝛼 =
1
𝛽𝛼Γ(𝛼)
𝑥𝛼−1𝑒−𝑥/𝛽                                             (2.27) 
dimana Γ(𝛼) adalah fungsi gamma yang didefinisikan dengan 
Γ 𝛼 =  𝑡𝛼−1𝑒−𝑡
∞
0
 𝑑𝑡                                                             (2.28) 
Distribusi gamma dinotasikan dengan 
𝑋~𝐺𝐴𝑀 𝛽, 𝛼                                                                               2.29  
Nilai ekspektasi dari distribusi gamma adalah E(X) = αβ dan variansinya 
adalah Var (X) = αβ2. 
2. Distribusi Normal (Bain dan Engelhardt; 1992 : 118) 
Variabel random X mengikuti distribusi normal dengan rata-rata µ dan 
variansi σ2 jika mempunyai fungsi densitas peluang 
𝑓 𝑥; 𝜇, 𝜎 =
1
 2𝜋𝜎
𝑒−
1
2
 
𝑥−𝜇
𝜎
 
2
                                           (2.30) 
untuk -∞ < x < ∞, dimana -∞ < µ < ∞ dan 0 < σ < ∞. 
Notasi untuk distribusi normal dari variabel random X adalah 
𝑋~𝑁 𝜇, 𝜎2                                                                                   (2.31) 
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Jika Y ~𝑁 𝜇, 𝜎2  maka 𝑧 =
𝑌−𝜇
𝜎
 mengikuti distribusi normal standar 
dengan fungsi densitas peluang 
𝑓 𝑧 =
1
 2𝜋
𝑒−
1
2
𝑧2                                                                      (2.32) 
untuk -∞ < z < ∞ dan mempunyai rata-rata 0 dan variansinya 1, atau dapat 
ditulis 
𝑧 =
𝑌 − 𝜇
𝜎
~𝑁 0,1                                                                     (2.33) 
3. Distribusi Chi-squared (Bain dan Engelhardt, 1992 ; 268) 
Distribusi Chi-squared merupakan kasus khusus dari distribusi gamma. 
Variabel Y dikatakan berdistribusi chi-squared dengan derajat bebas v, jika 
dan hanya jika Y berdistribusi gamma dengan β = 2 dan α = v/2. Notasi untuk 
distribusi chi-squared adalah 
𝑌~𝜒(𝑣)
2                                                                                            (2.34) 
Karena distribusi chi-squared merupakan kasus khusus dari distribusi gamma, 
maka nilai ekspektasi dari distribusi chi-squared adalah 
𝐸 𝑋 = 𝛼𝛽 =  
𝑣
2
 ∙ 2 = 𝑣 
dan variansinya adalah 
𝑉𝑎𝑟 𝑋 = 𝛼𝛽2 =  
𝑣
2
 ∙ 22 = 2𝑣. 
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F. Teorema Limit Pusat (Bain dan Engelhardt, 1992 : 238) 
Jika X1, X2, …, Xn adalah sampel random dari suatu distribusi dengan 
rata-rata µ dan variansi σ2 < ∞, maka distribusi limit dari 
𝑍𝑛 =
 𝑋𝑖
𝑛
𝑖=1 −  𝑛𝜇
 𝑛𝜎
                                                           2.35  
adalah normal standar, dimana Zn konvergen dalam distribusi ke Z, atau ditulis 
dengan 𝑍𝑛
      𝑑       
     𝑍~𝑁 0,1  dengan 𝑛 → ∞. 
Limit (2.35) dapat dihubungkan ke dalam rata-rata sampel sebagai 
𝑍𝑛 =
𝑋 𝑛 − 𝜇
𝜎/ 𝑛
                                                                                    (2.36) 
G. Distribusi Normal Asimtotis (Bain dan Engelhardt, 1992 : 243) 
Jika Y1, Y2,… adalah serangkaian variabel random, m dan c adalah 
konstanta sedemikian sehingga 
𝑍𝑛 =
𝑌𝑛 − 𝑚
𝑐/ 𝑛
 
      𝑑      
     𝑍~𝑁(0,1)                                                    (2.37) 
dengan 𝑛 → ∞, maka Yn dikatakan berdistribusi normal asimtotis dengan rata-
rata asimtotis m dan variansi asimtotis c
2
/n. 
H. Estimasi Parameter 
𝜃 = 𝑕(𝑋1, 𝑋2 , … , 𝑋𝑛)  yang digunakan untuk mengestimasi nilai dari θ 
disebut estimator dari θ, dan nilai-nilai observasinya disebut estimasi dari θ. 
(Bain dan Engelhardt, 1992 : 290). 𝜃  dikatakan estimator takbias bagi parameter 
θ jika 𝐸 𝜃  = 𝜃 (Walpole, 1995 : 239). Misalnya, 𝑥 = 𝜇  merupakan estimator 
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dari rata-rata populasi µ dan 𝜎 2 = 𝑠2  merupakan estimator dari variansi 
populasi σ2. 
Estimasi titik bagi proporsi p dalam suatu percobaan binomial diberikan 
oleh statistik 𝑃 = 𝑋/𝑛 , dimana X menyatakan banyaknya kejadian “sukses” 
dalam n percobaan. Oleh karena itu, 𝜋 = 𝑝 = 𝑥/𝑛 akan digunakan sebagai nilai 
estimasi bagi parameter p tersebut. Untuk n yang cukup besar, maka nilai 
ekspektasi untuk 𝑝 adalah 
𝐸 𝑝 = 𝐸  
𝑋
𝑛
 =
1
𝑛
𝐸 𝑋 =
1
𝑛
 𝑛𝑝 = 𝑝                                   (2.38) 
dan variansinya adalah 
𝑉𝑎𝑟 𝑝 = 𝑉𝑎𝑟  
𝑋
𝑛
  
= 𝐸   
𝑋
𝑛
 
2
 −  𝐸  
𝑋
𝑛
  
2
 
= 𝐸  
1
𝑛2
 𝑋2  −  𝐸  
𝑋
𝑛
 . 𝐸  
𝑋
𝑛
   
=
1
𝑛2
𝐸 𝑋2 −
1
𝑛2
 𝐸 𝑋  2 
=
1
𝑛2
 𝐸 𝑋2 −  𝐸 𝑋  2  
=
1
𝑛2
𝑉𝑎𝑟 𝑋  
=
𝑛𝑝𝑞
𝑛2
 
=
𝑝𝑞
𝑛
                                                                             (2.39) 
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I. Interval Kepercayaan (Bain dan Engelhardt, 1992 : 339) 
Misalkan X1, …, Xn mempunyai fdp bersama f(x1, …, xn; θ); 𝜃 ∈ Ω , 
dimana Ω  adalah sebuah interval. Misalkan bahwa L dan U adalah statistik, 
𝐿 = 𝑙(𝑋1, … , 𝑋𝑛) dan 𝑈 = 𝑢(𝑋1, … , 𝑋𝑛). Jika sebuah percobaan menghasilkan 
data x1, …, xn, maka nilai pengamatannya adalah 𝑙(𝑥, … , 𝑥𝑛) dan 𝑢(𝑥1, … , 𝑥𝑛). 
1. Definisi Interval Kepercayaan (Bain dan Engelhardt, 1992 : 340) 
Sebuah interval  𝑙 𝑥, … , 𝑥𝑛 , 𝑢(𝑥, … , 𝑥𝑛)  disebut interval kepercayaan 
100γ% untuk θ jika 
𝑃 𝑙 𝑋1, … , 𝑋𝑛 < 𝜃 < 𝑢 𝑋1, … , 𝑋𝑛  = 𝛾                           (2.40) 
dimana 0 < γ < 1. Nilai pengamatan 𝑙(𝑥, … , 𝑥𝑛) dan 𝑢(𝑥, … , 𝑥𝑛) disebut limit 
kepercayaan bawah dan atas. 
2. Definisi Interval Kepercayaan Satu Sisi (Bain dan Engelhardt, 1992 : 340) 
a. Jika 
𝑃 𝑙 𝑋1 , … , 𝑋𝑛 < 𝜃 = 𝛾                                                    (2.41) 
maka 𝑙 𝑥 = 𝑙 𝑥, … , 𝑥𝑛 disebut limit kepercayaan 100γ% bawah satu sisi 
untuk θ. 
b. Jika 
𝑃 𝜃 < 𝑢 𝑋1 , … , 𝑋𝑛  = 𝛾                                                   (2.42) 
maka 𝑢 𝑥 = 𝑢 𝑥, … , 𝑥𝑛  disebut limit kepercayaan 100γ% atas satu sisi 
untuk θ. 
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Contoh : 
Berdasarkan sebuah sampel random dari distribusi normal, 𝑋𝑖~𝑁 𝜇, 𝜎
2 , 
dimana σ2 diasumsikan diketahui. Jika 
𝑍 =  𝑛 𝑋 − 𝜇 /𝜎~𝑁 0,1  dan 𝑧𝛼/2 = −𝑧1−𝛼/2, maka 
𝑃  −𝑧
1−
𝛼
2
<
 𝑛 𝑋 − 𝜇 
𝜎
< 𝑧
1−
𝛼
2
 = 1 − 𝛼 
𝑃  𝑋 − 𝑧
1−
𝛼
2
 
𝜎
 𝑛
 < 𝜇 < 𝑋 + 𝑧
1−
𝛼
2
 
𝜎
 𝑛
  = 1 − 𝛼 
sehingga interval kepercayaan 100(1-α)% untuk µ adalah 
𝑥 − 𝑧
1−
𝛼
2
 
𝜎
 𝑛
 < 𝜇 < 𝑥 + 𝑧
1−
𝛼
2
 
𝜎
 𝑛
                             2.43  
J. Uji Hipotesis 
Hipotesis statistik adalah pernyataan atau dugaan mengenai satu atau 
lebih populasi (Walpole, 1995 : 288). Hipotesis yang dirumuskan dengan 
harapan akan ditolak disebut hipotesis nol dan dinotasikan dengan H0. 
Penolakan H0 mengakibatkan penerimaan status hipotesis alternatif, dinotasikan 
dengan Ha atau H1. Daerah penolakan hipotesis sering disebut sebagai daerah 
kritis, yaitu himpunan bagian dari ruang sampel yang berhubungan untuk 
menolak H0.  
Dalam pengujian hipotesis, akan terjadi dua macam galat (Bain dan 
Engelhardt, 1992), yaitu: 
1. Galat tipe I, yaitu menolak hipotesis yang seharusnya diterima, atau menolak 
H0 yang benar. 
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2. Galat tipe II, yaitu menerima hipotesis yang seharusnya ditolak, atau 
menerima H0 yang salah. 
Dengan menggunakan pernyataan peluang bersyarat untuk kedua tipe galat, 
maka pengujian hipotesis dapat dinyatakan sebagai berikut 
P[galat tipe I] = P[menolak H0 | H0 benar] = α 
P[galat tipe II] = P[menerima H0 | H0 salah] = β. 
Langkah-langkah pengujian hipotesis adalah : 
1. Menentukan pasangan hipotesis (H0 dan H1) 
2. Menentukan taraf nyata atau taraf signifikan (α) 
Taraf signifikan adalah peluang untuk menolak H0 (Bain dan 
Engelhardt, 1992 : 291).  
3. Menentukan statistik uji 
4. Menentukan kriteria keputusan atau daerah kritik 
5. Melakukan perhitungan 
6. Menarik kesimpulan 
K. Stuktur Peluang Untuk Tabel Kontingensi 
1. Tabel Kontingensi dan Distribusinya (Agresti, 2002 : 37) 
Misalkan, X dan Y merpakan dua variabel respon kategorik, X dengan I 
kategori/level dan Y dengan J kategori/level, maka tabel dengan I baris dan J 
kolom disebut dengan tabel kontingensi I x J. Tabel kontingensi data dikotomi 
memiliki jumlah baris I = 2 dan jumlah kolom J = 2, sehingga sering disebut 
dengan tabel kontingensi 2 x 2. Tabel notasi peluang bersama, peluang 
bersyarat, dan peluang marginal untuk data dikotomi X dan Y sebagai berikut : 
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Tabel 2.1 Tabel notasi peluang gabungan, bersyarat dan marginal, 
serta notasi frekuensi sel. 
Baris  
Kolom 
 Total 
1 2 
 1 
𝜋11  𝜋12  𝜋1+ 
 𝜋1|1   𝜋1|2   
𝑛11  𝑛12  𝑛1+ 
 2 
𝜋21  𝜋22  𝜋2+ 
 𝜋2|1   𝜋2|2   
𝑛21  𝑛22  𝑛2+ 
Total  
𝜋+1 𝜋+2 1 
𝑛+1 𝑛+2 𝑛++ 
Keterangan : 
𝜋𝑖𝑗   = peluang (X,Y) terjadi pada sel dalam baris i dan kolom j, 
𝜋𝑖+ = 𝜋+𝑗 = peluang marginal yang merupakan total baris dan kolom yang 
dihasilkan dari penjumlahan peluang gabungan, 
𝜋𝑖|𝑗   = peluang bersyarat X oleh Y 
𝜋𝑗 |𝑖   = peluang bersyarat Y oleh X 
𝑛𝑖𝑗   = frekuensi sel pada baris ke-i kolom ke-j. 
2. Independensi Variabel Kategorik (Agresti, 2002 : 38,39) 
Berdasarkan tabel 2.1, jika kedua variabel merupakan variabel respon, 
maka deskripsi hubungan dari kedua variabel dapat menggunakan distribusi 
gabungannya. Distribusi bersyarat Y oleh X menghubungkan ke distribusi 
gabungannya dengan 
𝜋𝑗 |𝑖 =
𝜋𝑖𝑗
𝜋1+
untuk setiap 𝑖 dan 𝑗. 
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Dua variabel respon kategorik dikatakan independen jika peluang 
gabungannya sama dengan peluang marginalnya. 
𝜋𝑖𝑗 = 𝜋𝑖+𝜋+𝑗  untuk i = 1, …, I dan j = 1, …, J. 
Jika X dan Y independen, maka 
𝜋𝑗 |𝑖 =
𝜋𝑖𝑗
𝜋𝑖+
=
𝜋𝑖+𝜋+𝑗
𝜋𝑖+
= 𝜋+𝑗 untuk 𝑖 = 1, … , 𝐼. 
Untuk distribusi sampel, notasi π ditulis dengan p atau 𝜋 . Misalnya, pij 
merupakan distribusi gabungan sampel. Frekuensi sel dinotasikan dengan nij 
dimana 𝑛 =   𝑛𝑖𝑗𝑗𝑖  adalah total ukuran sampel. Jadi, 
𝜋𝑖𝑗 = 𝑝𝑖𝑗 =
𝑛𝑖𝑗
𝑛
                                                                            (2.44) 
𝜋𝑖|𝑗 = 𝑝𝑖|𝑗 =
𝑝𝑖𝑗
𝑝+𝑗
=
𝑛𝑖𝑗
𝑛+𝑗
                                                            (2.45) 
𝜋𝑗 |𝑖 = 𝑝𝑗 |𝑖 =
𝑝𝑖𝑗
𝑝𝑖+
=
𝑛𝑖𝑗
𝑛𝑖+
                                                             (2.46) 
𝑛𝑖+ = 𝑛𝑝𝑖+ =  𝑛𝑖𝑗
𝑗
                                                                 (2.47) 
𝑛+𝑗 = 𝑛𝑝+𝑗 =  𝑛𝑖𝑗
𝑖
                                                                (2.48) 
L. Analisis Variansi (ANOVA) 
Analisis variansi (ANOVA) adalah suatu teknik untuk menguji kesamaan 
beberapa rata-rata secara sekaligus. Analisis variansi digunakan untuk menguji 
hipotesis tentang pengaruh faktor perlakuan terhadap keragaman data percobaan 
yang dilakukan berdasarkan distribusi F. Sehingga keputusan signifikan atau 
tidaknya ditentukan oleh perbandingan antara nilai F hitung dan nilai kritis F 
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yang bersangkutan (F tabel). Nilai F tabel tergantung dari α dan derajat bebas 
dimana nilai α adalah taraf signifikan dan derajat bebas adalah jumlah observasi 
sampel yang bebas linear terhadap rata-rata sampel. Terdapat dua teknik 
ANOVA, yaitu ANOVA satu arah dan ANOVA dua arah (Walpole, 1995 : 382). 
Analisis Variansi (ANOVA) satu arah atau analisis variansi satu faktor 
adalah teknik statistika untuk menguji beberapa rata-rata populasi dengan satu 
klasifikasi dalam populasi, misalnya jenis pengobatan/terapi. 
Misalkan dalam suatu percobaan terdapat k populasi, setiap populasi 
mempunyai ukuran sampel ni, dan k populasi tersebut bebas dan menyebar 
normal dengan rata-rata µi dan variansi σ
2
, maka bentuk hipotesis untuk uji 
hipotesis rancangan percobaan ini adalah 
𝐻0 ∶  𝜇1 = 𝜇2 = ⋯ = 𝜇𝑘  
𝐻1 ∶  ∃𝜇𝑖 ≠ 𝜇𝑗 , 𝑖 ≠ 𝑗, 𝑖 = 1,2, … , 𝑘. 
Tabulasi data untuk rancangan percobaan dengan k populasi dengan 
ukuran sampel n sebagai berikut 
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Tabel 2.2 Tabel Tabulasi Data k Sampel Acak 
  
 Populasi/Perlakuan 
  
1 2 . . . i . . . k 
  
𝑥11  𝑥21  . . . 𝑥𝑖1 . . . 𝑥𝑘1 
  
𝑥12 𝑥22 . . . 𝑥𝑖2 . . . 𝑥𝑘2 
. . 
 
. 
 
. 
. . 
 
. 
 
. 
. . 
 
. 
 
. 
𝑥1𝑛1   𝑥2𝑛2   . . .  𝑥𝑖𝑛 𝑖  . . . 𝑥𝑘𝑛𝑘   
 Total 
Rata-rata 
𝑇1∙ 𝑇2∙ . . . 𝑇𝑖∙ . . . 𝑇𝑘∙ 𝑇∙∙  
𝑥 1∙ 𝑥 2∙ . . . 𝑥 𝑖∙ . . . 𝑥 𝑘∙ 𝑥 ∙∙ 
Model linear aditif dari rancangan percobaan di atas adalah 
𝑥𝑖𝑗 = 𝜇𝑖 + 𝜀𝑖𝑗 ,                                                                               2.49  
dimana 
xij = pengamatan ke-j dari populasi ke-i atau pengamatan pada pelakuan ke-i 
dari populasi ke-j, 
µi = rata-rata populasi ke-i, 
𝜀𝑖𝑗  = pengaruh acak perlakuan ke-i ulangan ke-j, i = 1,2,…,k dan j = 1,2,…,n. 
Bentuk lain dari persamaan (2.49) adalah 
𝑥𝑖𝑗 = 𝜇 +  𝜏𝑖 + 𝜀𝑖𝑗                                                                       (2.50) 
dimana 𝜇𝑖 = 𝜇 +  𝜏𝑖 , 𝜇 =
 𝜇 𝑖
𝑘
𝑖=1
𝑘
= rataan umum, dan τi = pengaruh perlakuan 
ke-i. 
Tabel ANOVA untuk  analisis variansi satu arah sebagai berikut : 
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Tabel 2.3 Tabel ANOVA satu arah 
Sumber 
Variansi 
Derajat 
Bebas 
(db) 
Jumlah Kuadrat (JK) 
Kuadrat 
Tengah (KT) 
 Perlakuan 
(Between 
Treatment) 
 k-1 𝐽𝐾𝑃 =  𝑛𝑖
𝑘
𝑖=1
 𝑥 𝑖 − 𝑥  𝐾𝑇𝑃 =
𝐽𝐾𝑃
𝑘 − 1
 
 Eror 
(Within 
Treatment) 
  𝑛𝑖 − 𝑘 𝐽𝐾𝐺 =    𝑥𝑖𝑗 − 𝑥 𝑖 
2
𝑛 𝑖
𝑗 =1
𝑘
𝑖=1
 
𝐾𝑇𝐺
=
𝐽𝐾𝐺
 𝑛𝑖 − 𝑘
 
 Total  𝑛𝑖 − 1 𝐽𝐾𝑇 =    𝑥𝑖𝑗 − 𝑥 
2
𝑛 𝑖
𝑗 =1
𝑘
𝑖=1
   
M. Metode Delta (Agresti, 2002 : 73,74) 
Metode delta adalah sebuah metode untuk menurunkan standar eror 
untuk sampel berukuran besar. Misalkan Tn menotasikan sebuah statistik 
berdistribusi normal asimtotis disekitar parameter θ, dan fungsi g(Tn) adalah 
estimator dari Tn, maka g(Tn) berdistribusi normal large-sample (n>25). 
Untuk n besar, misalkan Tn berdistribusi normal disekitar θ dengan 
standar eror σ/n, 𝑛 → ∞ , maka fungsi distribusi kumulatif dari  𝑛 𝑇𝑛 − 𝜃  
konvergen ke fungsi distribusi kumulatif dari variabel random normal dengan 
rata-rata 0 dan variansi σ2, yang dinotasikan dengan  𝑛 𝑇𝑛 − 𝜃 
𝑑
→𝑁 0, 𝜎2 . 
Dengan ekspansi deret taylor orde pertama dari 𝑔 𝑇𝑛  disekitar 𝑇𝑛 = 𝜃, 
maka diperoleh 
𝑔 𝑇𝑛 ≈ 𝑔 𝜃 + 𝑔
′ 𝜃  𝑇𝑛 − 𝜃 +  𝜖 
= 𝑔 𝜃 + 𝑔′ 𝜃  𝑇𝑛 − 𝑔
′ 𝜃 𝜃 +  𝜖 
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Misalkan 𝑇𝑛~𝑁 𝜃, 𝜎
2  dan 𝑔′ 𝜃 ≠ 0, maka 
𝐸 𝑔 𝑇𝑛  = 𝐸 𝑔 𝜃 + 𝑔
′ 𝜃  𝑇𝑛 − 𝑔
′ 𝜃 𝜃  
= 𝐸 𝑔 𝜃  + 𝑔′ 𝜃 𝐸 𝑇𝑛 − 𝑔
′ 𝜃 𝜃 
= 𝑔 𝜃 + 𝑔′ 𝜃 𝜃 − 𝑔′ 𝜃 𝜃 
=  𝑔 𝜃 , 
sehingga variansinya adalah 
𝑉𝑎𝑟 𝑔 𝑇𝑛  = 𝐸 𝑔 𝑇𝑛 − 𝑔 𝜃  
2
 
= 𝐸 𝑔′ 𝜃  𝑇𝑛 − 𝜃  
2
 
=  𝑔′ 𝜃  
2
𝐸 𝑇𝑛 − 𝜃 
2 
=  𝑔′ 𝜃  
2
𝑉𝑎𝑟 𝑇𝑛  
=  𝑔′ 𝜃  
2
𝜎𝜃
2                                                     (2.51) 
Jadi, 𝑔 𝑇𝑛  berdistribusi normal di sekitar 𝑔 𝜃  dengan rata-rata 0 dan 
variansinya 𝑔′ 𝜃  2𝜎2 𝜃  yang dinotasikan dengan 
 𝑛 𝑔 𝑇𝑛 − 𝑔 𝜃  
𝑑
→𝑁 0,  𝑔′ 𝜃  2𝜎𝜃
2
 . 
Interval kepercayaan (1-α)100% untuk 𝑔 𝑇𝑛  adalah 
𝑔 𝑇𝑛 ± 𝑍𝛼/2  𝑔′ 𝜃    𝜎  𝑔 𝑇𝑛                                                  (2.52) 
Berdasarkan tabel 2.1, misalkan X1 adalah variabel kategorik X pada 
baris 1, dengan 𝑋1~𝐵𝐼𝑁 𝑛1, 𝑝1|1 , 
𝜃 1 =
𝑝1|1
1 − 𝑝1|1
, 
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berdasarkan (2.39) maka 
𝜎 2 𝑝1|1 =
𝑝1|1 1 − 𝑝1|1 
𝑛1∙
. 
𝑓 𝜃 1 = ln  
𝑝1|1
1 − 𝑝1|1
  
𝑓′ 𝜃 1 =
1
𝑝1|1 1 − 𝑝1|1 
 
Berdasarkan (2.51), variansi asimtotis dari 𝑓 𝜃 1  adalah 
𝜎 2  ln 
𝑝1|1
1 − 𝑝1|1
  =  𝑓′ 𝜃 1  
2
𝜎 2 𝑝1|1  
=  
1
𝑝1|1 1 − 𝑝1|1 
 
2
 
𝑝1|1 1 − 𝑝1|1 
𝑛1.
  
=
1
𝑛1.   𝑝1|1 1 − 𝑝1|1  
 
=
1
𝑛1. 𝑝1|1𝑝1|2
                                                             (2.53) 
Berdasarkan tabel 2.1, misalkan X2 adalah variabel kategorik X pada 
baris 2, dengan 𝑋2~𝐵𝐼𝑁 𝑛2 , 𝑝2|1 , 
𝜃 2 =
𝑝2|1
1 − 𝑝2|1
, 
Berdasarkan (2.39), maka 
𝜎 2 𝑝2|1 =
𝑝2|1 1 − 𝑝2|1 
𝑛2∙
. 
𝑓 𝜃 2 = ln  
𝑝2|1
1 − 𝑝2|1
 , 
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𝑓′ 𝜃 2 =
1
𝑝2|1 1 − 𝑝2|1 
 
Berdasarkan (2.51), variansi asimtotis dari 𝑓 𝜃 2  adalah 
𝜎 2  ln  
𝑝2|1
1 − 𝑝2|1
  =  𝑓′ 𝜃 2  
2
𝜎 2 𝑝2|1  
=  
1
𝑝2|1 1 − 𝑝2|1 
 
2
 
𝑝2|1 1 − 𝑝2|1 
𝑛2.
  
=
1
𝑛2.   𝑝2|1 1 − 𝑝2|1  
 
=
1
𝑛2. 𝑝2|1𝑝2|2
                                                     (2.54) 
N. Jenis - Jenis Variabel Penelitian 
Menurut Sugiyono (2010), terdapat berbagai macam variabel dalam 
penelitian, antara lain: 
a. Variabel Independen 
Variabel independen adalah variabel yang mempengaruhi atau yang menjadi 
sebab perubahannya atau timbulnya variabel dependen (terikat). 
b. Variabel Dependen 
Variabel Terikat merupakan Variabel yang dipengaruhi atau yang menjadi 
akibat karena adanya variabel independen. 
c. Variabel Moderator 
Variabel Moderator adalah variabel yang mempengaruhi (memperkuat dan 
memperlemah) hubungan antara variabel independen dan variabel dependen. 
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O. Penelitian Case-Control 
Menurut Murti (2003), penelitian case-control adalah rancangan 
penelitian yang mempelajari hubungan antara paparan (faktor penelitian) dan 
penyakit, dengan cara membandingkan kelompok kasus dan kelompok control 
berdasarkan status paparannya. 
P. Randomized Controlled Trial (Sugiono, 2010) 
Randomized controlled trial atau penelitian eksperimen merupakan 
penelitian yang digunakan untuk mengamati pengaruh perlakuan tertentu 
terhadap objek dengan randomisasi dan dalam kondisi yang terkendalikan 
(controlled). 
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BAB III 
PEMBAHASAN 
Beragam situs kesehatan online maupun jurnal kesehatan mempublikasikan 
berbagai topik meta analisis dengan berbagai macam effect size-nya. Pada bab ini 
akan dipelajari tentang langkah-langkah dalam melakukan meta analisis dan 
penerapannya pada kasus pengaruh terapi β-blocker untuk pasien gagal jantung. 
Pembahasan dalam skripsi ini dibatasi hanya untuk effect size odds ratio. 
A. Meta Analisis 
1. Pengertian Meta Analisis 
Meta analisis adalah istilah yang menunjukkan suatu pendekatan 
kuantitatif dan sistematik untuk meninjau penelitian-penelitian yang sudah 
dilakukan. Menurut Glass (1976), meta analisis adalah analisis dari berbagai 
analisis atau analisis statistik dari sekumpulan besar hasil analisis dari 
penelitian individu dengan tujuan untuk mengintegrasikan suatu kesimpulan. 
Meta analisis telah dilakukan secara implicit pada tahun 1904 oleh Karl 
Pearson yang menganalisis data dari 5 penelitian pada korelasi antara vaksin 
untuk demam tipus dan kematiannya. Pada era 30-an, Tippet (1931), Fisher 
(1932), Pearson (1933), dan Cochran (1937) menggunakan teknik statistika 
untuk mengkombinasikan data dari penelitian yang berbeda dalam bidang 
pertanian yang bertujuan untuk menurunkan estimasi efek perlakuan dan uji 
signifikansinya. Berdasarkan penelitian-penelitian yang dilakukan beberapa 
ahli sebelumnya, akhirnya pada tahun 1976, Glass menamakannya “meta 
analisis” (Hedges & Olkin, 1985). 
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Meta analisis melibatkan proses identifikasi, pengumpulan, meninjau 
kembali, mengkodekan serta menginterpretasikan berbagai riset penelitian. 
Penelitian-penelitian tersebut biasanya dikategorikan berdasarkan publikasi 
masing-masing jurnal, ukuran sampel, grup kontrol, grup eksperimen, tipe 
perlakuan, lama perlakuan dan beberapa kategori lainnya. 
Kelebihan meta analisis antara lain (King & Jun He, 2005): 
a. Meta analisis memungkinkan mengkombinasikan berbagai macam hasil 
penelitian dengan cara yang kuantitatif, 
b. Mampu menggambarkan hubungan antar penelitian dengan baik sehingga 
dapat mengatasi adanya perbedaan hasil antar penelitian, 
c. Meta analisis lebih objektif karena fokus pada data sedangkan review 
literatur lainnya (seperti metode naratif) fokus pada kesimpulan dari 
berbagai macam studi, 
d. Meta analisis fokus pada effect size, 
e. Meta analisis dilakukan secara kuantitatif, sehingga lebih mudah dilakukan. 
Kekurangan meta analisis antara lain (DeCoster, 2009): 
a. Sampling bias towards empirical studies 
Sampling bias berarti pengambilan sampel yang tidak sesuai karena 
ketidakseragaman tiap-tiap studi. Pengambilan sampel yang cocok untuk 
meta analisis adalah dengan cara survey, laboratorium experiment, dan studi 
lapangan. 
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b. Publication Bias 
Meta analisis menggunakan data yang terdapat dalam penelitian yang 
telah terpublikasi sehingga dianggap penelitian tidak representatif karena 
hasil-hasil pengamatan yang signifikan lebih cenderung dipublikasikan 
daripada yang tidak signifikan. 
c. Apples and Oranges 
Metode ini bisa dianalogikan seperti membedakan antara buah jeruk 
dan apel, artinya mengkombinasikan studi yang berbeda dalam analisis yang 
sama. 
d. Methodological Error 
Kesimpulan yang salah dapat dikarenakan kesalahan yang bersifat 
metodologi. Dalam melakukan analisis, peniliti sebaiknya melakukan 
ekstraksi pada data dan statistik yang terdiri dari effect size, ukuran sampel, 
variabel moderator yang mungkin dan sebagainya. 
2. Tujuan Meta Analisis 
Tujuan meta analisis secara umum antara lain (Higgins, Deeks, & 
Altman; 2003): 
a. Meningkatkan kekuatan statistik untuk hasil penelitian primer. 
b. Untuk memperoleh estimasi effect size, yaitu kekuatan hubungan ataupun 
besarnya perbedaan antar-variabel. 
c. Mengatasi ketidakpastian atau kontroversi beberapa hasil penelitian. 
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3. Langkah-langkah dalam Meta Analisis 
Langkah-langkah dalam melakukan meta analisis secara umum adalah 
sebagai berikut (DeCoaster, 2009): 
a. Menentukan dan mempelajari topik penelitian yang akan dirangkum, 
b. Mencari dan mengumpulkan sejumlah penelitian dengan topik yang telah 
ditentukan dan menyeleksinya. Pencarian literatur penelitian dapat 
dilakukan secara manual ataupun melalui situs-situs internet. 
c. Melakukan perhitungan effect size dengan metode dalam meta analisis dan 
uji hipotesis terhadap effect size, 
d. Mengidentifikasi ada tidaknya heterogenitas effect size dalam model 
Pada tahap ini, jika teridentifikasi adanya heterogenitas effect size, maka 
lanjut ke langkah e. Namun, jika tidak teridentifikasi adanya heterogenitas 
effect size maka menuju ke langkah f. 
e. Analisis variabel moderator 
f. Menarik kesimpulan dan menginterpretasi hasil penelitian meta analisis. 
4. Effect Size 
Effect size adalah indeks kuantitatif yang digunakan untuk merangkum 
hasil studi dalam meta-analisis. Artinya, effect size mencerminkan besarnya 
hubungan antar variabel dalam masing-masing studi. Pilihan indeks effect size 
bergantung pada jenis data yang digunakan dalam studi. Ada empat jenis data 
dalam penelitian, yaitu: 
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a. Dikotomi 
Pada data yang dibangun secara dikotomi, sepert hidup/mati, 
sukses/gagal, ya/tidak, maka effect size yang digunakan antara lain relative 
risk atau risk ratio (RR), odds ratio (OR), atau risk difference (RD). 
Misalkan sebuah meta analisis terdiri dari k penelitian. Penelitian-
penelitian tersebut mempunyai variabel hasil dikotomi atau biner. Hasil setiap 
penelitian dapat dipresentasikan dalam tabel kontingensi 2 x 2. Tabel ini 
memberikan informasi jumlah partisipan yang terbagi dalam dua grup, yaitu 
grup eksperimen dan kontrol baik yang mengalami kejadian (event) maupun 
tidak (no event). 
Tabel 3.1 Tabel Kontingensi 2 x 2 untuk k Penelitian 
Penelitian ke-1 event no event Total 
Eksperimen  a1 b1 n11 
Kontrol  c1 d1 n21 
Total  m11 m21 n1 
Penelitian ke-2 event no event Total 
Eksperimen  a2 b2 n12 
Kontrol  c2 d2 n22 
Total  m12 m22 n2 
. . . . 
. . . . 
. . . . 
Penelitian ke-j event no event Total 
Eksperimen  aj bj n1j 
Kontrol  cj dj n2j 
Total  m1j m2j nj 
dimana 
aj = frekuensi event dalam grup eksperimen pada penelitian ke-j 
bj = frekuensi no event dalam grup eksperimen pada penelitian ke-j 
cj = frekuensi event dalam grup kontrol pada penelitian ke-j 
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dj = frekuensi no event dalam grup kontrol pada penelitian ke-j 
n1j = banyaknya partisipan pada grup eksperimen pada penelitian ke-j 
n2j = banyaknya partisipan pada grup kontrol pada penelitian ke-j 
m1j  = frekuensi event pada penelitian ke-j 
m2j = frekuensi no event pada penelitian ke-j 
nj = banyaknya partisipan pada penelitian ke-j (j = 1, 2, …, k). 
b. Kontinu 
Pada data yang dibangun secara kontinu, seperti kehilangan bobot, 
tekanan darah, maka effect size yang digunakan antara lain mean difference 
(MD), atau standardized mean difference (SMD). 
c. Time-to-event atau survival time 
Untuk data jenis ini, misalnya waktu kambuh, waktu sembuh, maka 
digunakan rasio hazard. 
d. Ordinal 
Sebuah hasil yang dikategorikan berdasarkan kategori tertentu, misal 
ringan/sedang/berat. 
4.1. Effect Size pada Penelitian dengan Data Dikotomi 
a. Odds Ratio 
Odds adalah perbandingan peluang kejadian sukses dengan peluang 
kejadian gagal. Berdasarkan tabel kontingensi 2x2, odds ratio merupakan 
perbandingan odds pada kelompok eksperimen (𝜓1) dengan odds pada 
kelompok kontrol (𝜓2). Rasio dari odds 𝜓1 = 𝜋11 𝜋12  dan 
𝜓2 = 𝜋21 𝜋22  (Agresti, 2002) 
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𝜓 =
𝜓1
𝜓2
=
𝜋11𝜋22
𝜋12𝜋21
                                                 (3.1) 
b. Relative Risk 
Relative risk (RR) merupakan rasio peluang kejadian yang terjadi 
pada kelompok eksperimen terhadap kelompok kontrol. Nilai relative 
risk (Agresti, 2002) 
𝑅𝑅 =
𝜋11
𝜋21
                                                                          (3.2) 
c. Risk Difference 
Risk difference merupakan selisih/difference diantara dua risiko. 
Risk difference (RD) dihitung sebagai peluang terjadinya suatu penyakit 
pada kelompok eksperimen dikurangi peluang terjadinya suatu penyakit 
pada kelompok kontrol (Agresti, 2002). 
𝑅𝐷 = 𝜋11 − 𝜋21                                                      (3.3) 
4.2. Effect Size Odds Ratio 
Tujuan utama dari meta analisis adalah merangkum berbagai 
penelitian dengan topik yang sama untuk memperoleh sebuah kesimpulan. 
Hasil kesimpulan tersebut berupa effect size. 
Odds ratio adalah perbandingan odds kelompok eksperimen 
dengan odds kelompok kontrol. Odds ratio sering digunakan pada data uji 
klinis dan penelitian case-control untuk membandingkan risiko 
perkembangan penyakit pada orang yang tidak mendapatkan perlakuan 
medis baru (kontrol) dan orang yang mendapatkan perlakuan medis 
(treatment). 
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Odds ratio sampel adalah rasio odds diantara dua baris, sehingga 
dari (3.1) dan (2.44) estimasi 𝜓 dalam sampel adalah 
𝜓 =
𝜓 1
𝜓 2
=
𝜋11𝜋22
𝜋12𝜋21
=
𝑝11𝑝22
𝑝12𝑝21
=
𝑛11
𝑛  
𝑛22
𝑛
𝑛12
𝑛  
𝑛21
𝑛
=
𝑛11𝑛22
𝑛12𝑛21
                       (3.4) 
Berdasarkan tabel 2.1, jika 𝑛11 = 𝑎, 𝑛12 = 𝑏, 𝑛21 = 𝑐, dan 𝑛22 = 𝑑, 
maka estimasi odds ratio (𝜓 ) adalah 
𝜓 =
𝑎𝑑
𝑏𝑐
                                                                         (3.5) 
Apabila terdapat j = 1, 2, ..., k penelitian dalam sebuah meta analisis, 
maka nilai 𝜓  untuk penelitian ke-j adalah 
𝜓 𝑖 =
𝑎𝑗𝑑𝑗
𝑏𝑗 𝑐𝑗
                                                                     (3.6) 
Berdasarkan (3.4), variansi untuk estimasi log odds ratio penelitian ke-j 
adalah 
𝑣𝑎𝑟  ln𝜓 𝑗  = 𝑣𝑎𝑟  ln 
𝜓 1
𝜓 2
   
= 𝑉𝑎𝑟
 
 ln
 
 
𝑝1|1
 1 − 𝑝1|1 
𝑝2|1
 1 − 𝑝2|1  
 
 
  
= 𝑣𝑎𝑟  ln 
𝑝1|1
 1 − 𝑝1|1 
  + 𝑣𝑎𝑟  ln 
𝑝2|1
 1 − 𝑝2|1 
   
Dengan mensubstitusikan persamaan (2.53) dan (2.54), maka diperoleh 
𝑣𝑎𝑟 ln𝜓 𝑗  =
1
𝑛1. 𝑝1|1𝑝1|2
+
1
𝑛2. 𝑝2|1𝑝2|2
 
Selanjutnya, substitusikan persamaan (2.45) dan (2.46) sehingga diperoleh 
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𝑣𝑎𝑟 ln𝜓 𝑗  =
1
𝑛1.  
𝑎𝑖
𝑛1.
𝑏𝑖
𝑛1.
+
1
𝑛2.  
𝑐𝑖
𝑛2.
𝑑𝑖
𝑛2.
 
=
𝑛1.
𝑎𝑖𝑏𝑖
+
𝑛2.
𝑐𝑖𝑑𝑖
 
Jadi, 
𝑣𝑎𝑟 ln𝜓 𝑗  = 𝜎 
2  ln𝜓 𝑗  =
1
𝑎𝑗
+
1
𝑏𝑗
+
1
𝑐𝑗
+
1
𝑑𝑗
,                          (3.7) 
Berdasarkan (3.7), maka standar error untuk  ln𝜓 𝑗   adalah 
𝜎  ln𝜓 𝑗  =  
1
𝑎𝑗
+
1
𝑏𝑗
+
1
𝑐𝑗
+
1
𝑑𝑗
.                                (3.8) 
Berdasarkan interval kepercayaan yang diperoleh dengan metode delta 
pada (2.52), jika 𝑔 𝑇𝑛 = ln𝜓 𝑗 , maka interval kepercayaan (1-α)100% 
untuk odds ratio penelitian ke-j  𝜓 𝑗   adalah 
 exp ln𝜓 𝑗 ± 𝑍𝛼
2
𝜎  ln𝜓 𝑗    .                                         (3.9) 
Untuk kejadian khusus dimana aj = 0 atau cj = 0, maka proses 
perhitungan dilakukan dengan menambahkan 0,5 pada setiap sel dalam 
penelitian tersebut. Berdasarkan tabel kontingensi 2x2, jika kedua sel 
dalam baris (misalkan, aj = bj = 0) atau kedua sel dalam kolom (misalkan, 
aj = cj = 0), maka odds ratio menjadi tidak bermakna (Agresti, 2002). 
Estimasi log odds ratio untuk penelitian yang memuat sel bernilai 0 (aj = 0 
atau cj = 0) adalah 
𝜓 =
 𝑎𝑗 + 0,5  𝑑𝑗 + 0,5 
 𝑏𝑗 + 0,5  𝑐𝑗 + 0,5 
,                                       (3.10) 
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sehingga standar error untuk 𝜓  adalah 
𝜎  ln𝜓 𝑗  =  
1
𝑎𝑗 + 0,5
+
1
𝑏𝑗 + 0,5
+
1
𝑐𝑗 + 0,5
+
1
𝑑𝑗 + 0,5
          (3.11) 
Kriteria perbandingan antara grup eksperimen dan grup konrol 
dengan nilai odds ratio  𝜓   adalah 
𝜓 = 1 artinya tidak ada perbedaan risiko antara grup eksperimen dengan 
grup kontrol 
𝜓 < 1 artinya risiko lebih rendah dari grup eksperimen dibandingkan 
dengan grup kontrol 
𝜓 > 1 artinya risiko meningkat dari grup eksperimen dibandingkan 
dengan grup kontrol. 
5. Model Meta Analisis 
Hedges dan Olkin (1985) mengembangkan dua model meta analisis, yaitu 
fixed-effect model  dan random-effect model. 
5.1. Fixed-Effect Model 
Meta analisis Fixed-Effect Model mengasumsikan bahwa penelitian 
yang dimodelkan adalah homogen. Artinya, tidak terdapat perbedaan 
dalam populasi studi/penelitian, tidak terdapat perbedaan kriteria 
pemilihan pasien yang mungkin dapat mempengaruhi hasil terapi, dan 
terapi dilakukan dengan cara yang sama. Pada model ini, komponen 
variansi antar penelitian (between-studyi) diabaikan, yang ada hanyalah 
variansi dalam penelitian (within-study). 
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Misal, Tij merupakan effect size percobaan ke-j dalam kelas ke-i 
dalam k penelitian, maka (Borenstein et al. et al., 2009) 
𝑇𝑖𝑗 = 𝜃 + 𝜀𝑖𝑗  (3.12) 
dimana 
Tij = effect size ke-j, kelas ke-i dalam k penelitian 
θ = parameter umum effect size populasi 
𝜀𝑖𝑗  = error 𝜀𝑖𝑗 ~𝑁 0,𝜎
2 . 
Estimasi gabungan atau estimasi effect size rata-rata terbobot untuk Fixed-
Effect Model adalah (Hartung, Knap, dan Sinha; 2008) 
𝑇 =
  𝑤𝑖𝑗 𝑇𝑖𝑗
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
  𝑤𝑖𝑗
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
                                                             3.13  
dengan 
𝑤𝑖𝑗 =
1
𝜎2 𝑇𝑖𝑗  
.                                                                        (3.14) 
Pembobotan yang optimal adalah jika effect size Tij diboboti dengan invers 
variansinya, wij. 
Misalkan wij adalah konstanta, berdasarkan (2.22) dan metode delta, 
estimasi variansi asimtotis dari 𝑇  adalah 
𝑉𝑎𝑟 𝑇  = 𝑣𝑎𝑟  
  𝑤𝑖𝑗 𝑇𝑖𝑗
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
  𝑤𝑖𝑗
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
  
𝑉𝑎𝑟 𝑇  =
   𝑤𝑖𝑗  
2
 𝑉𝑎𝑟 𝑇𝑖𝑗  
𝑚1
𝑗=1
𝑝
𝑖=1
   𝑤𝑖𝑗
𝑚 𝑖
𝑗=1
𝑝
𝑖=1  
2                            (3.15) 
Substitusi (3.14) ke (3.15), sehingga diperoleh 
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𝑉𝑎𝑟 𝑇  =
   
1
𝜎2 𝑇𝑖𝑗  
 
2
𝑉𝑎𝑟 𝑇𝑖𝑗  
𝑚1
𝑗=1
𝑝
𝑖=1
   
1
𝜎2 𝑇𝑖𝑗  
𝑚 𝑖
𝑗=1
𝑝
𝑖=1  
2  
=
   
1
𝜎2 𝑇𝑖𝑗  
 
𝑚1
𝑗=1
𝑝
𝑖=1
   
1
𝜎2 𝑇𝑖𝑗  
𝑚 𝑖
𝑗=1
𝑝
𝑖=1  
2 
Jadi, 
𝑉𝑎𝑟 𝑇  = 𝜎 2 𝑇  ≈
1
  
1
𝜎2 𝑇𝑖𝑗  
𝑚 𝑗
𝑖=1
𝑝
𝑗=1
                                             (3.16) 
𝑇    = estimasi gabungan atau estimasi rata-rata terbobot effect size 
yang merupakan estimasi tak bias dari θ 
𝜎2 𝑇𝑖𝑗   = variansi dari estimasi effect size penelitian ke-j grup ke-i. 
Statistik (3.13) dan (3.16) dapat digunakan sebagai langkah dasar 
untuk pencocokan model effect size dari sekumpulan penelitian dimana 
setiap penelitian mengkaji pengaruh dari pengobatan tertentu melalui 
penggunaan rancangan dua kelompok (eksperimen dan kontrol). Jika 
sekumpulan penelitian tersebut mempunyai variabel terikat yang sama 
(misalkan odds ratio) dan dan hanya terdiri atas satu klasifikasi, maka 
sekumpulan penelitian tersebut dapat diklasifikasikan berdasarkan satu 
dimensi klasifikasi, atau dengan kata lain pengelompokan pada (3.13) dan 
(3.16) diabaikan (Hedges dan Olkin, 1985). Oleh karena itu, estimasi rata-
rata terbobot untuk serangkaian penelitian dengan satu dimensi klasifikasi 
adalah (Borenstein et al., 2009) 
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𝑇 =
 𝑤𝑗𝑇𝑗
𝑘
𝑗=1
 𝑤𝑗
𝑘
𝑗=1
                                                                            (3.17) 
dengan wj adalah faktor pembobotan untuk effect size penelitian ke-j, yaitu 
𝑤𝑗 =
1
𝜎2 𝑇𝑗 
.                                                                               (3.18) 
Berdasarkan (2.22), (3.17) dan (3.18), estimasi variansi untuk 𝑇  adalah 
𝑉𝑎𝑟 𝑇  = 𝑉𝑎𝑟  
 𝑤𝑗𝑇𝑗
𝑘
𝑗=1
 𝑤𝑗
𝑘
𝑗=1
  
=
  𝑤𝑗  
2
 𝑉𝑎𝑟 𝑇𝑗 
𝑘
𝑗=1
  𝑤𝑗
𝑘
𝑗=1  
2  
=
  
1
𝜎2 𝑇𝑗 
 
2
 𝜎2 𝑇𝑗 
𝑘
𝑗=1
  
1
𝜎2 𝑇𝑗 
𝑘
𝑗=1  
2  
𝜎 2 𝑇  ≈
1
 
1
𝜎2 𝑇𝑗 
𝑘
𝑗=1
                                                    (3.19) 
Terdapat tiga metode yang dapat digunakan dalam fixed-effect model 
yang menggunakan effect size odds ratio, yaitu metode Inverse Variance, 
metode Mantel-Haenszel, dan metode Peto (Boreinstein, 2009). 
Berdasarkan latar belakang pada bab I, pada skripsi ini hanya akan dibahas 
metode Inverse Variance dan Peto. 
5.1.1. Metode Inverse Variance 
Metode Inverse Variance merupakan metode untuk memperoleh 
estimasi effect size gabungan dimana masing-masing effect size penelitian 
dibobot dengan satu per variansinya. Berdasarkan (3.17), estimasi effect 
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size gabungan untuk metode Inverse Variance adalah (Borenstein et al., 
2009) 
𝑇 𝐼𝑉 =
 𝑤𝐼𝑉 ,𝑗  𝑇𝑗
𝑘
𝑗=1
 𝑤𝐼𝑉 ,𝑗
𝑘
𝑗=1
                                              (3.20) 
Faktor pembobotan metode Inverse Variance untuk estimasi log odds 
ratio penelitian ke-j, wIV, j adalah 
𝑤𝐼𝑉 ,𝑗 =
1
𝜎 2 ln𝜓 𝑗  
.                                                 (3.21) 
Estimasi log odds ratio gabungan dengan metode Inverse Variance 
 ln𝜓 𝐼𝑉  adalah 
𝑙𝑛 𝜓 𝐼𝑉 =
 𝑤𝐼𝑉 ,𝑗 𝑙𝑛 𝜓 𝑗
𝑘
𝑗=1
 𝑤𝐼𝑉 ,𝑗
𝑘
𝑗=1
 .                                       (3.22) 
Berdasarkan (3.21) dan (3.22), variansi untuk 𝑙𝑛𝜓 𝐼𝑉  adalah 
𝑉𝑎𝑟 𝑙𝑛 𝜓 𝐼𝑉 = 𝑣𝑎𝑟  
 𝑤𝐼𝑉 ,𝑗 𝑙𝑛 𝜓 𝑗
𝑘
𝑗=1
 𝑤𝐼𝑉 ,𝑗
𝑘
𝑗=1
  
=
  𝑤𝐼𝑉 ,𝑗  
2
𝜎 2 ln𝜓 𝑗  
𝑘
𝑗=1
  𝑤𝐼𝑉 ,𝑗
𝑘
𝑗=1  
2  
=
  
1
𝜎 2 ln𝜓 𝑗  
 
2
𝜎 2 ln𝜓 𝑗  
𝑘
𝑗=1
  
1
𝜎 2 ln𝜓 𝑗  
𝑘
𝑗=1  
2  
𝜎 2 ln𝜓 𝐼𝑉 =
1
 
1
𝜎 2 ln𝜓 𝑗  
𝑘
𝑗=1
                                (3.23) 
Jadi, estimasi standar eror dari 𝑙𝑛 𝜓 𝐼𝑉  adalah 
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𝜎  ln𝜓 𝐼𝑉 =
1
  𝑤𝐼𝑉 ,𝑗
𝑘
𝑗=1
 .                                        (3.24) 
Berdasarkan (3.9), interval kepercayaan (1-α)100% untuk estimasi odds 
ratio gabungan dengan metode Inverse Variance, 𝜓 𝐼𝑉  adalah 
 exp ln𝜓 𝐼𝑉 ± 𝑍𝛼
2
𝜎  ln𝜓 𝐼𝑉                                               (3.25) 
5.1.2. Metode Peto 
Metode Peto sering digunakan untuk mengestimasi odds ratio 
gabungan  untuk meta analisis dari uji klinik (Yusuf et al., 1985). Metode 
ini dinyatakan sebagai perbedaan diantara perhitungan yang diamati 
(observed) dan yang diharapkan (expected) untuk mengestimasi log odds 
ratio gabungannya. 
Estimasi log odds ratio penelitian ke-j dengan metode Peto 
didefinisikan sebagai (Borenstein et al., 2009) 
ln𝜓 𝑝𝑒𝑡𝑜 ,𝑗  =
𝑂𝑗 − 𝐸𝑗
𝑉𝑗
                                                       (3.26) 
dengan Oj adalah nilai pengamatan, Ej adalah nilai ekspektasi kejadian 
pada grup eksperimen, dan Vj adalah variansi hipergeometrik dari Oj (j = 
1, 2, …, k). Berdasarkan tabel 3.1, maka Oj = aj. Misalkan  aj merupakan 
banyaknya kejadian sukses pada grup eksperimen, n1j merupakan ukuran 
sampel pada grup eksperimen, m1j merupakan banyaknya kejadian sukses 
dalam populasi berukuran nj, maka 
𝐸𝑗 = 𝐸 𝑂𝑗  = 𝐸 𝑎𝑗  = 𝑛1𝑗  
𝑚1𝑗
𝑛𝑗
 =
 𝑎𝑗  +  𝑏𝑗   𝑎𝑗  +  𝑐𝑗  
𝑛𝑗
,        (3.27) 
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dan 
𝑉𝑗 = 𝑉𝑎𝑟 𝑂𝑗  = 𝑉𝑎𝑟 𝑎𝑗  = 𝑛1𝑗  
𝑚1𝑗
𝑛𝑗
  1 −
𝑚1𝑗
𝑛𝑗
  
𝑛𝑗 − 𝑛1𝑗
𝑛𝑗 − 1
  
𝑉𝑎𝑟 𝑎𝑗  = 𝑛1𝑗  
𝑚1𝑗
𝑛𝑗
  
𝑛𝑗 −𝑚1𝑗
𝑛𝑗
  
𝑛𝑗 − 𝑛1𝑗
𝑛𝑗 − 1
  
=
 𝑎𝑗  +  𝑏𝑗   𝑎𝑗  +  𝑐𝑗  
𝑛𝑗
×  
 𝑎𝑗  +  𝑏𝑗 + 𝑐𝑗 + 𝑑𝑗 −  𝑎𝑗  +  𝑐𝑗 
𝑛𝑗
 
×  
 𝑎𝑗  +  𝑏𝑗 + 𝑐𝑗 + 𝑑𝑗  −  𝑎𝑗  +  𝑏𝑗  
𝑛𝑗 − 1
  
𝑉𝑗 =
 𝑎𝑗  +  𝑏𝑗   𝑐𝑗  +  𝑑𝑗   𝑎𝑗  +  𝑐𝑗  𝑏𝑗  +  𝑑𝑗 
𝑛𝑗
2 𝑛𝑗 − 1 
                          (3.28) 
dengan 𝑛𝑗 = 𝑎𝑗  +  𝑏𝑗 + 𝑐𝑗  +  𝑑𝑗 . 
Variansi asimtotis dari ln𝜓 𝑝𝑒𝑡𝑜 ,   𝑗  adalah 
𝜎 2 ln𝜓 𝑝𝑒𝑡𝑜 ,   𝑗 =
1
𝑉𝑗
,                                               (3.29) 
sehingga standar error asimtotis dari ln𝜓 𝑝𝑒𝑡𝑜 ,   𝑗  adalah 
𝜎  ln𝜓 𝑝𝑒𝑡𝑜 ,   𝑗 =  
1
𝑉𝑗
.                                                              (3.30) 
Faktor pembobotan untuk metode peto didefinisikan dengan 
𝑤𝑗 = 𝑉𝑗                                                                                        (3.31) 
Estimasi log odds ratio gabungan dengan metode Peto didefinisikan 
sebagai (Borenstein et al., 2009) 
ln𝜓 𝑝𝑒𝑡𝑜 =
 𝑤𝑗
𝑘
𝑗=1  ln𝜓 𝑝𝑒𝑡𝑜 ,   𝑗
 𝑤𝑗
𝑘
𝑗=1
.                                             (3.32) 
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Substitusi persamaan (3.26) dan (3.31) ke persamaan (3.32), maka 
estimasi log odds ratio gabungan dengan metode Peto dapat ditulis 
ln𝜓 𝑝𝑒𝑡𝑜 =
 𝑤𝑗
𝑘
𝑗=1  ln𝜓 𝑝𝑒𝑡𝑜 ,   𝑗
 𝑤𝑗
𝑘
𝑗=1
 
=
 𝑉𝑗
𝑘
𝑗=1  
𝑂𝑗 −  𝐸𝑗
𝑉𝑗
 𝑉𝑖
𝑘
𝑖=1
 
=
 𝑂𝑗 −  𝐸𝑗
𝑘
𝑗=1  
 𝑉𝑗
𝑘
𝑗=1
                                                (3.33) 
Berdasarkan (3.33), estimasi odds ratio gabungan dengan metode 
Peto adalah 
𝜓 𝑝𝑒𝑡𝑜 = 𝑒𝑥𝑝  
 𝑂𝑗 −  𝐸𝑗
𝑘
𝑗=1  
 𝑉𝑗
𝑘
𝑗=1
 .                                   (3.34) 
Variansi dari ln𝜓 𝑝𝑒𝑡𝑜  adalah 
𝑉𝑎𝑟 ln𝜓 𝑝𝑒𝑡𝑜  = 𝑉𝑎𝑟  
 𝑤𝑗
𝑘
𝑗=1  ln𝜓 𝑝𝑒𝑡𝑜 ,   𝑗
 𝑤𝑗
𝑘
𝑗=1
  
=
 𝑤𝑗
2𝑘
𝑗=1   𝜎 
2 ln𝜓 𝑝𝑒𝑡𝑜 ,   𝑗   
  𝑤𝑗
𝑘
𝑗=1  
2  
=
 𝑉𝑗
2𝑘
𝑗=1   
1
𝑉𝑗
 
  𝑉𝑗
𝑘
𝑗=1  
2  
𝜎 2 ln𝜓 𝑝𝑒𝑡𝑜  =
1
 𝑉𝑗
𝑘
𝑗=1
,                                                 (3.35) 
sehingga standar error asimtotis untuk ln𝜓 𝑝𝑒𝑡𝑜  adalah 
𝜎  ln𝜓 𝑝𝑒𝑡𝑜  =  
1
 𝑤𝑗
𝑘
𝑗=1
=  
1
 𝑉𝑗
𝑘
𝑗=1
                               (3.36) 
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Interval kepercayaan untuk  𝜓 𝑝𝑒𝑡𝑜   adalah 
 exp ln𝜓 𝑝𝑒𝑡𝑜 ± 𝑍𝛼
2
𝜎  ln𝜓 𝑝𝑒𝑡𝑜                                     (3.37) 
5.2. Random-Effect Model 
Random-Effect Model mengasumsikan bahwa penelitian-penelitian 
yang diamati dalam meta analisis merupakan sampel random/acak dari 
populasi. Model ini memungkinkan terlibatnya komponen variansi antar 
penelitian (between-study) dan komponen variansi dalam penelitian 
(within-study) dalam effect size dan signifikansi statistik. Random-effect 
model biasanya digunakan jika pada uji homogenitas telah 
mengindikasikan variansi between-studies lebih dari yang diharapkan 
dikarenakan sampling error. 
Parameter effect size θij (j = 1, 2, ...,k dan i = 1, 2, …, p) dalam 
Random-effect model tidak sama antara penelitian satu dengan yang lain, 
diperlakukan secara acak dan mempunyai distribusi masing-masing. 
Secara matematis ditulis dengan (Borenstein et al., 2009) 
𝜃𝑖𝑗 = 𝜇 + 𝑢𝑖𝑗                                                       (3.38) 
dimana uij = error yang berdistribusi normal acak dengan mean 0 dan 
variansi 𝜏2  𝑢𝑖𝑗 ~𝑁(0, 𝜏
2) . Parameter 𝜏2 disebut sebagai komponen 
variansi between-study, yang menjelaskan kuantitas variasi diantara 
penelitian. 
Effect size grup ke-i penelitian ke-j untuk random-effect model 
ditulis dengan (Borenstein et al., 2009) 
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𝑇𝑖𝑗 = 𝜃𝑖𝑗 + 𝜀𝑖𝑗 = 𝜇 + 𝑢𝑖𝑗 + 𝜀𝑖𝑗                                  (3.39) 
dimana 𝜀𝑖𝑗  adalah sampling error dari 𝑇𝑖𝑗  sebagai estimasi dari 𝜃𝑖𝑗  yang 
mempunyai mean μ dan variansi 𝜎2 𝑇𝑖𝑗  , sedangkan 𝑢𝑖𝑗  adalah eror dari 
𝜃𝑖𝑗  sebagai estimasi dari μ. Perhitungan 𝑇𝑖𝑗  melibatkan variansi dalam 
penelitian (within-study variance), 𝜎2 𝑇𝑖𝑗  , dan variansi antar penelitian 
(between-study variance), 𝜏2. Oleh karena itu, estimasi effect size 𝑇𝑖𝑗  
berdistribusi normal dengan mean μ dan variansi 𝜎2 𝑇𝑖𝑗  + 𝜏
2 
 𝑇𝑖~𝑁 𝜇,𝜎𝑖
2 + 𝜏2  . Variansi untuk 𝑇𝑖𝑗  adalah 
𝑣𝑖𝑗
∗ = 𝜎2 𝑇𝑖𝑗  + 𝜏
2                                                  (3.40) 
Seperti pada fixed effect model, pencocokan model effect size dari 
serangkaian penelitian dengan satu dimensi untuk rondom effect model 
dapat dilakukan dengan mengabaikan grup atau pengelompokan. Metode 
estimasi untuk random-effect model biasa disebut dengan metode 
DerSimonian Laird (DerSimonian & Laird,1986; Boreinstein, 2009). 
Estimasi komponen variansi antar studi (between-study variance) dihitung 
berdasarkan metode DerSimonian Laird (DerSimonian & Laird,1986; 
Boreinstein, 2009), yaitu 
𝜏2 =  
𝑄 − 𝑑𝑓
𝑐
𝑗𝑖𝑘𝑎 𝑄 ≥ 𝑑𝑓
0 𝑗𝑖𝑘𝑎 𝑄 < 𝑑𝑓
                                          (3.41)   
dengan 
𝑑𝑓 = 𝑘 − 1, 
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𝑐 =  𝑤𝑗 −
  𝑤𝑗  
2𝑘
𝑗=1
 𝑤𝑗
𝑘
𝑗=1
𝑘
𝑗=1
                                                       (3.42) 
dan 
𝑄 =  𝑤𝑗𝑇𝑗
2
𝑘
𝑗=1
−
  𝑤𝑗𝑇𝑗
𝑘
𝑗=1  
2
 𝑤𝑗
𝑘
𝑗=1
                                            (3.43) 
dimana 
df = derajat bebas 
k = ukuran sampel (jumlah penelitian yang diamati dalam meta analisis) 
wj = faktor pembobotan untuk penelitian ke-j 
Q = statistik uji untuk uji homogenitas yang diperoleh berdasarkan 
metode Inverse Variance (QIV), Mantel Haenszel (QMH), atau Peto 
(Qpeto). 
Pada model ini, faktor pembobotan untuk penelitian ke-j 
didefinisikan sebagai (Borenstein et al., 2009) 
𝑤𝑗
∗ =
1
 𝜎2 𝑇𝑗 + 𝜏2 
.                                                   (3.44) 
Estimasi effect size gabungan untuk random-effects model dengan metode 
DerSimonian Laird adalah (Borenstein et al., 2009) 
𝑇 𝐷𝐿 =
 𝑤𝑗
∗𝑇𝑗
𝑘
𝑗=1
 𝑤𝑗
∗𝑘
𝑗=1
.                                                          (3.45) 
Berdasarkan (3.44) dan (3.45), estimasi gabungan dari log odds ratio 
dengan metode Dersimonian Laird, ln𝜓 𝐷𝐿  adalah 
𝑙𝑛𝜓 𝐷𝐿 =
 𝑤𝑗
∗ 𝑙𝑛𝜓 𝑗
𝑘
𝑗=1
 𝑤𝑗
∗𝑘
𝑗=1
.                                                          (3.46) 
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Variansi dari estimasi odds ratio gabungan dengan metode DerSimonian 
Laird, 𝜎 2 ln𝜓 𝐷𝐿 , adalah kebalikan dari jumlah bobot dari random-effect, 
yaitu 
𝜎 2 ln𝜓 𝐷𝐿 =
1
 𝑤𝑗
∗𝑘
𝑗=1
                                                     (3.47) 
Standar error dari ln𝜓 𝐷𝐿  adalah 
𝜎  ln𝜓 𝐷𝐿 =
1
  𝑤𝑗
∗𝑘
𝑗=1
                                           (3.48) 
Interval kepercayaan (1-α)100% untuk odds ratio metode DerSimonian 
Laird  𝜓 𝐷𝐿  adalah 
 exp ln𝜓 𝐷𝐿 ± 𝑍𝛼
2
𝜎  ln𝜓 𝐷𝐿                                            (3.49) 
6. Uji Hipotesis Untuk Effect Size 
Uji hipotesis dilakukan untuk mengetahui ada tidaknya perbedaan antara 
gurp eksperimen dan grup kontrol atau untuk mengetahui ada tidaknya 
pengaruh perlakuan terhadap penelitian. Adapun langkah-langkah uji hipotesis 
adalah sebagai berikut: 
a. Hipotesis 
H0 : θ = 0, θ adalah effect size umum. 
H1 : θ ≠ 0 
b. Taraf signifikansi : α 
c. Statistik uji 
𝑍𝑕𝑖𝑡 =
𝑇 
𝜎  𝑇  
                                                                  (3.50) 
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dengan 𝑇  adalah estimasi effect size gabungan dan 𝜎  𝑇   adalah estimasi 
standar error dari estimasi effect size gabungan. Nilai 𝑇  dan 𝜎  𝑇   
disesuaikan dengan metode meta analisis yang digunakan, yaitu metode 
Inverse varians, Mantel Haenszel, Peto atau DerSimonian Laird.  
d. Daerah kritis 
H0 ditolak jika 𝑍𝑕𝑖𝑡 < −𝑍𝛼/2 atau 𝑍𝑕𝑖𝑡 > 𝑍𝛼/2 atau p-value ≤ α 
e. Kesimpulan 
7. Identifikasi dan Mengukur Heterogenitas 
Identifikasi heterogenitas dilakukan untuk melihat variabilitas yang ada, 
sehingga dapat mengetahui model yang cocok untuk dapat diterapkan dalam 
meta analisis. Identifikasi heterogenitas dapat dilakukan dengan menggunakan  
Uji homogenitas Cochran Q. Di samping itu, untuk menghitung besarnya 
heterogenitas di antara sejumlah effect size dapat digunakan statistik uji I
2
. 
7.1. Uji homogenitas Cochran Q 
Uji homogenitas dilakukan untuk menguji asumsi apakah rata-rata 
effect size semua populasi sama atau tidak. Adapun langkah-langkah dalam 
uji homogenitas ini adalah 
a. Hipotesis 
H0 : θ1 = θ2 = ... = θk 
H1 : ∃𝜃𝑖 ≠ 𝜃𝑗 , i,j = 1,2,...,k 
b. Taraf signifikansi : α 
c. Statistik uji 
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𝑄 =  𝑤𝑗
𝑘
𝑗=1
 𝑇𝑗 − 𝑇  
2
                                                (3.51) 
d. Daerah kritis 
H0 ditolak jika 𝑄 > χ(α,k−1)
2  
Perhitungan nilai Q berdasarkan pada metode Inverse-Varians, mantel-
Haenszel, Peto, atau DerSimonian Laird. 
Perhitungan nilai statistik uji Q dengan menggunakan metode Inverse 
Variance, QIV adalah 
𝑄𝐼𝑉 =  𝑤𝑗
𝑘
𝑗=1
 𝑇𝑗 − 𝑇 𝐼𝑉 
2
 
=  𝑤𝑗
𝑘
𝑗=1
 𝑇𝑗
2 − 2𝑇𝑗𝑇 𝐼𝑉 + 𝑇 𝐼𝑉
2   
=  𝑤𝑗
𝑘
𝑗=1
𝑇𝑗
2 − 2𝑇 𝐼𝑉  𝑤𝑗𝑇𝑗
𝑘
𝑗=1
+ 𝑇 𝐼𝑉
2  𝑤𝑗
𝑘
𝑗=1
               (3.52) 
Substitusikan (3.20) ke (3.52), sehingga diperoleh 
𝑄𝐼𝑉 =  𝑤𝑗
𝑘
𝑗=1
𝑇𝑗
2 − 2
 𝑤𝐼𝑉 ,𝑗𝑇𝑗
 𝑤𝐼𝑉 ,𝑗
 𝑤𝑗𝑇𝑗
𝑘
𝑗=1
+  
 𝑤𝐼𝑉 ,𝑗𝑇𝑗
 𝑤𝐼𝑉 ,𝑗
 
2
 𝑤𝑗
𝑘
𝑗=1
 
Karena menggunakan metode Inverse Variance, maka wj = wIV, j (persamaan 
(3.21)), sehingga diperoleh 
𝑄𝐼𝑉 =  𝑤𝑗
𝑘
𝑗=1
𝑇𝑗
2 − 2
 𝑤𝑗𝑇𝑗
 𝑤𝑗
 𝑤𝑗𝑇𝑗
𝑘
𝑗=1
+  
 𝑤𝑗𝑇𝑗
 𝑤𝑗
 
2
 𝑤𝑗
𝑘
𝑗=1
 
=  𝑤𝑗
𝑘
𝑗=1
𝑇𝑗
2 − 2
  𝑤𝑗𝑇𝑗 
2
 𝑤𝑗
+  
 𝑤𝑗𝑇𝑗
 𝑤𝑗
 
2
 𝑤𝑗
𝑘
𝑗=1
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=  𝑤𝑗
𝑘
𝑗=1
𝑇𝑗
2 −
  𝑤𝑗𝑇𝑗 
2
 𝑤𝑗
                                                            (3.53) 
Persamaan (3.53) mengikuti distribusi Chi-squared dengan α dan derajat 
bebas k – 1  𝑄𝐼𝑉~𝜒(𝛼 ,𝑘−1)
2  . Untuk perhitungan nilai statistik uji Q dengan 
Peto, dan DerSimonian Laird (QPeto, dan QDL) analog dari perhitungan nilai 
statistik uji QIV dengan menggunakan masing-masing faktor pembobotan, 
wj, pada (3.31), dan (3.44).  
7.2. Menghitung I2 
Statistik I
2
 dedefinisikan dengan (Higgins et al., 2003) 
𝐼2 =  
𝑄 −  𝑘 − 1 
𝑄
× 100% 𝑗𝑖𝑘𝑎 𝑄 > 𝑘 − 1
0 𝑗𝑖𝑘𝑎 𝑄 ≤ 𝑘 − 1
                     (3.54) 
Interpretasi I
2
 bergantung pada besar kecilnya nilai I
2
 itu sendiri, yang 
diklasifikasikan sebagai berikut 
a. I2 = 0% sampai dengan 25%, artinya heterogenitas rendah 
b. I2 = 26% sampai dengan 50%, artinya heterogenitas sedang 
c. I2 = 51% sampai dengan 75%, artinya heterogenitas cukup tinggi 
d. I2 = 76% sampai dengan 100%, artinya heterogenitas sangat tinggi. 
8. Analisis Variabel Moderator atau Analisis Subgrup 
Variabel moderator adalah variabel yang bersifat memperkuat atau 
memperlemah pengaruh variabel independen terhadap variabel terikat. Dalam 
meta analisis, analisis variabel moderator ini disebut juga sebagai analisis 
subgrup. Analisis subgrup dilakukan jika pada model teridentifikasi adanya 
heterogenitas. Penelitian-penelitian dikelompokkan berdasarkan variabel 
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moderator yang diprediksi atau berdasarkan ciri-ciri tertentu. Misalkan, 
pengelompokan berdasarkan jenis kelamin, umur, lama follow-up dan lain-lain. 
Terdapat tiga metode perhitungan dalam analisis subgrup, yaitu Z-test, Q-
test berdasarkan pada analisis variansi, dan Q-test untuk uji homogenitas dalam 
meta analisis dari dua subgroup atau lebih (Borenstein et al. et al., 2009). Pada 
skripsi ini, analisis subgrup dilakukan dengan metode Q-test berdasarkan pada 
analisis variansi. Uji hipotesis dalam metode ini dilakukan berdasarkan statistik 
Q yang diasumsikan mengikuti distribusi Chi-squared. 
Heterogenitas total dari seluruh penelitian jika penelitian-penelitian 
tersebut tidak dikelompokkan adalah (Borenstein et al., 2009) 
𝑄𝑇 =   𝑤𝑖𝑗  𝑇𝑖𝑗 − 𝑇  
2
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
                                                  (3.55) 
Misalkan terdapat p grup dari beberapa penelitian, dan terdapat mi penelitian 
dalam grup ke-i, maka k = m1 + m2 + … + mp merupakan jumlah total 
penelitian. Nilai statistik uji homogenitas within-group 
𝑄𝑤 =  𝑄𝑖
𝑝
𝑖=1
                                                                  (3.56) 
dengan 
𝑄𝑖 =  𝑤𝑖𝑗  𝑇𝑖𝑗 − 𝑇𝑖∙ 
2
𝑚 𝑖
𝑗=1
                                                     (3.57) 
dimana k adalah jumlah penelitian yang masuk grup ke-i, Tij adalah effect size 
penelitian ke-j pada grup ke-i, dan Ti adalah effect size gabungan pada grup ke-
i. Qw adalah nilai statistik uji homogenitas within-group dan Qi adalah nilai 
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statistik uji homogenitas effect size dari sekumpulan penelitian dalam grup ke-i. 
Qw mengikuti distribusi chi-squared dengan α derajat bebas (k-p). Berdasarkan 
(3.56) dan (3.57), nilai statistik uji homogenitas within-group (Qw) dapat ditulis 
𝑄𝑤 =   𝑤𝑖𝑗  𝑇𝑖𝑗 − 𝑇𝑖∙ 
2
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
                                         (3.58) 
Analog dengan ANOVA satu arah, heterogenitas total (QT) dapat dibagi 
menjadi dua bagian, yaitu variabilitas yang dapat dijelaskan oleh variabel 
moderator (Qw) dan variabilitas yang tidak dapat dijelaskan oleh variabel 
moderator (QB), secara matematis ditulis (Borenstein et al., 2009) 
𝑄𝑇 = 𝑄𝐵 + 𝑄𝑊                                                                  (3.59) 
  𝑤𝑖𝑗  𝑇𝑖𝑗 − 𝑇  
2
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
=   𝑤𝑖𝑗  𝑇𝑖∙ − 𝑇  
2
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
+   𝑤𝑖𝑗  𝑇𝑖𝑗 − 𝑇𝑖∙ 
2
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
      (3.60) 
Jadi, uji homogenitas between-group (QB) adalah perbedaan diantara Q total 
(QT) dengan Q within-group (Qw), diformulasikan dengan (Borenstein et al., 
2009) 
𝑄𝐵 =   𝑤𝑖𝑗  𝑇𝑖∙ − 𝑇  
2
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
                                            (3.61) 
dimana QB mengikuti distribusi chi-squared dengan α derajat bebas p-1. 
Analog dari analisis variansi satu arah, maka tabel analisis variabel 
moderator adalah 
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Tabel 3.2 Tabel Analisis Variabel Moderator Analog dari ANOVA 
Satu Arah 
Sumber 
Variansi 
Derajat Bebas 
(db) 
Jumlah Kuadrat (JK) 
 (between 
group) 
 p -1 𝑄𝐵 =   𝑤𝑖𝑗  𝑇𝑖∙ − 𝑇  
2
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
 
(within 
group) 
  𝑚𝑖 − 𝑝 
= k – p 
𝑄𝑤 =   𝑤𝑖𝑗  𝑇𝑖𝑗 − 𝑇𝑖∙ 
2
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
 
 Total 
   𝑚𝑖 − 1  
= k – 1 
𝑄𝑇 =   𝑤𝑖𝑗  𝑇𝑖𝑗 − 𝑇  
2
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
 
Secara ringkas, langkah – langkah dalam meta analisis dengan random-
effects model dan effect size odds ratio dapat disajikan dengan diagram alur pada 
gambar 3.1 sebagai berikut: 
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Tidak ada 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Keterangan simbol: 
  Mulai/Berhenti   proses 
  Input/output    keputusan ya/tidak 
Gambar 3.1 Diagram Alur Meta Analisis dengan Effect Size Odds Ratio 
Keterangan per tahapan: 
1. Menentukan topik. 
 
ada 
Menentukan Topik 
Mencari dan Menyeleksi Penelitian yang 
Berkaitan dengan Topik 
Analisis Variabel 
Moderator 
Mencari faktor pembobotan dengan Random-Effects Model 
Identifikasi 
Heterogenitas 
Odds Ratio gabungan 
 Mencari odds ratio dan variansi masing-masing penelitian dengan 
Fixed-Effects Model 
Input Data yang Akan Dianalisis 
Tidak ada 
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Menentukan topik penelitian untuk dianalisis menggunakan meta analisis. 
Mempelajari topik tentang β-blockers dan kasus kejadian gagal jantung. 
2. Mengumpulkan dan menyeleksi penelitian yang berkaitan dengan topik. 
Mencari dan mengumpulkan penelitian-penelitian yang berkaitan dengan topik 
(manual atau internet searchingi). Menyeleksi penelitian-penelitian tersebut 
berdasarkan kriteria yang telah diinginkan. 
3. Input data yang akan dianalisis. 
Identifikasi nama peneliti, tahun peneliti, ukuran sampel dalam penelitian 
tersebut (aj, bj, cj, dj, n1j, n2j, nj). 
4. Mencari odds ratio dan variansi masing-masing penelitian dengan Fixed-
Effects Models 
Mencari 𝜓 𝑗 ,  ln𝜓 𝑗 , 𝜎 
2 ln𝜓 𝑗  ,  dan 𝑤𝑗  dengan menggunakan metode Inverse 
Variance, Mantel-Haenszel, atau Peto. 
5. Mencari faktor pembobotan dengan Random-Effects Model 
Mencari nilai τ2 dan wj* dengan metode DerSimonian Laird. Nilai τ
2
 
bergantung pada nilai Q dari fixed-effects model. 
6. Identifikasi heterogenitas 
Uji homogenitas effect size odds ratio dengan menggunakan statistik uji Q, 
yaitu QIV, QMH, Qpeto, atau QDL.  
7. Analisis Variabel Moderator. 
Mengelompokkan beberapa penelitian ke dalam dua atau lebih kategori. 
Mencari nilai jumlah kuadrat terbobot within-group (Qw), kemudian mencari 
jumlah kuadrat terbobot between-group (QB). 
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8. Mencari Odds ratio gabungan. 
Mencari nilai 𝜓 𝐼𝑉 , 𝜓 𝑀𝐻 , 𝜓 𝑝𝑒𝑡𝑜 , atau 𝜓 𝐷𝐿 . 
B. Penerapan Meta Analisis 
Penyakit gagal jantung (heart failure) merupakan penyakit yang 
membutuhkan perhatian besar sampai saat ini, baik di negara maju maupun 
negara berkembang. Perkembangan populasi manusia yang menderita gagal 
jantung semakin bertambah setiap tahunnya seiring dengan perkembangan 
populasi manusia lanjut usia. Gagal jantung merupakan penyakit yang berisiko 
menyebabkan kematian. Gagal jantung muncul pada 1-2% individu dengan 
usia 50-59 tahun dan meningkat sampai 10% pada individu dengan usia diatas 
75 tahun. Kurang lebih 80% dari semua kasus gagal jantung muncul pada 
pasien dengan usia diatas 65 tahun (Braunwald, 2005). 
Salah satu pengobatan untuk pasien gagal jantung adalah pemberian 
terapi β-blockers. Peran β-blockers telah berubah secara dramatis dalam 
pengelolaan gagal jantung. Beberapa referensi tentang gagal jantung, salah 
satunya Lechat (2004) dalam jurnalnya mengatakan bahwa sebelumnya β-
blockers kontraindikasi pada pasien gagal jantung, karena pengaruh inotropik 
negatif dari β-blockers akan menurunkan fungsi ventrikel kiri dan dapat 
memperburuk perkembangan penyakit gagal jantung. Akan tetapi, pada akhir 
tahun 1990-an tiga uji klinis placebo conrtoled menunjukkan bahwa β-blockers 
mampu menurunkan risiko kematian pada pasien gagal jantung (Lechat, 2004). 
β-blockers bersifat antagonis pada pengaruh stimulasi saraf simpatik atau 
sirkulasi katekolamin pada β‐adrenoseptor yang secara luas didistribusikan ke 
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seluruh tubuh. Reseptor ini diklasifikasikan menjadi reseptor β‐1 dan β‐2. 
Reseptor β‐1 terdapat pada jantung dan ginjal, sedangkan reseptor β‐2 terdapat 
di paru‐paru, pembuluh darah perifer, dan otot rangka. Stimulasi reseptor beta 
pada otak dan perifer akan memacu penglepasan neurotransmitter yang 
meningkatkan aktivitas sistem saraf simpatik. Stimulasi reseptor beta‐1 pada 
nodus sino‐atrial dan miokardiak meningkatkan denyut jantung dan kekuatan 
kontraksi. Stimulasi reseptor beta pada ginjal akan menyebabkan pelepasan 
rennin, meningkatkan aktivitas sistem rennin‐angiotensin‐aldosteron. Efek 
akhirnya adalah peningkatan cardiac output, peningkatan tahanan perifer dan 
peningkatan sodium. Terapi menggunakan β‐blockers akan menentang semua 
pengaruh tersebut sehingga terjadi penurunan tekanan darah (Beth Gormer, 
2007). 
Terdapat banyak penelitian-penelitian yang berkaitan dengan pengujian 
β-blocker. Sebagai contoh, jika dilakukan pencarian melalui internet pada 
situs-situs online jurnal keseatan akan terdapat lebih dari 60 referensi/literatur 
yang berkaitan dengan β-blocker dan gagal jantung dengan berbagai macam 
hasil penelitian baik yang berpengaruh positif maupun negative terhadap 
kelangsungan hidup pasien gagal jantung. Berdasarkan prevalensi kejadian 
gagal jantung yang terus meningkat seiring dengan meningkatnya populasi 
lanjut usia dan keberagaman hasil penelitian mengenai pengaruh terapi 
β‐blockers pada pasien gagal jantung, penerapan meta analisis dilakukan untuk 
mengetahui dan mengevaluasi pengaruh obat terapi β-blocker bagi 
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kelangsungan hidup pasien gagal jantung, yaitu apakah β‐blockers mampu 
mengurangi risiko kematian atau tidak pada pasien gagal jantung. 
Ukuran outcome yang digunakan dalam meta analisis ini adalah kejadian 
kematian akibat penyakit jantung selama masa follow up. Kejadian kematian 
ini dilihat dari kejadian sudden cardiac death (SCD), cardiovascular death 
(CVD), dan all cause mortality (M). 
1. Strategi Pencarian dan Pemilihan Penelitian 
a. Strategi Pencarian Penelitian 
Pencarian penelitian dilakukan melalui internet. Berbagai situs 
kesehatan dapat digunakan untuk pencarian penelitian, seperti Cochrane 
Library (Borenstein et al. et al., 2009), PUBMED, Cochrane Library dan 
Embase (Cuijpers et al., 2010), Medline/Pubmed, CINAHL, dan Embase 
(Chatterjee S. et al., 2013), Medline dan Cochrane library (Alghobari et al., 
2013) dan sebagainya. Oleh karena itu, dari berbagai situs kesehatan yang 
ada, pencarian data untuk meta analisis dalam skripsi ini diperoleh melalui 
situs-situs kesehatan sebagai berikut: 
i. PUBMED dengan alamat http://www.ncbi.nlm.nih.gov 
ii. JAMA dengan alamat http://jama.amassn.org, 
iii. The New England Journal of Medicine dengan alamat 
http://www.nejm.org, 
iv. Cochrane Library dengan alamat http://www.thecochranelibrary.com. 
Kata kunci yang digunakan dalam pencarian adalah “beta-blocker, heart 
failure, sudden cardiac death, cardiovascular death, mortality”. 
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b. Kriteria Pemilihan Penelitian 
Pencarian penelitian dibatasi untuk penelitian manusia, uji klinik, dan  
controlled or randomized trials. Selain itu, pencarian penelitian dibatasi dari 
tahun 1985 sampai dengan Mei 2014. Kriteria pemilihan penelitian dalam 
skripsi ini antara lain : 
i. Penelitian individu membandingkan antara grup eksperimen dan grup 
kontrol 
ii. Penelitian individu tidak membandingkan dua jenis β-blockers atau satu 
jenis β-blockers dengan dosis berbeda. Akan tetapi, membandingkan 
antara grup β-blockers dengan placebo. 
iii. Terapi dilakukan pada pasien yang didiagnosa mengalami gangguan 
fungsi jantung/gagal jantung 
iv. Memuat ukuran sampel, seperti ukuran sampel pada grup eksperimen 
atau treatment (nt), ukuran sampel pada grup kontrol/placebo (nc). 
v. Memuat karakteristik penelitian seperti umur peserta dan lama follow up. 
Follow up merupakan tindakan melakukan kontak dengan pasien atau 
pengasuh pasien pada tanggal atau bulan yang ditentukan untuk 
memeriksa kemajuan pasien mengenai perubahan atau tindakan yang 
terjadi pada pertemuan atau kontak terakhir dengan pasien. Follow up 
dapat digunakan untuk pemantauan kesehatan seperti tekanan darah, 
mengkonfirmasi kedisiplinan pengobatan, memeriksa tindak lanjut atas 
arahan, pelaporan hasil laboratorium (Morrison-Saunders, Marshall and 
Arts 2007). 
63 
vi. Menampilkan outcome penelitian yang berkaitan dengan kejadian selama 
follow up, yaitu frekuensi kejadian kematian pada masing-masing grup 
eksperimen dan kontrol (aj, cj). 
Setelah melakukan pencarian referensi/literatur penelitian melalui 
internet, diperoleh 62 penelitian. Namun, 29 peneltian harus dikeluarkan 
karena duplikasi dan tidak memenuhi kriteria pemilihan penelitian 
(lampiran 1). Berikut adalah tabel yang merangkum karakteristik masing-
masing penelitian yang diikutsertakan dalam analisis: 
Tabel 3.3 Karakteristik Penelitian Pengaruh β-Blocker 
Percobaan / 
Penelitian 
Tah
un 
Obat 
Rata-
rata 
follow 
up 
(bulan) 
Rata-
rata 
Umur 
(tahun) 
Outcome 
Jumlah 
Pasien 
nt nc 
Hjalmarson et 
al. 
1981 Metoprolol 24 56 M 698 697 
Norwegian 1981 Timolol 17 60,8 M 945 939 
Hansteen V. et 
al. 
1982 propranolol 12 58 
SCD, 
CVD, M 
278 282 
Engleimeir et al. 1985 Metoprolol 12 50 
SCD, 
CVD, M 
9 16 
BHAT 1986 propranolol 25 55 
SCD, 
CVD, M 
1916 1921 
Wisenbaugh et 
al. 
1993 Nebivelol 3 50 
SCD, 
CVD, M 
11 13 
MDC 1993 Metoprolol 18 49 
SCD, 
CVD, M 
194 189 
Bristow et al 1994 Bucindolol 3 55 
SCD, 
CVD, M 
105 34 
CIBIS 1994 bisoprolol 23 60 
SCD, 
CVD, M 
320 321 
Fisher et al. 1994 metoprolol 6 63 
SCD, 
CVD, M 
25 25 
Krum et al. 1995 carvedilol 4 55 
SCD, 
CVD, M 
33 16 
Olsen et al. 1995 carvedilol 4 52 
SCD, 
CVD, M 
36 24 
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Percobaan / 
Penelitian 
Tah
un 
Obat 
Rata-
rata 
follow 
up 
(bulan) 
Rata-
rata 
Umur 
(tahun) 
Outcome 
Jumlah 
Pasien 
nt nc 
MOCHA 1996 carvedilol 6 60 
SCD, 
CVD, M 
261 84 
Colucci et al. 1996 carvedilol 15 54 
SCD, 
CVD, M 
232 134 
Packer et al. 1996 carvedilol 6 58 
SCD, 
CVD, M 
696 398 
PRECISE 1996 carvedilol 6 59 M 133 145 
Lopressor 1987 metoprolol 18 58 
SCD,CVD
,M 
1195 1200 
Basu et al. 1997 carvedilol 6 60 SCD,CVD 77 74 
ANZ 1997 carvedilol 19 67 
SCD, 
CVD, M 
207 208 
Uhlir et al. 1997 nebivelol 3.5 56 
SCD, 
CVD, M 
62 28 
Cohn et al. 1997 carvedilol 6 60 M 70 35 
CIBIS II 1999 bisoprolol 15 61 
SCD, 
CVD, M 
1327 1320 
Merit-HF 1999 metoprolol 12 64 
SCD, 
CVD, M 
1990 2001 
CELICARD 2000 celiprolol 12 57 
SCD, 
CVD, M 
62 62 
RESOLVD 2000 metoprolol 6 62 SCD, M 214 212 
Sturm et al. 2000 atenolol 24 62 
SCD, 
CVD, M 
51 49 
CAPRICORN 2001 carvedilol 15,6 63 
SCD, 
CVD, M 
975 984 
BEST 2001 bucindolol 24 60 
SCD, 
CVD, M 
1354 1354 
COPERNICUS 2002 carvedilol 10,4 63,3 SCD,M 1156 1133 
de milliano et al. 2002 metoprolol 6 65 
SCD, 
CVD, M 
43 11 
CHRISTMAS 2003 carvedilol 6 62 M 193 194 
SENIORS 2005 nebivelol 21 76 
SCD, 
CVD, M 
1067 1061 
ENECA 2005 nebivelol 12 72 M 134 126 
Semua percobaan yang diikutsertakan dalam meta analisis ini adalah placebo 
controlled, artinya semua jenis β-blocker dibandingkan dengan terapi standar 
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placebo. Jumlah pasien yang masuk dalam grup eksperimen adalah 16.069 pasien 
dan jumlah pasien yang masuk dalam grup kontrol adalah 15.290 pasien, sehingga 
total pasien yang diikutsertakan dalam meta analisis ini adalah 31.359 pasien. 
2. Effect Size Odds Ratio 
2.1. Effect Size Odds Ratio Masing-Masing Penelitian 
Salah satu tujuan dari meta analisis adalah untuk mengatasi 
ketidakpastian atau pro dan kontra beberapa hasil penelitian. Berdasarkan 
lampiran 2 untuk kejadian sudden cardiac death, pada penelitian Wisenbaugh 
et al., MDC, Olsen et al., dan Uhlir et al. diperoleh nilai odds ratio lebih dari 
1 (OR>1), yaitu secara berturut-turut adalah 3,8571, 1,5085, 2,0704, dan 
1,3902 (berdasarkan pada metode Inverse Variance).  Artinya, bahwa risiko 
sudden cardiac death meningkat dari pasien gagal jantung yang mendapatkan 
terapi β-blockers dibandingkan dengan grup placebo/kontrol. Sedangkan dari 
23 penelitian lainnya menunjukkan bahwa nilai OR<1 yang mengartikan 
bahwa β-blockers efektif menurunkan angka sudden cardiac death. 
Berdasarkan lampiran 3 untuk kejadian cardiovascular death, pada 
penelitian Wisenbaugh et al., MDC, Olsen et al., dan Uhlir et al. diperoleh 
nilai odds ratio lebih dari 1 (OR>1), yaitu secara berturut-turut adalah 3,8571, 
1,5085, 2,0704, dan 1,3902.  Artinya, bahwa risiko cardiovascular death 
meningkat dari pasien gagal jantung yang mendapatkan terapi β-blockers 
dibandingkan dengan grup placebo/kontrol. Sedangkan pada penelitian Fisher 
et al. diperoleh nilai OR=1, yang mengartikan bahwa tidak ada perbedaan 
risiko antara pasien yang mendapatkan terapi β-blockers dan yang tidak. 
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Berdasarkan lampiran 4 untuk kejadian mortality, pada penelitian 
Wisenbaugh et al., MDC, Olsen et al., Uhlir et al., de Milliano et al., dan 
CHRISTMAS diperoleh nilai odds ratio lebih dari 1 (OR>1), yaitu secara 
berturut-turut adalah 3,8571, 1,5085, 2,0704, 1,3902, 1,0256, dan 1,3550.  
Artinya, bahwa risiko mortality meningkat dari pasien gagal jantung yang 
mendapatkan terapi β-blockers dibandingkan dengan grup placebo/kontrol. 
Oleh karena itu, dari berbagai hasil penelitian mengenai pro dan kontra 
pengaruh terapi β-blockers pada pasien gagal jantung, maka penelitian-
penelitian tersebut digabungkan dengan meta analisis untuk memperoleh 
kesimpulan secara menyeluruh. 
2.2. Effect Size Odds Ratio Gabungan dari Masing-Masing Kejadian 
Penelitian-penelitian yang diikutsertakan dalam meta analisis atau yang 
memenuhi kriteria pemilihan penelitian hanya melibatkan 9 jenis terapi β-
blocker, yaitu metropolol, propanolol, nebivelol, bucindolol, bisoprolol, 
carvedilol, celiprolol, timolol dan atenolol. Hal ini dikarenakan adanya 
penelitian yang dikeluarkan ataupun keterbatasan jurnal yang ditemukan. 
Selain itu, tidak semua outcome kejadian ada dalam setiap penelitian. Oleh 
karena itu, penelitian-penelitian tersebut dimodelkan dengan meta analisis 
random-effect model yang mengasumsikan bahwa sampel yang digunakan 
dalam analisis sebagai sampel random dari populasi, sehingga nilai estimasi 
effect size odds ratio gabungan dihitung dengan metode DerSimonian Laird. 
Analisis statistik dalam meta analisis meliputi effect size odds ratio 
masing-masing penelitian, odds ratio gabungan, interval kepercayaan, nilai τ2, 
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wj, wj*, nilai Q, dan I
2
 menggunakan program R 3.1.1 dengan package meta 
(prosedur analisis terdapat pada lampiran). Nilai 𝜓 𝑗  dan wj* kejadian sudden 
cardiac death terdapat pada output R (lampiran 2), kejadian cardiovascular 
death (lampiran 3), dan kejadian mortality (lampiran 4). 
Berdasarkan output R pada lampiran 2, 3 dan 4 maka nilai estimasi odds 
ratio gabungan dengan metode DesSimonian Laird, interval kepercayaan, nilai 
z dan p-value untuk masing-masing kejadian outcome diberikan pada tabel 
berikut: 
Tabel 3.4 Effect Size Odds Ratio Gabungan untuk Kejadian Sudden 
Cardiac Death (SCD) 
Kejadian OR DL 
Interval 
Kepercayaan 95% 
Nilai z p-value 
Metode Inverse Variance 0,6965 [0,6287; 0,7715] - 6,9269 < 0,0001 
Metode Peto 0,6955 [0,6279; 0,7704] -6,9576 < 0,0001 
Berdasarkan output program R pada lampiran 2,  untuk kejadian sudden 
cardiac death (SCD), dari 27 penelitian yang dianalisis, terdapat 685 kematian 
dari 13.618 pasien yang mendapatkan terapi β-blocker dan 925 kematian dari 
12.870 pasien yang mendapatkan terapi placebo. Berdasarkan tabel 3.4 nilai 
estimasi OR DL dari metode Inverse Variance adalah 0,6965, sedangkan OR 
DL dari metode Peto memberikan hasil sebesar 0,6955. Karena OR DL dari 
kedua metode adalah kurang dari 1 (OR DL < 1), maka dapat disimpulkan 
bahwa kejadian yang terjadi pada grup eksperimen lebih kecil daripada grup 
kontrol. Artinya, β-blocker efektif menurunkan angka kematian akibat sudden 
cardiac (SCD) sebesar 30,4%. 
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Tabel 3.5 Effect Size Odds Ratio Gabungan untuk Kejadian 
Cardiovascular Death (CVD) 
Kejadian OR DL 
Interval 
Kepercayaan 95% 
Nilai z p-value 
Metode Inverse Variance 0,7211 [0,6527; 0,7968] - 6,4257 < 0,0001 
Metode Peto 0,7126 [0,6320; 0,8034] -5,5367 < 0,0001 
Berdasarkan output program R pada lampiran 3, untuk kejadian 
cardiovascular death (CVD), dari 25 penelitian yang dianalisis, terdapat 1.311 
kematian dari 12.526 pasien yang mendapatkan terapi β-blocker dan 1.676 
kematian dari 11.809 pasien yang mendapatkan terapi placebo. Berdasarkan 
tabel 3.5 nilai estimasi OR DL dari metode Inverse Variance adalah 0,7211, 
sedangkan OR DL dari metode Peto memberikan hasil sebesar 0,7126. Karena 
OR DL dari ketiga metode adalah kurang dari 1 (OR DL < 1), maka dapat 
disimpulkan bahwa kejadian yang terjadi pada grup eksperimen lebih kecil 
daripada grup kontrol. Artinya, β-blocker efektif menurunkan angka kematian 
akibat kardiovaskular (CVD) sebesar 27,8%. 
Tabel 3.6 Effect Size Odds Ratio Gabungan untuk Kejadian Mortality 
(M) 
Metode OR DL 
Interval 
Kepercayaan 95% 
Nilai z p-value 
Metode Inverse Variance 0,6808 [0,6124; 0,7568] -7,1171 < 0,0001 
Metode Peto 0,6795 [0,6085; 0,7588] -6,8621 < 0,0001 
Berdasarkan output program R pada lampiran 3, untuk kejadian Mortality 
(M), dari 32 penelitian yang dianalisis, terdapat 1.868 kematian dari 15.992 
pasien yang mendapatkan terapi β-blocker dan 2.466 kematian dari 15.216 
pasien yang mendapatkan terapi placebo. Berdasarkan tabel 3.6, nilai estimasi 
odds ratio DerSimonian Laird dari metode Inverse Variance adalah 0,6808, 
sedangkan dari metode Peto adalah 0,6795. Karena odds ratio DerSimonian 
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Laird dari ketiga metode adalah kurang dari 1 (OR DL< 1), maka dapat 
disimpulkan bahwa kejadian yang terjadi pada grup eksperimen lebih kecil 
daripada grup kontrol. Artinya, β-blocker efektif menurunkan angka kematian 
total (M) sebesar 31,9%. 
3. Uji Hipotesis untuk Effect Size 
Untuk menguji effect size masing-masing kejadian dapat 
menggunakan statistik zhitung dan p-value berdasarkan tabel 3.4, 3.5, atau 3.6. 
a. Hipotesis 
H0 : θ = 0 (tidak ada pengaruh pemberian terapi β-blocker terhadap 
kualitas hidup pasien gagal jantung) 
H1 : θ ≠ 0 (ada pengaruh pemberian terapi β-blocker terhadap kualitas 
hidup pasien gagal jantung) 
b. Taraf signifikan : α = 0,05. 
c. Statistik Uji : zhitung 
d. Daerah Kritis 
H0 ditolak jika 𝑍𝑕𝑖𝑡𝑢𝑛𝑔 < −𝑍𝛼/2 = −1,96 atau 𝑍𝑕𝑖𝑡𝑢𝑛𝑔 > 𝑍𝛼/2 = 1,96 
atau p-value < α = 0,05. 
e. Kesimpulan 
Berdasarkan tabl 3.3, nilai zhitung untuk kejadian SCD, CVD, dan M 
berturut-turut adalah -6,9269, -6,4257 dan -7,1171, sedangkan nilai p-
value untuk ketiga kejadian tersebut adalah < 0,0001. Karena pada 
kejadian SCD, CVD, dan M mempunyai zhitung < -1,96 dan p-value < 
0,05, maka dengan taraf signifikansi 0,05 dapat disimpulkan bahwa 
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terdapat pengaruh pemberian terapi β-blocker terhadap kualitas hidup 
pasien gagal jantung. 
4. Identifikasi Heterogenitas Effect Size dalam Meta Analisis 
Identifikasi heterogenitas dilakukan untuk mengetahui apakah effect size 
dari penelitian-penelitian yang dimodelkan dalam meta analisis homogen atau 
tidak, yaitu apakah effect size masing-masing penelitian yang digunakan dalam 
meta analisis sama atau tidak. Identifikasi heterogenitas ini merupakan 
pertimbangan bagi peneliti untuk melihat apakah model yang digunakan dalam 
meta analisis tersebut sesuai atau tidak. Selain itu, identifikasi juga merupakan 
pertimbangan untuk melakukan analisis variabel moderator. Identifikasi 
heterogenitas dalam meta analisis dapat dilihat menggunakan statistik Q dan I
2
. 
4.1. Uji Homogenitas Cochran Q dan Menghitung I2 
a. Hipotesis 
H0 : θ1 = θ2 = ... = θk 
H1 : ∃𝜃𝑖 ≠ 𝜃𝑗 , i,j = 1,2,...,k 
b. Taraf signifikansi : α = 0,05. 
c. Statistik uji : Qhitung atau p-value 
d. Daerah kritis 
H0 ditolak jika 𝑄 > χ(α ,k−1)
2  atau p-value dari Q < 0,05 
4.1.1. Kejadian Sudden Cardiac Death (SCD) 
Berdasarkan output  R pada lampiran 2, nilai Q, p-value dan  I
2
 effect 
size kejadian sudden cardiac death (SCD) diberikan dalam tabel berikut: 
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Tabel 3.7 Identifikasi Heterogenitas Kejadian Sudden Cardiac Death 
(SCD) 
Metode 
Jumlah 
Penelitian 
df 
Inverse variance 
τ2 𝝌(𝟎,𝟎𝟓 ,𝒅𝒇)
𝟐  
Q I
2 
p-value 
Inverse Variance 27 26 21,93 0% 0,6923 0 38,885 
Peto 27 26 26,19 0,7% 0,4528 0,0006 38,885 
Berdasarkan tabel 3.7, nilai Q, p-value dan I
2
 yang diperoleh dengan metode 
Inverse Variance adalah Q = 21,93, p-value = 0,6923 dan I
2
=0%, sedangkan 
dengan metode Peto diperoleh nilai Q = 26,19, p-value = 0,4528 dan I
2
=0,7%. 
Karena nilai Q dari metode Inverse Variance adalah kurang dari 38,885 
(Q=21,93<𝜒(0,05 ,𝑑𝑓 )
2 =38,885), maka H0 diterima. Artinya dengan taraf 
signifikan α=0,05 dapat disimpulkan bahwa tidak terdapat heterogenitas effect 
size dalam random effect model. Berdasarkan metode Peto diperoleh nilai Q = 
26,19 < 𝜒(0,05 ,26)
2 = 38,885 dan p-value = 0,4528, maka H0 diterima. 
Artinya, dengan taraf signifikan α=0,05 dapat disimpulkan bahwa tidak 
terdapat heterogenitas effect size dalam random effect model. Meskipun 
indeks I
2
 kejadian SCD dengan metode Peto adalah 0,7% yang 
mengindikasikan bahwa terdapat heterogenitas yang sangat rendah, tetapi 
effect size kejadian SCD masih memenuhi asumsi homogenitas, sehingga 
tidak dilakukan analisis variabel moderator. 
4.1.2. Kejadian Cardiovascular Death (CVD) 
Berdasarkan output R pada lampiran 3, nilai Q, p-value dan  I
2
 effect 
size kejadian cardiovascular death (CVD) diberikan dalam tabel berikut: 
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Tabel 3.8 Identifikasi Heterogenitas Kejadian Cardiovascular Death 
(CVD) 
Metode 
Jumlah 
Study 
df 
Inverse variance 
τ2 𝝌(𝟎,𝟎𝟓 ,𝒅𝒇)
𝟐  
Q I
2 
p-value 
Inverse Variance 25 24 28,41 15,5% 0,243 0,0082 36,415 
Peto 25 24 34,93 31,3% 0,0695 0,0201 36.415 
Berdasarkan tabel 3.8, nilai Q, p-value dan I
2
 kejadian cardiovascular 
death (CVD) yang diperoleh dengan metode Inverse Variance adalah Q = 
28,41, p-value = 0,243 dan I
2
=15,5%, sedangkan dengan metode Peto 
diperoleh nilai Q = 34,93, p-value = 0,0695 dan I
2
=31,3%. Karena nilai Q 
dari metode Inverse Variance adalah kurang dari 36,415 
(Q=28,41<𝜒(0,05 ,24)
2 =36,415), maka H0 diterima. Artinya, dengan taraf 
signifikan α=0,05 dapat disimpulkan bahwa tidak terdapat heterogenitas effect 
size dalam random effect model. Berdasarkan metode Peto diperoleh nilai Q = 
34,93 < 𝜒(0,05 ,24)
2 = 36,415 dan p-value = 0,243, maka H0 diterima. Artinya, 
dengan taraf signifikan α=0,05 dapat disimpulkan bahwa tidak terdapat 
heterogenitas effect size dalam random effect model. Meskipun index I
2
 
kejadian CVD dengan metode Inverse Variance adalah 15,5% yang 
mengindikasikan terdapat heterogenitas rendah, serta indeks I
2
 metode Peto 
adalah 31,3% yang mengindikasikan terdapat heterogenitas sedang, tetapi 
effect size kejadian CVD masih memenuhi asumsi homogenitas. Oleh karena 
itu, tidak dilakukan analisis variabel moderator. 
4.1.3. Kejadian Mortality (M) 
Berdasarkan output R pada lampiran 4, nilai Q, p-value dan I
2
 effect 
size kejadian kematian total / mortality (M) diberikan dalam tabel berikut: 
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Tabel 3.9 Identifikasi Heterogenitas Kejadian Mortality (M) 
Metode 
Jumlah 
Study 
df 
Inverse variance 
τ2 𝝌(𝟎,𝟎𝟓 ,𝒅𝒇)
𝟐  
Q I
2 
p-value 
Inverse Variance 32 31 49,31 37,1% 0,0196 0,0233 43,773 
Peto 32 31 53,18 41,7% 0,0079 0,0276 43,773 
Berdasarkan tabel 3.9, nilai Q, p-value dan I
2
 yang diperoleh dengan 
metode Inverse Variance adalah Q = 49,31, p-value = 0,0196 dan I
2
=37,1%, 
sedangkan dengan metode Peto diperoleh nilai Q = 53,18, p-value = 0,0079 
dan I
2
=41,7%. Karena nilai Q dari metode Inverse Variance adalah lebih dari 
43,773 (Q=49,31>𝜒(0,05 ,31)
2 =43,773,), maka H0 ditolak. Artinya, dengan taraf 
signifikan α=0,05 dapat disimpulkan bahwa terdapat heterogenitas effect size 
dalam random effect model. Berdasarkan metode Peto diperoleh nilai Q = 
53,18>𝜒(0,05 ,31)
2 = 43,773 dan p-value = 0,0079, maka H0 ditolak. Artinya, 
dengan taraf signifikan α=0,05 dapat disimpulkan bahwa terdapat 
heterogenitas effect size dalam random effect model. 
Berdasarkan perhitungan nilai indeks I
2
 pada tabel 3.9, diindikasikan 
terjadinya heterogenitas effect size yang cukup tinggi serta nilai Q yang besar 
menyatakan tidak terpenuhinya asumsi homogenitas. Oleh karena itu, 
berdasarkan pada pembahasan 5.2 dan 8, maka random effect model sudah 
sesuai untuk memodelkan kejadian ini dan perlu diteliti lebih lanjut dengan 
analisis variabel moderator. 
5. Analisis Variabel Moderator 
Pada uji homogenitas effect size sebelumnya menunjukkan bahwa 
kejadian mortality (M) perlu dianalisis lebih lanjut menggunakan analisis 
variabel moderator untuk mengetahui adanya faktor lain yang mempengaruhi 
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heterogenitas. Berdasarkan karakteristik penelitian individu yang dimasukkan 
dalam meta analisis ini, analisis variabel moderator ini akan dilakukan pada 
variabel lama follow up dan umur. 
Analisis variabel moderator pada meta analisis ini merupakan analisis 
variabel moderator kategorik dimana variabel lama follow up dan umur dibagi 
menjadi 2 kelompok berdasarkan rata-rata kedua variabel tersebut. 
Berdasarkan hasil analisis menggunakan program R pada lampiran 5, maka 
analisis variabel moderator pada variabel lama follow up dengan metode 
Inverse Variance, dan Peto diberikan dalam tabel berikut: 
Tabel 3.10 Hasil Analisis Variabel Moderator untuk Lama Follow Up 
 Df 
Inverse Variance Peto 
𝜒(0,05 ,𝑑𝑓 )
2  
Q(DL) p-value Q(DL) p-value 
< 12 12 10,77 0,5491 14,08 0,2954 21,026 
≥ 12 18 32,75 0,0179 32,77 0,0178 28,869 
Within (W) 30 43,52 0,0526 46,85 0,0257 43,773 
Between (B) 1 5,79 0,0161 6,33 0,0118 3,841 
Total (T) 31 49,31 0,0196 53,18 0,0079 43,773 
Berdasarkan tabel 3.10, analisis variabel moderator pada variabel lama 
follow up dengan metode Inverse Variance memberikan nilai Qw = 43,52 < 
𝜒(0,05 ,30)
2 = 43,773 atau p-value = 0,0526 > 0,05, maka H0 diterima yaitu effect 
size dalam masing-masing grup adalah homogen. Nilai QB = 5,79 > 𝜒(0,05 ,1)
2 =
3,841 atau p-value = 0,0161 < 0,05, sehingga H0 ditolak, artinya terdapat 
heterogenitas antar grup. 
Berdasarkan tabel 3.10, analisis variabel moderator pada variabel lama 
follow up dengan metode Peto memberikan nilai Qw = 46,85 > 𝜒(0,05 ,30)
2 = 
43,773 atau p-value = 0,0257 < 0,05, maka H0 ditolak yang mengartikan bahwa 
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terdapat heterogenitas effect size dalam grup. Akan tetapi, nilai QB = 6,33 > 
𝜒(0,05 ,1)
2 = 3,841 atau p-value = 0,0118 < 0,05, sehingga H0 ditolak. Artinya 
effect size diantara kedua tingkat variabel moderator adalah signifikan berbeda. 
Di samping itu, berdasarkan hasil analisis menggunakan program R pada 
lampiran 6, hasil analisis variabel moderator pada variabel umur dengan 
metode Inverse Variance dan Peto diberikan dalam tabel berikut: 
Tabel 3.11 Hasil Analisis Variabel Moderator untuk Umur 
 Df 
Inverse Variance Peto 
𝜒(0,05 ,𝑑𝑓 )
2  
Q(DL) p-value Q(DL) p-value 
< 59 13 13,22 0,4311 15,79 0,2605 22,362 
≥ 59 17 35,94 0,0047 37,23 0,0031 27,587 
Within (W) 30 49,16 0,0146 53,02 0,0057 43,773 
Between (B) 1 0,15 0,6985 0,16 0,6891 3,841 
Total (T) 31 49,31 0,0196 53,18 0,0079 43,773 
 
Berdasarkan tabel 3.11, analisis variabel moderator pada variabel umur 
dengan metode Inverse Variance memberikan nilai Qw = 49,16 > 𝜒(0,05 ,30)
2 = 
43,773 atau p-value = 0,0146 < 0,05, maka H0 ditolak. Artinya, terdapat 
heterogenitas effect size dalam masing-masing grup. Nilai QB = 0,15 < 
𝜒(0,05 ,1)
2 = 3,841 atau p-value = 0,6985 > 0,05, sehingga H0 diterima. Artinya, 
tidak terdapat heterogenitas effect size antar grup atau effect size grup umur < 
58 tahun tidak signifikan berbeda dengan effect size grup umur ≥ 58 tahun. 
Sedangkan dengan metode Peto dihasilkan nilai Qw = 53,02 > 𝜒(0,05 ,30)
2 = 
43,773 atau p-value=0,0057 < 0,05, maka H0 ditolak. Artinya, terdapat 
heterogenitas effect size dalam masing-masing grup. Akan tetapi, analisis ini 
menghasilkan nilai QB = 0,16 < 𝜒(0,05 ,1)
2 = 3,841 atau p-value = 0,6891 > 0,05, 
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sehingga H0 diterima. Artinya, effect size grup umur < 58 tahun tidak 
signifikan berbeda dengan effect size grup umur ≥ 58 tahun. 
Berdasarkan analisis uji homogenitas between-group (nilai QB) dari 
kedua metode (metode Inverse  Variance dan Peto) untuk variabel moderator 
lama follow up dan umur, maka dengan taraf signifikan α = 0,05 dapat 
disimpulkan bahwa terdapat pengaruh variabel moderator lama follow up 
terhadap heterogenitas effect size dalam model meta analisis. Berdasarkan 
lampiran 5, berikut ini adalah  Effect size untuk masing-masing grup lama 
follow up dengan menggunakan random-effects model : 
Tabel 3.12 Effect Size Berdasarkan Variabel Lama Follow Up 
Lama 
Follow Up 
Inverse Variance Peto 
OR 
DL 
95% CI p-value 
OR 
DL 
95% CI p-value 
< 12 bulan 0,4715 [0,3401;0,6537] <0,0001 0,4822 [0,3262;0,7130] 0,0003 
≥ 12 bulan 0,7051 [0,6341;0,7841] <0,0001 0,7064 [0,6361;0,7845] <0,0001 
Berdasarkan tabel 3.12, odds ratio untuk grup < 12 bulan adalah 0,4715. 
Artinya, terapi β-blockers efektif menurunkan angka kematian total (M) 
sebesar 52,8% pada pasien gagal jantung dengan lama follow up kurang dari 12 
bulan. Di samping itu, odds ratio untuk grup ≥ 12 bulan adalah 0,7051. 
Artinya, terapi β-blockers efektif menurunkan angka kematian total (M) 
sebesar 29,5% pada pasien gagal jantung dengan lama follow up minimal 12 
bulan. Berdasarkan hasil analisis dari kedua grup lama follow up di atas, dapat 
disimpulan bahwa terapi β-blockers lebih efektif menurunkan angka kematian 
total pada pasien gagal jantung dengan lama follow up kurang dari 12 bulan, 
yaitu paling tidak setiap 3-12 bulan sekali. 
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BAB IV 
KESIMPULAN DAN SARAN 
A. Kesimpulan 
Meta analisis digunakan untuk menggabungkan berbagai hasil penelitian 
sejenis secara kuantitatif dengan mencari nilai effect size dari setiap penelitian 
dan kemudian digabungkan untuk mencari effect size gabungannya. Nilai 
estimasi effect size gabungan diperoleh berdasarkan model yang digunakan, 
yaitu fixed effect model atau random effect model. Berdasarkan hasil 
pembahasan, maka dapat diperoleh kesimpulan sebagai berikut: 
1. Prosedur meta analisis dengan random-effect model dan effect size odds ratio 
adalah sebagai berikut: 
a. Menentukan topik. 
b. Mencari dan menyeleksi penelitian-penelitian yang berhubungan dengan 
topik. 
c. Input data 
Mengidentifikasi ukuran sampel dari masing-masing penelitian primer 
yang meliputi ukuran sampel grup eksperimen (ntj) dan grup kontrol (ncj), 
serta frekuensi kejadian pada grup eksperimen (aj) dan grup kontrol (cj). 
d. Mencari odds ratio, log odds ratio dan variansi masing-masing penelitian 
dengan fixed-effects model, yaitu mencari 𝜓 𝑗 ,  ln𝜓 𝑗 , dan 𝜎 
2 ln𝜓 𝑗  . 
e. Mencari faktor pembobotan masing-masing penelitian dengan random-
effects model, wj*. 
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𝑤𝑗
∗ =
1
 𝜎 2  ln𝜓 
𝑗
 + 𝜏2 
 
dengan 
𝜏2 =  
𝑄 − 𝑑𝑓
𝑐
𝑗𝑖𝑘𝑎 𝑄 ≥ 𝑑𝑓
0 𝑗𝑖𝑘𝑎 𝑄 < 𝑑𝑓
  
f. Identifikasi Heterogenitas effect size. 
𝑄𝐷𝐿 =  𝑤𝑗
∗  ln𝜓 
𝑗
 
2
𝑘
𝑗=1
−
  𝑤𝑗
∗  ln𝜓 
𝑗
 𝑘𝑗=1  
2
 𝑤𝑗 ∗
𝑘
𝑗=1
 
g. Analisis variabel moderator 
𝑄𝐵 =   𝑤𝑖𝑗
∗ 𝜓 𝑖∙ − 𝜓  
2
𝑚 𝑖
𝑗=1
𝑝
𝑖=1
 
h. Mencari estimasi odds ratio gabungannya 
𝜓 𝐷𝐿 = 𝑒𝑥𝑝  
 𝑤𝑗
∗ 𝑙𝑛𝜓 𝑗
𝑘
𝑗=1
 𝑤𝑗
∗𝑘
𝑗=1
  
2. Hasil Penerapan Meta Analisis 
a. Penerapan meta analisis dilakukan untuk menguji pengaruh terapi β-
blocker pada pasien gagal jantung. 
b. Pencarian penelitian dilakukan melaui internet, yaitu melalui situs-situs 
kesehatan online seperti Cochrane Library, PUBMED, JAMA, dan The 
New England Journal of Medicine. Penelitian dibatasi untuk tahun 1985 
sampai dengan Mei 2014, penelitian manusia, uji klinik, dan  controlled 
randomized trials. Kendala yang dihadapi dalam pencarian dan 
penyeleksian penelitian adalah ketidaklengkapan informasi penelitian, 
seperti umur pasien dan lama follow up. Selain itu, tidak semua penelitian 
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menampilkan outcome kejadian, beberapa penelitian tidak menampilkan 
ukuran sampel baik pada grup eksperimen maupun grup kontrol, tidak 
menampilkan banyaknya pasien yang mengalami kejadian (sudden 
cardiac death, cardiovascular death, all couse mortality). Duplikasi 
penelitian juga sering ditemui baik dalam judul penelitian yang sama 
ataupun berbeda. Oleh karena itu, dibutuhkan ketelitian dalam pemilihan 
penelitian agar penelitian yang diikutsertakan dalam analisis mempunyai 
informasi yang lengkap sehingga kesimpulan yang diambil menjadi 
akurat. 
c. Dalam kasus ini, ntj adalah banyaknya pasien gagal jantung yang 
mendapat terapi β-blocker, ncj adalah banyaknya pasien gagal jantung 
yang mendapat terapi placebo, aj adalah banyaknya pasien gagal jantung 
yang mendapat terapi β-blocker yang mengalami kejadian seperti sudden 
cardiac death (SCD), cardiovascular death (CVD), atau all cause 
mortality (M), dan cj adalah banyaknya pasien gagal jantung yang 
mendapat terapi placebo yang mengalami kejadian sudden cardiac death 
(SCD), cardiovascular death (CVD), atau all cause mortality (M). 
d. Identifikasi heterogenitas meta analisis dengan random-effects model 
menunjukkan hasil bahwa heterogenitas effect size hanya terjadi pada 
kejadian mortality (M), sehingga analisis variabel moderator hanya 
dilakukan pada kejadian mortality. 
e. Hasil meta analisis dengan random-effects model menggunakan program 
R adalah 
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i. Berdasarkan metode Inverse Variance-random effects model, pada 
kejadian SCD diperoleh ORDL = 0,6965. Hal ini menunjukkan bahwa 
pasien gagal jantung yang mendapatkan terapi β-blocker mempunyai 
risiko 0,6965 kali lebih kecil mengalami SCD dibandingkan pasien gagal 
jantung yang mendapatkan terapi placebo. Berdasarkan metode Peto-
random effects model, diperoleh ORDL = 0,6955, yang menunjukkan 
bahwa  pasien gagal jantung yang mendapatkan terapi β-blocker 
mempunyai risiko 0,6965 kali lebih kecil mengalami SCD dibandingkan 
pasien gagal jantung yang mendapatkan terapi placebo. 
ii. Berdasarkan metode Inverse Variance-random effects model, pada 
kejadian CVD diperoleh ORDL = 0,7211. Hal ini menunjukkan bahwa 
pasien gagal jantung yang mendapatkan terapi β-blocker mempunyai 
risiko 0,7211 kali lebih kecil mengalami CVD dibandingkan pasien gagal 
jantung yang mendapatkan terapi placebo. Berdasarkan metode Peto-
random effects model, diperoleh ORDL = 0,0,7126, yang menunjukkan 
bahwa pasien gagal jantung yang mendapatkan terapi β-blocker 
mempunyai risiko 0,7126 kali lebih kecil mengalami CVD dibandingkan 
pasien gagal jantung yang mendapatkan terapi placebo. 
iii. Berdasarkan metode Inverse Variance-random effects model, pada 
kejadian mortality diperoleh ORDL = 0,6808. Hal ini menunjukkan bahwa 
pasien gagal jantung yang mendapatkan terapi β-blocker mempunyai 
risiko 0,6808 kali lebih kecil mengalami mortality dibandingkan pasien 
gagal jantung yang mendapatkan terapi placebo. Berdasarkan metode 
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Peto-random effects model, diperoleh pada kejadian mortality diperoleh 
ORDL = 0,6795, yang menunjukkan bahwa pasien gagal jantung yang 
mendapatkan terapi β-blocker mempunyai risiko 0,6808 kali lebih kecil 
mengalami mortality dibandingkan pasien gagal jantung yang 
mendapatkan terapi placebo. Analisis variabel moderator menunjukkan 
bahwa variabel lama follow up teridentifikasi sebagai variabel moderator 
yang mempengaruhi heterogenitas effect size pada kejadian mortality. 
Berdasarkan analisis variabel moderator terapi β-blocker lebih efektif 
diberikan pada pasien gagal jantung dengan lama follow up kurang dari 
12 bulan. 
B. Saran 
Berdasarkan hasil meta analisis di atas, terapi β-blocker terbukti 
memberikan keuntungan medis bagi penderita gagal jantung. Untuk itu, terapi 
β-blocker baik direkomendasikan untuk semua pasien dengan kondisi yang 
mirip seperti pasien-pasien yang dimasukkan dalam analisis. Salah satu faktor 
yang mempengaruhi keefektifan terapi β-blocker adalah lama follow up. Untuk 
teknik analisis, meta analisis dengan effect size mean difference (MD), atau 
standardized mean difference (SMD) dapat diterapkan pada data kontinu. 
Selain itu, effect size hazard ratio dapat diterapkan untuk meta analisis pada 
jenis data survival time. 
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Lampiran 1 
Daftar Penelitian yang Berkaitan dengan Pengujian Terapi β-Blocker dan 
Gagal Jantung 
1) Study : Hjalmarson A. et al 
Tahun : 1981 
Rata-rata Umur : 56 tahun 
Follow up : 24 bulan 
Jumlah pasien : metoprolol  (n=698) vs placebo (n=697) 
Outcome : mortality (M) 
2) Study : Norwegian 
Tahun : 1981 
Rata-rata Umur : 50,8 tahun 
Follow up : 17 bulan 
Jumlah pasien : timolol  (n=945) vs placebo (n=939) 
Outcome : mortality (M) 
3) Study : Hansteen V. et al 
Tahun : 1982 
Rata-rata Umur : 58 tahun 
Follow up : 12 bulan 
Jumlah pasien : propranolol  (n=278) vs placebo (n=282) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
4) Study : Engleimeir et al. 
Tahun : 1985 
Rata-rata Umur : 50 tahun 
Follow up : 12 bulan 
Obat/terapi: metoprolol (n=9) vs placebo (n=16) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
5) Study : BHAT 
Tahun : 1986 
Rata-rata Umur : 55 tahun 
Follow up : 25 bulan 
Obat/terapi: propranolol (n=1016) vs placebo (n=1921) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
6) Study : The Levobunolol Study Group 
Tahun : 1989 
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Follow up : 48 bulan 
Obat/terapi: levobunolol vs timolol 
Outcome : systolic and diastolic blood pressure. 
7) Study : APSI* 
Tahun : 1990 
Rata-rata Umur : - 
Follow up : 10,5 bulan 
Obat/terapi: acebutolol (n=298) vs placebo (n=309) 
Outcome : cardiovascular death (CVD), mortality (M) 
8) Study : Pollock et al.* 
Tahun : 1990 
Rata-rata Umur : 54 tahun 
Follow up : 3 bulan 
Obat/terapi: bucindolol (n=12) vs enalapril (n=7) 
Outcome : treadmill time, Minnesota Living With Heart Failure Questionnaire 
score cardiac output, systemic vascular resistance decreased. (laboratory 
studies) 
9) Study : Woodley et al.* 
Tahun : 1991 
Rata-rata umur : 52 tahun 
Follow up : 3 bulan 
Obat/terapi :bucindolol vs placebo 
Outcome : heart rate, left ventricular ejection fraction 
10) Study : Wisenbaugh et al. 
Tahun : 1993 
Rata-rata Umur : 50 tahun 
Follow up : 3 bulan 
Obat/terapi: nebivolol (n=11) vs placebo (n=13) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
11) Study : MDC 
Tahun : 1993 
Rata-rata Umur : 49 tahun 
Follow up : 18 bulan 
Obat/terapi: metoprolol (n=194) vs placebo (n=189) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
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12) Study : Bristow et al. 
Tahun : 1994 
Rata-rata Umur : 55 tahun 
Follow up : 3 bulan 
Obat/terapi: bucindolol (n=105) vs placebo (n=34) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality 
13) Study : CIBIS 
Tahun : 1994 
Rata-rata Umur : 60 tahun 
Follow up : 23 bulan 
Obat/terapi: bisoprolol (n=320) vs placebo (n=321) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality 
14) Study : Fisher et al. 
Tahun : 1994 
Rata-rata Umur : 63 tahun 
Follow up : 6 bulan 
Obat/terapi: metoprolol (n=25) vs placebo (n=25) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
15) Study : Persson et al. 
Tahun : 1995 
Rata-rata Umur : 80 tahun 
Follow up : 3 bulan 
Obat/terapi: metoprolol (n=106) vs xamoterol (n=104) 
Outcome : exercise time 
16) Study : Krum et al. 
Tahun : 1995 
Rata-rata Umur : 55 tahun 
Follow up : 4 bulan 
Obat/terapi: carvedilol (n=33) vs placebo (n=16) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
17) Study : Olsen et al. 
Tahun : 1995 
Rata-rata Umur : 52 tahun 
Follow up : 4 bulan 
Obat/terapi: carvedilol (n=36) vs placebo (n=24) 
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Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
18) Study : MOCHA 
Tahun : 1996 
Rata-rata Umur : 60 tahun 
Follow up : 6 bulan 
Obat/terapi: carvedilol (n=261) vs placebo (n=84) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
19) Study : Colucci et al. 
Tahun : 1996 
Rata-rata Umur : 54 tahun 
Follow up : 15 bulan 
Obat/terapi: carvedilol (n=232) vs placebo (n=134) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
20) Study : Packer et al. 
Tahun : 1996 
Rata-rata Umur : 58 tahun 
Follow up : 6 bulan 
Obat/terapi: carvedilol (n=696) vs placebo (n=398) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
21) Study : PRECISE 
Tahun : 1996 
Rata-rata Umur : 59 tahun 
Follow up : 6 bulan 
Obat/terapi: carvedilol (n=133) vs placebo (n=145) 
Outcome : mortality (M) 
22) Study : Lopressor Investigator 
Tahun : 1987 
Rata-rata Umur : 58 tahun 
Follow up : 18 bulan 
Obat/terapi: metoprolol (n=1195) vs placebo (n=1200) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
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23) Study : Beijing Collaborative Study Group* 
Tahun : 1997 
Follow up : 19 bulan 
Obat/terapi : atenolol vs enalapril 
Outcome : sudden cardiac events. 
24) Study : Basu et al. 
Tahun : 1997 
Rata-rata Umur : 60 tahun 
Follow up : 6 bulan 
Obat/terapi: carvedilol (n=77) vs placebo (n=74) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD) 
25) Study : ANZ 
Tahun : 1997 
Rata-rata Umur : 67 tahun 
Follow up : 19 bulan 
Obat/terapi: carvedilol (n=207) vs placebo (n=208) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
26) Study : Uhlir et al. 
Tahun : 1997 
Rata-rata Umur : 56 tahun 
Follow up : 3,5 bulan 
Obat/terapi: nebivolol (n=62) vs placebo (n=28) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
27) Study : Cohn et al. 
Tahun : 1997 
Rata-rata Umur : 60 tahun 
Follow up : 6 bulan 
Obat/terapi: carvedilol (n=70) vs placebo (n=35) 
Outcome : mortality (M) 
28) Study : CIBIS II 
Tahun : 1999 
Rata-rata Umur : 61 tahun 
Follow up : 15 bulan 
Obat/terapi: bisoprolol (n=1327) vs placebo (n=1320) 
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Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
29) Study : Anderson et al.* 
Tahun : 1999 
Follow up : 12 
Obat/terapi: metoprolol (n=15) vs placebo (n=15) 
Outcome : perubahan denyut jantung (sistolik dan diastolik) 
30) Study : MERIT-HF 
Tahun : 1999, 2000*, 2001*, 2002* 
Rata-rata Umur : 64 tahun 
Follow up : 12 bulan 
Obat/terapi: metoprolol (n=1990) vs placebo (n=2001) 
Outcome : Sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M), change of LVEF, combined mortality & all couse 
hospitalization, hospitalization couse worsening heart failure. 
31) Study : CELICARD 
Tahun : 2000 
Rata-rata Umur : 57 tahun 
Follow up : 12 bulan 
Obat/terapi: celiprolol (n=62) vs placebo (n=62) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
32) Study : RESOLVD 
Tahun : 2000 
Rata-rata Umur : 62 tahun 
Follow up : 6 bulan 
Obat/terapi: metoprolol (n=214) vs placebo (n=212) 
Outcome : sudden cardiac death (SCD), mortality (M) 
33) Study : Pietila M. et al.* 
Tahun : 2000 
Obat/terapi: celiprolol vs placebo 
Outcome : insulin sensivisity index, HDL cholesterol level 
34) Study : Sturm et al. 
Tahun : 2000 
Rata-rata Umur : 62 tahun 
Follow up : 24 bulan 
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Obat/terapi: propranolol (n=51) vs placebo (n=49) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
35) Study : CAPRICORN 
Tahun : 2001 
Rata-rata Umur : 63 tahun 
Follow up : 15,6 bulan 
Obat/terapi: carvedilol (n=975) vs placebo (n=984) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
36) Study : BEST 
Tahun : 2001 
Rata-rata Umur : 60 tahun 
Follow up : 24 bulan 
Obat/terapi: bucindolol (n=1354) vs placebo (n=1354) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
37) Study : Hulsmann et al.* 
Tahun : 2001 
Follow up : 24 bulan 
Obat/terapi: atenolol vs placebo 
Outcome : left ventricular ejection fraction. 
38) Study : Felix SB et al.* 
Tahun : 2001 
Obat/terapi: celiprolol vs esmolol 
39) Study : COPERNICUS 
Tahun : 2002 
Rata-rata Umur : 63,3 tahun 
Follow up : 10,4 bulan 
Obat/terapi: carvedilol (n=1156) vs placebo (n=1133) 
Outcome : sudden cardiac death (SCD), mortality (M) 
40) Study : Pilot study* 
Tahun : 2002 
Rata-rata Umur : - tahun 
Follow up : 3 bulan 
Obat/terapi: nebivolol vs placebo 
Outcome : left ventricular function 
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41) Study : Dubach et al.* 
Tahun : 2002 
Follow up : 3 bulan 
Obat/terapi: bisoprolol vs placebo 
Outcome : left ventricular size, function, and exercise capacity 
42) Study : de Milliano et al. 
Tahun : 2002 
Rata-rata Umur : 65 tahun 
Follow up : 6 bulan 
Obat/terapi: metoprolol (n=43) vs placebo (n=11) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
43) Sudy : COMET* 
Tahun : 2003 
Rata-rata Umur : 62 tahun 
Follow up : 58 bulan 
Obat/terapi: carvedilol (n=1511) vs metoprolol (n=1518) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
44) Study : Nodary S et al.* 
Tahun : 2003 
Follow up : 6 bulan 
Obat/terapi: atenolol vs nebivolol 
Outcome : cardiac index, stroke volume index, mean pulmonary artery and 
wedge pressure. 
45) Study : CHRISTMAS 
Tahun : 2003 
Rata-rata Umur : 62 tahun 
Follow up : 6 bulan 
Obat/terapi: propranolol (n=193) vs placebo (n=194) 
Outcome : mortality (M) 
46) Study : CARMEN* 
Tahun : 2004 
Rata-rata Umur : 62 tahun 
Follow up : 22 bulan 
Obat/terapi: carvedilol (n=191) vs enalapril (n=190) 
Outcome : mortality (M) 
 
95 
47) Study : SENIORS 
Tahun : 2005 
Rata-rata Umur : 76 tahun 
Follow up : 21 bulan 
Obat/terapi: nebivolol (n=1067) vs placebo (n=1061) 
Outcome : sudden cardiac death (SCD), cardiovascular death (CVD), 
mortality (M) 
48) Study : CIBIS III* 
Tahun : 2005 
Rata-rata Umur : 72 tahun 
Follow up : 24 bulan 
Obat/terapi: bisoprolol vs enalapril 
Outcome : mortality (M) 
49) Study : Celi V et al.* 
Tahun : 2005 
Follow up : 12 bulan 
Obat/terapi: metoprolol vs atenolol 
Outcome : mortality (M) 
50) Study : ENECA 
Tahun : 2005 
Rata-rata Umur : 72 tahun 
Follow up : 12 bulan 
Obat/terapi: nebivolo (n=134) vs placebo (n=126) 
Outcome : mortality (M) 
51) Study : Lombardo et al.* 
Tahun : 2006 
Follow up : 6 bulan 
Obat/terapi: nebivolol vs carvedilol  
Outcome : left ventricular function 
52) Study : Nesler, J.* 
Tahun : 2007 
Follow up : 12 bulan 
Obat/terapi: carvedilol vs ACE-inhibitor or diuretics 
Outcome : sudden cardiac death (SCD) 
53) Study : Rhodes et al.* 
Tahun : 2007 
Rata-rata umur : 30 tahun 
Follow up : 6 bulan 
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Obat/terapi : carvedilol (before and after) 
Outcome : heart rate, left ventricular ejection fraction. 
54) Study : Aygul et al.* 
Tahun : 2009 
Obat/terapi: bisoprolol vs carvedilol 
Outcome : left ventricular ejection fraction 
55) Study : Fasullo et al.* 
Tahun : 2009 
Rata-rata umur : 56 tahun 
Follow up : 1 bulan 
Obat/terapi: ivabradine vs metoprolol 
Outcome : mortality, ejection fraction,systolic and diastolic blood pressure. 
56) Study : Targonski et al.* 
Tahun : 2009 
Obat/terapi: bisoprolol (morning vs evening dose) 
Outcome : perubahan denyut jantung 
57) Study : ELANDD* 
Tahun : 2012 
Rata-rata Umur : 66 tahun 
Follow up : 6 bulan 
Obat/terapi: nebivolol vs placebo  
Outcome : left ventricular function, exercise capacity. 
58) Study : Marazzi et al.* 
Tahun : 2011 
Follow up : 24 bulan 
Obat/terapi: nebivolol vs carvedilol  
Outcome : left ventricular function, cardiac death. 
59) Study :MAIN-CHF II* 
Tahun : 2014 
Rata-rata Umur : 60 tahun 
Follow up : 8 bulan 
Obat/terapi: bisoprolol vs carvedilol 
Outcome : left ventricular ejection fraction 
*) Penelitian yang dikeluarkan 
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Lampiran 2 
Output R dari Meta Analisis dengan Effect Size OR 
Kejadian Sudden Cardiac Death (SCD) 
> m<-data.frame(scd) 
> m 
 
 
 
          study       Tahun  aj   bj  cj   dj  n1j  n2j 
1  Hansteen V. et al.  1982  11  267  23  259  278  282 
2   Engleimeir et al.  1985   0    9   1   15    9   16 
3                BHAT  1986 129 1787 180 1741 1916 1921 
4   Wisenbaugh et al.  1993   1   10   0   13   11   13 
5                 MDC  1993  18  176  12  177  194  189 
6       Bristow et al  1994   4  101   2   32  105   34 
7               CIBIS  1994  15  305  17  304  320  321 
8       Fisher et al.  1994   0   25   1   24   25   25 
9         Krum et al.  1995   2   31   1   15   33   16 
10       Olsen et al.  1995   1   35   0   24   36   24 
11              MOCHA  1996   6  255   6   78  261   84 
12      Colucci et al  1996   0  232   2  132  232  134 
13      Packer et al.  1996  12  684  15  383  696  398 
14          Lopressor  1987  22 1173  26 1174 1195 1200 
15        Basu et al.  1997   2   75   3   71   77   74 
16                ANZ  1997  10  197  11  195  207  206 
17       Uhlir et al.  1997   1   61   0   28   62   28 
18           CIBIS II  1999  48 1279  83 1237 1327 1320 
19           Merit-HF  1999  79 1911 132 1869 1990 2001 
20           CELICARD  2000   1   61   2   60   62   62 
21            RESOLVD  2000   7  207  13  199  214  212 
22       Sturm et al.  2000   3   48   6   43   51   49 
23          CAPRICORN  2001  51  924  69  915  975  984 
24               BEST  2001 182 1172 203 1151 1354 1354 
25         COPERNICUS  2002  45 1111  69 1064 1156 1133 
26 de milliano et al.  2002   2   41   1   10   43   11 
27            SENIORS  2005  44 1023  70  991 1067 1061 
 
 
> #Metode Inverse Variance 
> ORiv<-
metabin(aj,n1j,cj,n2j,data=m,sm="OR",method="inverse",studlab=paste(study
)) 
> ORiv 
                       OR             95%-CI %W(fixed) %W(random) 
Hansteen V. et al. 0.4639 [0.2217;   0.9710]      1.92       1.92 
Engleimeir et al.  0.5439 [0.0200;  14.7591]      0.10       0.10 
BHAT               0.6982 [0.5517;   0.8837]     18.88      18.88 
Wisenbaugh et al.  3.8571 [0.1422; 104.6454]      0.10       0.10 
MDC                1.5085 [0.7057;   3.2245]      1.82       1.82 
Bristow et al      0.6337 [0.1109;   3.6222]      0.34       0.34 
CIBIS              0.8795 [0.4314;   1.7928]      2.06       2.06 
Fisher et al.      0.3203 [0.0124;   8.2455]      0.10       0.10 
Krum et al.        0.9677 [0.0812;  11.5370]      0.17       0.17 
Olsen et al.       2.0704 [0.0809;  52.9578]      0.10       0.10 
MOCHA              0.3059 [0.0959;   0.9754]      0.78       0.78 
Colucci et al      0.1140 [0.0054;   2.3919]      0.11       0.11 
Packer et al.      0.4480 [0.2075;   0.9668]      1.77       1.77 
Lopressor          0.8469 [0.4773;   1.5028]      3.18       3.18 
Basu et al.        0.6311 [0.1024;   3.8889]      0.32       0.32 
ANZ                0.8999 [0.3736;   2.1672]      1.36       1.36 
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Uhlir et al.       1.3902 [0.0549;  35.1897]      0.10       0.10 
CIBIS II           0.5593 [0.3887;   0.8048]      7.91       7.91 
Merit-HF           0.5853 [0.4397;   0.7791]     12.81      12.81 
CELICARD           0.4918 [0.0434;   5.5683]      0.18       0.18 
RESOLVD            0.5177 [0.2024;   1.3241]      1.19       1.19 
Sturm et al.       0.4479 [0.1055;   1.9014]      0.50       0.50 
CAPRICORN          0.7319 [0.5039;   1.0631]      7.52       7.52 
BEST               0.8805 [0.7095;   1.0927]     22.46      22.46 
COPERNICUS         0.6246 [0.4251;   0.9178]      7.07       7.07 
de milliano et al. 0.4878 [0.0401;   5.9308]      0.17       0.17 
SENIORS            0.6089 [0.4135;   0.8967]      6.99       6.99 
 
Number of studies combined: k=27 
 
                         OR           95%-CI       z  p.value 
Fixed effect model   0.6965 [0.6287; 0.7715] -6.9269 < 0.0001 
Random effects model 0.6965 [0.6287; 0.7715] -6.9269 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0; H = 1 [1; 1.21]; I^2 = 0% [0%; 31.9%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 21.93   26   0.6923 
 
Details on meta-analytical method: 
- Inverse variance method 
- DerSimonian-Laird estimator for tau^2 
- Continuity correction of 0.5 in studies with zero cell frequencies 
 
> print(ORiv$TE.random,method="inverse",sm="OR") 
[1] -0.3617191 
> print(ORiv$seTE.random,method="inverse",sm="OR") 
[1] 0.05221961 
> #Metode Peto 
> ORpeto<-
metabin(aj,n1j,cj,n2j,data=m,sm="OR",method="peto",studlab=paste(study)) 
> ORpeto 
                       OR             95%-CI %W(fixed) %W(random) 
Hansteen V. et al. 0.4795 [0.2398;   0.9589]      2.12       2.17 
Engleimeir et al.  0.2096 [0.0035;  12.4380]      0.06       0.06 
BHAT               0.7004 [0.5551;   0.8838]     18.84      18.59 
Wisenbaugh et al.  8.8624 [0.1735; 452.7899]      0.07       0.07 
MDC                1.4988 [0.7119;   3.1558]      1.84       1.88 
Bristow et al      0.6076 [0.0912;   4.0466]      0.28       0.29 
CIBIS              0.8798 [0.4324;   1.7901]      2.02       2.06 
Fisher et al.      0.1353 [0.0027;   6.8205]      0.07       0.07 
Krum et al.        0.9682 [0.0823;  11.3893]      0.17       0.17 
Olsen et al.       5.2945 [0.0969; 289.2891]      0.06       0.07 
MOCHA              0.2372 [0.0621;   0.9060]      0.57       0.58 
Colucci et al      0.0646 [0.0036;   1.1525]      0.12       0.13 
Packer et al.      0.4280 [0.1936;   0.9464]      1.62       1.66 
Lopressor          0.8473 [0.4785;   1.5003]      3.12       3.18 
Basu et al.        0.6364 [0.1076;   3.7633]      0.32       0.33 
ANZ                0.9002 [0.3745;   2.1636]      1.32       1.36 
Uhlir et al.       4.2700 [0.0619; 294.4975]      0.06       0.06 
CIBIS II           0.5669 [0.3990;   0.8055]      8.26       8.33 
Merit-HF           0.5919 [0.4486;   0.7810]     13.25      13.23 
CELICARD           0.5078 [0.0518;   4.9734]      0.20       0.20 
RESOLVD            0.5284 [0.2155;   1.2955]      1.27       1.30 
Sturm et al.       0.4634 [0.1186;   1.8113]      0.55       0.56 
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CAPRICORN          0.7337 [0.5072;   1.0614]      7.47       7.55 
BEST               0.8806 [0.7098;   1.0926]     21.90      21.48 
COPERNICUS         0.6287 [0.4314;   0.9162]      7.18       7.26 
de milliano et al. 0.4358 [0.0249;   7.6424]      0.12       0.13 
SENIORS            0.6140 [0.4211;   0.8955]      7.15       7.24 
 
Number of studies combined: k=27 
 
                         OR           95%-CI       z  p.value 
Fixed effect model   0.6965 [0.6296; 0.7704] -7.0246 < 0.0001 
Random effects model 0.6955 [0.6279; 0.7704] -6.9576 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0.0006; H = 1 [1; 1.32]; I^2 = 0.7% [0%; 43%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 26.19   26   0.4528 
 
Details on meta-analytical method: 
- Peto method 
- DerSimonian-Laird estimator for tau^2 
 
> print(ORpeto$TE.random,method="peto",sm="OR") 
[1] -0.3630566 
> print(ORpeto$seTE.random,method="peto",sm="OR") 
[1] 0.05218108 
> forest(metagen(ORpeto$TE, ORpeto$seTE,sm="OR")) 
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Lampiran 3 
Output R dari Meta Analisis dengan Effect Size OR 
Kejadian Cardiovascular Death (CVD) 
> n<-data.frame(cvd) 
> n 
           Penelitian Tahun  aj   bj  cj   dj  n1j  n2j 
1  Hansteen V. et al.  1982  22  256  35  247  278  282 
2    Engleimer et al.  1985   1    8   2   14    9   16 
3                BHAT  1986 260 1656 345 1576 1916 1921 
4   Wisenbaugh et al.  1993   1   10   0   13   11   13 
5                 MDC  1993  23  171  17  172  194  189 
6      Bristow et al.  1994   4  101   2   32  105   34 
7               CIBIS  1994  40  280  59  262  320  321 
8       Fisher et al.  1994   1   24   1   24   25   25 
9         Krum et al.  1995   2   31   1   15   33   16 
10       Olsen et al.  1995   1   35   0   24   36   24 
11              MOCHA  1996  12  249  13   71  261   84 
12     Colucci et al.  1996   0  232   4  130  232  134 
13      Packer et al.  1996  20  676  31  367  696  398 
14          Lopressor  1987  78 1117  84 1116 1195 1200 
15        Basu et al.  1997   2   75   3   71   77   74 
16                ANZ  1997  18  189  20  188  207  208 
17       Uhlir et al.  1997   1   61   0   28   62   28 
18           CIBIS II  1999 119 1208 161 1159 1327 1320 
19           Merit-HF  1999 128 1862 203 1798 1990 2001 
20           CELICARD  2000   2   60   4   58   62   62 
21       Strum et al.  2000   4   47   7   42   51   49 
22          CAPRICORN  2001 104  871 139  845  975  984 
23               BEST  2001 342 1012 399  955 1354 1354 
24 de milliano et al.  2002   3   40   1   10   43   11 
25            SENIORS  2005 123  944 145  916 1067 1061 
> #Metode Inverse Variance 
> ORiv<-
metabin(aj,n1j,cj,n2j,data=n,sm="OR",method="inverse",studlab=paste(Penel
itian)) 
> ORiv 
                       OR             95%-CI  %W(fixed) %W(random) 
Hansteen V. et al. 0.6065 [0.3460;   1.0630]      1.97       2.88 
Engleimer et al.   0.8750 [0.0681;  11.2376]      0.10       0.15 
BHAT               0.7172 [0.6020;   0.8545]     20.27      15.93 
Wisenbaugh et al.  3.8571 [0.1422; 104.6454]      0.06       0.09 
MDC                1.3609 [0.7022;   2.6373]      1.42       2.12 
Bristow et al.     0.6337 [0.1109;   3.6222]      0.20       0.32 
CIBIS              0.6344 [0.4105;   0.9804]      3.28       4.50 
Fisher et al.      1.0000 [0.0591;  16.9279]      0.08       0.12 
Krum et al.        0.9677 [0.0812;  11.5370]      0.10       0.16 
Olsen et al.       2.0704 [0.0809;  52.9578]      0.06       0.09 
MOCHA              0.2632 [0.1150;   0.6023]      0.91       1.39 
Colucci et al.     0.0624 [0.0033;   1.1675]      0.07       0.12 
Packer et al.      0.3503 [0.1968;   0.6233]      1.87       2.74 
Lopressor          0.9277 [0.6742;   1.2765]      6.10       7.45 
Basu et al.        0.6311 [0.1024;   3.8889]      0.19       0.30 
ANZ                0.8952 [0.4590;   1.7460]      1.39       2.09 
Uhlir et al.       1.3902 [0.0549;  35.1897]      0.06       0.10 
CIBIS II           0.7091 [0.5521;   0.9108]      9.93      10.54 
Merit-HF           0.6089 [0.4835;   0.7667]     11.70      11.72 
CELICARD           0.4833 [0.0852;   2.7409]      0.21       0.33 
Strum et al.       0.5106 [0.1396;   1.8682]      0.37       0.58 
CAPRICORN          0.7259 [0.5535;   0.9520]      8.45       9.46 
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BEST               0.8089 [0.6829;   0.9581]     21.68      16.45 
de milliano et al. 0.7500 [0.0703;   7.9981]      0.11       0.18 
SENIORS            0.8231 [0.6366;   1.0642]      9.42      10.18 
 
Number of studies combined: k=25 
 
                         OR           95%-CI       z  p.value 
Fixed effect model   0.7290 [0.6737; 0.7888] -7.8580 < 0.0001 
Random effects model 0.7212 [0.6527; 0.7970] -6.4135 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0.0083; H = 1.09 [1; 1.39]; I^2 = 15.6% [0%; 48.1%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 28.45   24   0.2415 
 
Details on meta-analytical method: 
- Inverse variance method 
- DerSimonian-Laird estimator for tau^2 
- Continuity correction of 0.5 in studies with zero cell frequencies 
> print(ORiv$TE.random,sm="OR",method="inverse") 
[1] -0.3267768 
> print(ORiv$seTE.random,sm="OR",method="inverse") 
[1] 0.05095126 
 
> #Metode Peto 
> ORpeto<-
metabin(aj,n1j,cj,n2j,data=n,sm="OR",method="peto",studlab=paste(Peneliti
an)) 
> ORpeto 
                       OR             95%-CI %W(fixed) %W(random) 
Hansteen V. et al. 0.6120 [0.3540;   1.0579]      2.04       3.82 
Engleimer et al.   0.8814 [0.0751;  10.3402]      0.10       0.23 
BHAT               0.7186 [0.6041;   0.8549]     20.31      13.39 
Wisenbaugh et al.  8.8624 [0.1735; 452.7899]      0.04       0.09 
MDC                1.3567 [0.7054;   2.6097]      1.43       2.85 
Bristow et al.     0.6076 [0.0912;   4.0466]      0.17       0.39 
CIBIS              0.6379 [0.4158;   0.9788]      3.34       5.53 
Fisher et al.      1.0000 [0.0608;  16.4534]      0.08       0.18 
Krum et al.        0.9682 [0.0823;  11.3893]      0.10       0.23 
Olsen et al.       5.2945 [0.0969; 289.2891]      0.04       0.09 
MOCHA              0.1991 [0.0772;   0.5133]      0.68       1.48 
Colucci et al.     0.0637 [0.0083;   0.4910]      0.15       0.34 
Packer et al.      0.3312 [0.1847;   0.5940]      1.80       3.44 
Lopressor          0.9278 [0.6745;   1.2763]      6.02       8.05 
Basu et al.        0.6364 [0.1076;   3.7633]      0.19       0.45 
ANZ                0.8956 [0.4599;   1.7438]      1.38       2.76 
Uhlir et al.       4.2700 [0.0619; 294.4975]      0.03       0.08 
CIBIS II           0.7109 [0.5549;   0.9107]      9.98      10.38 
Merit-HF           0.6138 [0.4902;   0.7687]     12.10      11.25 
CELICARD           0.4991 [0.0974;   2.5573]      0.23       0.52 
Strum et al.       0.5213 [0.1498;   1.8136]      0.39       0.88 
CAPRICORN          0.7274 [0.5561;   0.9516]      8.49       9.63 
BEST               0.8092 [0.6834;   0.9581]     21.46      13.60 
de milliano et al. 0.7389 [0.0603;   9.0487]      0.10       0.23 
SENIORS            0.8235 [0.6375;   1.0638]      9.34      10.08 
 
Number of studies combined: k=25 
 
                         OR           95%-CI       z  p.value 
Fixed effect model   0.7285 [0.6737; 0.7878] -7.9343 < 0.0001 
Random effects model 0.7127 [0.6321; 0.8037] -5.5280 < 0.0001 
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Quantifying heterogeneity: 
tau^2 = 0.0202; H = 1.21 [1; 1.54]; I^2 = 31.4% [0%; 57.9%] 
 
Test of heterogeneity: 
     Q d.f. p.value 
 34.96   24   0.069 
 
Details on meta-analytical method: 
- Peto method 
- DerSimonian-Laird estimator for tau^2 
> print(ORpeto$TE.random,sm="OR",method="peto") 
[1] -0.3386542 
> print(ORpeto$seTE.random,sm="OR",method="peto") 
[1] 0.06126132 
> forest(metagen(ORpeto$TE,ORpeto$seTE,sm="OR")) 
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Lampiran 4 
Output R dari Meta Analisis dengan Effect Size OR 
Kejadian Mortality (M) 
> p<-data.frame(mortality) 
> mortality 
            Penelitian Tahun  aj   bj  cj   dj  n1j  n2j 
1    Hjalmarson et al.  1981  40  658  62  635  698  697 
2            Norwegian  1981  98  847 152  787  945  939 
3  Hansteeen V. et al.  1982  25  253  37  245  278  282 
4     Engleimer et al.  1985   1    8   2   14    9   16 
5                 BHAT  1986 284 1632 381 1540 1916 1921 
6    Wisenbaugh et al.  1993   1   10   0   13   11   13 
7                  MDC  1993  23  171  21  168  194  189 
8        Bristow et al  1994   4  101   2   32  105   34 
9                CIBIS  1994  53  267  67  254  320  321 
10       Fisher et al.  1994   1   24   5   20   25   25 
11         Krum et al.  1995   3   30   2   14   33   16 
12        Olsen et al.  1995   1   35   0   24   36   24 
13               MOCHA  1996  12  249  13   71  261   84 
14       Colucci et al  1996   2  230   5  129  232  134 
15       Packer et al.  1996  22  674  31  367  696  398 
16             PRECISE  1996   6  127  11  134  133  145 
17           Lopressor  1987  86 1109  93 1107 1195 1200 
18                 ANZ  1997  20  187  26  182  207  208 
19        Uhlir et al.  1997   1   61   0   28   62   28 
20         Cohn et al.  1997   2   68   3   32   70   35 
21            CIBIS II  1999 156 1171 228 1092 1327 1320 
22            Merit-HF  1999 145 1845 217 1784 1990 2001 
23            CELICARD  2000   2   60   4   58   62   62 
24             RESOLVD  2000   8  206  17  195  214  212 
25        Sturm et al.  2000   5   46   8   41   51   49 
26           CAPRICORN  2001 116  859 151  833  975  984 
27                BEST  2001 411  943 449  905 1354 1354 
28          COPERNICUS  2002 152 1004 273  860 1156 1133 
29  de milliano et al.  2002   4   39   1   10   43   11 
30           CHRISTMAS  2003   8  185   6  188  193  194 
31             SENIORS  2005 169  898 192  869 1067 1061 
32               ENECA  2005   7  127   7  119  134  126 
> #Metode Inverse Variance 
> ORiv<-
metabin(aj,n1j,cj,n2j,data=p,sm="OR",method="inverse",studlab=paste(Penel
itian)) 
> ORiv 
                        OR             95%-CI %W(fixed) %W(random) 
Hjalmarson et al.   0.6226 [0.4123;   0.9402]      2.60       4.32 
Norwegian           0.5991 [0.4565;   0.7862]      5.97       6.86 
Hansteeen V. et al. 0.6543 [0.3825;   1.1194]      1.53       2.97 
Engleimer et al.    0.8750 [0.0681;  11.2376]      0.07       0.17 
BHAT                0.7034 [0.5942;   0.8326]     15.50       9.51 
Wisenbaugh et al.   3.8571 [0.1422; 104.6454]      0.04       0.10 
MDC                 1.0760 [0.5738;   2.0177]      1.12       2.31 
Bristow et al       0.6337 [0.1109;   3.6222]      0.15       0.36 
CIBIS               0.7525 [0.5049;   1.1217]      2.77       4.51 
Fisher et al.       0.1667 [0.0180;   1.5462]      0.09       0.22 
Krum et al.         0.7000 [0.1049;   4.6723]      0.12       0.30 
Olsen et al.        2.0704 [0.0809;  52.9578]      0.04       0.11 
MOCHA               0.2632 [0.1150;   0.6023]      0.64       1.45 
Colucci et al       0.2243 [0.0429;   1.1728]      0.16       0.40 
Packer et al.       0.3864 [0.2205;   0.6772]      1.40       2.77 
PRECISE             0.5755 [0.2067;   1.6023]      0.42       0.99 
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Lopressor           0.9231 [0.6805;   1.2520]      4.75       6.15 
ANZ                 0.7487 [0.4037;   1.3884]      1.16       2.38 
Uhlir et al.        1.3902 [0.0549;  35.1897]      0.04       0.11 
Cohn et al.         0.3137 [0.0499;   1.9712]      0.13       0.32 
CIBIS II            0.6381 [0.5122;   0.7948]      9.14       8.14 
Merit-HF            0.6461 [0.5185;   0.8052]      9.11       8.13 
CELICARD            0.4833 [0.0852;   2.7409]      0.15       0.36 
RESOLVD             0.4455 [0.1880;   1.0557]      0.59       1.34 
Sturm et al.        0.5571 [0.1688;   1.8385]      0.31       0.74 
CAPRICORN           0.7450 [0.5744;   0.9662]      6.52       7.14 
BEST                0.8785 [0.7472;   1.0329]     16.82       9.69 
COPERNICUS          0.4769 [0.3834;   0.5932]      9.26       8.18 
de milliano et al.  1.0256 [0.1030;  10.2176]      0.08       0.21 
CHRISTMAS           1.3550 [0.4612;   3.9811]      0.38       0.90 
SENIORS             0.8518 [0.6789;   1.0686]      8.57       7.96 
ENECA               0.9370 [0.3191;   2.7511]      0.38       0.90 
 
Number of studies combined: k=32 
 
                         OR           95%-CI        z  p.value 
Fixed effect model   0.6984 [0.6535; 0.7464] -10.5931 < 0.0001 
Random effects model 0.6808 [0.6124; 0.7568]  -7.1171 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0.0233; H = 1.26 [1.02; 1.56]; I^2 = 37.1% [3.5%; 59.1%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 49.31   31   0.0196 
 
Details on meta-analytical method: 
- Inverse variance method 
- DerSimonian-Laird estimator for tau^2 
- Continuity correction of 0.5 in studies with zero cell frequencies 
> print(ORiv$TE.random,method="inverse",sm="OR") 
[1] -0.3845289 
> print(ORiv$seTE.random,method="inverse",sm="OR") 
[1] 0.05402876 
 
> #Metode Peto 
> ORpeto<-
metabin(aj,n1j,cj,n2j,data=p,sm="OR",method="peto",studlab=paste(Peneliti
an)) 
> ORpeto 
                        OR             95%-CI %W(fixed) %W(random) 
Hjalmarson et al.   0.6271 [0.4191;   0.9384]      2.66       4.54 
Norwegian           0.6034 [0.4624;   0.7874]      6.09       6.89 
Hansteeen V. et al. 0.6580 [0.3883;   1.1151]      1.55       3.17 
Engleimer et al.    0.8814 [0.0751;  10.3402]      0.07       0.20 
BHAT                0.7049 [0.5964;   0.8332]     15.44       9.09 
Wisenbaugh et al.   8.8624 [0.1735; 452.7899]      0.03       0.08 
MDC                 1.0758 [0.5745;   2.0146]      1.10       2.44 
Bristow et al       0.6076 [0.0912;   4.0466]      0.12       0.33 
CIBIS               0.7537 [0.5069;   1.1205]      2.74       4.63 
Fisher et al.       0.2265 [0.0419;   1.2262]      0.15       0.41 
Krum et al.         0.6946 [0.0986;   4.8929]      0.11       0.31 
Olsen et al.        5.2945 [0.0969; 289.2891]      0.03       0.08 
MOCHA               0.1991 [0.0772;   0.5133]      0.48       1.21 
Colucci et al       0.2176 [0.0462;   1.0256]      0.18       0.49 
Packer et al.       0.3668 [0.2067;   0.6508]      1.31       2.80 
PRECISE             0.5865 [0.2200;   1.5631]      0.45       1.14 
Lopressor           0.9231 [0.6808;   1.2518]      4.65       6.13 
ANZ                 0.7503 [0.4068;   1.3839]      1.15       2.53 
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Uhlir et al.        4.2700 [0.0619; 294.4975]      0.02       0.07 
Cohn et al.         0.2871 [0.0431;   1.9121]      0.12       0.33 
CIBIS II            0.6410 [0.5164;   0.7958]      9.22       7.97 
Merit-HF            0.6497 [0.5234;   0.8063]      9.24       7.98 
CELICARD            0.4991 [0.0974;   2.5573]      0.16       0.44 
RESOLVD             0.4616 [0.2059;   1.0346]      0.66       1.61 
Sturm et al.        0.5650 [0.1771;   1.8023]      0.32       0.84 
CAPRICORN           0.7462 [0.5765;   0.9659]      6.48       7.06 
BEST                0.8786 [0.7473;   1.0329]     16.48       9.22 
COPERNICUS          0.4850 [0.3928;   0.5987]      9.72       8.10 
de milliano et al.  1.0250 [0.1066;   9.8564]      0.08       0.23 
CHRISTMAS           1.3512 [0.4655;   3.9227]      0.38       0.98 
SENIORS             0.8520 [0.6794;   1.0684]      8.42       7.75 
ENECA               0.9372 [0.3197;   2.7473]      0.37       0.96 
 
Number of studies combined: k=32 
 
                         OR           95%-CI        z  p.value 
Fixed effect model   0.6982 [0.6538; 0.7456] -10.7204 < 0.0001 
Random effects model 0.6795 [0.6085; 0.7588]  -6.8621 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0.0276; H = 1.31 [1.06; 1.62]; I^2 = 41.7% [11.1%; 61.8%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 53.18   31   0.0079 
 
Details on meta-analytical method: 
- Peto method 
- DerSimonian-Laird estimator for tau^2 
> print(ORpeto$TE.random,method="peto",sm="OR") 
[1] -0.3863921 
> print(ORpeto$seTE.random,method="peto",sm="OR") 
[1] 0.05630802 
> forest(metagen(ORpeto$TE,ORpeto$seTE,sm="OR")) 
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Lampiran 5 
 Output R untuk Analisis Variabel Moderator Lama Follow Up 
> #Follow Up < 12 bulan 
> FU12min<-data.frame(FU12min) 
> FU12min 
           Penelitian Tahun aj  bj cj  dj n1j n2j 
1   Wisenbaugh et al.  1993  1  10  0  13  11  13 
2      Bristow et al.  1994  4 101  2  32 105  34 
3       Fisher et al.  1994  1  24  5  20  25  25 
4         Krum et al.  1995  3  30  2  14  33  16 
5        Olsen et al.  1995  1  35  0  24  36  24 
6               MOCHA  1996 12 249 13  71 261  84 
7        Packer et al  1996 22 674 31 367 696 398 
8             PRECISE  1996  6 127 11 134 133 145 
9        Uhlir et al.  1997  1  61  0  28  62  28 
10        Cohn et al.  1997  2  68  3  32  70  35 
11            RESOLVD  2000  8 206 17 195 214 212 
12 De Milliano et al.  2002  4  39  1  10  43  11 
13          CHRISTMAS  2003  8 185  6 188 193 194 
> #Metode Inverse Variance 
> ORiv<-
metabin(aj,n1j,cj,n2j,data=FU12min,sm="OR",method="inverse",studlab=paste
(Penelitian)) 
> ORiv 
                       OR             95%-CI %W(fixed) %W(random) 
Wisenbaugh et al.  3.8571 [0.1422; 104.6454]      0.98       0.98 
Bristow et al.     0.6337 [0.1109;   3.6222]      3.51       3.51 
Fisher et al.      0.1667 [0.0180;   1.5462]      2.15       2.15 
Krum et al.        0.7000 [0.1049;   4.6723]      2.96       2.96 
Olsen et al.       2.0704 [0.0809;  52.9578]      1.02       1.02 
MOCHA              0.2632 [0.1150;   0.6023]     15.57      15.57 
Packer et al       0.3864 [0.2205;   0.6772]     33.91      33.91 
PRECISE            0.5755 [0.2067;   1.6023]     10.18      10.18 
Uhlir et al.       1.3902 [0.0549;  35.1897]      1.02       1.02 
Cohn et al.        0.3137 [0.0499;   1.9712]      3.16       3.16 
RESOLVD            0.4455 [0.1880;   1.0557]     14.33      14.33 
De Milliano et al. 1.0256 [0.1030;  10.2176]      2.02       2.02 
CHRISTMAS          1.3550 [0.4612;   3.9811]      9.19       9.19 
 
Number of studies combined: k=13 
 
                         OR           95%-CI       z  p.value 
Fixed effect model   0.4715 [0.3401; 0.6537] -4.5106 < 0.0001 
Random effects model 0.4715 [0.3401; 0.6537] -4.5106 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0; H = 1 [1; 1.44]; I^2 = 0% [0%; 51.6%] 
Test of heterogeneity: 
     Q d.f.  p.value 
 10.77   12   0.5491 
 
Details on meta-analytical method: 
- Inverse variance method 
- DerSimonian-Laird estimator for tau^2 
- Continuity correction of 0.5 in studies with zero cell frequencies 
> #Metode Peto 
> ORpeto<-
metabin(aj,n1j,cj,n2j,data=FU12min,sm="OR",method="peto",studlab=paste(Pe
nelitian)) 
> ORpeto 
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                       OR             95%-CI %W(fixed) %W(random) 
Wisenbaugh et al.  8.8624 [0.1735; 452.7899]      0.71       0.97 
Bristow et al.     0.6076 [0.0912;   4.0466]      3.04       3.95 
Fisher et al.      0.2265 [0.0419;   1.2262]      3.83       4.89 
Krum et al.        0.6946 [0.0986;   4.8929]      2.86       3.74 
Olsen et al.       5.2945 [0.0969; 289.2891]      0.68       0.94 
MOCHA              0.1991 [0.0772;   0.5133]     12.17      13.03 
Packer et al       0.3668 [0.2067;   0.6508]     33.20      25.23 
PRECISE            0.5865 [0.2200;   1.5631]     11.36      12.35 
Uhlir et al.       4.2700 [0.0619; 294.4975]      0.61       0.84 
Cohn et al.        0.2871 [0.0431;   1.9121]      3.04       3.95 
RESOLVD            0.4616 [0.2059;   1.0346]     16.76      16.47 
De Milliano et al. 1.0250 [0.1066;   9.8564]      2.13       2.83 
CHRISTMAS          1.3512 [0.4655;   3.9227]      9.61      10.82 
 
Number of studies combined: k=13 
 
                         OR           95%-CI       z  p.value 
Fixed effect model   0.4607 [0.3311; 0.6411] -4.5967 < 0.0001 
Random effects model 0.4822 [0.3262; 0.7130] -3.6552   0.0003 
 
Quantifying heterogeneity: 
tau^2 = 0.0722; H = 1.08 [1; 1.47]; I^2 = 14.8% [0%; 53.9%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 14.08   12   0.2954 
 
Details on meta-analytical method: 
- Peto method 
- DerSimonian-Laird estimator for tau^2 
 
 
> #Follow Up >= 12 bulan 
> FU12plus<-data.frame(FU12plus) 
> FU12plus 
           Penelitian Tahun  aj   bj  cj   dj  n1j  n2j 
1   Hjalmarson et al.  1981  40  658  62  635  698  697 
2           Norwegian  1981  98  847 152  787  945  939 
3  Hansteen V. et al.  1982  25  253  37  245  278  282 
4   Engleimeir et al.  1985   1    8   2   14    9   16 
5                BHAT  1986 284 1632 381 1540 1916 1921 
6           Lopressor  1987  86 1109  93 1107 1195 1200 
7                 MDC  1993  23  171  21  168  194  189 
8               CIBIS  1994  53  267  67  254  320  321 
9       Colucci et al  1996   2  230   5  129  232  134 
10                ANZ  1997  20  187  26  182  207  208 
11           CIBIS II  1999 156 1171 228 1092 1327 1320 
12           Merit-HF  1999 145 1845 217 1784 1990 2001 
13           CELICARD  2000   2   60   4   58   62   62 
14       Sturm et al.  2000   5   46   8   41   51   49 
15          CAPRICORN  2001 116  859 151  833  975  984 
16               BEST  2001 411  943 449  905 1354 1354 
17         COPERNICUS  2002 152 1004 273  860 1156 1133 
18            SENIORS  2005 169  898 192  869 1067 1061 
19              ENECA  2005   7  127   7  119  134  126 
> #Metode Inverse Variance 
> ORiv2<-
metabin(aj,n1j,cj,n2j,data=FU12plus,sm="OR",method="inverse",studlab=past
e(Penelitian)) 
> ORiv2 
                       OR            95%-CI %W(fixed) %W(random) 
Hjalmarson et al.  0.6226 [0.4123;  0.9402]      2.71       4.59 
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Norwegian          0.5991 [0.4565;  0.7862]      6.23       7.53 
Hansteen V. et al. 0.6543 [0.3825;  1.1194]      1.60       3.10 
Engleimeir et al.  0.8750 [0.0681; 11.2376]      0.07       0.17 
BHAT               0.7034 [0.5942;  0.8326]     16.17      10.81 
Lopressor          0.9231 [0.6805;  1.2520]      4.95       6.68 
MDC                1.0760 [0.5738;  2.0177]      1.16       2.39 
CIBIS              0.7525 [0.5049;  1.1217]      2.89       4.79 
Colucci et al      0.2243 [0.0429;  1.1728]      0.17       0.40 
ANZ                0.7487 [0.4037;  1.3884]      1.21       2.47 
CIBIS II           0.6381 [0.5122;  0.7948]      9.53       9.08 
Merit-HF           0.6461 [0.5185;  0.8052]      9.50       9.07 
CELICARD           0.4833 [0.0852;  2.7409]      0.15       0.37 
Sturm et al.       0.5571 [0.1688;  1.8385]      0.32       0.75 
CAPRICORN          0.7450 [0.5744;  0.9662]      6.80       7.86 
BEST               0.8785 [0.7472;  1.0329]     17.55      11.04 
COPERNICUS         0.4769 [0.3834;  0.5932]      9.66       9.13 
SENIORS            0.8518 [0.6789;  1.0686]      8.94       8.86 
ENECA              0.9370 [0.3191;  2.7511]      0.40       0.91 
 
Number of studies combined: k=19 
 
                         OR           95%-CI       z  p.value 
Fixed effect model   0.7103 [0.6638; 0.7602] -9.8824 < 0.0001 
Random effects model 0.7051 [0.6341; 0.7841] -6.4490 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0.0198; H = 1.35 [1.03; 1.77]; I^2 = 45% [5.8%; 67.9%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 32.75   18   0.0179 
 
Details on meta-analytical method: 
- Inverse variance method 
- DerSimonian-Laird estimator for tau^2 
> #Metode Peto 
> ORpeto2<-
metabin(aj,n1j,cj,n2j,data=FU12plus,sm="OR",method="peto",studlab=paste(P
enelitian)) 
> ORpeto2 
                       OR            95%-CI %W(fixed) %W(random) 
Hjalmarson et al.  0.6271 [0.4191;  0.9384]      2.77       4.65 
Norwegian          0.6034 [0.4624;  0.7874]      6.34       7.59 
Hansteen V. et al. 0.6580 [0.3883;  1.1151]      1.61       3.12 
Engleimeir et al.  0.8814 [0.0751; 10.3402]      0.07       0.18 
BHAT               0.7049 [0.5964;  0.8332]     16.07      10.77 
Lopressor          0.9231 [0.6808;  1.2518]      4.84       6.59 
MDC                1.0758 [0.5745;  2.0146]      1.14       2.35 
CIBIS              0.7537 [0.5069;  1.1205]      2.86       4.75 
Colucci et al      0.2176 [0.0462;  1.0256]      0.19       0.44 
ANZ                0.7503 [0.4068;  1.3839]      1.20       2.45 
CIBIS II           0.6410 [0.5164;  0.7958]      9.60       9.10 
Merit-HF           0.6497 [0.5234;  0.8063]      9.62       9.10 
CELICARD           0.4991 [0.0974;  2.5573]      0.17       0.40 
Sturm et al.       0.5650 [0.1771;  1.8023]      0.33       0.77 
CAPRICORN          0.7462 [0.5765;  0.9659]      6.74       7.81 
BEST               0.8786 [0.7473;  1.0329]     17.16      10.97 
COPERNICUS         0.4850 [0.3928;  0.5987]     10.12       9.28 
SENIORS            0.8520 [0.6794;  1.0684]      8.77       8.77 
ENECA              0.9372 [0.3197;  2.7473]      0.39       0.89 
 
Number of studies combined: k=19 
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                         OR           95%-CI        z  p.value 
Fixed effect model   0.7102 [0.6642; 0.7595] -10.0063 < 0.0001 
Random effects model 0.7064 [0.6361; 0.7845]  -6.4961 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0.0193; H = 1.35 [1.03; 1.77]; I^2 = 45.1% [5.9%; 68%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 32.77   18   0.0178 
 
Details on meta-analytical method: 
- Peto method 
- DerSimonian-Laird estimator for tau^2 
 
  
111 
Lampiran 6 
Output R untuk Analisis Variabel Moderator Umur 
> #Umur < 59 tahun 
> U59min<-data.frame(U59min) 
> U59min 
           Penelitian Tanun  aj   bj  cj   dj  n1j  n2j 
1   Hjalmarson et al.  1981  40  658  62  635  698  697 
2  Hansteen V. et al.  1982  25  253  37  245  278  282 
3   Engleimeir et al.  1985   1    8   2   14    9   16 
4                BHAT  1986 284 1632 381 1540 1916 1921 
5   Wisenbaugh et al.  1993   1   10   0   13   11   13 
6                 MDC  1993  23  171  21  168  194  189 
7       Bristow et al  1994   4  101   2   32  105   34 
8         Krum et al.  1995   3   30   2   14   33   16 
9         Olsen et al  1995   1   35   0   24   36   24 
10      Colucci et al  1996   2  230   5  129  232  134 
11      Packer et al.  1996  22  674  31  367  696  398 
12          Lopressor  1987  86 1109  93 1107 1195 1200 
13       Uhlir et al.  1997   1   61   0   28   62   28 
14           CELICARD  2000   2   60   4   58   62   62 
> #Metode Inverse Variance 
> ORiv<-
metabin(aj,n1j,cj,n2j,data=U59min,sm="OR",method="inverse",studlab=paste(
Penelitian)) 
> ORiv 
                       OR             95%-CI %W(fixed) %W(random) 
Hjalmarson et al.  0.6226 [0.4123;   0.9402]      9.39      10.16 
Hansteen V. et al. 0.6543 [0.3825;   1.1194]      5.53       6.06 
Engleimeir et al.  0.8750 [0.0681;  11.2376]      0.24       0.27 
BHAT               0.7034 [0.5942;   0.8326]     56.04      52.55 
Wisenbaugh et al.  3.8571 [0.1422; 104.6454]      0.15       0.16 
MDC                1.0760 [0.5738;   2.0177]      4.03       4.45 
Bristow et al      0.6337 [0.1109;   3.6222]      0.52       0.59 
Krum et al.        0.7000 [0.1049;   4.6723]      0.44       0.49 
Olsen et al        2.0704 [0.0809;  52.9578]      0.15       0.17 
Colucci et al      0.2243 [0.0429;   1.1728]      0.58       0.65 
Packer et al.      0.3864 [0.2205;   0.6772]      5.07       5.57 
Lopressor          0.9231 [0.6805;   1.2520]     17.16      18.12 
Uhlir et al.       1.3902 [0.0549;  35.1897]      0.15       0.17 
CELICARD           0.4833 [0.0852;   2.7409]      0.53       0.59 
 
Number of studies combined: k=14 
 
                         OR           95%-CI      z  p.value 
Fixed effect model   0.7136 [0.6290; 0.8097] -5.236 < 0.0001 
Random effects model 0.7134 [0.6242; 0.8153] -4.959 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0.0014; H = 1.01 [1; 1.5]; I^2 = 1.7% [0%; 55.8%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 13.22   13   0.4311 
 
Details on meta-analytical method: 
- Inverse variance method 
- DerSimonian-Laird estimator for tau^2 
- Continuity correction of 0.5 in studies with zero cell frequencies 
> #Metode Peto 
> ORpeto<-
metabin(aj,n1j,cj,n2j,data=U59min,sm="OR",method="peto",studlab=paste(Pen
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elitian)) 
> ORpeto 
                       OR             95%-CI %W(fixed) %W(random) 
Hjalmarson et al.  0.6271 [0.4191;   0.9384]      9.68      14.39 
Hansteen V. et al. 0.6580 [0.3883;   1.1151]      5.65       9.59 
Engleimeir et al.  0.8814 [0.0751;  10.3402]      0.26       0.54 
BHAT               0.7049 [0.5964;   0.8332]     56.28      34.38 
Wisenbaugh et al.  8.8624 [0.1735; 452.7899]      0.10       0.21 
MDC                1.0758 [0.5745;   2.0146]      4.00       7.20 
Bristow et al      0.6076 [0.0912;   4.0466]      0.44       0.91 
Krum et al.        0.6946 [0.0986;   4.8929]      0.41       0.86 
Olsen et al        5.2945 [0.0969; 289.2891]      0.10       0.21 
Colucci et al      0.2176 [0.0462;   1.0256]      0.65       1.35 
Packer et al.      0.3668 [0.2067;   0.6508]      4.78       8.37 
Lopressor          0.9231 [0.6808;   1.2518]     16.96      20.60 
Uhlir et al.       4.2700 [0.0619; 294.4975]      0.09       0.18 
CELICARD           0.4991 [0.0974;   2.5573]      0.59       1.22 
 
Number of studies combined: k=14 
 
                         OR           95%-CI       z  p.value 
Fixed effect model   0.7138 [0.6296; 0.8091] -5.2702 < 0.0001 
Random effects model 0.7053 [0.5877; 0.8464] -3.7513   0.0002 
 
Quantifying heterogeneity: 
tau^2 = 0.0179; H = 1.1 [1; 1.5]; I^2 = 17.7% [0%; 55.5%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 15.79   13   0.2605 
 
Details on meta-analytical method: 
- Peto method 
- DerSimonian-Laird estimator for tau^2 
 
 
> #umur >= 59 tahun 
> U59plus<-data.frame(U59plus) 
> U59plus 
           Penelitian Tahun  aj   bj  cj   dj  n1j  n2j 
1           Norwegian  1981  98  847 152  787  945  939 
2               CIBIS  1994  53  267  67  254  320  321 
3       Fisher et al.  1994   1   24   5   20   25   25 
4               MOCHA  1996  12  249  13   71  261   84 
5             PRECISE  1996   6  127  11  134  133  145 
6                 ANZ  1997  20  187  26  182  207  208 
7         Cohn et al.  1997   2   68   3   32   70   35 
8            CIBIS II  1999 156 1171 228 1092 1327 1320 
9            Merit-HF  1999 145 1845 217 1784 1990 2001 
10            RESOLVD  2000   8  206  17  195  214  212 
11       Sturm et al.  2000   5   46   8   41   51   49 
12          CAPRICORN  2001 116  859 151  833  975  984 
13               BEST  2001 411  943 449  905 1354 1354 
14         COPERNICUS  2002 152 1004 273  860 1156 1133 
15 De Milliano et al.  2002   4   39   1   10   43   11 
16          CHRISTMAS  2003   8  185   6  188  193  194 
17            SENIORS  2005 169  898 192  869 1067 1061 
18              ENECA  2005   7  127   7  119  134  126 
> #Metode Inverse Variance 
> ORiv2<-
metabin(aj,n1j,cj,n2j,data=U59plus,sm="OR",method="inverse",studlab=paste
(Penelitian)) 
> ORiv2 
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                       OR            95%-CI %W(fixed) %W(random) 
Norwegian          0.5991 [0.4565;  0.7862]      8.25       9.76 
CIBIS              0.7525 [0.5049;  1.1217]      3.83       6.91 
Fisher et al.      0.1667 [0.0180;  1.5462]      0.12       0.40 
MOCHA              0.2632 [0.1150;  0.6023]      0.89       2.47 
PRECISE            0.5755 [0.2067;  1.6023]      0.58       1.71 
ANZ                0.7487 [0.4037;  1.3884]      1.60       3.93 
Cohn et al.        0.3137 [0.0499;  1.9712]      0.18       0.58 
CIBIS II           0.6381 [0.5122;  0.7948]     12.63      11.14 
Merit-HF           0.6461 [0.5185;  0.8052]     12.59      11.13 
RESOLVD            0.4455 [0.1880;  1.0557]      0.82       2.30 
Sturm et al.       0.5571 [0.1688;  1.8385]      0.43       1.30 
CAPRICORN          0.7450 [0.5744;  0.9662]      9.01      10.07 
BEST               0.8785 [0.7472;  1.0329]     23.25      12.68 
COPERNICUS         0.4769 [0.3834;  0.5932]     12.80      11.18 
De Milliano et al. 1.0256 [0.1030; 10.2176]      0.12       0.37 
CHRISTMAS          1.3550 [0.4612;  3.9811]      0.52       1.56 
SENIORS            0.8518 [0.6789;  1.0686]     11.85      10.95 
ENECA              0.9370 [0.3191;  2.7511]      0.53       1.56 
 
Number of studies combined: k=18 
 
                         OR           95%-CI       z  p.value 
Fixed effect model   0.6927 [0.6406; 0.7489] -9.2170 < 0.0001 
Random effects model 0.6672 [0.5787; 0.7691] -5.5788 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0.0347; H = 1.45 [1.11; 1.9]; I^2 = 52.7% [19.1%; 72.3%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 35.94   17   0.0047 
 
Details on meta-analytical method: 
- Inverse variance method 
- DerSimonian-Laird estimator for tau^2 
> #Metode Peto 
> ORpeto2<-
metabin(aj,n1j,cj,n2j,data=U59plus,sm="OR",method="peto",studlab=paste(Pe
nelitian)) 
> ORpeto2 
                       OR           95%-CI %W(fixed) %W(random) 
Norwegian          0.6034 [0.4624; 0.7874]      8.39       9.80 
CIBIS              0.7537 [0.5069; 1.1205]      3.78       6.93 
Fisher et al.      0.2265 [0.0419; 1.2262]      0.21       0.69 
MOCHA              0.1991 [0.0772; 0.5133]      0.66       1.98 
PRECISE            0.5865 [0.2200; 1.5631]      0.62       1.87 
ANZ                0.7503 [0.4068; 1.3839]      1.59       4.00 
Cohn et al.        0.2871 [0.0431; 1.9121]      0.17       0.55 
CIBIS II           0.6410 [0.5164; 0.7958]     12.71      11.07 
Merit-HF           0.6497 [0.5234; 0.8063]     12.74      11.08 
RESOLVD            0.4616 [0.2059; 1.0346]      0.91       2.60 
Sturm et al.       0.5650 [0.1771; 1.8023]      0.44       1.38 
CAPRICORN          0.7462 [0.5765; 0.9659]      8.93      10.00 
BEST               0.8786 [0.7473; 1.0329]     22.71      12.45 
COPERNICUS         0.4850 [0.3928; 0.5987]     13.39      11.21 
De Milliano et al. 1.0250 [0.1066; 9.8564]      0.12       0.39 
CHRISTMAS          1.3512 [0.4655; 3.9227]      0.52       1.61 
SENIORS            0.8520 [0.6794; 1.0684]     11.60      10.81 
ENECA              0.9372 [0.3197; 2.7473]      0.51       1.58 
 
Number of studies combined: k=18 
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                         OR           95%-CI       z  p.value 
Fixed effect model   0.6924 [0.6410; 0.7479] -9.3442 < 0.0001 
Random effects model 0.6673 [0.5783; 0.7701] -5.5345 < 0.0001 
 
Quantifying heterogeneity: 
tau^2 = 0.0361; H = 1.48 [1.13; 1.93]; I^2 = 54.3% [22.2%; 73.2%] 
 
Test of heterogeneity: 
     Q d.f.  p.value 
 37.23   17   0.0031 
 
Details on meta-analytical method: 
- Peto method 
- DerSimonian-Laird estimator for tau^2 
 
  
115 
Lampiran 7 
Tabel Distribusi Chi-Squared 
 
