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ABSTRACT
We review three algorithms for Latent Dirichlet Allo-
cation (LDA). Two of them are variational inference
algorithms: Variational Bayesian inference and On-
line Variational Bayesian inference and one is Markov
Chain Monte Carlo (MCMC) algorithm – Collapsed
Gibbs sampling. We compare their time complexity
and performance. We find that online variational Bay-
esian inference is the fastest algorithm and still returns
reasonably good results.
1 INTRODUCTION
Nowadays big corpora are used daily. People often search
through huge numbers of documents either in libraries or
online, using web search engines. Therefore, we need ef-
ficient algorithms that enable us efficient information re-
trieval.
Sometimes appropriate documents are hard to find, espe-
cially if you do not have the exact title. One solution is
to search using keywords. As many documents do not
have keywords, we need to know what certain document
is talking about. Therefore, we would like to tag docu-
ments with appropriate keywords by clustering them ac-
cording to their topics.
As the size of corpus increases, manual annotation is not
an option. We would like that computers process doc-
uments and find their topics automatically. That can be
done using machine learning.
Probabilistic graphical models such as Latent Dirichlet
Allocation (LDA) allow us to describe a document in terms
of probabilistic distributions over topics, and these topics
in terms of distributions over words. In order to obtain
documents topics and corpus topics (distributions over words),
we need to compute posterior distribution. Unfortunately,
the posterior is intractable to compute and one must ap-
peal to approximate posterior inference.
Modern approximate posterior inference algorithms fall
into two categories: sampling approaches and optimiza-
tion approaches. Sampling approaches are usually based
on MCMC sampling. Conceptual idea of the methods is
to generate independent samples from posterior and then
reason about documents and corpus topics. Whereas op-
timization approaches are usually based on variational in-
ference, also called Variational Bayes (VB) for Bayesian
models. Variational Bayes methods optimize closeness,
in Kullback-Leibler divergence, of simplified parametric
distribution to the posterior.
In this paper, we compare one MCMC and two VB al-
gorithms for approximating posterior distribution. In the
subsequent sections, we formally introduce LDA model
and algorithms. We study performance of algorithms and
make comparisons between them. For training and test-
ing set we use articles from Wikipedia. We show that
Online Variational Bayesian inference is the fastest algo-
rithm. However the accuracy is lower than in the other
two, but the results are still good enough for practical use.
2 LDA MODEL
Latent Dirichlet Allocation [1] is a Bayesian probabilistic
graphical model, which is regularly used in topic mod-
eling. It assumes M documents are build in a follow-
ing fashion. First, a collection of K topics (distributions
over words) are drawn from a Dirichlet distribution, ϕk ∼
Dirichlet(β ). Then for m-th document, we:
θ z wα
ϕβ
M
N
K
FIGURE 1. Plate notation of LDA.
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1. Choose a topic distribution θm ∼ Dirichlet(α).
2. For each word wm,n in m-th document:
i. choose a topic of the word
zm,n ∼Multinomial(θm),
ii. choose a word wm,n ∼Multinomial(ϕzm,n).
LDA can be graphically presented using plate notation
(Figure 1).
Probability of the LDA model is
p(w,z,θ ,ϕ | α,β ) =
K
∏
k=1
p(ϕk|β )
M
∏
m=1
(
p(θm|α)
Nm
∏
n=1
p(zm,n|θm)p(wm,n|ϕzm,n)
)
.
We can analyse a corpus of documents by computing the
posterior distribution of the hidden variables (z,θ ,ϕ) given
a document (w). This posterior reveals latent structure
in the corpus that can be used for prediction or data ex-
ploration. Unfortunately, this distribution cannot be com-
puted directly [1], and is usually approximated using Mar-
kov Chain Monte Carlo (MCMC) methods or variational
inference.
3 ALGORITHMS
In the following subsections, we will derive one MCMC
algorithm and two variational Bayes algorithms for the
approximation of the posterior inference.
3.1 Collapsed Gibbs sampling
In the Collapsed Gibbs sampling we first integrate θ and
ϕ out.
p(z,w | α,β ) =
∫
θ
∫
ϕ
p(z,w,θ ,ϕ | α,β ) dθ dϕ.
The goal of Collapsed Gibbs sampling here is to approx-
imate the distribution p(z | w,α,β ). Conditional proba-
bility p(w | α,β ) does not depend on z, therefore Gibbs
sampling equations can be derived from p(z,w | α,β ) di-
rectly. Specifically, we are interested in the following con-
ditional probability
p(zm,n | z¬(m,n),w,α,β ),
where z¬(m,n) denotes all z-s but zm,n. Note that for Col-
lapsed Gibbs sampling we need only to sample a value
for zm,n according to the above probability. Thus we only
need the probability mass function up to scalar multipli-
cation. So, the distribution can be simplified [4, page 22]
as:
p(zm,n = k | z¬(m,n),w,α,β ) ∝(1)
n(v)k,¬(m,n)+β
∑Vv=1(n
(v)
k,¬(m,n)+β )
(n(k)m,¬(m,n)+α),
where n(v)k refers to the number of times that term v has
been observed with topic k, n(k)m refers to the number of
times that topic k has been observed with a word of docu-
ment m, and n( · )· ,¬(m,k) indicate that the n-th token in m-th
document is excluded from the corresponding n(v)k or n
(k)
m .
Corpus and document topics can be obtained by [4, page
23]:
ϕk,v =
n(t)k +β
∑Vv=1(n
(t)
k +β )
, θm,k =
n(k)m +α
∑Kk=1(n
(k)
m +α)
.
In Collapsed Gibbs sampling algorithm, we need to re-
member values of three variables: zm,n, n
(k)
m , and n
(v)
k , and
some sums of these variables for efficiency. The algorithm
first initializes z and computes n(k)m , n
(v)
k according to the
initialized values. Then in one iteration of the algorithm
we go over all words of all documents, sample values of
zm,n according to Equation (1), and recompute n
(k)
m , n
(v)
k .
Then one has to decide when (from which iteration/s) to
take a sample or samples and which criteria to choose to
check if Markov chain has converged.
3.2 Variational Bayesian inference
This algorithm was proposed in the original LDA paper [1].
In Variational Bayesian inference (VB) the true posterior
is approximated by a simpler distribution q(z,θ ,φ), which
is indexed by a set of free parameters [6]. We choose a
fully factorized distribution q of the form
q(zm,n = k) = ψm,n,k,
q(θm) = Dirichlet(θm | γm),
q(ϕk) = Dirichlet(ϕk | λk).
The posterior is parameterized by ψ , γ and λ . We refer to
λ as corpus topics and γ as documents topics.
The parameters are optimized to maximize the Evidence
Lower Bound (ELBO):
log p(w | α,β )≥L (w,ψ,γ,λ )(2)
= Eq[log p(w,z,θ ,ϕ | α,β )]−Eq[logq(z,θ ,ϕ)].
Maximizing the ELBO is equivalent to minimizing the
Kullback-Leibler divergence between q(z,θ ,ϕ) and the
posterior p(z,θ ,ϕ | w,α,β ).
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FIGURE 2. Plate notation of parame-
terized distribution q.
ELBO L can be optimized using coordinate ascent over
the variational parameters (detailed derivation in [1, 2]):
ψm,v,k ∝ exp
{
Eq[logθm,k]+Eq[logϕk,v]
}
,(3)
γm,k = α+∑Vv=1 nm,vψm,v,k,(4)
λk,v = β +∑Mm=1 nm,vψm,v,k,(5)
where nm,v is the number of terms v in document m. The
expectations are
Eq[logθm,k] =Ψ(γm,k)−Ψ
(
∑Kk˜=1 γm,˜k
)
,
Eq[logϕk,v] =Ψ(λk,v)−Ψ
(
∑Vv˜=1λk,v˜
)
,
where Ψ denotes the digamma function (the first deriva-
tive of the logarithm of the gamma function).
The updates of the variational parameters are guaranteed
to converge to a stationary point of the ELBO. We can
make some parallels with Expectation-Maximization (EM)
algorithm [3]. Iterative updates of γ and ψ until conver-
gence, holding λ fixed, can be seen as “E”-step, and up-
dates of λ , given γ and ψ , can be seen as “M”-step.
The Variational Bayesian inference algorithm first initial-
izes λ randomly. Then for each documents does the “E”-
step: initializes γ randomly and then until γ converges
does the coordinate ascend using Equations (3) and (4).
After γ converges, the algorithm performs the “M”-step:
sets λ using Equation (4). Each combination “E” and
“M”-step improves ELBO. Variational Bayesian inference
finishes after relative improvement ofL is less than a pre-
prescribed limit or after we reach maximum number of
iterations. We define an iteration as “E” + “M”-step.
After algorithm finishes γ represents documents topics and
λ represents corpus topics.
3.3 Online Variational Bayesian inference
Previously described algorithm has constant memory re-
quirements. It requires full pass through the entire corpus
each iteration. Therefore, it is not naturally suited when
new data is constantly arriving. We would like an algo-
rithm that gets the data, calculates the data topics and up-
dates the existing corpus topics.
Let us modify previous algorithm and make desired one.
First, we factorize ELBO (Equation (2)) into:
L (w,ψ,γ,λ ) =
∑Mm=1
{
Eq[log p(wm | θm,zm,ϕ)]+Eq[log p(zm | θm)]
−Eq[logq(zm)]+Eq[log p(θm | α)]−Eq[logq(θm)]
+ (Eq[log p(ϕ | β )]−Eq[logq(ϕ)])/M
}
.
Note that we bring the per corpus topics terms into the
summation over documents, and divide them by the num-
ber of documents M. This allows us to look at the max-
imization of the ELBO according to the parameters ψ
and γ for each document individually. Therefore, we first
maximize ELBO according to the ψ and γ as in previ-
ous algorithm with λ fixed. Then we choose such λ for
which the ELBO is as high as possible. Let γ(wm,λ ) and
ψ(wm,λ ) be the values of γm and ψm produced by the
“E”-step. Our goal is to find λ that maximizes
L (w,λ ) = ∑Mm=1 `m (wm,γ(wm,λ ),ψ(wm,λ ),λ ) ,
where `m(wm,γ(wm,λ ),ψ(wm,λ ),λ ) is the m-th document’s
contribution to ELBO.
Then we compute λ˜ , the setting of λ that would be op-
timal with given ψ if our entire corpus consisted of the
single document wm repeated M times:
λ˜k,v = β +Mnm,vψm,v,k.
Here M is the number of available documents, the size of
the corpus. Then we update λ using convex combination
of its previous value and λ˜ : λ = (1−ρm)λ +ρmλ˜ , where
the weight is ρm = (τ0 +m)−κ . Unknowns have special
meaning: τ0≥ 0 slows down the early iteration and κ con-
trols the rate at which old values λ˜ are forgotten.
To sum up. The algorithm firstly initializes λ randomly.
Then, on a given document, performs “E”-step as in Vari-
ational Bayesian inference. Next it updates λ as discussed
above. Finally it moves on the new document and repeats
everything. The algorithm terminates after all documents
are processed.
This algoritem is called Online Variational Bayesian in-
ference (Online VB) and was proposed by Hofffman, Blei
and Bach in [5].
3
4 EXPERIMENTS
We ran several experimets to evaluate algorithms of the
LDA model. Our purpose was to compare the time com-
plexity and performance of previously described algori-
thms. For training and testing corpora we used Wikipedia.
Efficiency was measured by using perplexity on held-out
data, which is defined as
perplexity(wtest,λ ) = exp
{
−∑
M
m=1 log p(wm | λ )
∑Mm=1 Nm
}
,
where Nm denotes number of words in m-th document.
Since we cannot directly compute log p(wm | λ ), we use
ELBO as approximation:
perplexity(wtest,λ )
≤ exp{−∑Mm=1(Eq[log p(wm,zm,θm | ϕ)]
− Eq[logq(zm,θm | ϕ)])
/
∑Mm=1 Nm}.
We tested three algorithms and ran experiments for 10.000,
20.000, . . . , 80.000 documents as a training set for cor-
pora topics. Later we evaluated perplexity on 100 held-
out documents. Size of vocabulary was around 150.000
words.
In all experiments α and β are fixed at 0.01 and the num-
ber of topics K is equal to 100. For Collapsed Gibbs sam-
pling, no experiment converged. The criteria was relative
change in z variable; change did not get under 20% in
1000 iterations.
In Variational Bayesian inference the “E”-step and the
“M”-step converge if relative change in γ is under 0.001
and relative improvement of the ELBO is under 0.001, re-
spectively. If there is no convergence, we terminate after
100 iterations for both “E” and “M”-step. However algo-
rithm always converged in less than 20 iterations.
In Online Variational Bayesian inference limit for the “E”-
step was the same as in Variational Bayesian inference.
Batchsize was 100 documents, τ0 was 1024 and κ was
equal to 0.7 as proposed in [5].
The fastest algorithm is Online VB, other two have simi-
lar time complexity with a large note: VB algorithm con-
verged every time while Gibbs sampling algorithm did
not converge. Unexpected, Online VB does not perform
as well as other two but in practice still gives reasonably
good results. Our future goal is to explain the results ob-
tained by experiments.
Therefore we recommend Online VB algorithm for prac-
tical use, if time is a factor.
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FIGURE 3. Time used by the algo-
rithms (in hours) given the number of
the documents.
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FIGURE 4. Perplexity on held-out doc-
uments as a function of number of doc-
uments analyzed.
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