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CHARACTERISATION OF VALUATIONS AND CURVATURE MEASURES
IN EUCLIDEAN SPACES
MYKHAILO SAIENKO
Abstract. Valuations constitute a large class of functionals on convex bodies which include
the Euler-characteristic, the surface area, the Lebesgue-measure, and many more classical func-
tionals. Curvature measures may be regarded as ”localised“ versions of valuations which yield
local information about the geometry of a body’s boundary.
A complete classification of continuous translation-invariant SO(n)-invariant valuations and
curvature measures with values in R were obtained by Hadwiger and Schneider, respectively.
More recently, characterisation results have been achieved for curvature measures with values in
Symp Rn and Sym2ΛqRn for p, q ≥ 1 with varying assumptions as for their invariance properties.
In the present work, we classify all smooth translation-invariant SO(n)-covariant curvature
measures with values in any SO(n)-representation in terms of certain differential forms on the
sphere bundle SRn and describe their behaviour under the globalisation map. The latter result
also yields a similar classification of all continuous SO(n)-covariant valuations with values in
any SO(n)-representation. Furthermore, a decomposition of the space of smooth translation-
invariant R-valued curvature measures as an SO(n)-representation is obtained. As a corollary,
we construct an explicit basis of continuous translation-invariant R-valued valuations.
1. Introduction
1.1. Definitions. Let φ : B → A be a map between two sets A,B. Setting B = K(Rn) to be
some set of convex bodies, i.e., compact convex sets, in Rn, and imbuing A = (A,+) with the
structure of an Abelian semi-group, φ is called a valuation if it satisfies the equation:
φ(K ∪ L) + φ(K ∩ L) = φ(K) + φ(L). (1.1)
whenever K ∪ L ∈ K(Rn). The theory of valuations may be studied on broader classes of
subsets in Rn or on certain subsets of manifolds [5, 6, 9, 15, 23]. As our results remain valid
on any of the above classes of subsets in Rn, we will adhere to K(Rn) for the sake of simplicity.
We also assume A to have the structure of a vector space over R although there are research
efforts dedicated to study other cases, such as A = K(Rn) [36]. Unless stated otherwise, all
valuations in this paper are implicitly assumed to be continuous with respect to the
natural Hausdorff-topology on K(Rn).
Given an action of a group G on A and B, φ is called G-equivariant – or G-covariant – if
φ(gb) = gφ(b) for all g ∈ G and b ∈ B. If the action of G on A is trivial, φ is called G-
invariant. In particular, if G = A is a group of translations on A acting trivially on B, φ is
called translation-invariant. Furthermore, an action of G on Rn induces an action on S(Rn) by
gS := {gs | s ∈ S}.
Several special cases of such equivariance are known by other names. If G = Z2 acts on B by
reflecting through the origin, the G-equivariance of φ is called parity. More precisely, φ is called
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even if G acts trivially on A and odd if G acts by reflecting through the origin. If G = R>0
is the multiplicative group of positive integers acting on B by scaling and on A by b 7→ tkb for
each t ∈ G, then φ is called homogeneous of degree k.
The above equivariance definitions apply if A or B are Cartesian or tensor products of G-
modules by letting G act componentwise, e.g., g(b1, b2) := (gb1, gb2) for b1, b2 ∈ B and g ∈ G.
1.2. Motivation. The first valuations to become objects of systematic study were R-valued
valuations invariant under the action of the Euclidean group SO(n) := SO(n)⋉Rn. Hadwiger
showed them to form a vector space ValSO(n) spanned by the intrinsic volumes µ0, . . . , µn,
where µ0 is the Euler-characteristic and µn is the Lebesgue-measure. Each intrinsic volume
µk may be ”localised“ in a natural way to a functional Φk : K(R
n) × B(Rn) → R which is,
among other things, a (not necessarily continuous) valuation in the first argument and a weakly
continuous measure in the second. Such localised functionals were named ”curvature measures“
by Federer who discovered that each Φk – called k-th Lipschitz-Killing curvature measure –
yields information about the curvature of a boundary of a smooth body. Later, Φk were shown
by Schneider to comprise the basis of SO(n)-invariant weakly continuous curvature measures
CurvSO(n) [42].
More recently, Alesker initiated the program of describing valuations and curvature measures
invariant under different Lie-groups G. It resulted in a range of Hadwiger-type results [4, 7, 13,
16, 18, 20, 37, 38]. Dropping G-invariance, the space Val of translation-invariant valuations was
shown by McMullen in [40] to admit a decomposition by homogeneity degree and parity:
Val =
⊕
0≤k≤n
Val+k ⊕Val
−
k ,
where Val±k are infinite-dimensional (Fre´chet-)spaces unless k ∈ {0, n}, in which case Valk is one-
dimensional and spanned by the Euler-characteristic and the Lebesgue-measure, respectively.
Recently, Alesker, Bernig, and Schuster have refined McMullen’s decomposition in [11] by giving
a harmonic decomposition of Val±k , i.e. writing it as a direct sum of irreducible SO(n)-modules.
On the other hand, characterisation results were obtained for valuations with values in various
semi-groups A and G-invariance generalised to either G-equivariance or G-contravariance [1, 44,
47, 48, 49, 50]. If A is an irreducible SO(n)-representation, then Alesker, Bernig, and Schuster
showed the dimension of the space Val
SO(n)
k,A of A-valued k-homogeneous translation-invariant
SO(n)-equivariant valuations to be at most 1 and classified all A, for which it is exactly 1.
However, they did not construct a basis. In fact, the structure of Val
SO(n)
k,A is only known for A =
SympRn as several bases and global kinematic formulae were gradually elaborated by different
authors, including Alesker, Bernig, Hug, McMullen, and Schuster [2, 19, 32, 27, 30, 33, 41].
It also turned out that, in general, valuations cannot be canonically ”localised“ to curvature
measures. In contrast, the globalisation map which produces a valuation from a given curvature
measure: glob(Φ)(K) := Φ(K,Rn) proved to be indispensable for the later research.
Many results were obtained by studying smooth translation-invariant valuations whose value
on a body K is given by integrating a differential (n−1)-form over the normal cycle nc(K) of K
which is a Lipschitz-submanifold of the sphere bundle SRn. The space Valsm of such valuations
possesses rich algebraic structures connected to the kinematic formulae [8, 10, 17, 21]. On the
other hand, as a consequence of Alesker’s Irreducibility Theorem [3], Valsm lies densely in Val.
Using this fact, we will show in Proposition 4.5 that all SO(n)-covariant translation-invariant
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valuations with values in finite-dimensional SO(n)-modules are automatically smooth. For this
reason, we omit the superscript sm in the Val
SO(n)
k,A -notation.
Less is known for curvature measures. For example, a basis and the kinematic formulae are
known for weakly continuous SympRn-valued O(n)-covariant translation-invariant curvature
measures [28, 31]. Furthermore, our present work has revealed that – unlike SympRn-valued
valuations – there are SO(n)-covariant curvature measures that are not O(n)-invariant. This
has entailed new efforts to classify them on convex polytopes and to study their extensions to
convex bodies [29]. For A = Sym2ΛqRn, q ∈ N, Bernig found in [12] a family of curvature
measures – and, hence, valuations – in a more general setting of smooth manifolds but didn’t
provide classification results.
Similarly to valuations, a smooth curvature measure can be defined as a functional whose
value on a pair (K,U) is given by integrating an (n − 1)-form over a certain subset of nc(K)
that depends on U . Unlike valuations, however, it is not known whether the space Curvsm of
smooth translation-invariant curvature measures lies dense in Curv.
1.3. Main Results. In this work, we will not attempt to establish a relationship between
Curvsm and Curv but rather close several gaps between the known results on smooth valuations
and smooth curvature measures. In particular, we find a harmonic decomposition of Curvsm, ob-
tain a canonical basis of the space Curv
SO(n)
k,A of smooth SO(n)-equivariant translation-invariant
curvature measures with values in any irreducible SO(n)-module A, and investigate how cur-
vature measures behave under the globalisation map to establish a basis of Val
SO(n)
k,A for any
irreducible A. The last result also yields a Schauder-basis of Valk. Let us discuss the results in
a more detailed manner.
Similarly to Valk, the space Curv
sm
k naturally admits the structure of an SO(n)-module by:
(gΦ)(K,U) := Φ(g−1K, g−1U), ∀K ∈ K(Rn), U ∈ B(Rn)
By the Theorem of Peter-Weyl, Curvsmk may be written as a direct sum of irreducible finite-
dimensional SO(n)-modules. All such SO(n)-modules may be uniquely characterised up to
isomorphism by tuples λ = (λ1 ≥ . . . ≥ λ⌊n/2⌋) such that λ⌊n/2⌋ ≥ 0 if n is odd and λn/2−1 ≥
|λn/2| ≥ 0 if n is even. Denote by m the highest j such that λj 6= 0.
Theorem 1.1. Let n ≥ 2, 0 ≤ k ≤ n − 1. Then Curvsmk consists precisely of SO(n)-modules
Γ[λ] with tuples λ such that:
• λj = 0 for j > min(k + 1, n − k);
• |λj | = 1 for at most one 1 ≤ j ≤ ⌊n/2⌋;
• |λ2| ≤ 2.
If m = min(k+1, n− k) or λm < 2, then the multiplicity of Γ[λ] in Curv
sm
k is 1. Otherwise, the
multiplicity is 3 if m = k and n = 2k + 1 and 2 in all other cases.
This is in contrast to the multiplicity-free Alesker-Bernig-Schuster decomposition (see Theo-
rem 1 in [11]) of Valk into SO(n)-modules Γ[λ] such that:
• λj = 0 for j > min(k, n − k);
• |λj | 6= 1 for 1 ≤ j ≤ ⌊n/2⌋;
• |λ2| ≤ 2.
The proof of Theorem 1.1 uses several methods from [11], such as the characterisation of
curvature measures as equivalence classes of differential forms on SRn as well as the analysis of
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the SO(n)-action on them. In contrast to [11], we also construct elements of Curv
SO(n)
k,A for any
irreducible SO(n)-representation A in terms of certain differential forms.
Let ei, i = 1, . . . , n be the standard orthonormal basis of R
n, dxi, dyi be the canonical frame on
the cotangential bundle T ∗Rn and write e⊗i1,...,iqy := ei1⊗ . . .⊗eiq⊗y. Define for 0 ≤ k ≤ n−1,
p ≥ 0 and 0 ≤ q ≤ k′ := min(k, n − k − 1) the following families of forms at any point (x, y) on
the sphere bundle SRn:
Φ˜n⊗k,p,q = (−1)
n−1 sgnπ yπn dx
i1...iqπq+1...πk ∧ dyπk+1...πn−1 ⊗ e⊗i1...iq ⊗ e⊗π1...πq ⊗ y
p,
Ξ˜n⊗k,p,q = (−1)
n−1 sgnπ yπn dx
i1...iqπq+1...πk ∧ dyπk+1...πn−1 ⊗ e⊗i1...iqy ⊗ e⊗π1...πq ⊗ y
p,
Ψ˜n⊗k,p,q+1 = (−1)
n−1 sgnπ yπn dx
i1...iqπq+1...πk ∧ dyπk+1...πn−1 ⊗ e⊗i1...iqy ⊗ e⊗π1...πqy ⊗ y
p,
(1.2)
where we implicitly sum over all n-permutations π ∈ Sn and indexes i1, . . . iq = 1, . . . , n and
write πj := π(j). Additionally, define for k ≥ 1, n = 2k + 1, and p ≥ 0 a family of forms:
Θ˜n⊗k,p = dx
i1...ik ∧ dyj1...jk ⊗ e⊗i1...ik ⊗ e⊗j1...jk ⊗ y
p,
where the sum is over the indexes i1, . . . ik, j1, . . . jk = 1, . . . , n.
We will often omit the superscript n and write T˜⊗k,p,q whenever we refer to all forms Φ˜⊗k,p,q,
Ξ˜⊗k,p,q, Ψ˜⊗k,p,q, and Θ˜⊗k,p at once. The forms are only included if they are defined for given
k, n, q and Θ˜k,p is additionally only included if q = k.
The next step is to appropriately symmetrise these forms. For any λ = (λ1 ≥ . . . ≥ λn ≥ 0)
with the weight d := |λ| :=
∑n
i=1 λi, there exists an SL(n)-equivariant projection called the
Young-symmetriser µλ : (R
n)⊗d → Γλ, where Γλ is the irreducible SL(n)-module given by λ.
It is best visualised by using the Young-diagram associated to λ, i.e., a left-aligned collection
of boxes with λi boxes in the i-th row. The image of e⊗j1...jd ∈ (R
n)⊗|λ| under µλ is then
represented by the Young-diagram for λ with its boxes filled with indexes j1, . . . , jd from top to
bottom from left to right. The thus filled diagram is called a Young-tableau.
Given the canonical projection πtr : (R
n)⊗d → (Rn)[d] from the d-fold tensor product of Rn
to its trace-free subspace, Γ¯[λ] := πtr(Γλ) is an SO(n)-module. If n = 2m is even and λm 6= 0,
then Γ¯[λ] decomposes into the direct sum of two irreducible SO(n)-modules Γ[λ] and Γ[λ¯], where
λ¯ = (λ1, . . . , λm−1,−λm). Otherwise Γ¯[λ] = Γ[λ] is an irreducible SO(n)-module.
Applying the maps on the tensor part, set:
T˜[k,p,q] := πtr ◦ µλ(T˜⊗k,p,q), (1.3)
where the images of µλ are given by the following Young-tableaux:
Φ˜[k,p,q] ∼
i1 π1 1 . . . p
...
...
...
...
iq πq
, Ξ˜[k,p,q] ∼
i1 π1 1 . . . p
...
...
iq πq
y
, Ψ˜[k,p,q+1] ∼
i1 π1 1 . . . p
...
...
iq πq
y y
(1.4)
with the integers j in the grey boxes representing the j-th copy y in yp = y⊗p. The tensor part
of Θ˜[k,p] is symmetrised similarly to Φ˜[k,p,k] except that πi are replaced by ji.
It is well-known that Γ¯[λ] may be embedded into
∧λ′
R
n :=
∧λ′1Rn ⊗ . . . ⊗ ∧λ′λ1Rn, where
λ′ = (λ′1, . . . , λ
′
λ1
) is conjugate to λ, i.e., where λ′j is the number of boxes in the j-th column
of the Young-diagram of λ. If λ′i = n/2, the operator ∗i :
∧λ′
R
n →
∧λ′
R
n given by applying
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the Hodge-∗-operator on
∧λ′iRn restricts to an SO(n)-equivariant map on Γ¯[λ] which is not a
multiple of the identity.
Theorem 1.2. Let λ be from Theorem 1.1, m be the largest j with λj 6= 0, p := λ1 − 2, and
k′ = min(k, n− k − 1). Write T[k,p,q] for the curvature measure induced by T˜[k,p,q].
• If m = 0, Curv
SO(n)
k,Γ[λ]
has the basis Φ[k,0,0] .
• If 1 ≤ m < n/2, its basis is


Ξ[k,p,m−1] if λm = 1;
Ψ[k,p,m] if λm ≥ 2 and m = k
′ + 1;
Φ[k,p,m],Ψ[k,p,m](, and Θ[k,p]) if λm ≥ 2 (and n = 2m+ 1);
• If m = n/2, its basis is
{
Ξ[k,p,m−1] ± i
m ∗1 Ξ[k,p,m−1] if λm = ∓1;
Ψ[k,p,m] ± i
m ∗1 Ψ[k,p,m] if λm = ∓c, c ≥ 2.
In particular, if m = n/2 is odd, Γ[λ]-valued curvature measures cannot be realised as real-
valued curvature measures.
The Theorem’s proof is the main innovation of this work and makes heavy use of Schur’s
Lemma to construct the bases.
Next, we analyse the behaviour of smooth curvature measures under the globalisation map.
Theorem 1.3. The kernel of glob : Curvsmk → Val
sm
k is described by the following identities:
glob Ξ[k,p,q] = globΘ[k,p] = 0 for all p, q, (1.5)
globΨ[k,p,k+1] = 0 for all p if 0 ≤ k ≤
n−1
2 (1.6)
and, for all p and 1 ≤ q ≤ k′:
q(n− k + 1) globΨ[k,p,q] + (k − q + 1)(qp + 1) globΦ[k,p,q] = 0. (1.7)
The main idea behind the proof is to find an exact differential form and to express it in terms
of T˜⊗k,p,q and its appropriate symmetrisations.
As any SO(n)-covariant translation-invariant valuation with values in an SO(n)-module Γ
is smooth, it can be written as a globalisation of an appropriate smooth Γ-valued curvature
measure. This yields the following result.
Corollary 1.4. Let λ be from the harmonic decomposition of Valk such that all λj ≥ 0. Writing
τ[k,p,q] := globT[k,p,q], the space Val
SO(n)
k,Γ¯[λ]
is spanned by φ[k,0,0] if m = 0, ψ[k,p,m] if λm ≥ 2 and
m < n/2, and ψ[k,p,m], ∗1ψ[k,p,m] otherwise.
In particular, the coefficients of φ[k,0,0], ψ[k,p,q], 1 ≤ q ≤ min{k, n − k}, p ≥ 0 – and those of
∗1ψ[k,p,k] if n = 2k – form a Schauder-basis of Valk.
Let us compare the families T⊗k,p,q and T[k,p,q] with the known families of curvature measures.
Hug and Schneider constructed in [28] very general translation-covariant local Minkowski tensors
Qmφr,s,jk : K(R
n)×B(SRn)→ SympRn, where B(SRn) is the Borel-algebra on SRn, 2m+2j+r+
s = p and j ∈ {0, 1} if k /∈ {0, n−1} and 0 otherwise. These functionals are translation-invariant
if and only if r = 0. We may construct SympRn-valued SO(n)-covariant translation-invariant
curvature measures by “partially globalising” them
QmΦ0,s,jk : K(R
n)× B(Rn) → SympRn
(K,U) 7→ Qmφ0,s,jk (K,U × S
n−1).
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To compare our forms with those in Hug and Schneider, we first interpret the former in more
geometric terms. Let W ⊂ Rn be a k-dimensional vector subspace. We write QW for the
restriction to W of the metric tensor Q preserved by O(n). Assuming that v1, . . . , vk is the
orthonormal basis of W so that QW =
∑k
i=1 vi⊗vi, we will denote by Q
∧q
W :=
∑k
i1,...iq=1
vi1...iq ⊗
vi1...iq the q-fold wedge product of QW with itself and vi1...iq := vi1 ∧ . . . ∧ viq .
Proposition 1.5. Let P ∈ Rn be an arbitrary convex polytope and denote by Fk(P ) the set of
all its k-dimensional faces. Then,
Φ⊗k,p,q(P,U) = (−1)
n−1 (k − q)!(n − k − 1)!
q!
∑
F∈Fk
vol(F ∩ U)Q∧qL(F ) ⊗
∫
ν(P,F )
yp dy,
where L(F ) is the linear vector space parallel to the affine hull of F and ν(P,F ) ⊂ Sn−k−1 the
set of all outer unit normal vectors to F ∈ Fk(P ).
Comparing this result with the proof of Lemma 4.1 in [28], one sees directly that
QmΦ0,s,0k =
sn−k−1
Cn,k,s
Φ˜⊗k,0,0 · y
s ·Qm, QmΦ0,s,1k =
(s+ 2)!
Cn,k,s
Φ˜⊗k,0,1 · y
s ·Qm,
where Cn,k,s := (−1)
n−1(k−1)!(n−k−1)! s! sn−k+s−1, sn := volS
n = 2π
n+1
2
Γ(n+12 )
, and v1 · . . . ·vr :=∑
π∈Sr
vπ1 ⊗ . . . ⊗ vπr is the usual dot-product. In particular, any weakly continuous SO(n)-
covariant translation-invariant SympRn-valued curvature measure is smooth. Using the fact that
SympRn =
⊕⌊p/2⌋
m=0 Γ[p−2m] is a multiplicity-free SO(n)-module and the map Γ[p−2m] → Sym
p
R
n,
τ 7→ τ ·Qm is the canonical SO(n)-invariant embedding, we recover Theorem 2.3 from [28].
By Remark 4.1, the curvature measures Θ[k,p] are SO(2k + 1)-covariant but additionally
change sign if acted upon by O(2k + 1). For k = 1, they assume values in SympR3. This was
the starting point of the work by Hug and Schneider [29] which has already been mentioned.
Finally, Sym2ΛdRn-valued curvature measures Ψk,d defined by Bernig in [12] are written as:
Ψk,d =
1
sn−k−1(k − d)! d! (n − k − 1)!
Φ⊗k,0,d.
We will show in Proposition 4.4 that Ψk,d has more symmetries than was shown in [12].
The plan of the paper is as follows. In Section 2, we recall all necessary basics of the finite-
dimensional representation theory of SL(n) and SO(n), including Young-symmetrisers, trace-
free spaces as well as restricted and induced representations. We refer to [24, 25, 26] for more
detailed expositions of this topic. In Section 3 we discuss some facts from the valuation theory
which we need to prove the main results. The prominent references here are [14, 22, 34, 43]
along with the many papers mentioned above. The new results are proven in Section 4.
2. Representation Theory
Let V = Cn with n ≥ 3 and the basis e1, . . . , en whose dual is e
∗
1, . . . , e
∗
n. Unless otherwise
stated, all representations are assumed to be finite-dimensional in this section.
Proposition 2.1. Any irreducible complex SL(n,C)-module is isomorphic to the SL(n,C)-
module SλV for some λ = (λ1 ≥ . . . ≥ λn ≥ 0) whose construction is given in the proof. The
isomorphy class of SL(n,C)-representations which contains SλV is denoted by Γλ.
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Sketch of proof. Given a Young-diagram λ, define two subgroups of the permutation group Sd:
P = {π ∈ Sd : π preserves each row of λ},
Q = {π ∈ Sd : π preserves each column of λ}.
Defining the group algebra CG to be a vector space spanned by vectors eg for each g ∈ G, such
that eg · eh = egh, we set:
aλ =
∑
π∈P
eπ ∈ CSd, bλ =
∑
π∈Q
sgnπ · eπ ∈ CSd, and cλ = aλ · bλ ∈ CSd. (2.1)
It turns out that cλ ·cλ = nλcλ for some positive integer nλ and SλV := V
⊗d ·cλ is an irreducible
Sd-representation. Furthermore, the right action of Sd on V
⊗d given by permuting factors
(v1 ⊗ · · · ⊗ vd) · σ = vσ(1) ⊗ · · · ⊗ vσ(d) commutes with the standard left action of SL(n,C).
Hence, SλV is also an irreducible SL(n,C)-module. The map µλ(v) := v · cλ is the Young-
symmetriser mentioned in the introduction. 
The SL(n,C)-modules Γλ are also uniquely determined up to isomorphism by certain Bianchi-
type identities [24, §8], [39, §I.5, (5.12)]. Define a (Young)-tableau T on λ as a numbering of the
boxes by the integers 1, . . . , |λ| =: d and let T (i, j) be the number in the i-th box of the j-th
column. A semi-standard tableau is a Young-tableau such that the entries are non-decreasing in
each row and strictly increasing in each column.
Theorem 2.2 (Bianchi-type identities). Write eT :=
∏λ1
j=1 eT (1,j) ⊗ · · · ⊗ eT (λ′j ,j) ∈ V
⊗|λ| for
any Young-tableau T of λ. Then for any semi-standard tableau T , one has:
µλ (eT −
∑
S eS) = 0,
where the sum is over all S obtained from T by exchanging the top k elements of one column with
any k elements of the preceding column, maintaining the vertical orders of each set exchanged.
There is one such relation for each numbering T , each choice of adjacent columns, and each k
at most equal to the length of the shorter column.
The elements µλ(eT ) for semi-standard Young-tableaux T generate SλV as a vector space.
SλV may be used to construct irreducible SO(n,C)- and O(n,C)-modules. As there exists a
symmetric bilinear form Q on V preserved by O(n,C), the contraction maps for p < q:
trp,q : V
⊗d → V ⊗d−2 (2.2)
v1 ⊗ · · · ⊗ vd 7→ Q(vp, vq) v1 ⊗ · · · ⊗ vˆp ⊗ · · · ⊗ vˆq ⊗ · · · ⊗ vd
are O(n)-equivariant. The set of kernels of such contractions is closed under the action of Sd,
hence, the intersection V [d] of these kernels is an Sd-submodule of V
⊗d. Set S[λ]V := V
[d]∩SλV.
Theorem 2.3. The O(n,C)-module S[λ]V is trivial if λ⌊n/2⌋+1 > 0 or λ
′
1+λ
′
2 > n and irreducible
otherwise. Furthermore:
• If n = 2k + 1 and λ = (λ1 ≥ λ2 ≥ . . . λk ≥ 0) or n = 2k and λ = (λ1 ≥ λ2 ≥ . . . λk−1 ≥
λk = 0), then S[λ]V is an irreducible SO(n,C)-module.
• If n = 2k and λ = (λ1 ≥ λ2 ≥ . . . λk > 0), then S[λ]V is a direct sum of two irreducible
SO(n,C)-modules that are dual to each other.
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We write Γ¯[λ] for the isomorphy class of irreducible O(n,C)-representations containing S[λ]V
and Γ[λ] for the isomorphy class of irreducible SO(n,C)-representations corresponding to the
tuple λ. One may show that Γ∗[λ1,...,λk] = Γ[λ1,...,λk−1,−λk] and the theorem may be re-stated as:
Γ¯[λ] =
{
Γ[λ] ⊕ Γ
∗
[λ] if n = 2k is even and λk 6= 0,
Γ[λ] otherwise.
Definition 2.4. Let V be a representation of a Lie-group G. The character χ
V
of V is a
complex-valued function on G defined by the trace of g on V .
The most notable facts about characters is their ability to uniquely determine G-modules up
to isomorphism for any compact or linear reductive Lie-group G as well as their explicit forms
for a large number of representations. For example, the character of the irreducible SL(n,C)-
module
∧kV is given by the elementary symmetric polynomial Ek of the eigenvalues x1, . . . , xn
of g ∈ SL(n,C):
χ∧kV (g) = Ek(x1, . . . , xn) =
n∑
i1<···<ik=1
xi1 · . . . · xik .
More generally, one has the following result.
Proposition 2.5 (Giambelli-formula for SL(n,C)). Let λ be a tuple (λ1 ≥ . . . ≥ λn ≥ 0) and
µ = (µ1, . . . , µℓ) = λ¯ its conjugate partition. Then:
χ
Γλ
= det(Eµi+j−i) = det


Eµ1 Eµ1+1 · · · Eµ1+ℓ−1
Eµ2−1 Eµ2 · · · Eµ2+ℓ−2
...
...
. . .
...
Eµℓ−l+1 Eµℓ−l · · · Eµℓ

 .
A similar formula may be found for characters of SO(n,C)-representations. Define Ek =
Ek(x1, . . . , xm, x
−1
1 , . . . , x
−1
m ) for n = 2m and Ek = Ek(x1, . . . , xm, x
−1
1 , . . . , x
−1
m , 1) for n =
2m+1. Then Em+k = Em−k resp. Em+k = Em+1−k due to the isomorphisms
∧m+kV ≃ ∧m−kV
resp.
∧m+kV ≃ ∧m−k+1V for even resp. odd n.
Proposition 2.6 (Giambelli-formula for SO(n,C)). Let λ be a tuple of integers (λ1 ≥ . . . ≥
λn ≥ 0) and µ = (µ1, . . . , µℓ) = λ¯ its conjugate partition. Then the character χΓ¯[λ]
is given by
the determinant of the ℓ× ℓ-matrix with i-th row
(Eµi−i+1 Eµi−i+2 +Eµi−i Eµi−i+3 + Eµi−i−1 · · · Eµi−i+ℓ + Eµi−i−ℓ+2).
Given a representation V of a Lie-group G, any closed Lie-subgroup H ⊂ G inherits from G
the action on V so that V may also be regarded as an H-module which we denote by ResGH V .
Such restrictions may often be written in closed terms.
Theorem 2.7 (SO(n,C)-branching). Let λ be a tuple of integers satisfying conditions from
Theorem 2.3. Then
Res
SO(n,C)
SO(n−1,C) Γ
SO(n,C)
[λ] =
⊕
µ
Γ
SO(n−1,C)
[µ] ,
where µ runs over all partitions µ = (µ1, . . . , µk), k = ⌊(n− 1)/2⌋, such that{
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ . . . ≥ µk−1 ≥ λ⌊n/2⌋ ≥ |µk| for odd n,
λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ . . . ≥ µk ≥ |λ⌊n/2⌋| for even n.
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There is also a canonical way to “extend” a representation W of H to a representation of G.
Consider the space C∞(G,W ) of all smooth functions from G to W . The G-invariant subspace:
IndGH W := {f ∈ C
∞(G,W ) | f(gh) = h−1f(g), ∀h ∈ H, ∀g ∈ G}. (2.3)
is called the induced representation of G from H.
Note that IndGH W is, in general, not finite-dimensional. Nevertheless, the formulae for
Res (IndW ) and Ind (ResW ) are known and can be found in [46]. Although both construc-
tions are generally not equal to W , the well-known Frobenius’ Theorem shows that Ind and Res
are, in some sense, adjoint to each other.
Theorem 2.8 (Frobenius’ Reciprocity Theorem). Let G be a compact Lie-group and H ⊂ G
a closed Lie-subgroup. Given a representation U of G and a representation W of H, there is a
canonical vector space isomorphism
HomG(U, IndW ) ≃ HomH(ResU,W ).
We can now prove the following result which is a refinement of Corollary 3.4 in [11]).
Lemma 2.9. Let i, j ∈ N such that 0 ≤ i, j ≤ n and set
i′ := max(min(i, n − i),min(j, n − j)), j′ := min(min(i, n − i),min(j, n − j)).
Then the following SL(n,C)-modules are isomorphic:∧i,jV ≃ (Γ(2[j′],1[i′−j′]))⊕∧i′+1,j′−1V ≃⊕j′k=0 Γ¯(2[j′−k],1[2k+i′−j′]) (2.4)
The above isomorphisms may be interpreted as isomorphisms of SO(n,C)-modules by the fol-
lowing identity of SO(n)-modules ResΓ(2[k],1[l]) =
⊕k
m=0 Γ[2[m],1[l]] for any integers k, l.
Proof. Since
∧iV ≃ ∧n−iV and ∧iV ⊗∧jV ≃ ∧jV ⊗∧iV , we may assume w.l.o.g. i = i′ ≤ n/2
and j = j′ ≤ n/2. If λ = (λ1, . . . , λm) is a non-negative tuple, as specified in the middle term of
the above identity, then the conjugate µ := λ′ = (i, j). By Proposition 2.5:
χ
Γλ
= det
(
Ei Ei+1
Ej−1 Ej
)
= EiEj − Ei+1Ej−1,
which shows the left isomorphism in (2.4). Applying it recursively until j′ = 0 yields the right
isomorphism. Apply Proposition 2.6 on Γ¯[λ] for λ = (2[m], 1[l]) with conjugate µ = (l +m,m):
χ
Γ¯[λ]
= det
(
Em+l Em+l+1 + Em+l−1
Em−1 Em + Em−2
)
.
The last identity is now obtained by summing over all m:
k∑
m=0
χ
Γ¯[2[m],1[l]]
=
k∑
m=0
(Em+l(Em + Em−2)− El−1(Em+l+1 + Em+l−1))
= Ek+lEk − Ek+l+1Ek−1 = χΓ¯(2[k], 1[l]). 
Remark 2.10. The complexification of so(n,R) is so(n,C) and that of sl(n,R) is sl(n,C) which
are both complex simple Lie-algebras. By [35, Chapter 5.1], [25, Chapter 26.1], if G is a real
Lie-group with a simple real Lie-algebra g0 such that its complexification g := g0 ⊗ C is a
simple complex Lie-algebra, then there is one-to-one correspondence between the complex rep-
resentations of G and its complexified counterpart with the Lie-algebra g. Thus, one obtains
a one-to-one correspondence between the complex representations of SO(n) := SO(n,R) resp.
SL(n) := SL(n,R) and those of SO(n,C) resp. SO(n,C).
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Remark 2.11. The SO(n)-module Γ[λ] on a complex vector space is called of real type (or just
real) if it may be realised as a complexification Γ[λ,R] ⊗ C of an irreducible SO(n)-module with
the same tuple λ on real vector space. By [25, Proposition 26.27], the SO(n)-module Γ[λ] is not
of real type if and only if n = 2k for odd k and λk 6= 0. In contrast, irreducible O(n)-modules
Γ¯[λ1,...,|λk|] are always of real type.
3. Valuation Theory and Contact Geometry
From now on, we assume that V = Rn with the basis e1, . . . , en and write SL(n) = SL(n,R)
and SO(n) = SO(n,R).
The normal cycle of a convex body K ∈ K(V ) is an (n− 1)-dimensional Lipschitz manifold:
nc(K) := {(x, y) ∈ SV |
〈
x− x′, y
〉
≥ 0, ∀x′ ∈ K}.
Definition 3.1. A translation-invariant functional φ : K(V ) → A is called a smooth valuation
if, for all K ∈ K(Rn),
φ(K) = integ(β, ω)(K) :=
∫
K
β +
∫
nc(K)
ω,
where β ∈ Ωn(Rn)R
n
⊗A is a translation-invariant A-valued form on Rn and ω ∈ Ωn−1(SRn)R
n
⊗
A is a translation-invariant form on SRn. Likewise, a translation-invariant functional Φ : K(V )×
B(V )→ A is called a smooth curvature measure if, for all K ∈ K(Rn) and all U ∈ B(Rn),
Φ(K,U) = Integ(β, ω)(K,U) :=
∫
K∩U
β +
∫
nc(K)∩π−1(U)
ω,
where π : SRn → Rn is the projection on the first factor. The operators integ and Integ which
assign to a given pair of translation-invariant forms a corresponding smooth valuation resp.
curvature measure are called the integration operators.
Both integration operators have non-trivial kernels best described in contact-geometric terms.
Let (W,ω) be a symplectic vector space of real dimension 2n. Recall that the operator
L :
∧∗(W ∗) → ∧∗(W ∗)
τ 7→ τ ∧ ω
is called the Lefschetz operator. L is of degree 2, i.e. L(
∧k(W ∗)) ⊂ ∧k+2(W ∗). Fixing an
Euclidean scalar product 〈·, ·〉 on W , the operator Λ of degree -2 uniquely determined by
〈Λτ, β〉 = 〈τ, Lβ〉 , ∀β, τ ∈
∧∗(V ∗)
is called the dual Lefschetz operator.
Definition 3.2. A k-linear form α ∈
∧k(W ∗) is called primitive if Λα = 0. The subspace of all
primitive elements in
∧k(W ∗) is denoted by ∧kp(W ∗) ⊂ ∧k(W ∗). The operator Λ and, hence,
the notion of primitivity may be extended to symplectic manifolds in a pointwise manner.
To define a contact manifold, recall that a contact element on a manifold M is a point
p ∈ M , called the contact point, together with a tangent hyperplane at p, Qp ⊂ TpM , i.e. a
codimension 1 subspace of TpM . A hyperplane Qp ⊂ TpM is completely determined by a linear
form αp ∈ T
∗
pM \ {0} that is unique up to some non-zero scalar. Indeed, if (p,Qp) is a contact
element, then Qp = kerαp. On the other hand, kerαp = kerα
′
p if and only if αp = λα
′
p. Now,
let Q be a smooth field of contact hyperplanes on M defined by Q(p) := Qp. Then Q = kerα
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for an open subset U ∈M and some 1-form α called a locally defining 1-form for Q. This form
is again unique up to a smooth nowhere vanishing function f ∈ C∞(U).
A contact structure on M is a smooth field of tangent hyperplanes Q ⊂ TM such that, for
any locally defining 1-form α, dα|Q is non-degenerate, i.e. symplectic. The pair (M,Q) is called
a contact manifold and α is called a local contact form. The restriction dαp|Qp is symplectic on
Qp, which implies immediately that dimQp = 2n is even and dα
n
p
∣∣
Qp
6= 0 is a volume form on
Qp. Since TpM = kerαp ⊕ ker dαp, one has dimTpM = 2n + 1 is odd. In fact, Q is a contact
structure if and only if α ∧ dαn 6= 0 for every locally defining 1-form α. In particular, α is a
global contact form if and only if α ∧ dαn is a volume form on M
If there is a globally defined form α, one can obtain a unique vector field T called the Reeb
vector field on M such that the contraction ιT (dα) = 0 and ιT (α) = 1. Indeed, ιT (dα) = 0
implies that T ∈ ker dα, which is one-dimensional, and ιTα = 1 just normalises T .
We may now refine the description of differential forms on SRn which turns out to be a
contact manifold with the contact form α defined pointwise at p = (x, y) ∈ SRn as follows:
α|(x,y) (w) := 〈y, dπ(w)〉 =
n∑
i=1
yi dx
i(w),
where π : SRn → Rn is the projection. The Reeb vector field T is given by T |(x,y) =
∑n
i=1 yi
∂
∂xi
.
Definition 3.3. A form ω ∈ Ω∗(SRn) is called horizontal if ιTω = 0. A form ω that can
be written as τ ∧ α is called vertical. The algebras of horizontal or vertical forms on SRn are
denoted by Ω∗h(SR
n) and Ω∗v(SR
n), respectively.
A smooth translation-invariant form ω on SRn is said to be of bi-degree (i, j) if ω can be
written as
∑
a τa ⊗ φa with τa ∈ Ω
i(Rn)R
n
and φa ∈ Ω
j(Sn−1). Clearly, ω ∈ Ωi+j(SRn)R
n
and
Ωk(SRn)R
n
=
⊕
i+j=k
Ωi(Rn)R
n
⊗ Ωj(Sn−1)).
To simplify the notation, we write Ωi,j for the space Ωi,j(SRn)R
n
of translation-invariant differ-
ential forms of bi-degree (i, j) on SRn and Ωi,jp for the space of primitive translation-invariant
forms. As α ∈ Ω1,0v and L is of bi-degree (1, 1) in this notation, we have:
Ωi,jp = Ω
i,j
h /LΩ
i−1,j−1
h , (3.1)
whenever i + j ≤ n. Furthermore, the Hodge-∗-operator on SRn induces two finer operators
on Ω∗: ∗1 : Ω
i,j → Ωn−i,j and ∗2 : Ω
i,j → Ωi,n−j−1 given by applying the Hodge-∗-operator on
the Ωi(Rn)R
n
- resp. Ωj(Sn−1)-part of a differential form. Since, for any vertical translation-
invariant form ω, both ∗ω and ∗1ω are translation-invariant and horizontal, and vice versa, both
operators yield isomorphisms ∗1 : Ω
i,j
h → Ω
n−1−i,j
h and ∗2 : Ω
i,j
h → Ω
i,n−j−1
h .
To reduce a vertical form τ ∧ α to a horizontal form, we use a contraction with the Reeb
vector field ιT . Indeed, ιT (τ ∧ α) = (ιT τ)∧ α+ τ ∧ (ιTα) = τ for any horizontal form τ . Hence,
we may write for ω ∈ Ωi,j (recall that
∧i,j
R
n =
∧i
R
n ⊗
∧j
R
n):
ω|(x,y) ∈
(∧i,jT ∗y Sn−1)⊕ (∧i−1,jT ∗y Sn−1 ⊗ Rα|(x,y)) .
In particular, if ω ∈ Ωi,jh , then ω|(x,y) ∈
∧i,jT ∗y Sn−1. We will write in the following ω|y instead
of ω|(x,y), whenever ω ∈ Ω
i,j
h and (x, y) ∈ SR
n. Observing that the stabiliser of SO(n) at any
fixed point y ∈ Sn−1 is SO(n− 1) and writing Wy := TyS
n−1, one has the following result.
12 MYKHAILO SAIENKO
Lemma 3.4 ([11]). For all i, j ∈ N, one has Ωi,jh ≃ Ind
SO(n)
SO(n−1)(
∧i,jW ∗y ).
Corollary 3.5. If i + j ≤ n − 1 and max(i, j) ≥ (n − 1)/2, then there is an isomorphism of
SO(n)-modules
Ωi,jp ⊕ Ind
SO(n)
SO(n−1)(
∧i−1,j−1W ∗y ) = IndSO(n)SO(n−1)(∧i,jW ∗y ), (3.2)
hence, Ωi,jp = Ind
SO(n)
SO(n−1)
∧i,j
p W
∗
y , where
∧i,j
p W
∗
y :=
⊕j
l=0 Γ¯[2[l],1[n−1−(i+j)]].
Proof. Let w.l.o.g. j ≥ (n− 1)/2. Then i ≤ (n− 1)/2 and Lemma 2.9 yields:∧i,jW ∗y = ∗2(∧i,n−j−1W ∗y ) ≃ ∗2(∧i,n−j−1p W ∗y )⊕ ∗2(∧min{i,n−j−1}−1,max{i,n−j−1}+1W ∗y )
As W ∗y ⊕W
∗
y is a symplectic space with the symplectic form dα and
∗2(
∧min{i,n−j−1}−1,max{i,n−j−1}+1W ∗y ) ⊂ ∧i+j−2(W ∗y ⊕W ∗y ),
the Lefschetz decomposition implies that∧i,jW ∗y = ∗2(∧i,n−j−1p W ∗y )⊕ dα ∧ ∗2(∧min{i,n−j−1}−1,max{i,n−j−1}+1W ∗y ).
The claim follows now immediately from (3.1) and the above Lemma. Note that the condition
max(i, j) ≥ (n− 1)/2 is essential for the claim’s validity. 
Theorem 3.6. The SO(n)-modules Curvsmk and Ω
k,n−1−k
p are isomorphic and one has:
Curvsm =
n⊕
k=0
Curvsmk .
Proof. We know from [15] that ker integ is generated by vertical and exact forms and it is obvious
that ker Integ ⊂ ker integ. Vertical forms are precisely those which vanish pointwise on normal
cycles, hence, they lie in ker Integ. Let ω = dτ be an exact horizontal (n − 1)-form. Then, for
K ∈ K(Rn) and U ∈ B(Rn): ∫
nc(K)∩π−1(U)
dτ =
∫
∂(nc(K)∩π−1(U))
τ. (3.3)
Since ∂(nc(K) ∩ π−1(U)) ⊂ nc(K), the integral vanishes for any K and U if and only if τ
vanishes on nc(K) pointwise, i.e., if ω = d(α∧φ) = dα∧φ−α∧dφ. The second term is 0 due to
horizontality of ω, hence, ω is a multiple of dα and the first claim follows. The decomposition
of Curvsm follows immediately from the bi-grading on Ω∗p.

4. Proofs of the Main Results
4.1. Decomposition and Basis. A tuple λ is said to be of type [q; p; r] if its conjugate is
(q+ r, q, 1 . . . , 1) and q+ r or q are ignored if they are 0. The SL(n)- and SO(n)-representations
associated to such tuples are also called of type [q; p; r]. In particular, the representation of type
[0; 0; 0] is trivial and that of types [0; 0; 1] or [0; 1; 0] is the standard representation. Theorem
1.1 claims that only SO(n)-modules Γ[λ] of type [q; p; r] and their duals occur in Curv
sm
k . These
SO(n)-modules will be denoted by Γq,pr .
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Proof of Theorem 1.1. We write n′ := n − 1 for brevity and assume w.l.o.g k ≤ n′/2. To
distinguish between SO(n)- and SO(n′)-modules, we denote the former by Γ[λ] and the latter –
by Υ[λ]. The operators Res
SO(n)
SO(n′), Ind
SO(n)
SO(n′) will be shortened to Res and Ind, respectively.
Let Γ[λ] be an arbitrary irreducible SO(n)-module. By Schur’s Lemma, the total multiplicity
of Γ[λ] in Curv
sm
k is the dimension of HomSO(n)(Curv
sm
k ,Γ
∗
[λ]). As HomG(V,W )
G ≃ (V ∗⊗W )G,
one has:
(Curvsmk ⊗Γ[λ])
SO(n) Thm 3.6= (Ωk,n
′−k
p ⊗ Γ[λ])
SO(n) Cor 3.5=
(
IndΛk,n
′−k
p W
∗
y ⊗ Γ[λ]
)SO(n)
Thm 2.8
=
k⊕
q=0
HomSO(n′)
(
Υ¯q,00 ,Res Γ[λ]
)
=
k⊕
q=0
⊕
µ
HomSO(n′)
(
Υ¯q,00 ,Υ[µ]
)
,
where the sum over µ is as per Theorem 2.7. Note that we have dropped the duality in the third
equality, since Res Γ[λ] ≃ Res(Γ[λ])
∗ ≃ (Res Γ[λ])
∗ and, hence, the multiplicity of Γ[λ] and (Γ[λ])
∗
in Curvsmk is the same. By Schur’s Lemma, HomSO(n′)(Υ¯
q,0
0 ,Υ[µ]) is not trivial if and only if
µ = [q; 0; 0]. Hence, the multiplicity of Γ[λ] in Curv
sm
k is equal to the number of modules of type
[q; 0; 0] in Res Γ[λ]. We now study the classes of Γ[λ] on a case-by-case basis:
• Γq,p1 contains exactly one SO(n
′)-module Υq,00 if and only if 0 ≤ q ≤ k.
• Γq,p0 contains modules Υ¯
q,0
0 , Υ¯
q−1,0
0 if 1 ≤ q ≤ k, Υ¯
k,0
0 if q = k + 1, and Υ¯
0,0
0 if q = p = 0.
Note that Υ¯q,00 is a sum of two irreducible modules if and only if q = k = n
′/2, i.e., when
n = 2k + 1, otherwise it is irreducible.
• The same applies for the above modules’ duals. The only non-self-dual modules with
non-zero multiplicities in Curvk are (Γ
k,p
0 )
∗ and (Γk−1,p1 )
∗ if n = 2k.
Irreducible SO(n)-modules not mentioned in the above list do not contain SO(n − 1)-modules
of type [q; 0; 0], hence, their multiplicity in Curvsmk is zero. 
Proof of Theorem 1.2. Let us fix Γ[λ] = Γ
q,p
r an arbitrary SO(n)-module from the previous The-
orem and assume k ≤ n′/2. Taking over the notation and slightly re-formulating the assertions
from the previous proof:
HomSO(n′)(
∧q,q
p R
n′ ,Res Γ[λ]) = HomSO(n′)(Υ¯
q,0
0 ⊕ Υ¯
q−1,0
0 ,ResΓ[λ]),
where 1 ≤ dimHomSO(n′)(Υ¯
q,0
0 ,Res Γ[λ]) ≤ 2 and dimHomSO(n′)(Υ¯
q−1,0
0 ,Res Γ[λ]) ≤ 1. Let us
construct the basis of the space on the left-hand side.
Define V ′i,j :=
∧i,j
R
n′ , Vλ :=
∧q+r
R
n⊗
∧q
R
n⊗SympRn. Interpreting SO(n′) as the stabiliser
of SO(n) which fixes en ∈ R
n, the following SO(n′)-equivariant map:
ιq′,λ : V
′
q′,q′ → Vλ
v ⊗ w 7→ v ∧ (en)
q+r−q′ ⊗ w ∧ (en)
q−q′ ⊗ (en)
p
is injective if q − q′ + r ≤ 1 and trivial otherwise.
Now, the map µ[q,λ] := µλ ◦πtr ◦ ιq,λ : V
′
q,q → ResΓ[λ] is SO(n
′)-equivariant and its restriction
to the SO(n′)-module Υ¯q,00 ⊂ Vq,q is not trivial. Let v := e1...q ⊗ e1...q ∈ Vq,q. Then v fulfills all
Bianchi-identities for the SL(n′)-module of type [q; 0; 0], as exchanging ei from the first column
with ej from the second column yields either v (i = j) or 0 (i 6= j). Hence, πtr(v) ∈ Υ¯
q,0
0 and it
is straight-forward to verify that πtr(v) 6= 0.
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On the other hand, iq,λ(v) =: w0 is not a multiple of Q :=
∑n
i=1 e
2
i , since neither e
2
n nor v
are multiples of Q, v is not a multiple of Q′ := Q − e2n, and q ≤ (n − 1)/2. Taking πtr to be
the projection on the traceless subspace with respect to Q, one thus obtains πtr(w0) 6= 0. By
Proposition 4.4, µλ(w0) is a sum of w0 and several its permutations obtained by exchanging
ei, i < n from either the first or second column with en from the symmetric part e
p
n. As the
traceless part of a vector is obtained by subtracting from it certain multiples of Q, projecting all
such permutations to trace-free spaces yields linearly independent forms. All in all, we obtain
that µ[q,λ](v) 6= 0. Hence, if Υ¯
q,0
0 is irreducible, then µ[q,λ] spans HomSO(n′)(Υ¯
q,0
0 ,Res Γ[λ]).
As Υ¯q−1,00 is always irreducible, the – possibly, trivial – space HomSO(n′)(Υ¯
q−1,0
0 ,Res Γ[λ]) is
spanned by µ[q−1,λ]. In fact, taking v
′ := e1...q−1⊗e1...q−1 and assuming that ιq−1,λ is not trivial,
µλ(ιq−1,λ(v
′)) is a multiple of ιq−1,λ(v
′) and from the same argument as for µ[q,λ] follows that it
contains a non-trivial traceless part. Obviously, µ[q,λ] and µ[q−1,λ] are linearly independent.
If q = n′/2, then Υ¯q,00 = Υ
q,0
0 ⊕ (Υ
q,0
0 )
∗ and dimHomSO(n′)(Υ¯
q,0
0 ,Res Γ[λ]) = 2. Now, the map
∗2 : V
′
q,q → V
′
q,q, (v ⊗ w) 7→ (v ⊗ ∗w), where ∗ is the Hodge-operator, restricts to a non-trivial
SO(n′)-equivariant map on Υ¯q,00 which is not multiple of the identity (see [25, p. 290]). Hence,
µ[q,λ] and µ
∗
[q,λ] := µ[q,λ] ◦ ∗2 are linearly independent and span HomSO(n′)(Υ¯
q,0
0 ,Res Γ[λ]).
Having the basis µ[q,λ], µ[q,λ] – and µ
∗
[q,λ] if q = n
′/2 – of HomSO(n′)(
∧q,q
p R
n′,Res Γ[λ]), let us
construct an isomorphism to (
∧k,n′−k
p W
∗
y ⊗ ResΓ[λ])
SO(n′), where y = en.
Let V,W be G-modules for a Lie-group G and v1, . . . vN be the basis of V . Any G-equivariant
map µ ∈ HomG(V,W ) may be identified with the element
∑N
i=1 v
∗
i ⊗µ(vi) ∈ (V
∗⊗W )G. As V ′q,q
has a canonical basis eI⊗eJ := ei1...eq⊗ej1...jq , where I = (1 ≤ i1 ≤ . . . eq ≤ n
′), we may identify
(V ′q,q)
∗ with V ′q,q via the map e
∗
I 7→ eI and write any SO(n
′)-equivariant map µ : V ′q,q →W as a
multiple of:
µ¯ :=
∑
eI ⊗ eJ ⊗ µ(eI ⊗ eJ ) ∈ (V
′
q,q ⊗W )
SO(n′),
where the sum is over all q-tuples I, J .
Observe that the map ∗2 : V
′
i,j → V
′
i,n′−j is an SO(n
′)-equivariant isomorphism and so is
ν : V ′i,j →
∧i,jW ∗y which sends eI⊗eJ 7→ dxI⊗dyJ for any i- tuple I and j-tuple J . Now, Rn′⊕Rn′
is a symplectic space with the symplectic form Q′ ∈ V ′1,1 and the map L
m : V ′i,j → V
′
i+m,j+m given
by the m-fold application of the Lefschetz operator L : V ′i,j → V
′
i+1,j+1, v⊗w 7→ (v⊗w)∧Q
′ :=∑n′
i=1 v ∧ ei ⊗w ∧ ei, is injective for i+ j ≤ n
′ − 2m. Hence, ν ◦ ∗2 ◦ L
k−q is SO(n′)-equivariant
and injective and so is the map
ρ˜q,k,λ : HomSO(n′)(V
′
q,q,Res Γ[λ]) → (
∧k,n′−kW ∗y ⊗ ResΓ[λ])SO(n′)
µ 7→
∑
(ν ◦ ∗2 ◦ L
k−q)(eI ⊗ eJ)⊗ µ(eI ⊗ eJ).
As ∗2 ◦ L
k−q maps primitive forms to primitive forms, the restriction of ρq,k,λ to
∧q,q
p R
n′ yields
the desired SO(n′)-equivariant isomorphism.
Note that
∑
Lk−q(eI ⊗ eJ) =
∑
ei1...ik ⊗ ej1...jqiq+1...ik , where the sum is over i1 . . . ik, j1 . . . jq.
We may assume that all indexes in are distinct, otherwise Lk−q(eI ⊗ eJ) = 0. Hence, there
is a permutation π ∈ Sn′ for each J such that (j1 . . . jqiq+1 . . . ik) = (π1 . . . πk). As ∗eπ1...πk =
sgnπ eπk+1...πn , one sees that ρ˜q,k,λ(µ) is a multiple of
ρq,k,λ(µ) :=
∑
sgnπ dxi1...iqπq+1...πkdyπk+1...πn ⊗ µ(ei1...iq ⊗ eπ1...πq),
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where the sum is over π ∈ Sn′ and i1 . . . iq = 1, . . . , n
′.
All in all, the basis of (
∧k,n′−k
p W
∗
y⊗ResΓ[λ])
SO(n′) consists of those elements from ρq,k,λ(µ[q,λ]),
ρq−1,k,λ(µ[q−1,λ]), and ρq,k,λ(µ
∗
[q,λ]) which are not trivial. In particular, as dx
n|(0,en) = α,
dyn|(0,en) = 0 and yi(0, en) = δin, one has:
(1) If λ = [q, p, 0], ρq,k,λ(µ[q,λ]) = Φ˜[k,p,q]|(0,en), ρq−1,k,λ(µ[q−1,λ]) = Ψ˜[k,p,q]|(0,en) and, if q =
k = n′/2, ρq,k,λ(µ
∗
[q,λ]) is a multiple of Θ˜[k,p]|(0,en);
(2) If λ = [q, p, 1], ρq,k,λ(µ[q,λ]) = Ξ˜[k,p,q]|(0,en).
The conditions for these forms’ non-triviality may now be elaborated from the conditions for
the non-triviality of ιq,λ and Theorem 1.1. Since all T˜[k,p,q] are SO(n)-invariant (see Remark
4.1, the claim now follows for all self-dual irreducible SO(n)-modules Γ[λ] = Γ¯[λ].
If Γ[λ] is not self-dual, then n = 2k and λk 6= 0. Let λk > 0. By Remark 2.11, the O(n)-module
Γ¯[λ] is real. Since ∗1 is not a multiple of the identity on Γ¯[λ], the basis of (Ω
k,n′−k
p ⊗ Γ¯[λ])
SO(n)
is constituted by Ξ˜[k,p,k], ∗1Ξ˜[k,p,k] if |λk| = 1 and by Ψ˜[k,p,k], ∗1Ψ˜[k,p,k] otherwise.
In contrast, Γ[λ] and its dual are not always real and only complex-valued curvature measures
may assume values in them. Extending Γ¯[λ] to Γ¯[λ],C := Γ¯[λ] ⊗ C by complex-linearity, one sees
that ∗1 has two eigenvalues ±i
m and the eigenspaces E±im := {v∓i
m∗1v | v ∈ Γ¯[λ,C]} correspond
precisely to the complex SO(n)-modules Γ∗[λ] and Γ[λ]. This yields the claim for m = n/2. 
Remark 4.1. The forms T˜[k,p,q], T ∈ {Φ,Ψ,Ξ}, are SO(n)-covariant, whereas Θ[k,p] is O(n)-
covariant, as
g
∑
π
sgnπ yπndx
πq+1...πkdyπk+1...πn−1⊗eπ1...πq = det g
∑
π
sgnπ yπndx
πq+1...πkdyπk+1...πn−1⊗eπ1...πq
and g
∑n
i=1 dx
i ⊗ ei =
∑n
i=1 dx
i ⊗ ei for all g ∈ O(n). The maps µπ and πtr being O(n)-
invariant do not destroy the invariances of the symmetrised differential forms. As nc(gK) =
det(g) g nc(K), one has:
Θ[k,p](gK, gU) = det g
∫
g(nc(K)∩π−1(U))
Θ˜[k,p] = det g
∫
nc(K)∩π−1(U)
g∗Θ˜[k,p] = det gΘ[k,p](K,U).
On the contrary, g∗T˜[k,p,q] = (det g) T˜[k,p,q] for T ∈ {Φ,Ψ,Ξ} and we obtain by the same compu-
tation as above T[k,p,q](gK, gU) = T[k,p,q](K,U).
Proof of Proposition 1.5. The proof requires several facts from the geometric measure theory
that were also used in Section 4 of [28].
Let us evaluate Φ˜⊗k,p,q at the point (x, y) := (0, en) under the assumption that the approximate
tangential space T(0,en) nc(K) for a body K has the basis aj := (
∂
∂xj
, ∂∂yj ) ≃ (κjbj , λjbj), j =
1, . . . , n − 1, where κj , λj ∈ [0,∞) and bj is the orthonormal basis of W := e
⊥
n ⊂ R
n with dual
b∗j . Then dx
j = κj b
∗
j and dy
j = λj b
∗
j . By the skew-symmetry of the wedge-product, we see that
ij ∈ {π1, . . . , πq} for all j = 1, . . . , q, which yields at (0, en):
Φ˜⊗k,p,q = (−1)
n−1q!
∑
sgnπ κπ1...πkλπk+1...πn−1b
∗
π1...πn−1 ⊗ (b⊗π1...πq)
⊗2 ⊗ yp,
where the sum is over π ∈ Sn−1 and we employ the shorthand notation κij := κj · κj . Now,∑
π sgnπ e⊗π1...πq = (q!)
−1
∑
π sgnπ eπ1...πq and b
∗
π1...πn−1 = sgnπ volW is just a multiple of the
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volume-form on W . Hence,
Φ˜⊗k,p,q|(0,en) = (−1)
n−1(q!)−1
∑
κπ1...πkλπk+1...πn−1 volW ⊗(bπ1...πq)
⊗2 ⊗ yp, (4.1)
We choose κj and λj so that bj form an orthonormal basis of T(0,en). In particular, if bj
are the directions of the (generalised) principal curvatures kj , then κj = (1 + k
2
j )
−1/2 and
λj = kj(1 + k
2
j )
−1/2 with the convention that κj = 0 and λj = 1 if kj =∞.
If K = P is a polytope and 0 ∈ F ∈ Fs, then there are exactly s different principal curvatures
kj with value 0 and exactly n−s−1 of those with value∞. Hence, if k 6= s, then Φ˜(⊗k,p,q)|(0,en) =
0. Let us now assume w.l.o.g. that k1 = . . . = kk = 0 and kk+1 = . . . . . . = kn−1 = ∞. Then
b1, . . . , bs form the basis of L(F ) and volW = volL(F )⊗ volS(F⊥), where S(F
⊥) is the unit sphere
in the orthogonal complement of L(F ) in Rn.
Φ˜⊗k,p,q|(0,en) = (−1)
n−1(q!)−1
∑
volL(F )⊗ volS(F⊥)⊗(bπ1...πq)
⊗2 ⊗ yp,
where the sum is over such π ∈ Sn−1 that πj ∈ {1, . . . , k} for j = 1, . . . , k and πj ∈ {k +
1, . . . , n−k−1} for j = k+1, . . . , n−k−1}. Since the term under the sum is not dependent on
πq+1, . . . πn−1 and
∑
π∈Sk
bπ1...πq =
∑k
i1,...,iq=1
bi1...iq , we see that (bπ1...πq)
⊗2 = Q∧qL(F ) and obtain
Φ˜⊗k,p,q|(0,en) = (−1)
n−1 (k − q)!(n − k − 1)!
q!
volL(F )⊗ volS(F⊥)⊗Q
∧q
L(F ) ⊗ y
p.
The claim for Φ⊗k,p,q now follows from the definition of the Integ operator and the properties
of the normal cycle for polytopes.
One may obtain a similar identity for Θ˜⊗k,p, where Q
∧q
L(F ) is replaced by Q
∧q
L(F ) ◦ ∗2. We will
not use it in the present work.

4.2. Symmetries. Let us start with the following easy-to-verify identity:∑
i∈{i1,...,ik}
∑
π∈Sn
sgnπ eπi ⊗ eπi1 ...πik = k
∑
π∈Sn
sgnπ eπi1 ⊗ eπi1 ...πik . (4.2)
For a d-partition r = (r1, . . . , rd) of n, we write:
eπ,r := eπs1 ...πt1 ⊗ eπs2 ...πt2 ⊗ . . .⊗ eπsd ...πtd ∈
∧r1
R
n ⊗ . . .⊗
∧rdRn,
where tj =
∑j
i=1 ri and sj = tj−1+1 (in particular, s1 = 1 and td = n). We will refer to eπsj ...πtj
as the j-th column or the j-th wedge-vector in eπ,r.
Next, define eπ,r,i,k, where 1 ≤ i ≤ n and k ⊂ {1, . . . , d}, to be the vector obtained from eπ,r
by replacing the wedge-vector eπsp ...πtp with eπiπsp ...πtp if p ∈ k. Last, define the operation σpq
for p ∈ k, q /∈ k on eπ,r,i,k given by exchanging eπi and eπsq in eπiπsp ...πtp and eπsq ...πtq .
Lemma 4.2. Set p ∈ k, write k′ := {1, . . . , d} \k, and assume that k,k′ are non-empty. Then:
(rp + 1)
∑
i,π
sgnπ eπ,r,i,k =
∑
q∈k′
rq
∑
i,π
sgnπ σpq(eπ,r,i,k), (4.3)
where the sum is over π ∈ Sn and i = 1, . . . , n.
Proof. We may re-order the wedge-vectors in eπ
r,i,k and assume k = (1, . . . , d−u), k
′ = (d−u+
1, . . . , d) for 1 < u < d, and p = 1. The proof will now be carried out inductively over |k′| = u.
For the sake of brevity, we omit the subscript k in eπ,r,i,k in the proof.
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Let |k′| = 1 and, hence, k′ = (d). As eii = 0, we have:
∑
i,π
sgnπ eπ,r,i =
td∑
i=sd
∑
π
sgnπ eπ,r,i
(4.2)
= rq
∑
π
sgnπ eπ,r,sd =: I.
All wedge-vectors of eπ,r,sd begin with the vector eπsd , hence σ1d(eπ,r,sd) = eπ,r,sd and:
I = rq
∑
π
sgnπ σ1d(eπ,r,sd)
(4.2)
=
rq
r1 + 1
∑
i∈s1,...,t1,sd
∑
π
sgnπ σ1d(eπ,r,i)
We now add 0 = sgnπ σ1d(eπ,r,i) for s2 ≤ i ≤ td, i 6= sd and conclude the proof for |k
′| = 1.
Assuming the claim’s validity for all |k′| = u− 1, the proof for |k′| = u works as follows. We
start by splitting the sum:
∑
i,π
sgnπ eπ,r,i =
∑
π
sgnπ

td−1∑
i=s1
eπ,r,i +
td∑
i=sd
eπ,r,i

 =: A+B.
Now, eπ,r,i = eπ,r′,i⊗eπsd ...πtd , where r
′ = r\{rd} = (r1, . . . , rd−1). As |{1, . . . d−1}\k| = t−1,
we may apply the Lemma on eπ,r′,i in A, observe that σ1q(eπ,r′,i) ⊗ eπsd ...πtd = σ1q(eπ,r,i) for
q ≤ d− 1, and add 0 =
∑td
i=sd
σ1q(eπ,r,i)−
∑td
i=sd
σ1q(eπ,r,i) to obtain:
A =
∑
q∈k′\{d}
rq
r1 + 1

∑
i,π
sgnπ σ1q(eπ,r,i)−
∑
π
sgnπ
n∑
i=sd
σ1q(eπ,r,i)

 .
The second summand may be re-written for any q ∈ k′ \ {d}:
∑
π
sgnπ
td∑
i=sd
σ1q(eπ,r,i)
(4.2)
= rd
∑
π
sgnπ σ1q(eπ,r,sd)
(4.2)
= −
rd
rq
∑
π
sgnπ
tq∑
i=sq
σ1q(eπ,r,i),
since
∑
π sgnπeπsq ⊗ (eπsd )
⊗d−u = −
∑
π sgnπeπsd ⊗ (eπsq )
⊗d−u. As in the case |k′| = 1,
B =
rd
r1 + 1
∑
π
sgnπ

td−u∑
i=1
σ1d(eπ,r,i) +
td∑
i=sd+1
σ1d(eπ,r,i)

 ,
which concludes the proof for all p, n, r,k. 
To prove Theorem 1.3, we need a finer control over the symmetrisation of forms. We write
T˜ π⊗k,p,q := T˜⊗k,p,q · π for the forms obtained by permuting its tensor part by some permutation
π ∈ S|λ| of the Young-diagram λ = [q; p; r] as in (1.4). More generally, we write T˜
d
⊗k,p,q :=
T˜⊗k,p,q · d for any symmetrisation by an element d of the group algebra CS|λ|. For the sake of
brevity, we will write π instead of eπ for the basis elements of CS|λ|.
There are several distinguished permutations. We write (ia jb) ∈ S|λ| for the transposition
which exchanges the a-th box in the i-th column with the b-th box in the j-th column and
σℓ :=
∏ℓ
j=1(1j 2j) for the permutation which exchanges the first ℓ ≤ q boxes in the first column
with the same number of boxes in the second column. More generally, define σr :=
∏
j∈r(1j 2j)
for any subset r ∈ {1, . . . , q} and dλ := id+σq ∈ CS|λ|.
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As all eligible Young-diagrams [q; p; r] have at most one box in any column starting with the
third, we write j instead of j1 for any j ≥ 3. Let R
′
λ be the group of permutations generated by
transpositions (i j), i, j ≥ 3, and hλ :=
∑
π∈R′
λ
π and define the following symmetrised forms:
T˜ πk,p,q := T˜
π·bλ
⊗k,p,q, T˜
π
(k,p,q) := T˜
π·hλ·bλ
⊗k,p,q , T˜
π
{k,p,q} := T˜
π·aλ·bλ
⊗k,p,q , (4.4)
where aλ, bλ are as in eq. (2.1). They assume values in
∧λ′
R
n =
∧q+r,q
R
n⊗ (Rn)⊗p,
∧q+r,q
R
n⊗
SympRn, and Γλ, respectively. Note that T˜k,p,q satisfy the following lower-rank relations:
Φ˜k,1,0 = Ξ˜k,0,0 and Ψ˜k,p,1 = Ξ˜k,p+1,0 = Φ˜k,p+2,0. (4.5)
We use the same notation for the symmetrisations of the curvature measures T π⊗k,p,q.
Example 4.3. As yp · hλ = p! y
p, one has T˜(k,p,q) = p! T˜k,p,q for T˜ ∈ {Φ˜, Ξ˜, Ψ˜}. Similarly:
Φ˜
(11 3)
(k,p,q) =Cp−1 sgnπ yπndx
i1...iqπq+1...πk ∧ dyπk+1...πn−1 ⊗ eyi2...iq ⊗ eπ1...πq ⊗ ei1y
p−1
Φ˜
(11 3)·σq
(k,p,q) =Cp−1 sgnπ yπndx
i1...iqπq+1...πk ∧ dyπk+1...πn−1 ⊗ eπ1...πq ⊗ eyi2...iq ⊗ ei1y
p−1
Φ˜
(11 3)(21 4)
(k,p,q) =Cp−2 sgnπ yπndx
i1...iqπq+1...πk ∧ dyπk+1...πn−1 ⊗ eyi2...iq ⊗ eyπ2...πq ⊗ ei1eπ1y
p−2,
where the sums are as in (1.2) and Cp = (−1)
n−1p!.
Proposition 4.4. For any T˜ ∈ {Φ˜, Ξ˜, Ψ˜} and r ⊂ {1, . . . , q}, one has:
T˜ σrk,p,q ≡
(
q′
ℓ′
)−1
T˜k,p,q mod {dα}, (4.6)
where q′ = q − 1 if T˜ = Ψ˜ and q otherwise, and ℓ′ ≤ q′ is the number of transpositions in σr
which exchange eia with eπa . Furthermore, one has:
Ψ{k,p,q} =2qΨ(k,p,q), Ξ{k,p,q} = (q + 1)Ξ(k,p,q) + qp
(
Ξ
(21 3)
(k,p,q) −
q − 1
2
Ξ
(11 21 3)
(k,p,q)
)
,
Φ{k,p,q} = (q + 1)Φ(k,p,q) + qp
(
Φ
(21 11 3)·dλ
(k,p,q) +Φ
(21 3)·dλ
(k,p,q) + (p − 1)Φ
(11 3)(21 4)
(k,p,q)
)
.
(4.7)
Proof. As T˜
(1a 2a)
k,p,q = T˜
(1b 2b)
k,p,q for all a, b ≤ q, we may assume r = (1, . . . , ℓ) and σr = σℓ. By the
SO(n)-covariance of the forms, it suffices to show the claim for at the point (0, en). As the above
permutations exchange the boxes contained in the first two columns and Ψ˜
(1q 2q)
⊗k,p,q = Ψ˜⊗k,p,q, it
suffices to prove (4.6) for Z := Φ˜⊗k,0,q|(0,e1) with ℓ
′ = ℓ and q′ = q. We do this by induction
over ℓ. The case ℓ = 0 is trivial. Now assume that the claim is valid for ℓ− 1. Set
Y1 =
∑
sgnπ dxiℓπq+1...πk ⊗ dyπk+1...πn−1 ⊗ eπ1...πℓ−1iℓ ⊗ eπℓ...πq
and let Y2 be the element obtained by exchanging eiℓ and eπℓ . Then, by Lemma 4.2, ℓY1 ≡
(q − l + 1)Y2 mod dα. Furthermore, Z
σℓ−1·bλ and Zσℓ·bλ are the images of Y1 and Y2 under the
injective map which wedges q− ℓ copies of Q′ :=
∑
dxi⊗ ei with the first and the third columns
and ℓ− 1 copies of Q′ with the first and the fourth column. We conclude:
Zσℓ·bλ ≡
l
q − l + 1
Zσℓ−1·bλ ≡
(
q
ℓ
)−1
Zbλ mod dα.
Let us analyse the structure of cλ for λ = [q; p; r]. It is clear that aλ =
∏q
j=1 aj , where aj is
the sum over the elements from S|λ| which preserve the j-th row.
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Setting dj = id+(1j 2j), we see that aj = dj if j ≥ 2. On the contrary, the subgroup of S|λ|
which preserves the first row is isomorphic to Sp+2, as there are p + 2 boxes in the first row.
Writing Sp+2 ≃ R
′′ ·R′λ, where R
′′ is the set of representatives of all (p+1)(p+2) right cosets in
Sp+2/Sp and setting R
′′ := {id, (21 b)}×{id, (11 21), (11 b)}, where 3 ≤ b ≤ p+2 in both subsets:
a1 =
(
id+
∑
(21 b)
)
·
(
d1 +
∑
(11 b)
)
· hλ, (4.8)
where the sums are over b = 3, . . . , p + 2 and a′1 :=
∑
h∈R′ h. As (21 b)(11 b) = (11 b)(11 21), the
first two terms can be re-written as [id+
∑
((11 b) + (21 b))] · d1 +
∑
b6=b′(11 b)(21 b
′), where b, b′
run from 3 to p + 2. As hλ symmetrises all columns beginning with the third, we have for all
i, j ∈ {1, 2}, i 6= j and 3 ≤ b ≤ p+ 2:
T˜
(j1 b)·hλ
⊗k,q,p = T˜
(j1 3)·hλ
⊗k,q,p , T˜
(i1 b)(j1b′)·hλ
⊗k,q,p = T˜
(i1 b′)(j1 b)·hλ
⊗k,q,p , T˜
(i1 j1 b)·hλ
⊗k,q,p = T˜
(i1 j1 3)·hλ
⊗k,q,p
and a1 =
(
id+p(11 3) + p(21 3) +
p(p−1)
2 (11 3)(21 4)
)
·d1 ·hλ. As hλ and dj commute, we obtain:
cλ = aλ · bλ =
(
id+p(11 3) + p(21 3) +
p(p− 1)
2
(11 3)(21 4)
)
· d′λ · hλ · bλ, (4.9)
where d′λ :=
∏q
j=1 dj =
∑
|r|≤q σr. Applied on Φ⊗k,p,q, this yields:
Φ{k,p,q} = Φ
cλ
⊗k,p,q = Φ
d′
λ
(k,p,q) + pΦ
(11 3)·d′λ
(k,p,q) + pΦ
(21 3)·d′λ
(k,p,q) +
p(p− 1)
2
Φ
(11 3)(21 4)·d′λ
(k,p,q) .
All we need to do is to compute Φ
π·d′
λ
⊗k,p,q for four different permutations π. By eq. (4.6):
Φ
d′
λ
(k,p,q) =
q∑
ℓ=0
∑
|r|=ℓ
Φσr(k,p,q) =
q∑
ℓ=0
∑
|r|=ℓ
(
q
ℓ
)−1
Φ(k,p,q) =
q∑
ℓ=0
(
q
ℓ
)(
q
ℓ
)−1
Φ(k,p,q) = (q + 1)Φ(k,p,q).
Similarly, one obtains Φ
(11 3)(21 4)·d′λ
(k,p,q) = 2qΦ
(11 3)(21 4)
(k,p,q) . To compute the remaining two summands,
we re-write d′λ as follows. Set d(a) :=
∏q
j=1,j 6=a dj for a ≤ q and r
⊥ := {1, . . . , q} \ r. Observing
that σr⊥ = σq ◦ σr = σr ◦ σq, we have:
d′λ = (1 + σq) +
q−1∑
ℓ=1
∑
|r|=ℓ
σr = dλ +
q−1∑
ℓ=1
∑
|r|=ℓ,a/∈r
σr + σr⊥ =
q−1∑
l=0
∑
|r|=ℓ,a/∈r
σr · dλ = d(a) · dλ.
Then one sees Φ
(11 3)·d(1)
(k,p,q) =
q+1
2 Φ
(11 3)
(k,p,q) and Φ
(21 3)·d(1)
(k,p,q) = qΦ
(21 3)
(k,p,q)−
q−1
2 Φ
(11 3)·σq
(k,p,q) . As dλ = id+σq
on Φ
(11 3)·d(1)
(k,p,q) +Φ
(21 3)·d(1)
(k,p,q) and Φ
(11 3)
k,p,q = qΦ
(21 11 3)
k,p,q , we obtain the claim for Φ˜{k,p,q}.
The computation is simpler for Ξ,Ψ. As there may be at most one y in each column, one has:
Ξ˜
(113)(214)
(k,p,q) = Ξ˜
(113)
(k,p,q) = Ψ˜
(113)
(k,p,q) = Ψ˜
(213)
(k,p,q) = Ψ˜
(113)(214)
(k,p,q) = 0.
The remaining terms are computed as above. 
4.3. Globalisation.
Proof of Theorem 1.3. To prove (1.7), consider the SO(n)-equivariant section:
hk,n =
1
n− k − 1
n∑
j=1
∂
∂yj
⊗ y ⊗ ej ∈ Γ(TR
n ⊗ (Rn)⊗2)
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and set E˜k,p,q+1 := −ιhk,nΦ˜(k,p,q), where
∂
∂yj
is contracted with the differential form and y ⊗ ej
is wedged with the first two columns of its tensor-part. Then:
E˜k,p,q+1 = (−1)
k+1Cp
∑
sgnπ yπn dx
i1...iqπq+1...πk ∧ dyπk+2...πn−1 ⊗ ei1...iqy ⊗ eπ1...πqπk+1 ⊗ y
p,
where the sum is over i1, . . . , iq = 1, . . . , n and π ∈ Sn and Cp is as in Example 4.3. Then:
dE˜k,p,q+1 = −Cp
[∑
sgnπ dxi1...iqπq+1...πk ∧ dyπnπk+2...πn−1 ⊗ ei1...iqy ⊗ eπ1...πqπk+1 ⊗ y
p
+
n∑
j=1
sgnπ yπndx
i1...iqπq+1...πk ∧ dyjπk+2...πn−1 ⊗ ei1...iqy ⊗ eπ1...πqπk+1 ⊗ y
p−1ej
+
n∑
j=1
sgnπ yπndx
i1...iqπq+1...πk ∧ dyjπk+2...πn−1 ⊗ ei1...iqj ⊗ eπ1...πqπk+1 ⊗ y
p
]
.
After having computed the exterior derivative, we may restrict the forms to (x, y) = (0, en).
Lemma 4.2 and Example 4.3 yield:
dE˜k,p,q+1 ≡ (q + 1)Ψ˜(k,p,q+1) +
p(k − q)
n− k − 1
Φ˜
(11 3)
(k,p,q+1) +
k − q
n− k − 1
Φ˜(k,p,q+1)
or, after multiplying by (n− k − 1) and replacing q with q − 1,
(n− k − 1) dE˜k,p,q ≡ q(n− k + 1)Ψ˜(k,p,q) + (k − q + 1) Φ˜(k,p,q) + p(k − q + 1) Φ˜
(11 3)
(k,p−1,q)
,
where the equality again holds modulo multiples of α, dα and the forms whose tensor-parts are
multiples of Q.
Let us now apply integ⊗πtr ◦ µλ on both sides of the above equation, where λ = [q; p; 0].
Recall that integ eliminates all exact forms and multiples of α, dα. Thus, one has:
0 ≡ q(n− k + 1)ψ(k,p,q) + (k − q + 1)φ(k,p,q) + p(k − q + 1)φ
(11 3)
(k,p−1,q),
where the equality now holds only up to the forms whose tensor-parts are multiples of Q.
Applying µλ on the tensor-part, we have similarly to Example 4.3:
Φ˜(k,p,q) · cλ = Φ˜⊗k,p,q · hλ · bλ · aλ · bλ = p!(q!)
2 Φ˜⊗k,p,q · aλ · bλ = p! q!
2 Φ˜{k,p,q}.
One shows similarly to the proof of equation (4.8) that bλ := b1,q · b2,q with bi,j, i = 1, 2, defined
recursively by bi,j = bi,j−1 · b
′
i,j,a, where b
′
i,j,a := id−
∑j
r=1,r 6=a(ri qi) for any a ∈ {1, . . . j}, and
bi,1 = id. Using this identity, one obtains:
Ψ˜(k,p,q) · cλ = p!(q − 1)!
2 Ψ˜⊗k,p,q · b
′
1,q,q · b
′
2,q,q · cλ = p! q!
2 Ψ˜{k,p,q},
Φ˜
(11 3)
(k,p,q) · cλ = p!q!(q − 1)! Φ˜
(11 3)
⊗k,p,q · b
′
1,q,1 · cλ = p! q!
2 Φ˜
(11 3)
{k,p,q}
By Proposition 2.2, one sees q Φ˜
(11 3)
{k,p,q} = Φ˜{k,p,q}. Applying πtr which eliminates all forms whose
tensors are multiples of Q, we obtain by eq. (1.3) the identity in (1.7).
The cases (1.5) and (1.6) follow immediately from the Alesker-Bernig-Schuster decomposition
of Valk and 1.1, as the corresponding curvature measures Ξ[k,p,q] and Ψ[k,p,k+1] assume values in
SO(n)-modules which occur in Curvsmk but are missing in Valk. To prove globΘ[p] = 0 observe
that globΦ[k,p,k] is a non-trivial O(n)-covariant valuation with values in the same module Γ
k,p
0
as globΘ[p]. As dimVal
SO(n)
k,Γk,p0
= 1, all Γk,p0 -valued valuations of degree k are O(n)-invariant in
contrast to globΘ[p] which is SO(n)- but not O(n)-covariant by Remark 4.1. 
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Proposition 4.5. Continuous Γ-valued SO(n)-covariant translation-invariant valuations are
smooth for any finite-dimensional SO(n)-module Γ.
Proof. Let φ be a Γ-valued valuation satisfying the conditions in the claim. Since Valsm lies
dense in Val, we may find a sequence φi of smooth Γ-valued translation-invariant valuations
which converges to φ. Define the map A for any translation-invariant Γ-valued valuation τ :
(Aτ)(K) :=
∫
SO(n)
g−1τ(gK) dg.
If τ is smooth, then so is Aτ(K). Furthermore, for any h ∈ SO(n), one has
Aτ(hK) =
∫
SO(n)
g−1τ(ghK) dg
g˜:=gh
=
∫
SO(n)
(g˜h−1)−1φ(g˜K) dg˜ = h(Aτ(K)),
i.e. Aτ is also SO(n)-covariant. Applying A to both the sequence φi and φ, one obtains a
sequence Aφi of smooth SO(n)-covariant translation-invariant valuations converging to Aφ = φ.
We have seen in the previous Sections that the space of smooth Γ-valued SO(n)-covariant
translation-invariant valuations is finite-dimensional and, thus, closed. Hence, φ = limiAφi is
also smooth and the result follows. 
Proof of Corollary 1.4. We know that glob : Curv
SO(n)
k,Γ[λ]
→ Val
k,SO(n)
Γ[λ]
is surjective. Let us work
out its kernel. The elements ξn[k,p,q] and θ
n
[p] belong to the kernel by (1.5) and the elements ψ
n
[k,p,q]
either lie in the kernel by (1.6) or globψn[k,p,q] = Cn,k,p,q glob φ
n
[k,p′,q′] for some constant Cn,k,p,q
and some p′ and q′ by (4.5) or (1.7). The only exception is ψn[k,p,k+1] for
n−1
2 < k ≤ n − 1, as
none of the relations apply to them.
The coefficients of all linearly independent Γ[λ]-valued valuations τ[k,p,q] span the isotypical
component Γ[λ] in the space Val
f
k of the so-called SO(n)-finite vectors in Valk. We refer to [45,
Section 3.2] for the details on G-finite vectors in infinite-dimensional representations. As, by
Alesker’s Irreducibility Theorem, Valf lies dense in Valsm, we obtain the claim. 
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