1. INTRODUCTION In the area of signal processing, it is of interest to detect the number of signals in presence of noise and estimate the parameters of the signals. The problem of estimation of the number of signals was discussed by Liggett [16] , Schmidt [21] , Tuft and Kumaresan [24] , Wax, Shan, Kailath [27] , and others in the literature. The model considered by them involves expressing the observation vector as the sum of Gaussian white noise and a vector of certain linear combinations of (random) signals radiated by sources. In this case, the number of signals is related to the 2 ZHAO, KRISHNAIAH, AND BAI multiplicity of the smallest eigenvalue of the covariance matrix of the observation vector. The problem of testing the hypothesis of the multiplicity of the smallest eigenvalue of the covariance matrix was dealt extensively in multivariate statistical literature (e.g., see Anderson [2] , Krishnaiah [ 10, 11 J and Rao [I 17, 181 ). Wax and Kailath [26] considered the problem of determination of the number of signals using information theoretic criteria proposed by Akaike [l] , Rissanen [20] , and Schwartz [22] .
In the present paper, we use an alternative information theoretic criterion for detection of the number of signals and establish its consistency. In Section 2 of the paper, we state briefly the problems considered in this paper. In Sections 3 and 4, we establish the consistency of our procedures when the variance of the white noise is unknown and known, respectively, and the distribution underlying the observations is not necessarily complex Gaussian. Upper bounds on the probability of wrong detection of the procedures discussed in Sections 3 and 4 are given in a companion paper by Bai, Krishnaiah, and Zhao [4] . In Section 5, we discuss consistency of an alternative criterion for determination of the number of signals. Some remarks are also made for the case when the observations are distributed as complex elliptically symmetric.
Here, we note that complex elliptically symmetric distribution was introduced by Krishnaiah and Lin [ 12 J . In Section 6, we propose an information theoretic criterion for determination of the number of signals and the multiplicities of the eigenvalues of the covariance matrix which are different from the smallest eigenvalue when the variance of white noise is unknown. The consistency of the above procedure is also established. In Section 7, results analogous to those proved in Section 6 are established when the variance of white noise is known. The problem of detection of the number of signals when the noise covariance matrix is arbitrary is discussed by Zhao, Krishnaiah, and Bai [31] in a companion paper when an independent estimate of the above covariance matrix is available.
PRELIMINARIES AND STATEMENT OF PROBLEMS
Consider the model
where A = [A(@,) ,..., A(@,)], s(t)= (sl(t) ,..., s,(t))', n(t) = (nl(t) ,..., n,(t))' and q <p. In the above model, n(r) is the noise vector distributed independent of s(t) as complex multivariate normal with mean vector 0 and covariance matrix 0~1,. Also, s(t) is distributed as complex multivariate normal with mean vector 0 and nonsingular covariance matrix Y and A(Qi) : p x 1 is a complex vector of functions of the elements of unknown vector mi associated with ith signal. Also, si(t) is the waveform associated with ith signal. Then, the covariance matrix ,Y of x(t) is given by C=A!m'+a2Zp (2.2) where 2' denotes the transpose of the complex conjugate of A. We assume that x( tr ),..., ~(1~) are independent observations on x(t) unless stated otherwise. Now, let A, > . and AIC(k) = -2 log L, + 2v(k, p).
Here L, is the likelihood ratio test statistic for testing Hk against the alternative that C is arbitrary, and v (k,p) denotes the number of free parameters that have to be estimated under Hk. According to the MDL criterion, the value of q is estimated with 4 where i is chosen such that
In the present paper, we consider the following alternative information theoretic criterion for model selection for estimation of the value of q. According to this new information theoretic criterion for model selection, we estimate q with 4 where 4 is chosen such that Z(4, C,) = min {WA CN),..., I(P -1, C,)} (2.7) KRISHNAIAH,  AND BAI and C,,, is chosen such that lim { C,/N} = 0 (2.9) N4nc lim (C,/log log N) = co.
(2. IO) N -E35
If the assumption of normality and independence of observations x(t, h-9 x(t,) are violated, Lk is no longer the likelihood ratio test statistic. But, we can still use the criterion defined by (2.7)-(2.10) when Lk denotes the likelihood ratio test statistic for testing H, under the assumptions of normality and independence of observations. The probability of correct detection of the procedure proposed by us is given by
We are interested in establishing the strong consistency of the above procedure for the cases when 0 * is unknown and known under certain assumptions about the underlying distribution. In this section, we establish the consistency of the estimate 4 of q when the criterion Z(Q, C,) is used and a2 is unknown when the underlying distribution is not necessarily complex multivariate normal. The main result of this section is stated in the following theorem: THEOREM 3.1. Suppose x(t) is a complex, stationary process with E(x(t)) = 0 and ,5(%'(t) x(t))* < co. Also, we assume that (x(t,), i= 1, 2,...,] is a stationary and i-mixing sample sequence with +6 decreasing and cl?= 1 41i2( j) < co. Let 4 be chosen such that
where Z(k, C,) was defined by (2.8) and C, is chosen satisfying (2.9) and (2.10). Then 4 is a strongly consistent estimate of q.
We need the following results to prove the above theorem. where 62=E.xf+2Cim_, Ex,x,+,#O.
We note that c,E, d"'(j) < co implies a2 < co. A proof of the above lemma is given in Hall and Heyde [7, p. 1453 . For some earlier work on this topic, the reader is referred to Reznik [19] and Stout [23] .
Remark. If d2 = 0, then
To see this, let { yn) be a sequence of i.i.d. random variables independent of {x,} such that E(y,) = 0 and 8' = E( yf) > 0. Then (3.2) holds for { y,} and {x,,+y,), where a2 in (3.2) is replaced with 6. Since T2 can be arbitrarily small, (3.2') follows. When x(t) is distributed as complex multivariate normal and the observations are independent, the likelihood function for testing the hypothesis Hk against the alternative that C has general structure is known to be *.
(3.8)
We will prove the consistency of the method based upon the criterion Z(& C,). Let G,(k) = log L, and
where k(2p -k) + 1 is the number of free parameters that have to be estimated under the hypothesis H, and L, is given by (3.8). Assume k < q. Using (3.7), we get
where where
By the well-known arithmetic mean geometric mean inequatity, we have
Also, A, > A,. By Jensen's inequality, we have
Using (3.9), (3.10), (3.13), and lim,,, (C,/N)=O, we obtain
So, with probability one for large N, we have
(3.14) 
By (3.7) we see that
From (3.9), (3.15), and C,/log log N-+ co, we get
Thus with probability one for large N we have
From (3.14) and (3.17), it follows that with probability one for large N ij = q.
Thus the proof of Theorem 1 is completed. When x(t) is distributed as real multivariate normal, the proof goes along the same lines as in the complex case. In general, Theorem 3.1 is true for the real stationary process.
Wax and Kailath [26] stated that the MDL criterion is strongly consistent but the AIC criterion is not. To establish the above statements, they claimed that for k > q, -2 {log L, -log Lk} is asymptotically chi-square with (k-q)(2p-k-q) degrees of freedom. But, Zhao, Krishnaiah, and Bai [30] showed that the above claim is incorrect. However, the consistency of the MDL criterion follows from our results since the MDL criterion is a special case of our criterion.
DETECTION OF THE NUMBER OF SIGNALS WHEN VARIANCE OF WHITE NOISE Is KNOWN
In Section 3, we discussed a model selection criterion for detection of the number of signals when the distribution underlying the observations is complex multivariate normal and the variance of white noise is unknown. In this section, we derive analogous criterion when the underlying distribution is (real) multivariate normal and the variance of the white noise is known. The strong consistency of the above criterion is also established.
In the model (2.1) we assume that the noise vector n(r) is distributed as the multivariate normal with mean vector 0 and covariance matrix a*Z,, A is a real matrix of rank q < iV, and the signal vector s(t) is distributed independent of n(t) as a multivariate normal with mean vector 0 and nonsingular covariance matrix Y. Then, the covariance matrix of x(t) is C = AY,4' + a*Z. We assume that CJ* is known. Without loss of generality, we assume that a*= 1. Let 1, a... > A, denote the eigenvalues of C. Now, let The kth model Mz is the one for which Ht is true. We are interested in selecting one of the p models IV,*, MT ,..., M,*-, . When the observations I,..., x(t,,,) are independent, the logarithm of the likelihood function is given by Now, let 12) log&;, f (log6i+1-6i From (4.14), we know with probability one, that bi> 1 for i= 1, 2,..., q and min(q, t) = q for large N. So, the statistics log L, and log E, have the same distribution asymptotically. Here, we note that Anderson [2] suggested to use 2, as a statistic to test H,* and pointed out that the asymptotic distribution of -2 log L4 is chi-square with (p -q)(p -q + 1)/2 degrees of freedom. Rao [ 183 pointed out that L, is not the LRT statistic.
We will now consider the problem of selecting one of the models %, Ml,..., Jff,-1 by using an information theoretic criterion. Let
where C, satisfies the following conditions
(C,/log log N) = co.
We select the model M, where 4 is chosen such that (34) = o<y:pxp 1 G(k).
(4.17) . .
We will now show that 4 is a consistent estimate of q. 
Proof
Suppose that M, is the true model and k <q. We have
As mentioned above, with probability one, we have for large N, di> 1, i= I,..., q and min( q, 5) = q. Thus Theorem 4.1 is proved. When the underlying distribution is complex multivariate normal, the proof for the consistency of the method goes along the same lines as in the real case.
FURTHER RESULTS ON DETERMINATION OF THE NUMBER OF SIGNALS
We will first discuss procedures for determination of the number of signals transmitted when the underlying distribution is real or complex elliptically symmetric. Here, we note that a random vector y is said to be elliptically symmetric if its density is of the form ZHAO, KRISHNAIAH, AND BAI where g is a non-increasing function in [o, cc ). Multivariate normal and multivariate t distributions are special cases of the elliptically symmetric distributions. Kelker [9] proposed the elliptically symmetric distributions and studied some of its properties. Krishnaiah and Lin [12] proposed complex elliptically symmetric distribution and studied some of its properties. A complex random vector x = x, + ix, is said to be distributed as complex elliptically symmetric distribution if its density is of the form
where C is Hermitian, i denotes the complex conjugate of a, and h (. ) is a non-increasing function in [o, co). The covariance matrix of (xi, xi) has the structure Complex multivariate normal considered by Wooding [29] and Goodman [6] and complex multivariate t distribution are special cases of the complex elliptically symmetric distribution. The density of the complex multivariate normal is known to be m=~ exp{ -(X)'C-l (x-r()}. Now, consider the signal process x(t) in (2.11 but assume that the joint density of x1 = x(tl),... for k = 0, l,..., p -1. We know that for given A1 ,..., 1, the minimum of tr C2-l is cj"=I &~'6~ (see [25] ). SO, where the maximum is taken subject to (5.5). Suppose h(t) has a con- So, we can use the procedure discussed in Section 3 to determine the number of signals, even when the observation vectors are jointly distributed as elliptically symmetric. But, we do not know whether this procedure is consistent.
In general, we may use the procedure discussed in Section 3 when a2 is unknown even if the observations x(tl),..., x(tN) are not independent and Gaussian provided the conditions on the observations stated in Theorem 3.1 are satisfied. Of course, when the observations are not independent and Gaussian, the statistic L, in the above procedure is not the likelihood ratio test statistic but the procedure is strongly consistent. As an alternative procedure, we estimate q with 4 where
Under the conditions of Therem 3.1. we observe that, for k <q, 1) is just the slope of the kth segment. Suppose that q is the true number of signals. For convenience we temporarily assume q > 0. As shown in (5.13) and (5.14), we can assert with probability one that, for large N,
where C, > 0 is a constant. Thus we see that, the slope G,(k) -G,(k -1) has a significant change for k < q and q < k <p -1, and the true value q is just the largest k for which G,(k) Under the conditions of Theorem 3.1, we can show that q is a consistent estimate of q by following the same lines as in Section 3.
In general, we do not know whether the conditions of Theorem 3.1 are satisfied. In these cases, we make the following assumptions:
where we denote A,, = co for convenience. In this case, we need to assume that the smallest non-zero eigenvalue of A$A' is distinguishable from c*, namely, the ratio of signal intensity to that of noise can be detected by the sensor. We assume that (A, -02)/02 3.s > 0 and E is known for the given receiver. In this case, we estimate q with 4 where 4 is chosen such that We now establish the strong consistency of 4. To prove this, we write
Suppose that q is the true number of signals and k < q. Then
Consider f,Jx) = log(cr, + Bkx) -fik log x for x E (0, 11. We have f;(x)= -u,flk(l -x)/x(%+jkX)<O, O<xdl, so that fk(x) is a decreasing function on (0, 11. But if I,, > (1 + E) u*, then for Odk<q-1, 
1SE
Thus for O<k<q,
From (5.24) and (5.25), it follows that, with probability one for large N,
(5.26)
On the other hand, if q<k<p-1,
So with probability one, for large N,
(5.28)
Thus from (5.26) and (5.28) it follows, with probability one, for large N, lj = q.
(5. 29) and the assertion is proved.
INFERENCE ON THE MULTIPLICITIES OF THE EIGENVALUES OF C WHEN o2 Is UNKNOWN
In Section 3, we discussed the problem of determination of the number of signals when CT' is unknown. As pointed out earlier, this problem is equivalent to drawing inference on the multiplicity of the smallest eigenvalue. In this section, we discuss the problem of not only finding the number of signals but also determination of the multiplicities of the eigenvalues of Z which are not equal to the smallest eigenvalue. (6.14)
Now we assume that (kl,..., k,) is a partition of [O,p] such that there exists at least one q1 satisfying kip I < q, < ki for some i. Let N,= (kip, + l,..., ki). Using (6.8) and (6.13), we obtain )mm i CUq, ,..., sr) -LW, ,..., k,)l where c>O is a constant. From (6.17) and lim.,, (C,/N) =0, it follows that, with probability one for large N, G(q I,..., qr) -W,,..., k,) > 0.
(6.18) By (6.14) and (6.18), with probability one for large N, f = r (BI,..., Qp) = (ql ,..., qr). (6.19) This completes the proof. In this section, we discuss the problem of determination of the multiplicities of the eigenvalues when a2 is known. Without loss of generality, we assume that a2 = 1. Let M,$.k, denote the model for which the eigenvalues have multiplicities as given below the only point xh= (l/ph) Ch di which minimizes (l/x,) xh 6, + p,, log I,, is located outside the region 1, > 1, and we get that ;~Sif~hlog~h)=~6i. h h h (7.6) From (7.4)-(7.6) and the fact that we obtain 6; . (7.7) i=k,+l
It is well known that the maximum of the log-likelihood under no restrictions on the parametric space is given by In the following we consider x ,,..., x, as identically distributed random p-vectors with mean zero and covariance matrix ,J5 = QW$%Z,,,..., &lZp,e,, III,1 Q' with Q an orthogonal matrix and we do not assume xis are independent and multivariate normal. Of course, in general we cannot get the logarithm of likelihood ratio test as given in (7.9). But we can regard G*(pi,..., ,u,) as a statistic for testing the hypothesis H*(,u i,..., p,). Now, our purpose is to find an information criterion for the detection of the multiplicities pi ,..., pLI. Define z*(Pl ,-.., PI; C,) = -=*(A ,..., ,4 + IC, where C, satisfies
(1) C,/N+O. As before, we can similarily prove the following theorem.
THEOREM.
Suppose that x1, x2 ,..., is a complex or real, stationary, and &mixing process with 4 being decreasing and such that Chm_ 1 q5'12(h) < co. Also E(%:xj)' < co. Then ill 1.4 ,..., fit> + { 1, h ,..., 14) a.s. (7.10) Under the conditions of the theorem, with probability one, when N is large enough, T 2 I-1. Then the proof of the theorem is essentially the same as that for ,I1 unknown and we omit it.
