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Abst ract - -Let  W := e-Q, where Q : R ---* R is even, and "smooth," and of faster than 
polynomial growth at infinity. For example, we consider Q(x) = exp k/(]xla), a > 1, where 
expk = exp(exp(.., exp(... ))) denotes the k th iterated exponential. Weights of the form W 2 for 
such W are often called ErdSs weights. We compute the growth of the Lp-norms (0 < p < oo) of the 
weighted orthonormal polynomials Pn (W 2, x)W(x) for a large class of Erd6s weights, based on recent 
work of the author with Levin and Mthembu on the Loo-norm of pn(W 2, x)W(x).  As an auxiliary 
result, we obtain bounds on the fundamental polynomials of Lagrange interpolation at the zeros of 
pn(W2,x),  and as a corollary, we deduce finer spacing for the zeros of pn(W 2, .). The growth of 
the Lp-norms of orthonormal polynomials i a key factor in investigating convergence of orthogonal 
expansions and Lagrange interpolation i Lp-norms. 
Keywords - -E rd6s  weights, Exponential weights, Orthonormal polynomials, Lp-norms, Lagrange 
interpolation, Zeros of orthonormal polynomials. 
1. INTRODUCTION AND RESULTS 
Let W 2 := e -2Q, where Q: R --* R is even, continuous, and is of "smooth" and of faster than 
polynomial growth at infinity. Such a weight is often called an Erdb's weight [1], and perhaps the 
archetypal example is 
Wk,a(x) := exp ( -  expk (Ixla)), a > 1, (1.1) 
where expk = exp(exp(exp(.. .)))  denotes the k th iterated exponential. Corresponding to the 
weight W 2, we can define orthonormal polynomials 
pn(w 2,x)=-~nx ~+. . . ,  %>0, n>0, 
satisfying 
oo  
f pn(w ~, z)p.,(w 2, z)W2(x) dz = e~n, 
- -00  
m,n>_O. 
Recently, Levin, Mthembu, and the author [2] established bounds for pn(W 2, x) for a class 
of Erd6s weights that includes W 2 2 = W~,a, a > 1, k > 1. Here we use these bounds, and 
other results in [2,3] to estimate, both above and below, the Lp-norms of pn(W 2, • )W(. ). Such 
Lp estimates are essential in studying convergence of Lagrange interpolation and orthogonal 
expansions in weighted Lp-norms. For further orientation on Erd6s weights, and general weights 
on the real line, see [4-7]. 
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To state our result, we need the Mhaskar-Rahmanov-Saffnumber au [8,9], the positive root of 
the equation 
1 
2 f a~tQ'(aut) dt 
u = - j u > 0. (1.2) 
7r ~ ' 
0 
Under the conditions on Q below, which guarantee that  Q(s) and Q~(s) increase strictly 
in (0, co), au is uniquely defined, and increases with u. It  grows roughly like Q[ -q (u) ,  where 
Q[ -q  denotes the inverse of Q on (0, co). 
oo We use ,~ in the following sense: if {b,`}n= o and {an}~=0 are sequences of nonzero real numbers, 
we write 
bn ~ ca, 
if there exist C1, C2 > 0 independent of n, such that  
Cl < --bn <C2, n > l. 
Cn 
The following theorem is our main result. 
THEOREM 1.1. Let W := e -Q, where Q: R --* R is even and continuous in R, Q" exists in 
(0, co), Q" > 0 and Q~ > 0 in (0, co), and the function 
d (zQ'(x))  1 + xQ"(z)  - - -  x • (0, co) (1.3) T(z)  := dx Q'(x) Q'(x) ' 
is increasing in (O, co), with 
lim T(x) = co; T(0) := lim T(x) > 1. (1.4) 
x---*cx) x---+0+ 
Moreover, assume that for some C1, 62, C3 > O, 
T(x) 
C1 < _< C2, x > C3. (1.5) 
[(xQ'(x)/Q(x))] 
(We write W E $). Let a,` = an(Q) denote the n th Mhaskar-Rahmanov-Saff number for Q. 
Then, given 0 < p < oo, we have for n > 2, 
1, p<4,  
l ip,, (w~, ) w(.)l l~(~) ~ ~/~-~/~ × (log~)~/~, p = 4, 
(nT(an)) -2/3(1/p-1/4) , p > 4. 
(1.6) 
For W(x)  = Wk,~(x) = exp(--  exPk(IXl~)), 
k 
a,` ,~ (log k n)l/a; T(an) ~, H logj n, n > 1 
j= l  
(here logj = log( log( log. . .  )) denotes the jth iterated logarithm), and so we deduce that  
lip° w2 ( k , . ,  )wk,o()IIL~(R) 
( logn) 1/4, p = 4, 
(log k n) (1/a)(1/p-1/2) x k -2 /3 (1 /p -1 /4 )  
n l - I l og jn  , p>4.  
j= l  
(1.7) 
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We note that in the limit as p ~ oc, these results become the L~ estimate in [2]. Analogous 
results for Freud weights have been given in [5] (based on work in [4]) and for exponential weights 
on [-1, 1] in [10]. 
One of our auxiliary results involves the fundamental polynomials of Lagrange interpolation at 
the zeros of pn(W 2, x), which are denoted by 
--00 < Xnn < Xn- - l ,n  < "'" < X2n < Xln  < O0. 
Recall that ej,~(x) is a polynomial of degree < n - 1 satisfying j~(xkn) = ~jk. In describing the 
behaviour of gjn, and in many other aspects of Erd6s weights, a special sequence and sequence 
of functions are needed. Set 
6n := (nT(an))  -2/3 , n _ > 1, (1.8) 
and for fixed L _> O, and for ]x] <_ an(1 + L6n), 
~,~(x) := max {11 - [x_~[+2L6n ' 1 } .  (1.9) 
an T(an)x/1 - (Ixl/an) + 2L6~ 
In this paper, L will be chosen so large that xln <_ an(1 + L6n), n > 1 (see Lemma 2.4(b) below). 
These play much the same role as do the sequence n-2 and functions max{n- lV' l  - x 2, n -s} 
in algebraic polynomial approximation, and orthogonal polynomials, on [-1, 1]. We prove the 
following theorem. 
THEOREM 1.2. Let W = e -Q be as in Theorem 1.1. 
(a) Uniformly for n > 1, 1 <_ j <_ n, and x E R, 
[ejn(x)! ~ an W(xjn)q!n(X jn)  1 - [xj~___~ + L6~ . (1.10) 
n an  x -- X jn  
(b) There exists C such that uniformly for n >_ 1, 1 < j < n, and x c R, 
Ifjn(x)l W(x)W- l (x jn )  < C. (1.11) 
As a corollary, we can refine a little results in [2, Corollary 1.3(b)] on spacing of zeros of 
orthonormal polynomials. There, x j - l ,n  -X j÷ l ,n  was considered instead of xj~ -X j - l ,n .  
COROLLARY 1.3. Let W be as in Theorem 1.1. Then uniformly for n ~_ 2, 2 <_ j <_ n, 
an 
X j - - l ,n  -- X jn  ~,o - -  lU~n(Xjn). (1.12) 
n 
We prove the results in the next section. 
2. PROOFS 
Throughout, C, C1, C2,... ,  denote positive constants independent of n, x, and P E Pn, where 
:Pn denotes the set of real polynomials of degree < n. The same symbol does not necessarily 
denote the same constant in different occurrences. 
As stated in the Introduction, our proofs depend on results from [2]. Throughout, we assume 
the hypotheses and notation of Theorem 1.1. First, we recall bounds on Pn from [2]. For simplicity, 
we write for n > 1, 
pn(x) := Pn (w~,x) .  
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LEMMA 2.1. 
(a) For n > l, 
and 
(b) For n >_ l and x e R, 
1 ix I ,/4 sup Ip=(z)l W(x)  - ~ a~ 1/2, 
x~R an 
sup Ipn(x)l W(x) ~ (nT(a~) ) '/6 an '/2. 
xER 
Ipn(x)l W(x)  <_ 
Can 1/2 
[]1 - (Ixl/an)l v4 + a~/4] " 
(c) There exists C, ,  C2 > 0 such that for n >_ 1, 
T(an) <_ Cl (~n)  2-C2 
(2.1) 
(2.2) 
(2:3) 
(2.4) 
PROOF. 
(a) These are Corollary 1.4 in [2]. 
(b) This follows directly from (2.1) and (2.2) and (1.8). 
(c) This is Lemma 2.2(viii) in [2]. 
Next, we recall a suitable infinite-finite range inequality. 
LEMMA 2.2. Let 0 < p <_ oo. There exists C > 0 such that for n >_ 1 and P E Pn, 
ItPWIIL,,(R) <- OlIPWIILp[-..,,..]. (2.5) 
PROOF. This is a special case of Theorem 1.5 in [2]. We remark, in this connection, that there 
is an error in the proof of Lemma 2.5, in [2]; however, this is easily repaired, and e -on in (2.24) 
should be replaced by e -CnT(a~)-l/2. | 
We can now prove the upper bounds implicit in (1.6). 
PROPOSITION 2.3. Let 0 < p < c¢. There exists C2 such that for n > 2, 
1, p<4,  
lip  (w=,.) w()IILp(R) -< C=aY "-'/= × ( l°gn) 1/4, p = 4, 
(nT(an))  -2/3(1/p-'/4) , p > 4. 
(2.6) 
PROOF. By Lemma 2.1(b), and Lemma 2.2, 
" [ ] W p / a~V/2 Ixl 1/4 -v ][Pn HLp(R) < C3 1 - - -  + 51/4 dx 
an I 
I ( ]  = 2C3a~ p/2 1 - ~-~/ + 5~/4 dx 0 
= 203a~ -'/2~In-p/4 f [tl/4-} - 1] -p dr, 
o 
(2.7) 
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by the substitution 1 - x/an  = 6nt. Here 
5~ 1 5~ 1 { 6n (l-p/4), p < 4, 
t 1/4 + 1 dt < 1 + t -p/4 dt ~ log n, p = 4, 
0 1 1, p> 4, 
(2.8) 
where we have used Lemma 2.1(c) to deduce that 6~1 grows like a power of n. Then (2.7) 
and (2.8) yield (2.6) on taking pth roots. | 
In proving the lower bounds corresponding to Proposition 2.3, we shall need more results 
from [2,3]. If we define the n TM Christoffel function [6,11], 
oo  
An (W2,x)  := inf f 
- -OO 
1 
x--,n--1 2~X~ ' 
?--,j=0 Pj ( ) 
dt 
then it is known that 
(2.9) 
See, for example, [11, p. 6] or [12, p. 23]. 
LEMMA 2.4. 
(a) For n >_ 1 and [x[ <_ an, 
An (w2,x) ~anW:(x)V~(x). 
n 
(2.10) 
(b) Forn> 1, 
x ln_ l  _<C6n, 
an 
and uniformly for n > 3 and 2 _< j < n - 1, 
(2.11) 
an 
Xj - l ,n - -X j+ l ,n~ - -~n(X jn ) .  
n 
(2.12) 
(c) For a suitable L > O, we have uniformly for n >_ 2 and 1 < j % n - 1, 
IXjnl + L~n "~ 1 IxJ+l"~l + L$n; (2.13) 
an an 
9n(xjn) "" 9n(xj+l,n). (2.14) 
(d) Uniformly for 1 < j < n - 1 and n > 2, 
IPn-l(Xjn)l W(x jn )  "~ a~ 1/2 (1 IxJnla,~ 
\ 1/4 
-- ~ + LSn | -/ (2.1~) 
(e) Forn> l,  l < j<n,  andxER,  
cn  ~, , (z )~, , , (z j , )  1 IZ#nl + L~,  Ix - Zjnl. Ipn(X)l W(x)  < a~n/2 an (2.16) 
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(f) For n k l, 
"Yn- 1 
- -  ~ an. (2.17) 7n 
(g) For j = 0, 1, 2, and n >_ 1, 
a~Q (j) (an) '~ nT(an)  j -U2.  
(h) Given 0 < ~ < t3, we have t:or j = O, 1, 2, and n _> 1, 
a~n "~ aBn; T(aan) ~ T(azn); 
(i) Let O < a < l. Then for j = O, 1, 
Q(i)(aan) ~ Q(J)(a~n). 
(2.18) 
(2.19) 
max --* O, n -~ c~; (2.20) 
[xl_<aa,~ n 
an [xQU(anX)l 
max --* 0, n --* c~. (2.21) 
0<:[x[_<aa~ n 
PROOF. 
(a) This is part of Theorem 1.2 in [2]. 
(b) This is Corollary 1.3 in [2]. (We note there is an oversight in [2] in the proof of (2.11), but 
this is easily repaired.) 
(c) See (9.9) in [2] for (2.13). Then (2.14) follows. 
(d) This is part of Corollary 1.4(5) in [2]. 
(e) This is (10.28) in [2]. 
(f) This is (10.33) in [2]. 
(g) This is Lemma 2.2(i) in [2]. 
(h) This is Lemma 2.2(ii), (iii) and (vi) in [2]. 
(i) This is Lemma 2.3(i) in [2]. | 
We must reformulate a Markov-Bernstein inequality from [3]. To do this, we need an estimate 
proved in [2] on the density function #n(x), defined for x • [-1, 1] by 
1 
2 f anxQ'(anx) - ansQ'(ans) ~-  x 2 
#n(x) := ~ d n---~ 2 ---s--~) ~/1 s 2 ds. (2.22) 
0 
LEMMA 2.5. Uniformly for n >_ 1 and x • ( -  1, 1), 
{ #n(x) ~ min l~Z_~_  x2, (2.23) 
PROOF. See Theorem 3.1 in [2]. 
LEMMA 2.6. Let ~ > O. For n > 1, P E 7Pn, and ~ <_ Ix[ _< an(1 + Lhn), 
I(PW)'(x)r < c ln   n(x)-lfIPWll  (R). 
an 
For Ix[ _> an(1 - L6n), we have 
[(PW)'(x) l  <_ Cla-~I IPWI[Lo~(R ).
(2.24) 
(2.25) 
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Moreover for Ixl ~ an~2, 
n W IP'WI(x) <_ CI--I IP IIL~(R). (2.26) 
an 
PROOF. The Markov-Bernstein i equalities in [3] were proved under very similar conditions. The 
difference was that instead of (1.5), the apparently weaker condition 
T(x)=O(Q' (x )  1/12) (2.27) 
was used. It is not clear if (1.5) implies (2.27). However, a fairly cursory look at the proofs in [3] 
shows that (2.27) was used only to bound Q(J)(an). In [2, Lemma 2.2(i)], it was shown that for 
n > 1, and j = 0, 1, 2, we have (2.18), which is far better than the bounds derived from (2.27) 
in [3]. Moreover, the assumption of continuity of Q" in (0, oo) in [3] may be trivially dispensed 
with. So the results in [3] persist under our hypotheses. For x E (0, 1], let 
1 
Cn(Z) := / 
1/a~ 
(1 - s) -1/2anxQ'(a'~x) - ansQ'(ans) ds, 
anX -- ans 
(2.28) 
and 
1 
A~ := n -1 / (1 - s)-l/2(ans)2Q"(ans) ds. (2.29) 
1/2 
Let r > 0. It was shown in [3, pp. 194,195] that for n > 1, and P e T'n, and Ix/anl <_ 
1 - r(nA~) -2/3, 
( )_1 
[(PW)'(x)] < CLLPW[]Loo(~) 1 -  x__ 
an 
Moreover for Ix~an[ > 1 -r (nA*)  -2/a, 
I(PW)'(x)] <_ CiIPWllL.(~) 
1 
/ 
Ix/a~l 
Cn(t)(1 - t) W2 dt. (2.30) 
(nA~)2/3 (2.31) 
an 
Of course C is independent of n, P C Pn, and x E R. Moreover it was shown in [3, p. 195] that 
for Ixl < an~2, this implies that 
n (2.32) I(PW)'(x)I <- CIIPWIIL~¢(R) a--~" 
This is assuming that W'(0), that is Q'(0) exists. If Q'(0) does not exist, a remark on [3, p. 195] 
notes that these remain valid for x ¢ 0. In particular, (2.30) holds for ~/< Ixl ___ an(1 + Lbn). 
Note that since 
IP'Wl(x) < I(PW)'(x)l + Q'(x)[PWl(x), 
and since Q'(an/2) = o(n/an) (see Lemma 2.4(i)), (2.32) then implies (2.26) provided we omit a 
small neighbourhood of 0. To prove (2.26) in a small neighbourhood of 0, we can use the method 
of [3] in a straightforward way. Alternatively, old very general results of Dzrbasjan imply (2.26) 
for x in a fixed finite interval [13]. 
We turn to (2.24) and (2.25). First note that for Ix/anl < 1/2, ~n(x) ~ 1, so (2.26) gives 
(2.24) for that range. Now let an~2 <_ Ixl <_ an(1 - 2/T(an)). Note that for Itl > 1/2 and n > 1, 
comparing (2.22) and (2.28) shows that 
n n {1  lx/i--~_ t2 } ¢n(t)(1 - t )  1/2 ~', - - l tn ( t )  ~ - -  min T(an) (2.33) 
an an ~ '  
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by Lemma 2.5. So 
1 
Ixla~l 
Cn(t)(1 - t) 112 dt 
an 
n( 
~ - -  1 - -  
an 
o( 
an 
" 1 - -11T(a~)  
1 T(an) an } 
)-112 __z ~ ncn(z)_~,  
an an 
1 
f T(an) lvq-:~- t~ d~ 
1--11T(a,~) 
112 
+ T(an) -112 
since 1 - Ix/anl > 2IT(an). So (2.30) implies (2.24) for this range of x. 
Next, we consider x such that 1 - 2IT(an) < Ix/an[ < 1 - (nA[) -2/3. For this range, we shall 
need 
A~ ,-~ T(an), n > 1. (2.34) 
See (10.37) in [2]. Then, using (2.33), we see that 
1 
/ 
1 
)' i  Cn(t)(1 - t) 1/2 dt ~ nan (1 - XaN T(an)~/1 - t 2 dt Ix/a,I 
( ~- (an) 1 -  ~ non(x) - l ,  
an ] an 
since Ix/an[ < 1 - CCn, by (2.34). Again, (2.30) gives (2.24). 
Finally, for 1 - (HA*) -2/3 < [X/anl < 1 + LCn, (2.31) and (2.34) and the fact that 9n(z) 
1/[T(an)x/~n] for this range give (2.24). Of course, (2.25) follows easily from (2.31). | 
Now we can turn to the following proof. 
PROOF OF THEOREM 1.2. Firstly (1.10) follows from (2.9), (2.10), (2.15), and (2.17). The proof 
of (1.11) is more complicated. By (1.10) and (2.16), 
A(z) : = I%n(x)W(z)l w-l(~jn) 
< O@~(xjn) (1 IzJnlan 
{~n(X'n)} ~/2~()  = C -n-~- " 
- - -  + LCn) 9n(x)gn(Xjn) 1 IXyn]an 
1/2 ] -1/2 
---+L6n) 
(2.35) 
Also, from (1.10) and the bound (2.3) for Pn, 
*n(Xjn__/) 2L nh'/4 
A(x) < ca :  ~- -x jn[  \ 1 -- ([xi/an) + 2LCn ] " (2.36) 
We use the bounds (2.35) and (2.36) to prove (1.11). We must consider four cases, because of 
the complicated behaviour of ~I'n. 
CASE I. ix[ < an(1 - 1/T(an)); [xjnl < an(1 - 1/T(an)). 
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Then (2.35) and (2.36) take the form 
Now if 
- \ 1-  ( I z l / ~ , , ) )  ' 
A(z) < C~ (1- (l__zml/a__ ~))'/2 (lp_Jx,~llan'~ 114 
- I x -x jn l  < 1 -1x l la , ,  ) " 
1 - Ixj~l -< 2 0 - Ixl") ' a n  an I 
then (2.37) shows that A(x) is bounded above. In the contrary case, we have 
(2.37) 
(2.3S) 
and so 
< ) (,--~) 
So from (2.38), 
a(x)<_ C1 17 0 ix'"' )-''~a,, <(" -l~'"l/a")'~'/']-::~) 
<02 1 (1 Izl~ -'12 {T(an)'~ V2 
- - - -  < C3 < C4, 
- ,', a , , /  - t ~ )  - 
by our choice of the range of x, and (2.4) above. 
CASE II. an(1 - 1/r(an))  < Ixl < a~; Ixj~l _< a~(1 - 1/T(a~)) 
Then (2.35) and (2.36) become, respectively, 
Now if 
_< ~ob~ (,-'-,~'~ 1~.~  
A(z)  < C7~ (1 - (Ix~,,I/a,,)) 1/2 1 - (Ixj,,I/an) 
~-xj~---~ (,  -- (~1/-~) ¥~)  '/' 
(2.39) 
(2.40) 
art -- an / ~ ' 
then (2.39) shows that A(x) is bounded. In the contrary case, we obtain as in Case I, that 
Ix=Xjn l> l (  1 -1x~l ' ] 'a ,~ - 2 a~ ] 
Then from (2.40), 
~<x,<cs~(, ~,n)"'an ( '  o~x +L,~) "4 
< CslT(an) I/4 6~ I/4 = Cs {T(a~) ~ 5/12 <_ C9. 
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We have again used (2.4). 
CASE m.  Ixl < an(1 - 1/T(an)) ;  Ixjnl _> an(1 - 1/T(an))  
Here (2.35) becomes 
If 
{ ( )1/2( i_.,~XiN) l/2}--I 
A(x) < Clo T(an) 1 Ix¢__~l + 2LSn 1 - 
an an / 
_<ell {T(an) (1 IXjni 2L6n) }-1/2. 
1 - I zjn___!] + L~n > 
an T(an) ' 
for some fixed p > 0, then A(x) is bounded. Otherwise, 
1 JxJn]+LSn< P ( ]x]~ 
an T(an) <- p 1 - . an ] 
If p is small enough, we deduce from (2.13) that x ~ (xj+2,n, xj-2,n), where we set Xl-r,n := 
Xl,n ~- TSn; Xn+r,n :~ Xnn -- TSn~ T ~--- 1, 2. Then 
an Ix - xjnl >- Ixj+2,n - Xjn] >_ C12--kOn(xjn), (2.41) n 
by (2.12). From (2.36), we obtain 
( 1 - ( J~nl /an)  + 2L~n ~ ~/~ 
t(X) < C13 ~ -1 - - - -~~ n ) 
<- C14 {T(an) (1 -  iXjn--'-J + 2LSn) } 1/4 <- 
by our choice of the range of xjn. 
CASE IV. an(1 - 1/T(an)) < Ixl < an; IxjnI >_ an(1 -- 1/T(an)) 
Then (2.35) becomes 
1_-. (Ixl/an) + 2L~n ~ ~/4 ( A(x) < C16 
\1  - ( Ix jn l lan)  + 2L~n ) " 
If 
1 n]XJnl+2LSn->l(z [xl ) - a - -  ~ 1 - - -+2LSn , 
an 
then we are finished. In the contrary case, we obtain 
ix-LXjn[ >-an  (1 -  anlX-~+ 2LSn) - (1 - - -  
>--2 an 
IxJn[an + 2LSn) 
I ( ) C ( Ixjn' )-1/2 
n~'an" 1 + 2LSn an 
Here we have used our hypothesis on L, namely xln <_ an(1 + LSn), so that 
L3/2 
1 ]xJnian + 2L6n) 3/2 >_ (LSn) 3/2 _ nT(an) 
Then (2.36) implies that 
(1 - (Ixjni/an) + 2LSn'~ 1/4 
n 
Summarizing, we have shown that 
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sup [gjn(x)W(x)l  w- l (x jn )  = sup Ig.jn(x)W(x)l w- l (x jn )  
xEIR xE[--an,a~] 
= sup A(X) ~ 619. | 
xe[-a,~,a,~] 
In the proof of the lower bounds implicit in Theorem 1.1, we shall need the following conse- 
quence of Theorem 1.2. 
LEMMA 2.7. There exists C2 > 0 such that uniformly for n > 1, 1 < j < n, and 
an 
Ix -z~n[  <_ C2- - '~n(Zjn) ,  (2.42) 
72 
we have 
zjnl~l(zj.) (1 Izj.I / -1/4 - - -  + L~,~ (2.43) 
PROOF. We shall use the Bernstein inequality (2.24) in Lemma 2.6, applied to P := gj,~W -1 (Xjn) 
with Ixj,~l >_ 1, for which 
IJPWJJL~(R) < C2o, 
independently of n, x, and j. Using (2.24) and (2.14) shows that 
n~ 
I (pw) t (x ) ]  ~ 621- -  n(Xjn), x e (xj+2,n, xj-2,n) ("l [-an,an]. 
an 
Here we define x- l ,nxon,  etc. as in the previous proof. Now if Ix - xjnl <- e (an/n)~n(x jn)  
for some small enough e E (0, 1), then by (2.12) x c (xj+2,,~, xj-2,~) (recall our definition of 
xon, x-l,r~, Xn+l,n, Xn+2,n) and so for some ~ between x and xjn, 
(PW)(x )  = (PW)(xj ,~) + (PW) ' (~) (x  - Xyn) 
n 1 > 1 - 621- -~~ (zj,~)HPWIIL~(~)Iz - xj,~l 
an 
1 
>1- -  
- -  2 '  
provided e is small enough, say e = e0, independently of j and n. Hence, uniformly in j and n, 
g. jn(x)W(x)W-l(x~,~) = (PW)(x )  ,~ 1, a n Ix - x j . I  < - -v~(x~) .  
n 
Then (1.10) yields the result. For Ixjnl < 1, we use instead (2.26) of Lemma 2.6, together with 
the facts that W(t)  ~ 1 ,.~ qYn(t), Itl <_ 2. | 
PROOF OF THE LOWER BOUNDS FOR THE Lp-NORMS OF THE ORTHONORMAL POLYNOMIALS 
AND THEOREM 1.1. Let 1 < j < n, and let C2 be as in (2.42). Recall from the previous proof 
that for Ix - xjnl <_ C2(an/n)"~n(xjn) =: a, we have x E (xj+2,n, xj-2,n). Here X-l ,n,  xon, etc. 
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are defined as above. Then by (2.43), and provided xj+2,,~ E [-an, an], 
Xj - -2 ,n  
J 
Xo4+2,n 
xjn +a 
bnWf(x )  dx > 03 / bnWF(x) dx 
Xjn  --(r 
[ T~_  1 ( 'Xjn' )--I'4]P xJnia 
>_(34 a3/---~9 n (Xjn) 1 an + L6n [x - XjnlP dx 
Xjn  --Cr 
( ~ C5!al-pl2ff2n(Xjn) 1 IXCnl + L6n n an 
> Caa-P/2{ x ( _ v n ~ j+2,n- xj-2,n) 1 IxJn[an +Lgn/  
(by (2.12)) 
• j-2,n --p/4 
Xj+2,n  
in view of (2.13). Summing, we have for some fixed g such that xe-2,~ <_ a~, 
7 ""(  - ) - "  b~wIP(x) dx >_ CsanP/2 / 1 - Itl + L6n dt an 
--00 Xn_£,~l ' 
Xgn/ar~ 
= 2Csa 1-p/2 / (1 - s + L6n) -p/4 ds 
0 
1/(L6,~) 
C9 al-p/2 61-p14 / (U -[- 1) -p/4 du 
(1-xt~/an)/(L6~) 
l/(L6..) 
_:-w25~-W4 f (u + 1)-W4du, ~ ~'9c~ n 
-Cn  
where 0 < Cn  < 1 by our choice of L large enough, and we have used the substitution 1 - s : 
L6~u, and also used (2.11),(2.12), which show that for fixed g, 
1 - xe~ >_ -C6~. 
an 
Then we obtain { ,1-p/4 oo ~n , p > 4, 
f lp~WIP(z) dz > ~ _:-p/2 __ t .~10tz  n X log n, p : 4, 
-oo 1, p<4.  
Together with the upper bounds in Proposition 2.3, we have Theorem 1.1. 
Finally, we turn to the following proof. 
PROOF OF COROLLARY 1.3. 
n> 2and2< j <n, 
In view of (2.12) and (2.14), it suffices to show that uniformly for 
an xj-t,~ -x jn  >_ C--k~ n(Xjn). (2.44) 
n 
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Now from Theorem 1.2(b) and our Markov-Bernstein equality (2.24), we have for 2 _< Ixjnl 
a,~(1 + LS~) and ~ c [xjn, Xj-l,n] 
d [e~n(z)W(z)W-~(xJ~)] I~=, 
< Ilej (z)w(x)w-l(xj )llL ( ) <_ c22-%(xj ) 
an an 
Then for some such ~, 
1 = le¢n(z3n)W(z3n)W-l(Zj~) -- ej~(zj_l,n)W(xj_~,~)W-l(Xjn)l 
= (Xjn -- X j_ l ,n )  d [e jn (x )W(x)W- l (x jn ) ] [~=,  
n 1 <_ c ,  (xj_ ,n - x,n) 
an 
So we have (2.44). | 
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