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Abstract This paper investigates turbo equalization schemes
for combating intersymbol interference caused by the broadband
xed wireless access (BFWA) channel. An adaptive scheme and
the conventional non-adaptive scheme are compared in terms
of complexity and performance. Our study reveals that the
adaptive turbo equalization achieves much reduced complexity
with acceptable performance degradation, which makes it suitable
for high data rate BFWA applications.
I. INTRODUCTION
Broadband fixed wireless access (BFWA) is quickly emerging
as a significant network access alternative for the delivery of
voice, data, Internet, video and multimedia type applications
to business and residential customers. BFWA systems offer a
very cost-effective way of building an access network. Easy
maintainability, low incremental costs and portability are key
benefits of this wireless alternative [1]. Standardization of
BFWA systems is currently being undertaken by the IEEE
802.16 working group [2], and the Worldwide Interoperability
for Microwave Access (WiMAX) Forum was formed in June
2001 to promote conformance and interoperability of the IEEE
802.16 standard. Both orthogonal frequency division multiplex-
ing (OFDM) and single-carrier solutions have been adopted in
IEEE 802.16 standard as two alternatives for BFWA systems
operating at 2-11 GHz bands [3].
One of the limiting factors in outdoor wireless transmission is
the multipath channel between the transmitter and the receiver
giving rise to intersymbol interference (ISI), which degrades the
system performance and limits the maximum achievable data
rate. The problem can be tackled by employing OFDM tech-
nology [4], which transforms the frequency selective channel
into a number of parallel flat fading channels. Another effective
remedy to combat the detrimental effects caused by ISI is the
use of equalization, which is the focus of this study.
Douillard et al. proposed turbo equalization algorithm [5]
by extending the idea of iterative decoding that was used to
decode turbo codes [6]. It is shown that turbo equalization sig-
nificantly improve the performance over separate equalization
and decoding. In its original form, turbo equalization employed
maximum a posteriori probability (MAP) for both equaliza-
tion and decoding [5]. For channels with large delay spreads
and for large constellation sizes, it suffers from prohibitive
computational complexity due to increasing number of trellis
states. To tackle this problem, the filter-based approach has
been proposed, e.g., in [7], [8], etc.. The equalizer is typically
implemented by a linear transversal (FIR) filter, the coefficients
of which are adjusted to minimize the mean-square error. It was
shown that the performance of this approach is similar to the
MAP-based receiver, while providing a significant reduction in
the computational complexity. However, most filter-based turbo
equalization algorithms require matrix inversion at a symbol
rate in order to compute the MMSE filter coefficients, which is
computationally intensive. Some approximate implementations
of the MMSE scheme was given in [8], which reduce the
complexity from cubic to quadratic. Low complexity adaptive
schemes were introduced in [9], [10], which further reduces
the complexity, and makes it linear with channel memory. In
this paper, we make a comparative study of adaptive and non-
adaptive turbo equalization schemes in the context of the BFWA
systems, in an attempt to provide some guidelines on how to
design receiver algorithms for practical BFWA systems.
II. SYSTEM MODEL
The transmission system under study is shown in Fig. 1.
The information sequence {bn} is convolutionally encoded into
code bits {un}, which are subsequently interleaved and each
block of coded and interleaved bits {vn} are mapped into one
of the PSK/QAM symbols denoted as sn. The symbols are
transmitted over the BFWA multipath channel. For simplicity,
we employ BPSK/QPSK as real/complex-valued modulation
scheme in this work. However, the discussed algorithms can be
easily extended to higher level PSK/QAM modulation schemes.
The transmitted symbol at time instant n is denoted as sn.
For BPSK modulation, sn is real-valued. In the case of QPSK
modulation, each block of two coded and interleaved bits
{vn[0], vn[1]} is mapped to one of the four QPSK symbols,
denoted as sn = xn + jyn, where xn, yn = ±1√2 .
A set of 6 typical statistical channel models called the Stan-
ford University Interim (SUI) Channel Models were proposed
in [11] for simulation, design, development and testing of
technologies suitable for the BFWA applications. All of them
are simulated using 3 taps, having either Ricean or Rayleigh
amplitude distributions. For the purpose of this study, we select
the SUI-3 channel, which fits the terrain conditions of UK rural
areas. It has a tap spacing of 500ns, and maximum tap delay of
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Fig. 1. Block diagram of transmitter.
1000ns. In the simplest scenario, when the transmitted data rate
is 2M symbols/sec which corresponds to 2Mbps with BPSK
modulation or 4Mbps with QPSK modulation, the multipath
fading is modeled as a tapped-delay line with adjacent taps
equally spaced at symbol rate. The received signal is formed as
rn = h0sn + h1sn−1 + h2sn−2 + wn, (1)
where wn is complex additive white Gaussian noise (AWGN)
with zero mean and variance σ2w, and h0, h1, h2 are complex
channel coefficients which are Gaussian distributed and as-
sumed to remain constant during the transmission of one block
of data. They, however, vary from block to block.
III. TURBO EQUALIZATION ALGORITHMS
The task of the receiver is to detect the transmitted informa-
tion bits {bn} given the received observation {rn}. To this end,
we need first to detect the transmitted symbols {sn} which are
corrupted with ISI and AWGN noise. An equalizer is required
to remove the detrimental effect of ISI. The estimated symbols
are then converted to coded bits, which are subsequently dein-
terleaved and decoded to obtain an estimate of the information
sequence. In this paper, we focus on the turbo equalization
algorithm which combines equalizer and channel decoder in
an iterative fashion.
The investigated turbo equalization algorithm is illustrated
in Fig. 2. The equalizer computes the log-likelihood ratio
(LLR) values of the coded and interleaved bits vn, denoted
by λ(vn;O), which are deinterleaved to λ(un; I). Based on the
soft input λ(un; I), a SISO outer channel decoder computes
the LLR of each information bit λ(bn;O) and each coded
bit λ(un;O). The former is used to make decision on the
transmitted information bit at the final iteration, and the latter
is interleaved and passed through a bit-to-symbol converter
(BSC) to derive a soft symbol estimate s¯n, which is used for
equalization at the next iteration. The performance is improved
by repeating this process in an iterative manner. We use the
notations λ(·; I) and λ(·;O) at the input and output ports of a
SISO device. Several SISO algorithms can be used to compute
the LLRs at the channel decoder output. For the purpose of this
study, we consider the use of the Log-MAP algorithm [12]. Both
adaptive and non-adaptive variants of turbo equalization will be
described next, with emphasis on the adaptive scheme.
A. Adaptive turbo equalization
The adaptive equalizer is made up of two filters P (f)
and Q(f) as shown in the equalizer block of Fig. 2. The
input of the filter P (f) is the received signal vector rn =[
rn rn+1 . . . rn+L−1
]T
, and the filter Q(f) is fed by s¯n =[
s¯n−L+1 . . . s¯n . . . s¯n+L−1
]T
. Each element of s¯n, e.g.,
s¯n+i denotes the soft value of the symbol sn+i estimated at the
previous stage. The equalizer output is given by
zn = p
T
nrn − qTn s¯n,
where
pn =
[
p0 p1 . . . pL−1
]T
;
qn =
[
qn−L+1 . . . 0 . . . qn+L−1
]T
,
are the filter coefficients vectors for P and Q, respectively. They
are updated adaptively using the stochastic gradient least mean
square (LMS) algorithm, i.e.,
pn+1 = pn − µr∗(zn − s¯n);
qn+1 = qn + µs¯
∗(zn − s¯n),
where µ is an appropriate step size, and the superscript op-
erator ()∗ denotes the conjugate operation. An alternative and
equivalent implementation of the adaptive algorithm is
zn = p
H
n rn − qHn s¯n;
pn+1 = pn − µr(zn − s¯n)∗;
qn+1 = qn + µs¯(zn − s¯n)∗.
where ()H denotes the conjugate transpose operation.
In what follows, we analyze the adaptive equalizer, and derive
the LLR values from the output of the equalizer in order to carry
out the iterative equalization and decoding process. Defining
gn = pn⊗hn, and reforming equation (1) as rn = hn⊗sn+wn,
where ⊗ denotes the convolution operation, the equalizer output
can be expressed as
zn = p
T
nrn − qTn s¯n = pn ⊗ rn − qn ⊗ s¯n
= pn ⊗ [hn ⊗ sn + wn]− qn ⊗ s¯n
= (pn ⊗ hn)⊗ sn + pn ⊗ wn − qn ⊗ s¯n
=
∑
l
glsn−l −
∑
l 6=0
qls¯n−l +
∑
l
plwn−l = g0sn + ηn,
(2)
where the ηn stands for the combined interference cancellation
residual and noise. It has zero mean and variance
σ
2
η = E[|zn − g0sn|
2]
= E[|
X
l6=0
glsn−l −
X
l6=0
qls¯n−l +
X
l
plwn−l|
2]
= σ2s
X
l6=0
|gl|
2 + σ2s¯
X
l6=0
|ql|
2 + σ2w
X
l
|pl|
2 − 2σ2s¯ Re{
X
l6=0
qlg
∗
l }
= (σ2s − σ
2
s¯)
X
l6=0
|gl|
2 + σ2s¯
X
l6=0
|gl − ql|
2 + σ2w
X
l
|pl|
2
where σ2s and σ
2
s¯ are the average energy of the transmitted
symbol sn and its soft estimate s¯n, respectively. The filter
coefficients are designed to minimize the mean square error
e = E[|zn − sn|2] = E[|g0sn − sn + ηn|2] = σ2s |g0 − 1|2 + σ2η.
(3)
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Fig. 2. Adaptive turbo equalization scheme for BFWA.
From (2), we can derive the signal-to-interference-plus-noise
ratio at the output of the equalizer as
SINR =
|g0|2σ2s
σ2η
=
|g0|2σ2s
(σ2s − σ2s¯)
∑
l 6=0 |gl|2 + σ2s¯
∑
l 6=0 |gl − ql|2 + σ2w
∑
l |pl|2
.
Apparently, SINR is maximized when σ2η is minimized. With
the constraint q0 = 0, σ2η is minimized when
∑
l 6=0 |gl− ql|2 =
0, yielding the solution Q(z) = G(z) − g0. Under such
conditions, the maximum SINR is derived as
σ2η = (σ
2
s − σ2s¯)
∑
l 6=0
|gl|2 + σ2w
∑
l
|pl|2
SINR =
|g0|2σ2s
(σ2s − σ2s¯)(
∑
l |gl|2 − |g0|2) + σ2w
∑
l |pl|2
(4)
In case of perfect decision feedback, σ2s = σ
2
s¯ , and
σ2η = σ
2
w
∑
l
|pl|2
SINR =
|g0|2σ2s
σ2w
∑
l |pl|2
= γ
|g0|2∑
l |pl|2
(5)
where γ = σ
2
s
σ2
w
. Note that G(z) = H(z)P (z) since gn = hn ⊗
pn. Applying Parseval’s theorem for discrete-time filters,∑
l
|gl|2 = T
∫
|G(z)|2dz = T
∫
|H(z)P (z)|2dz
∑
l
|pl|2 = T
∫
|P (z)|2dz
g0 = T
∫
G(z)dz = T
∫
H(z)P (z)dz
|g0|2 = |T
∫
H(z)P (z)dz|2 (6)
We obtain
SINR = γ
|g0|2∑
l |pl|2
= γ
|T ∫ H(z)P (z)dz|2
T
∫ |P (z)|2dz
According to Cauchy-Schwarz inequality, SINR is bounded
by
SINR = γ
|T ∫ H(z)P (z)dz|2
T
∫ |P (z)|2dz ≤ γ T
2
∫ |H(z)|2dz ∫ |P (z)|2dz
T
∫ |P (z)|2dz
= γT
∫
|H(z)|2dz = γP
where P = T ∫ |H(z)|2dz = ∑L−1l=0 |hl|2 is the total channel
gain from different paths. Equality holds (SINR is maximized)
when P (z) = βH∗(z). The optimum value of β will be derived
later on. Under such condition,
G(z) = P (z)H(z) = β|H(z)|2
g0 = T
∫
G(z)dz = Tβ
∫
|H(z)|2dz = βP
σ2η = σ
2
w
∑
l
|pl|2 = σ2wT
∫
|P (z)|2dz
= σ2wβ
2T
∫
|H(z)|2dz = σ2wβ2P
The mean square error expressed by (3) can now be expanded
as
e = E[|zn − sn|2] = σ2s |g0 − 1|2 + σ2η
= σ2sP2β2 − 2σ2sPβ + σ2s + σ2wPβ2
= (σ2sP2 + σ2wP)β2 − 2σ2sPβ + σ2s (7)
Setting ∂e
∂β
= 0 results in 2(σ2sP + σ2w)Pβ − 2σ2sP = 0,
leading to the solution β = σ
2
s
σ2
s
P+σ2
w
. Assuming unit variance
for the transmitted symbols, i.e., σ2s = 1, yield
β =
1
P + σ2w
. (8)
Since both β and P are real scalars, g0 = βP is also a real
scaler. We know that P (z) = βH∗(z) or pn = βh∗n. Assuming
perfect cancellation, the equalizer output becomes
zn = g0sn + pn ⊗ wn = βPsn + βh∗n ⊗ wn
= β (Psn + h∗n ⊗ wn) . (9)
Substituting (8) into (9), yield
zn =
P
P + σ2w
sn +
h∗n ⊗ wn
P + σ2w
=
P
P + σ2w
sn +
vn
P + σ2w
=
P
P + σ2w
sn + ηn
where vn ∼ N (0, Nv) and Nv = Pσ2w = PN0. Let us denote
α = PP+σ2
w
, and ηn = vnP+σ2
w
. The above quation can be re-
written as zn = αsn +ηn, where the noise term ηn ∼ N (0, σ2η)
and Nη =
Pσ2
w
(P+σ2
w
)2 = α(1−α). The conditional PDF is derived
as
f(zn|sm) = 1
piNη
exp
(
−|zn − αsm|
2
Nη
)
.
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Now, we can calculate the LLR values of sn from the PDF
function derived above. In the case of BPSK constellation, the
LLR value of sn can be computed as
λ(sn) = ln
f(zn|sn = +1)
f(zn|sn = −1) = ln
exp(− |zn−α|2
Nη
)
exp(− |zn+α|2
Nη
)
=
1
Nη
{|zn + α|2 − |zn − α|2} = 4α Re{zn}
Nη
=
4α Re{zn}
α(1− α) =
4Re{zn}
1− α (10)
For QPSK signals, denote sn = xn + jyn, the LLR value of
xn can be computed as
λ(xn) = ln
f(zn|s0) + f(zn|s3)
f(zn|s1) + f(zn|s2) ≈ ln
exp(− |zn−αs+|2
Nη
)
exp(− |zn−αs−|2
Nη
)
=
1
Nη
{|zn − αs−|2 − |zn − αs+|2}
=
2
Nη
Re {(αs+)∗zn − (αs−)∗zn}
=
2
1− α Re
{
s∗+zn − s∗−zn
}
,
where s+ denotes the QPSK symbol corresponding to
max{f(zn|s0), f(zn|s3)}, and s− denotes the QPSK symbol
corresponding to max{f(zn|s1), f(zn|s2)} since the real part
of the symbols s0, s3 corresponds to 0, and the real part of the
symbols s1, s2 corresponds to 1. λ(yn) can be derived similarly.
The output of the equalizer is determined by the mapping
rule{
λ(vn;O) = λ(sn) for BPSK
λ(vn[0];O) = λ(xn); λ(vn[1];O) = λ(yn) for QPSK
.
The soft estimate of sn is computed according to its LLR
value λ(vn; I) derived at the output of the Log-MAP decoder
s¯n =


tanh(λ(vn; I)/2) for BPSK
tanh[λ(vn[0]; I)/2]/
√
2
+j tanh[λ(vn[1]; I)/2]/
√
2 for QPSK
.
B. Non-adaptive MMSE turbo equalization
In this section, we briefly review the MMSE filter based
turbo equalization proposed in [8]. The original algorithms are
modified here to suit the QPSK constellation considered in this
paper. This basic structure for this non-adaptive scheme is the
same as shown in Fig. 2, except the filters P (f) and Q(f)
are replaced by an MMSE filter, which will be described next.
The MMSE filter derives the estimate of the transmitted symbol
as [8]
zn = E(sn) + cov(sn, rn) cov(rn, rn)
−1[rn − E(rn)]
= c∗n[rn −Hs¯n + s¯nh] = c∗nr′n, (11)
where s¯n, Vn and cn are computed as
s¯n =
ˆ
s¯n−L+1 . . . s¯n . . . s¯n+L−1
˜T
;
Vn = diag{1− |s¯n−L+1|
2
, . . . , 1− |s¯n|
2
, . . . , 1− |s¯n+L−1|
2};
cn = [HVnH
∗ + |s¯n|
2
hh
∗ + N0I]
−1
h.
TABLE I
COMPARISON OF COMPLEXITY FOR ONE QPSK SYMBOL ESTIMATE AT ONE
ITERATION FOR THE TWO ALGORITHMS.
operations multiplication division addition/subtraction
Non-adaptive 8L3 − 4L2 + 3L + 8 2L2 + 2 8L3 − 3L2 + 4L
Adaptive 6L + 4 4 6L + 4
The filter output zn is approximated as a Gaussian random
variable. Consequently, its mean and variance can be computed
as
µ = c∗n[E(rn|sn = sm)−Hs¯n + s¯nh] = c∗nh;
Nγ = c
∗
n cov(rn, rn|sn = sm)cn = c∗nh(1− h∗cn)
= µ(1− µ∗) = µ− µ2.
The conditional PDF and the LLR value of xn can thus be
obtained as
f(zn|sm) = 1
piNγ
exp
(
−|zn − µsm|
2
Nγ
)
;
λ(xn) = ln
f(zn|s0) + f(zn|s3)
f(zn|s1) + f(zn|s2) ≈ ln
exp(− |zn−µs+|2
Nγ
)
exp(− |zn−µs−|2
Nγ
)
=
1
Nγ
{|zn − µs−|2 − |zn − µs+|2}
=
2
Nγ
Re {(µs+)∗zn − (µs−)∗zn} , (12)
and λ(yn) can be calculated similarly. Refer to [8] for the
calculation of LLR values for BPSK signals.
Table I shows the number of complex multiplications, di-
visions, and additions/subtractions required for the estimation
of each QPSK symbol for the turbo equalization schemes
considered, where L is the number of channel taps. One can
see from the table that the adaptive scheme has much lower
complexity, which is linear with L. For example, the complexity
of the adaptive scheme is only 12 percent of the non-adaptive
one for the 3-tap BFWA channel. Note that two approximate
implementations of the non-adaptive scheme was given in [8],
which reduce the complexity from O(L3) to O(L2) compared
to the original algorithm, but also lead to some degree of
performance loss. We only use its original implementation for
performance comparison in the next section.
IV. NUMERICAL RESULTS
Numerical results are presented in this section to assess the
performance of the proposed turbo equalization scheme. We
employ a rate 1/2 maximum free distance convolutional code
with constraint length 5 and generator polynomials (23, 35)
in octal form. During each Monte-Carlo run, the block size
is set to 5000 information bits followed by 4 tails bits to
terminate the trellis, which corresponds to 5004 × 2 = 10008
coded bits. The transmitted data rate is set to be 4 Mbps for
QPSK modulation and 2 Mbps for BPSK modulation. Channel
estimation is conducted with the modified maximum likelihood
algorithm introduced in [13], and 200 pilot symbols are used for
channel estimation. The coded bits are interleaved by a random
interleaver and mapped into BPSK/QPSK symbols, which are
transmitted over the SUI-3 FWA MIMO channels. The noise
variance and path delays are assumed to be known to the
4
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Fig. 3. Performance of different turbo equalization algorithms for BFWA
channels with BPSK modulation. All the curves represent the 3rd stage
equalization.
4 6 8 10 12 14
10−3
10−2
10−1
Bi
t e
rro
r r
at
e
Eb/N0 [dB]
Adaptive turbo equalizer
Non−adaptive turbo equalizer
Fig. 4. Convergence property of different turbo equalization algorithms.
The topmost curve represents the initial stage equalization and bottom curve
represents the 4th stage equalization.
receiver. The simulation curves are obtained by averaging the
simulation results over at least 300 channel realizations.
The performance of the investigated turbo equalizers for
BPSK modulated BFWA system is demonstrated in Fig. 3. Dif-
ferent lengths of training sequence are applied to the adaptive
scheme. The adaptation size is set to µ1 = 0.003 for the training
period and µ2 = 0.0005 for the tracking period. Apparently, the
performance of the adaptive equalizer improves, and the gap
between adaptive and non-adaptive schemes decreases as more
pilots are transmitted. However, the performance improvement
comes at the cost of larger overhead imposed by the training.
400 pilot symbols seem to provide a good tradeoff.
It is observed from Fig. 4 that both algorithms converge after
2 or 3 stages, beyond which the performance improvement is
negligible. This indicates that the latency introduced by the
iterative process is quite moderate. Clearly, it is significant
improvement by applying iterative process if we compare
the topmost curve representing the performance of one time
equalization and decoding with the bottommost curve represent-
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Fig. 5. Performance of different turbo equalization algorithms for BFWA
channels with QPSK modulation. All the curves represent the 3rd stage
equalization with 400 pilots.
ing the performance of the proposed turbo equalization upon
convergence. We also observe that most significant gains are
obtained at the 2nd stage.
The performance of the two turbo equalizers for the BFWA
system with QPSK modulation is demonstrated in Fig. 5. The
length of the training sequence is set to be 400. Different
adaptation sizes for the adaptive equalizer are tested here, and
the parameter setting of µ1 = 0.03, u2 = 0.01 is shown to yield
good performance which approaches to that of the non-adaptive
scheme for the QPSK modulated BFWA system. Considering
the fact that the adaptive scheme reduces the complexity from
O(L3) to O(L), it is therefore a much preferred choice.
V. CONCLUSIONS
In this paper, we compare adaptive and non-adaptive turbo
equalization schemes in the context of broadband fixed wireless
access systems. The complexity of the latter approach increases
drastically with the channel memory and signal constellation
size, whereas the former approach achieves linear processing at
the receiver with acceptable performance degradation when the
training sequence is sufficiently long and the adaptation size is
carefully chosen.
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