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GLOBAL WEAK SOLUTIONS FOR LANDAU-LIFSHITZ FLOWS AND HEAT
FLOWS ASSOCIATED TO MICROMAGNETIC ENERGY FUNCTIONAL
BO CHEN AND YOUDE WANG*
Abstract. We follow the idea of Wang [W98] to show the existence of global weak solutions to the
Cauchy problems of Landau-Lifshtiz type equations and related heat flows from a n-dimensional
Euclidean domain Ω or a n-dimensional closed Riemannian manifold M into a 2-dimensional unit
sphere S2. Our conclusions extend a series of related results obtained in the previous literature.
1. Introduction
In physics, the Landau-Lifshtiz (LL) equation is a fundamental evolution equation for the ferro-
magnetic spin chain and was proposed on the phenomenological ground in studying the dispersive
theory of magnetization of ferromagnets. It was first deduced by Landau and Lifshitz in [LL35],
and then proposed by Gilbert in [Gil55] with dissipation. In fact, this equation describes the
Hamiltonian dynamics corresponding to the Landau-Lifshitz energy, which is defined as follows.
Let Ω be a smooth bounded domain in the Euclidean space R3. The generic point of R3 is
denoted by x. We assume that a ferromagnetic material occupies the domain Ω ⊂ R3. Let u,
denoting magnetization vector, be a mapping from Ω into a unit sphere S2 ⊂ R3. The Landau-
Lifshitz energy of map u is defined by
E(u) :=
∫
Ω
Φ(u) dx+
1
2
∫
Ω
|∇u|2 dx− 1
2
∫
Ω
hd · u dx.
Here the ∇ denote the gradient operator and dx is the volume element of R3.
In the above Landau-Lifshitz functional, the first and second terms are the anisotropy and
exchange energies, respectively. Φ(u) is a real function on S2. If one only considers uniaxial
materials with easy axis parallel to the OX-axis, for which Φ(u) = u22 + u
2
3. The last term is the
self-induced energy, and hd = −∇w is the demagnetizing field. The magnetostatic potential w
solves the differential equation
∆w = div(uχΩ)
in R3 in the sense of distributions, where χΩ is the characteristic function of Ω and ∆ is the Laplace
operator on R3.
More precisely, the solution to the Poisson equation is
w(x) =
∫
Ω
∇N(x− y)u(y)dy,
where N(x) = − 14pi|x| is the Newtonian potential in R3.
The LL equation with dissipation, which can be written as
ut − αu× ut = u× h,
where “×” denotes the cross production in R3 and the local field h of E(u) can be derived as
h := −δE(u)
δu
= ∆u+ hd −∇uΦ.
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Meanwhile the constant α is the damping parameter, which is characteristic of the material, and is
usually called the Gilbert damping coefficient. Hence the Landau-Lifshitz equation with damping
term is also called the Landau-Lifshitz-Gilbert (LLG) equation in the literature.
Moreover, the interplay of spin-polarized electrical currents and local magnetic moments revealed
in the original theoretical studies of Berger [Ber96] and Slonczewski [Slon96] has stimulated a
great deal of research effort in the nanoscale magnetic structures. In this paper we are interested
in a mathematical model describing magnetization dynamics by spin-polarized current. With a
prescribed current density J(x, t), the time evolution of the magnetization vector u(x, t) may be
described by the LLG equation, see for example [KTS06],
(1.1)


ut − αu× ut = −γu× [h+ β(J · ∇u)] in Ω× (0, T ),
u(0, ·) = u0 : Ω→ S2,
∂u
∂ν
= 0 on ∂Ω,
where T is any fixed positive number and ν represents the outward unit normal on ∂Ω. The term
parameterized by the positive constant β expresses current-induced torques on u. This torque is
most commonly termed non-adiabatic and β characterizes its strength. The parameter γ > 0 is a
gyroscopic ratio. The above initial value map satisfied by the magnetization is
u(x, 0) = u0(x) and |u0(x)| = 1 a.e. in Ω.
First, we note a fact that for u : Ω× R+ → S2 the following equation
ut − αu× ut = −γu× (h+ βJ · ∇u)
is equivalent to
ut = − αγ
α2 + 1
u× (u× (h+ βJ · ∇u))− γ
α2 + 1
u× (h+ βJ · ∇u).
In the sequel, we always assume that α > 0, γ = 1 + α2. The previous equation can be written as
(1.2)


ut = −αu× (u× hβ)− u× hβ in Ω× (0, T ),
u(·, 0) = u0 : Ω→ S2, ∂u
∂ν
= 0 on ∂Ω× (0, T ),
where
hβ ≡ h+ βJ · ∇u = ∆u+ hd −∇uΦ+ βJ · ∇u.
On the other hand, we are also interested in the heat flow associated to micromagnetic energy
functional with spin-polarized current as follows.
(1.3)


ut = τ(u) +
(
h˜β(u)−
〈
h˜β(u), u
〉
u
)
, (x, t) ∈ Ω× (0, T ),
u(0) = u0 : Ω→ S2, ∂u
∂ν
= 0, on ∂Ω× [0, T ],
where τ(u) = ∆u+ |∇u|2u is the tension field, and h˜β(u) = hd −∇uΦ+ βJ · ∇u. Since |u| = 1, it
can be rewritten in the form

ut = −u× (u× hβ), (x, t) ∈ Ω× (0, T ),
u(0) = u0 : Ω→ S2, on Ω,
∂u
∂ν
= 0, on ∂Ω× [0, T ].
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Generally, let Ω be a bounded smoothly domain in Rm for m ≥ 3, we extend the micromagnetic
energy functional without the self-induced energy as follows
E¯(u) :=
∫
Ω
Φ(u) dx+
1
2
∫
Ω
|∇u|2 dx
where u : Ω→ S2 is a map and Φ : S2 → R+ is a smooth function. The critical point u of E¯ satisfies
the following Euler-Lagrangian equation
τΦ(u) = τ(u)− (∇uΦ(u)− 〈∇uΦ(u), u〉 u) = 0,
this is just the harmonic map with potential. Thus, the following heat flow associated to this energy
(1.4)


ut = τΦ(u) + βJ · ∇u, (x, t) ∈ Ω× (0, T ),
u(0) = u0 : Ω→ S2, ∂u
∂ν
= 0 on ∂Ω× [0, T ],
is also of significance in mathematical aspect, where J : Ω×R+ → Rm is a smooth function. Using
the property of the cross-product in R3, it is easy to see that the above equation is equivalent to
(1.5)


ut = −u× (u× h¯β), (x, t) ∈ Ω× (0, T ),
u(0) = u0 : Ω→ S2, ∂u
∂ν
= 0 on ∂Ω× [0, T ].
Here,
h¯β = ∆u−∇uΦ+ βJ · ∇u.
In fact,
DU
Dt
≡ ut − βJ · ∇u
can be regarded as a material derivative of u and the equation (1.5) appears in the liquid crystal
theory. Indeed, the simplified Ericksen-Leslie system that models the hydrodynamics of nematic
liquid crystals in dimension three: for a bounded smooth domain Ω ⊂ R3 (or Ω = R3 ) and
0 < T ≤ ∞, (w,P, u) : Ω× (0, T )→ R3 × R× S2 solves

wt + w · ∇w − ν∆w +∇P = −λ∇ · (∇u⊙∇u), (x, t) ∈ Ω× (0, T ),
∇ · w = 0, (x, t) ∈ Ω× (0, T ),
ut +w · ∇u = α(∆u+ |∇u|2u), (x, t) ∈ Ω× (0, T ),
along with the initial and boundary condition{
(w(0), u(0)) = (w0, u0), (x, t) ∈ Ω,
(w, u) = (0, u0), (x, t) ∈ ∂Ω × (0,∞),
for a given initial datum (w0, u0) : Ω × (0, T ) → R3 × S2 with ∇ · w0 = 0. Here w : Ω → R3
represents the velocity field of the fluid, u : Ω→ S2 is a unit vector field representing the macroscopic
orientation of the nematic liquid crystal molecules, and P : Ω→ R represents the pressure function.
The constants α, γ and ν are positive constants. From the mathematical point of view, this is a
system strongly coupling the transported heat flow of harmonic maps to S2 and the nonhomogeneous
incompressible Navier-Stokes equation. For more details, we refer to [L89].
Another natural generalization is to consider the above flow in the setting of closed Riemannian
manifold. In fact, let (M,g) be a closed Riemannian manifold with dimension m ≥ 3, we consider
the following flow
(1.6)
{
ut = −u× (u× h¯β), (x, t) ∈M × R+,
u(0) = u0 :M → S2,
3
where J :M → TM be a section of the tangent bundle of M .
In recent years, there has been lots of interesting studies for the Landau-Lifshitz equation, con-
cerning its existence, uniqueness and regularities of various kinds of solutions. Before moving on to
the next step, we list only a few of the literature that are closely related to our work in the present
paper.
For the case Ω is a bounded domain in R3, Carbou and Fabrie studied a model of ferromagnetic
material governed by a nonlinear dissipative Landau-Lifschitz equation (i.e. α > 0) coupled with
Maxwell equations in micromagnetism theory, and they proved the local existence and uniqueness of
regular solutions for a so-called quasistatic model in [Car01]. Moreover they showed global existence
of regular solutions for small data in the 2D case for the Landau-Lifschitz equation. Later, Tilioua
[Til11] (also see [Bon07]) employed the penalized method to show the existence of the weak solution
to (1.1), without the anisotropy term Φ, in the case damping constant α > 0. Recently, in [Car18]
the local existence of very regular solutions to (1.1) was addressed.
Next, we retrospect the work to related flows. The heat flows associated to Landau-Lifschitz
functional, defined by (1.3) and (1.4) in above, can be considered as generation of the flows for
harmonic maps into S2. The Global weak solutions of latter flows have been well-researched by
Y.M. Chen and el in [CYM89, CHH94], by also using the classical Ginzburg-Landau penalized
method. Very recently, we achieved a blow-up result of finite time for the flow related with the
micromagnetic energy energy in [CW19], which is well-known for the heat flows of harmonic map
very early.
However, we should mention that the penalized method, used in [Til11, CYM89, CHH94] to get
global weak solution, may not be effective for equation
∂tu− αu× ∂tu = −u× (∆u+ hd −∇uΦ+ βJ · ∇u),
since the function Φ is defined on S2, which doesn’t match well with their approximated equations.
To deal with this term, we would extend Φ to a function Φ˜ defined on B¯1(0) to compatible with
our approximated equation in Section 3. Secondly, such methods applied in [Til11, Bon07] is only
valid for LLG equations or heat flows related to them in the case that the dimension of the domain
space is 3 or 4. More precisely, if Ω be a domain in Rm with m ≥ 3, then, to employ the penalized
method one needs to suppose the initial map u0 ∈ L4(Ω,R3). However, the suitable assumption
on u0 to get weak solution is that u0 ∈ W 1,2. So, it is necessary to embed W 1,2 to L4, under the
restriction of dimension of Ω
2m
m− 2 ≤ 4,
that is m ≤ 4.
In order to overcome the above obstruction, in this paper we follow the idea in [W98] to approach
the existence problems of the equations with spin currents in general dimension case. One of the
crucial ingredients for the presented analysis here is the choices of effective auxiliary approximation
equations and test functions. It is the aim of the paper at hand to present a proof of the existence of
global weak solution (the definitions are given in Section 2). Our main conclusions can be presented
as follows
Theorem 1.1. Let Ω be a bounded smooth domain in R3. Assume that Φ ∈ C1(S2,R), the ini-
tial value map u0 ∈ H1(Ω,S2) and J ∈ L2(R+, L∞(Ω,R3)) is a measurable function of vector
value. Then, for any α > 0 and any T > 0, the equation (1.2) admits a global weak solution
u ∈ L∞([0, T ],H1(Ω,S2)) ∩W 1,12 (Ω× [0, T ],S2) with initial value u0.
Theorem 1.2. Let Ω be a bounded smooth domain in Rm with m ≥ 3. Assume that Φ ∈
C1(S2,R), the initial value maps u0 ∈ H1(Ω,S2) and J ∈ L2(R+, L∞(Ω,R3)) is a measurable
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function of vector value. Then, for any T > 0, the heat flow (1.5) admits a global weak solution
u ∈ L∞([0, T ],H1(Ω,S2)) ∩W 1,12 (Ω× [0, T ],S2) with initial value u0.
As a corollary, we have
Theorem 1.3. Let (M,g) be a closed m-dimensional Riemannian manifold, m ≥ 3. Assume
that Φ ∈ C1(S2,R), the initial value maps u0 ∈ H1(M,S2) and J ∈ L2(R+, L∞(M,TM)) is
a measurable function of vector value. Then, the heat flow (1.6) admits a global weak solution
u ∈ L∞([0, T ],H1(M,S2)) ∩W 1,12 (M × [0, T ],S2) with initial value u0.
The rest of our paper is organized as follows. In section 2, we introduce the basic notations on
Riemannian and some critical preliminary lemmas. Meanwhile the definitions of weak solutions to
equations (1.2)(1.5)(1.6) will also be given. In section 3, we give the proof of Theorem 1.1. Finally,
the proof of Theorem 1.2 and 1.3 will built up in section 4.
2. Preliminary
2.1. Notations on Riemannian manifold. In this section, we recall some notations on mani-
folds. Let (M,g) and (N, g˜) be two Riemannian manifolds and N be embedded isometrically in
R
K . The Dirichlet-Schmidt energy of a smooth map u = (u1, . . . , uK) from M into N ⊂ RK is
defined by
E(u) =
1
2
∫
M
|∇u|2 dµg,
where dµg is the volume element induced on M . The tension field of a map u is given by
τ(u) = ∆gu+A(u)(∇u,∇u),
where ∆g denotes the Laplace-Beltrami operator on (M,g) and A(·, ·) is the second fundamental
form of the embedding (N, g˜) ⊂ RK . More precisely, in local charts (x1, . . . , xn) of M , it can be
written as
τ(u)θ = ∆guθ + g
ij(x)Γθβγ(u)
∂uβ
∂xi
∂uγ
∂xj
.
Here, Γαβγ is the Christoffel symbols of the Riemannian connection on (N, g˜) and
∆guθ =
1√
g
∂
∂xi
(
gij
√
g
∂uθ
∂xj
)
, for θ = 1, 2, ...,K.
For convenience we always denote ∆g by ∆. In particular, if (N, g˜) = (S
2, gS2), where gS2 is the
metric induced by Euclidean metric on R3, we have
τ(u) = ∆u+ |∇u|2u.
On the other hand, for a smooth function J :M → TM , we denote
J · ∇u = (J · ∇u1, ... , J · ∇um)
where
J · ∇uθ = Ji ∂uθ
∂xp
gij , for θ = 1, 2, ...,K.
Now, we define the Sobolev spaces of the functions from M to N as follows
Hk(M,N) = {u ∈ Hk(M,RK) : u(x) ∈ N a.e. x ∈M}.
Moreover, we define
W k,lp (M × [0, T ], N) = {u ∈W r,sp (M × [0, T ],RK) : u(x) ∈ N a.e. x ∈M},
where k, l ∈ N and p ≥ 1, T > 0.
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2.2. Weak solution. Now, we need to give the definition of the weak solutions.
Definition 2.1. Let Ω be a bounded smooth domain in R3, u ∈ L∞([0, T ], H1(Ω,S2)) ∩W 1,12 (Ω×
[0, T ], S2) is called the weak solutions to equation (1.2) with initial values u0 if u satisfies∫ T
0
∫
Ω
(〈ut, ϕ〉 − α 〈u× ut, ϕ〉) dxdt
=(1 + α2)
∫ T
0
∫
Ω
(〈u×∇u,∇ϕ〉 − 〈u× (−∇uΦ+ hd + βJ · ∇u), ϕ〉) dxdt,
for all ϕ ∈ C∞(Ω¯× [0, T ], S2), where Ω¯ is the closure of Ω in R3.
In the case of arbitrary dimensions, we have the following definitions of weak solutions to heat
flows (1.5) and (1.6).
Definition 2.2. Let Ω be a bounded smooth domain in Rm withm ≥ 3. We say u ∈ L∞([0, T ], H1(Ω,S2))∩
W
1,1
2 (Ω× [0, T ], S2) is a global weak solution of heat flow (1.5) with initial data u0 if∫ T
0
∫
Ω
〈∂tu, ϕ〉 dxdt+
∫ T
0
∫
Ω
〈∇u,∇ϕ〉 dxdt
=
∫ T
0
∫
Ω
|∇u|2 〈u, ϕ〉 dxdt+
∫ T
0
∫
Ω
〈u× (−∇uΦ+ βJ · ∇u), u× ϕ〉 dxdt
for all ϕ ∈ C∞(Ω¯× [0, T ],S2).
Definition 2.3. Let (M,g) be a m-dimensional Riemannian manifold with m ≥ 3. We say u ∈
L∞([0, T ], H1(M,S2))∩W 1,12 (M × [0, T ], S2) is a global weak solution of heat flow (1.6) with initial
data u0 if ∫ T
0
∫
M
〈∂tu, ϕ〉 dµgdt+
∫ T
0
∫
M
〈∇u,∇ϕ〉 dµgdt
=
∫ T
0
∫
M
|∇u|2 〈u, ϕ〉 dµgdt+
∫ T
0
∫
M
〈u× (−∇uΦ+ βJ · ∇u), u× ϕ〉 dµgdt
for all ϕ ∈ C∞(M × [0, T ],S2).
2.3. Some analysis results.
For later application, we firstly introduce some regular results. The following estimate of de-
magnetizing field hd and the lemma about equivalent norm for Sobolev function with Neumann
boundary condition can be found in [Car01][Car18][CW19].
Lemma 2.1. Let p ∈ (1,∞), Ω be a bounded smooth domain in R3. Assume that u ∈W k,p(Ω,R3)
for k ∈ N, then the restriction of hd(u) to Ω belongs toW k,p(Ω,R3). Moreover, there exists constants
Ck,p independent of u, such that
‖hd(u)‖W k,p(Ω) ≤ Ck,p‖u‖W k,p(Ω).
Moreover, hd :W
k,p(Ω,R3)→W k,p(Ω,R3) is a linear bounded operator.
Lemma 2.2. Let Ω be a bounded smooth domain in Rm and k ∈ N. There exists a constant C
such that for all u ∈ Hk+2(Ω) with ∂u∂ν |Ω = 0,
(2.1) ‖u‖H2+k(Ω) ≤ C(‖u‖L2(Ω) + ‖∆u‖Hk(Ω)).
In particular, we define the the H2-norm of u as follows
‖u‖H2(Ω) := ‖u‖L2(Ω) + ‖∆u‖L2(Ω).
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Remark 2.1. If let (M,g) be a closed Riemannian manifold, the above inequality (2.1) also holds
for any u ∈ Hk+2(M).
Finally, we give a classical compact result in [Sim87], which will be used to get the convergence
of solutions to the approximated equation constructed in the next section.
Lemma 2.3 (Aubin-Simon compact lemma). Let X ⊂ B ⊂ Y be Banach spaces with compact
embedding X →֒ B, F is a bounded set in Lq([0, T ], B) for q > 1. If F is bounded in L1([0, T ],X)
and ∂F∂t is bounded in L
1([0, T ], Y ), then F is relatively compact in Lp([0, T ], B), for any 1 ≤ p < q.
3. Landau-Lifshitz Equation with Spin Currents
In this section we consider the global well-posedness of (1.2). For this end we adopt the following
approximate equation
(3.1)


ut = ε∆u− αJ(u) × (J(u) × hβ(u))− J(u)× hβ(u) in Ω× (0, T ),
u(0, ·) = u0 : Ω→ S2, ∂u
∂ν
= 0 on ∂Ω× [0, T ],
where 0 < ε < 1 is a positive constant, J(u) is defined by
J(u) ≡ u
max{1, |u|}
and we still denote hβ(u) = ∆u−∇uΦ(J(u)) + hd(uε) + βJ · ∇u.
It should also be pointed out that the above Φ(u) has been extended to the closed ball B(1) ⊂ R3.
In fact, we extend Φ(z) by
Φ˜(z) =


ζ(|z|2)Φ
(
z
max{δ0, |z|}
)
, |z|2 > δ0,
0, |z|2 ≤ δ0,
where ζ(t) : [0, 1]→ [0, 1] is a C2-smooth function with ζ(t) ≡ 0 on [0, 2δ0] (2δ0 < 1) and ζ(1) = 1.
It is easy to see that Φ˜ is C1-smooth on B(1). For simplicity, we still denote Φ˜ by Φ.
Next, we will construct a weak solution of (3.1) by the classical Galerkin Approximation Method
and obtain quantitative energy estimate on its solutions.
3.1. Galerkin Approximation and a prior estimates. Let Ω be a bounded smooth domain
in R3, λi be the i
th eigenvalue of the operator ∆ − I with Neumann boundary condition, whose
corresponding eigenfunction is fi. That is,
(∆− I)fi = −λifi with ∂fi
∂ν
|∂Ω = 0.
Without loss of generality, we assume {fi}∞i=1 are completely, standard orthonormal basis of
L2(Ω,R1). Let Hn = span{f1, . . . fn} be a finite subspace of L2, Pn : L2 → Hn be the canonical
projection. In fact, for any f ∈ L2, fn = Pnf =
∑n
1 〈f, fi〉L2 fi and limn→∞ ‖f − fn‖L2 = 0.
Next, we seek a solution unε in Hn to the above Galerkin approximation equation associated to
(3.1), i.e.
(3.2)


∂unε
∂t
= ε∆unε − Pn{αJ(unε )× (J(unε )× hβ(unε )) + J(unε )× hβ(unε )}, (x, t) ∈ Ω× (0, T ),
unε (x, 0) = u
n
0 (x), x ∈ Ω.
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Let unε =
∑n
1 g
n
i (t)fi(x), g
n(t) = {gn1 (t) . . . gnn(t)} be a vector-valued function. Then, by a directed
calculation we have that gn(t) satisfies the following ordinary differential equation
(3.3)


∂gn
∂t
= F (gn),
gn(0) = (〈u0, f1〉 , . . . , 〈u0, fn〉),
where F (gn) is locally Lipschitz on gn, since J(f) is locally Lipschitz on f . Hence, there exist a
solution unε to (3.2) on Ω× [0, T0] for some T0 > 0.
Multiplying unε in both sides of (3.2), there holds
∂
∂t
∫
Ω
|unε |2dx = −2ε
∫
Ω
|∇unε |2dx ≤ 0,
which implies ∫
Ω
|unε |2dx(t) =
n∑
1
〈gni , gni 〉 dx(t) ≤
∫
Ω
|un0 |2dx ≤
∫
Ω
|u0|2dx ≤ ∞,
for any 0 < t ≤ T0. Thus, it follows that the above solution gn can be extended as a global one, so
as unε .
To get the H2-energy estimates of unε , we choose the test function v = −∆unε . A simple compu-
tation shows
(3.4)
1
2
∂
∂t
∫
Ω
|∇unε |2dx+ ε
∫
Ω
|∆unε |2dx+ α
∫
Ω
|J(unε )×∆unε |2dx
=− α
∫
Ω
〈J(unε )×∆unε ,J(unε )× (∇uΦ(J(unε )) + hd(unε ) + βJ · ∇unε )〉 dx
−
∫
Ω
〈J(unε )×∆unε ,∇uΦ(J(unε )) + hd(unε ) + βJ · ∇unε 〉 dx,
where we have used the identity 〈Y,X × Z〉+ 〈X × Y,Z〉 = 0 for any vector fields X, Y and Z in
R
3. By direct calculations, we have
(3.5)
∫
Ω
〈J(unε )×∆unε , J(unε )×∇uΦ(J(unε ))〉 dx
≤δ
∫
Ω
|J(unε )×∆unε |2dx+ C(δ)
∫
Ω
|∇uΦ(J(unε )|2dx,
(3.6)
∫
Ω
〈J(unε )×∆unε , J(unε )× hd(unε )〉 dx ≤ δ
∫
Ω
|J(unε )×∆unε |2dx+ C(δ)
∫
Ω
|unε |2dx,
(3.7)
∫
Ω
〈J(unε )×∆unε , J(unε )× J · ∇unε 〉 dx
≤δ
∫
Ω
|J(unε )×∆unε |2dx+ C(δ)|J |2L∞(Ω)
∫
Ω
|∇unε |2dx,
(3.8)
∫
Ω
〈J(unε )×∆unε ,∇uΦ(J(unε ))〉 dx
≤δ
∫
Ω
|J(unε )×∆unε |2dx+ C(δ)
∫
Ω
|∇uΦ(J(unε )|2dx,
(3.9)
∫
Ω
〈J(unε )×∆unε , hd(J(unε ))〉 dx ≤ δ
∫
Ω
|J(unε )×∆unε |2dx+ C(δ)
∫
Ω
|unε |2dx,
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and
(3.10)
∫
Ω
〈J(unε )×∆unε , J · ∇unε 〉 dx ≤ δ
∫
Ω
|J(unε )×∆unε |2dx+ C(δ)|J |2L∞(Ω)
∫
Ω
|∇unε |2dx.
In the above argument, we have used the estimate of hd in Lemma 2.1. In view of the above
inequalities (3.5)-(3.10), by choosing δ = α12 , we can deduce from (3.4) that
(3.11)
1
2
∂
∂t
∫
Ω
|∇unε |2dx+ ε
∫
Ω
|∆unε |2dx+
α
2
∫
Ω
|J(unε )×∆unε |2dx
≤C1(α)(|∇uΦ|2L∞ + 1)V ol(Ω) + C2(α)β2|J |2L∞(Ω)
∫
Ω
|∇unε |2dx.
Then, the Gronwall inequality implies that, for any T > 0 there exists a constant C(α) which
depends only on Φ and V ol(Ω), such that the following estimate holds true
(3.12)
sup
0≤t≤T
∫
Ω
|∇unε |2dx(t) + ε
∫ T
0
∫
Ω
|∆unε |2dxdt+ α
∫ T
0
∫
Ω
|J(unε )×∆unε |2dxdt
≤C(α)T + (C(α)I(T ) + 1)
(∫
Ω
|∇u0|2dx+C(α)T
)
expC(α)I(T ).
Here
I(T ) = β2
∫ T
0
|J |2L∞(Ω)dt,
and the following fact has been used∫
Ω
|∇un0 |2dx ≤
∫
Ω
|∇u0|2dx,
since ∫
Ω
|∇un0 |2dx = −
∫
Ω
〈∆Pn(u0), u0〉 dx =
∫
Ω
〈∇Pn(u0),∇u0〉 dx.
On the other hand, choosing test function w = ∂u
n
ε
∂t , we know that there holds
(3.13)
ε
2
∂
∂t
∫
Ω
|∇unε |2dx+
∫
Ω
|∂u
n
ε
∂t
|2dx
=
∫
Ω
〈
αJ(unε )×
∂unε
∂t
− ∂u
n
ε
∂t
, J(unε )× (∆unε +∇uΦ(J(unε )) + hd(unε ) + βJ · ∇unε )
〉
dx.
By taking direct calculations, we obtain
(3.14)
∫
Ω
〈
αJ(unε )×
∂unε
∂t
− ∂u
n
ε
∂t
, J(unε )×∇uΦ(J(unε ))
〉
dx
≤ δ(1 + α2)
∫
Ω
∣∣∣∣∂unε∂t
∣∣∣∣
2
dx+ C(δ)
∫
Ω
|∇uΦ(J(unε )|2dx,
(3.15)
∫
Ω
〈
αJ(unε )×
∂unε
∂t
− ∂u
n
ε
∂t
,J(unε )× hd(unε )
〉
dx
≤ δ(1 + α2)
∫
Ω
|∂u
n
ε
∂t
|2dx+ C(δ)
∫
Ω
|unε |2dx,
(3.16)
∫
Ω
〈
αJ(unε )×
∂unε
∂t
− ∂u
n
ε
∂t
,J(unε )× J · ∇unε
〉
dx
≤ δ(1 + α2)
∫
Ω
|∂u
n
ε
∂t
|2dx+ C(δ)|J |2L∞(Ω)
∫
Ω
|∇unε |2dx,
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and
(3.17)
∫
Ω
〈
αJ(unε )×
∂unε
∂t
− ∂u
n
ε
∂t
,J(unε )×∆unε
〉
dx
≤ δ(1 + α2)
∫
Ω
|∂u
n
ε
∂t
|2dx+ C(δ)
∫
Ω
|J(unε )×∆unε |2dx.
Here we have used the fact ∣∣∣∣αJ(unε )× ∂unε∂t − ∂u
n
ε
∂t
∣∣∣∣
2
≤ (1 + α2)
∣∣∣∣∂unε∂t
∣∣∣∣
2
,
since the above two vectors are orthonormal in R3. Combining the above inequalities (3.14)-(3.17)
with (3.13) and choosing δ = 1
8(1+α2)
lead to
(3.18)
ε
2
∂
∂t
∫
Ω
|∇unε |2dx+
1
2
∫
Ω
|∂u
n
ε
∂t
|2dx
≤C(α) + C(α)β|J |2L∞(Ω)
∫
Ω
|∇unε |2dx+ C(α)
∫
Ω
|J(unε )×∆unε |2dx.
Hence, in view of (3.12), it follows from the Gronwall inequality that
(3.19)
ε sup
0≤t≤T
∫
Ω
|∇unε |2dx+
∫ T
0
∫
Ω
|∂u
n
ε
∂t
|2dxdt
≤C(α)T + (C(α)I(T ) + 1)(
∫
Ω
|∇u0|2dx+ C(α)T ) expC(α)I(T ).
Therefore, we add the inequalities (3.12) to (3.19), then the desired estimates of approximated
solution unε are obtained. Hence, we conclude
Lemma 3.1. Let u0 ∈ H1(Ω,S2). For any n ∈ N and T > 0, there exists a solution unε ∈
L∞([0, T ],H1(Ω,R3))∩W 2,12 (Ω× [0, T ],R3) to (3.2). Moreover, there exists a constant C(α) inde-
pendent on unε , such that the following a prior estimate holds.
(1 + ε) sup
0≤t≤T
‖unε ‖2H1(Ω) + ε
∫ T
0
∫
Ω
|∆unε |2dxdt+
∫ T
0
∫
Ω
|∂u
n
ε
∂t
|2dxdt
+ α
∫ T
0
∫
Ω
|J(unε )×∆unε |2dxdt ≤ C(α)T + (C(α)I(T ) + 1)(‖u0‖2H1(Ω) + C(α)T ) exp I(T ).
3.2. Compactness of the approximated solutions and the limiting map. In this subsec-
tion, we consider the compactness of the approximation solution unε to (3.2) constructed in the
above. The main tool to achieve the compactness is the well-known Alaoglu’ theorem and the
Aubin-Simon compactness theorem (see Lemma 2.3 in Section 2). Thus, the Lemma 3.1 and
Lemma 2.2 imply that there exists a subsequence of {unε }, we still denote it by {unε }, and a
uε ∈ L∞([0, T ],H1(Ω,R3)) ∩W 2,12 (Ω× [0, T ],R3) such that
unε ⇀ uε, weakly* inL
∞([0, T ],H1(Ω,R3)),
unε ⇀ uε, weakly inW
2,1
2 (Ω × [0, T ],R3).
Next, let X = H2(Ω,R3), B = H1(Ω,R3) and Y = L2(Ω,R3). Then, Lemma 2.3 tells us
unε → uε, strongly inLp([0, T ],H1(Ω,R3)),
for any p <∞. It follows that uε is a strong solution of the equation (3.1).
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Lemma 3.2. For any fixed ε > 0, the limiting map uε of {unε } is a W 2,12 -solution of (3.1). Namely,
for any ϕ ∈ C∞(Ω¯× [0, T ]), there holds∫ T
0
∫
Ω
〈
∂uε
∂t
, ϕ
〉
dxdt = ε
∫ T
0
∫
Ω
〈∆uε, ϕ〉 dxdt
+ α
∫ T
0
∫
Ω
〈J(uε)× hβ ,J(uε)× ϕ〉 dxdt−
∫ T
0
∫
Ω
〈J(uε)× hβ, ϕ〉 dxdt,
where hβ(uε) = ∆uε −∇uΦ(J(uε)) + hd(uε) + βJ · ∇uε.
Proof. For any ϕ ∈ C∞(Ω¯ × [0, T ]) and k ∈ N, we set ϕk = Pk(ϕ) =
∑k
i=1 gi(t)fi, where gi(t) =
〈ϕ, fi〉L2(Ω). Thus, ‖ϕ− ϕk‖L∞([0,T ],L2(Ω)) → 0 as k →∞.
We firstly fix k and let n ≥ k. Since unε is a strong solution of (3.2), it follows∫ T
0
∫
Ω
〈
∂unε
∂t
, ϕk
〉
dxdt = ε
∫ T
0
∫
Ω
〈∆unε , ϕk〉 dxdt+
α
∫ T
0
∫
Ω
〈J(unε )× hβ(unε ),J(unε )× ϕk〉 dxdt−
∫ T
0
∫
Ω
〈J(unε )× hβ(unε ), ϕk〉 dxdt.
The above conclusions on compactness imply
∂unε
∂t
⇀
∂uε
∂t
weakly inL2([0, T ], L2(Ω,R3)),
∆unε ⇀ ∆uε weakly in L
2([0, T ], L2(Ω,R3)),
and
unε → u strongly in Lp([0, T ],H1(Ω,R3)).
It follows
hd(u
n
ε )→ hd(uε) strongly in Lp([0, T ],H1(Ω,R3)),
J(unε )→ J(uε) pointwise a.e (x, t) ∈ Ω× [0, T ],
J(unε )×∆unε ⇀ J(uε)×∆uε weakly in L2([0, T ], L2(Ω)),
and
J(unε )× J · ∇unε → J(uε)× J · ∇uε in L1([0, T ], L2(Ω)).
Here Lemma 2.1 and J ∈ L2([0, T ], L∞(Ω)) have been used.
Therefore, using the dominated convergence theorem and the definition of weak convergence, we
infer the desired conclusions as n → ∞ and then k → ∞. It remains that we need to check the
Neumann boundary condition. Since for any ξ ∈ C∞(Ω¯× [0, T ]), there holds∫ T
0
∫
Ω
〈∆unε , ξ〉 dxdt = −
∫ T
0
∫
Ω
〈∇unε ,∇ξ〉 dxdt.
Let n→∞, we have ∫ T
0
∫
Ω
〈∆uε, ξ〉 dxdt = −
∫ T
0
∫
Ω
〈∇uε,∇ξ〉 dxdt,
that is ∂uε∂ν |∂Ω×[0,T ] = 0. 
By a similar argument with that in [W98, JW19, JW*19], we can also establish the following
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Lemma 3.3. Let w : Ω × [0, T ] → R3 be a solution of the following equation belonging to
W
1,1
2 ([0, T ]× Ω;R3) ∩ L∞([0, T ],H1(Ω))
(3.20)


∂w
∂t
− ε∆w = J(w)× F (u, x, t), (x, t) ∈ Ω× (0, T ),
w(x, 0) = w0(x) : Ω→ S2,
∂w
∂ν
= 0, (x, t) ∈ ∂Ω× [0, T ],
where F (u, x, t) ∈ L2(Ω× [0, T ],R3). Then, |w(x, t)| ≤ 1 for a.e (x, t) ∈ Ω× [0, T ].
Proof. We firstly choose a test function f = (|w| − 1)+ w|w| . Then, there holds∫
Ω
〈
∂w
∂t
, f
〉
dx = −ε
∫
Ω
〈∇w,∇f〉 dx.
Then, by a simple computation we can see from the above identity
(3.21)
1
2
d
dt
∫
|w|>1
|w|2
(
1− 1|w|
)
dx+ ε
∫
|w|>1
| 〈∇w,w〉 |2
|w|3 dx
=
1
2
∫
|w|>1
〈w,wt〉
|w| dx− ε
∫
|w|>1
|∇w|2
(
1− 1|w|
)
dx.
Taking
g =
(|w| − 1)+
(|w| − 1 + δ)
w
|w|
as another test function, we get:∫
|w|>1
〈w,wt〉
|w|
|w| − 1
|w| − 1 + δ dx = −ε
∫
Ω
∇w · ∇
[ w(|w| − 1)+
|w|(|w| − 1 + δ)
]
dx
=− ε
∫
|w|>1
|∇w|2 |w| − 1|w|(|w| − 1 + δ) dx
+ ε
∫
|w|>1
| 〈∇w,w〉 |2
|w|3
|w| − 1
|w|+ δ − 1 dx− ε
∫
|w|>1
| 〈∇w,w〉 |2
|w|2
δ
(|w| + δ − 1)2 dx
≤− ε
∫
|w|>1
|∇w|2 |w| − 1|w|(|w| − 1 + δ) dx+ ε
∫
|w|>1
| 〈∇w,w〉 |2
|w|3
|w| − 1
|w|+ δ − 1 dx.
By the dominated convergence theorem, letting δ → 0 we derive from the above
(3.22)
∫
|w|>1
〈w,wt〉
|w| dx ≤ −ε
∫
|w|>1
|∇w|2
|w| dx+ ε
∫
|w|>1
| 〈∇w,w〉 |2
|w|3 dx.
Combining (3.21) and (3.22) yields
d
dt
∫
|w|>1
|w|2
(
1− 1|w|
)
dx ≤ 0.
This means that the following function
q(t) :=
∫
|w|>1
|w|2
(
1− 1|w|
)
dx
is decreasing non-negative function. Noting |w0| = 1, i.e. q(0) = 0, we can see that q(t) ≡ 0 for
any t > 0. Therefore, we have |w| ≤ 1. 
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Using this lemma, we have |uε| ≤ 1. It follows that J(uε) = uε. Thus, uε is a W 2,12 - solution of
the following equation
(3.23)


∂uε
∂t
= ε∆uε − αuε × (uε × hβ(uε))− αuε × hβ(uε), (x, t) ∈ Ω× R+,
u(x, 0) = u0(x), x ∈ Ω,
∂uε
∂ν
= 0, (x, t) ∈ ∂Ω × R+.
3.3. Solutions to Landau-Lifschitz equation with spin-polarized current.
In the last part of this section, we are in position to prove Theorem 1.1. Let uε be the solution of
equation (3.1) for ε > 0, constructed in the above. We will show that there exists a subsequence of
{uε}, and still denote it by {uε}, converges to a map u ∈ L∞([0, T ],H1(Ω,S2))∩W 1,12 (Ω×[0, T ],S2),
which is a weak solution of (1.2). Moreover, there is a constant C(α), such that there holds true
sup
0≤t≤T
‖u‖2H1(Ω) +
∫ T
0
∫
Ω
|∂u
∂t
|2dxdt ≤ C(α)T + (C(α)I(T ) + 1)(‖u0‖2H1(Ω) + C(α)T ) exp I(T ).
The proof of Theorem 1.1. We divide the proof into two steps.
Step 1: The compactness of {uε} and the limiting map.
From the above arguments, we know that, for any T > 0, uε ∈ L∞([0, T ],H1(Ω,R3))∩W 2,12 (Ω×
[0, T ],R3). Furthermore, the estimates of unε in Lemma 3.1 and lower semi-continuity imply that
uε satisfies the following uniform estimate
(1 + ε) sup
[0,T ]
‖uε‖2H1(Ω) + α
∫ T
0
∫
Ω
|uε ×∆uε|2dx+
∫ T
0
∫
Ω
|∂uε
∂t
|2dx+ ε
∫ T
0
∫
Ω
|∇2uε|2dx
≤C(α)T + (C(α)I(T ) + 1)(‖u0‖2H1(Ω) + C(α)T ) exp I(T ).
Then, there exists a u ∈ L∞([0, T ],H1(Ω,R3)) ∩W 1,12 (Ω× [0, T ],R3) such that
uε ⇀ u, weakly* inL
∞([0, T ],H1(Ω,R3))
and
uε ⇀ u, weakly inW
1,1
2 (Ω × [0, T ],R3)
as ε→ 0.
By letting X = H1(Ω,R3) and B = Y = L2(Ω,R3) in Lemma 2.3, we have
uε → u, strongly inLp([0, T ], L2(Ω,R3)).
for any 1 ≤ p <∞. Moreover, we have
hd(uε)→ hd(u), strongly inLp([0, T ], L2(Ω,R3))
and
uε → u, point-wise a.e (x, t) ∈ Ω× [0, T ].
The above convergence implies
uε × hd(uε)→ u× hd(u), inL2(Ω× [0, T ],R3),
uε ×∇uε ⇀ u×∇u, weakly inL2(Ω× [0, T ],R3),
uε ×∇uΦ(uε)⇀ u×∇uΦ(u), weakly inL2(Ω× [0, T ],R3),
and
uε × J · ∇uε → u× J · ∇u, inL1(Ω× [0, T ],R3).
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Here we have used |uε| ≤ 1 and J ∈ L2([0, T ], L∞(Ω)).
By a similar argument with that in Lemma 3.2, we can show
∂u
∂ν
|∂Ω×[0,T ] = 0.
Let uε be a test function for (3.1), we have∫
Ω
|uε|2dx+ 2ε
∫ T
0
∫
Ω
|∇uε|2dxdt = V ol(Ω),
As ε→ 0, there holds ∫
Ω
(|u|2 − 1)dx = 0,
it implies |u| = 1, since |u| ≤ 1.
Step 2: Weak solutions of (1.2).
Let ϕ ∈ C∞(Ω¯× [0, T ]). Then Lemma 3.2 tells us that∫ T
0
∫
Ω
〈
∂uε
∂t
, ϕ
〉
dxdt = −ε
∫ T
0
∫
Ω
〈∆uε, ϕ〉 dxdt
+ α
∫ T
0
∫
Ω
〈uε × hβ(uε), uε × ϕ〉 dxdt−
∫ T
0
∫
Ω
〈uε × hβ(uε), ϕ〉 dxdt.
By the convergence obtained in Step 1, we have
LHS →
∫ T
0
∫
Ω
〈
∂u
∂t
, ϕ
〉
dxdt, as ε→ 0.
For the right hand side, we take integrating by parts to obtain
RHS =ε
∫ T
0
∫
Ω
〈∇uε,∇ϕ〉 dxdt+ α
∫ T
0
∫
Ω
〈uε ×∆uε, uε × ϕ〉 dxdt−
∫ T
0
∫
Ω
〈uε ×∆uε, ϕ〉 dxdt
+ α
∫ T
0
∫
Ω
〈uε × (∇uΦ(uε) + hd(uε) + βJ · ∇uε), uε × ϕ〉 dxdt
−
∫ T
0
∫
Ω
〈uε × (∇uΦ(uε) + hd(uε) + βJ · ∇uε), ϕ〉 dxdt
=ε
∫ T
0
∫
Ω
〈∇uε,∇ϕ〉 dxdt+ I + II + III + IV.
Since ∇uε ⇀ ∇uweakly inL2([0, T ], L2(Ω,R3)), we have
ε
∫ T
0
∫
Ω
〈∇uε,∇ϕ〉 dxdt→ 0,
as ε→ 0.
For the third term III and IV , by the arguments in Step 1 we can get directly
III = α
∫ T
0
∫
Ω
〈uε × (∇uΦ(uε) + hd(uε) + βJ · ∇uε), uε × ϕ〉 dxdt
→ α
∫ T
0
∫
Ω
〈u× (∇uΦ(u) + hd(u) + βJ · ∇u), u× ϕ〉 dxdt,
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IV = −
∫ T
0
∫
Ω
〈uε × (∇uΦ(uε) + hd(uε) + βJ · ∇uε), ϕ〉 dxdt
→ −
∫ T
0
∫
Ω
〈u× (∇uΦ(u) + hd(u) + βJ · ∇u), ϕ〉 dxdt.
Next, we show the convergence of term I, so as II by almost the same argument as in the above.
I = α
∫ T
0
∫
Ω
〈uε ×∆uε, uε × ϕ〉 dxdt
= α
∫ T
0
∫
Ω
〈uε ×∆uε, u× ϕ〉 dxdt+ α
∫ T
0
∫
Ω
〈uε ×∆uε, (uε − u)× ϕ〉 dxdt
= α(I ′ + I ′′).
For I ′′, we have
|I ′′| ≤ |ϕ|L∞(sup
ε>0
∫ T
0
∫
Ω
|uε ×∆uε|2dxdt)1/2(
∫ T
0
∫
Ω
|uε − u|2dxdt)1/2 → 0
as ε→ 0. It remains to deal with the first term I ′. Using integration by parts, we have
I ′ = −
∫ T
0
∫
Ω
〈uε ×∇uε,∇(u× ϕ)〉 dxdt
→ −
∫ T
0
∫
Ω
〈u×∇u,∇(u× ϕ)〉 dxdt,
since
uε ×∇uε ⇀ u×∇u,weak inL2(Ω× [0, T ],R3).
By a similar argument to the above, we also have
II →
∫ T
0
∫
Ω
〈u×∇u,∇ϕ〉 dxdt.
To summarize the above arguments, we conclude that the limiting map u satisfies the following
equation
(3.24)
∫ T
0
∫
Ω
〈
∂u
∂t
, ϕ
〉
dxdt = −α
∫ T
0
∫
Ω
〈u×∇u,∇(u× ϕ)〉 dxdt+
∫ T
0
∫
Ω
〈u×∇u,∇ϕ〉 dxdt
+ α
∫ T
0
∫
Ω
〈
u× h˜β(u), u× ϕ
〉
dxdt−
∫ T
0
∫
Ω
〈
u× h˜β(u), ϕ
〉
dxdt,
where h˜β(u) = −∇uΦ(u) + hd(u) + βJ · ∇u and ϕ ∈ C∞(Ω¯× [0, T ],R3).
Let u× ϕ replace ϕ in the above equation, we have
(3.25)
∫ T
0
∫
Ω
〈
u× ∂u
∂t
, ϕ
〉
dxdt = −α
∫ T
0
∫
Ω
〈u×∇u,∇ϕ〉 dxdt−
∫ T
0
∫
Ω
〈u×∇u, u× ϕ〉 dxdt
+ α
∫ T
0
∫
Ω
〈
u× h˜β(u), ϕ
〉
dxdt+
∫ T
0
∫
Ω
〈
u× h˜β(u), u× ϕ
〉
dxdt.
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To add (3.24) and −α×(3.25), we have
(3.26)
∫ T
0
∫
Ω
〈
∂u
∂t
, ϕ
〉
dxdt− α
∫ T
0
∫
Ω
〈
u× ∂u
∂t
, ϕ
〉
dxdt
=(1 + α2)
∫ T
0
∫
Ω
(
〈u×∇u,∇ϕ〉 −
〈
u× h˜β(u), ϕ
〉)
dxdt.
Thus, the proof finished. 
4. The heat flows associate to micromagnetic energy functional
In the present section, we intend to show the well-posedness of global solutions to equations (1.5)
and (1.6) respectively. We will only give the sketches of the proofs for Theorems 1.2 and 1.3, since
the arguments go almost the same as that of Theorem 1.1. Let Ω be a smoothly bounded domain
in Rm, where m ≥ 3. Recall that the equation for us to consider is as following
(4.1)


ut = −u× (u× h¯β), (x, t) ∈ Ω× (0, T ),
u(0) = u0 : Ω→ S2, ∂u
∂ν
= 0 on ∂Ω× [0, T ].
As before, we also consider the following approximate equation
(4.2)


ut = ε∆u− J(u)× (J(u) × h¯β(u)), in Ω× (0, T ),
u(0, ·) = u0 : Ω→ S2, ∂u
∂ν
= 0 on ∂Ω,
where J(u) and the extension Φ˜ of Φ are defined by the same way as in Section 3, and
h¯β(u) = ∆u−∇uΦ(J(u)) + βJ · ∇u.
For simplicity, we still denote Φ˜ by Φ.
By Galerkin method, it is not difficult to prove that above equation admits a solution uε in
L∞([0, T ],H1(Ω,R3)) ∩W 2,12 (Ω × [0, T ],R3) for any T > 0, which satisfies the following uniform
estimates with respect to ε
(1 + ε) sup
[0,T ]
∫
Ω
|∇uε|2dx+
∫ T
0
∫
Ω
|J(uε)×∆uε|2dx+
∫ T
0
∫
Ω
|∂uε
∂t
|2dx+ ε
∫ T
0
∫
Ω
|∇2uε|2dx
≤C(α)T + (C(α)I(T ) + 1)
(∫
Ω
|∇u0|2dx+ C(α)T
)
exp I(T ).
Its proof is similar to that in the previous section. Using Lemma 3.3, we also have |uε| ≤ 1, then
J(uε) = uε. Now, we are in the position to prove Theorem 1.2.
The proof of Theorem 1.2.
By almost the same arguments as in the proof of Theorem 1.1, we can get a map
u ∈ L∞([0, T ],H1(Ω,S2)) ∩W 1,12 (Ω × [0, T ],S2),
which is a limiting map of {uε} by let ε→ 0. Moreover, It satisfies the following
(4.3)
∫ T
0
∫
Ω
〈
∂u
∂t
, ϕ
〉
dxdt = −
∫ T
0
∫
Ω
〈u×∇u,∇(u× ϕ)〉 dxdt
+
∫ T
0
∫
Ω
〈u× (−∇uΦ(u) + βJ · ∇u), u× ϕ〉 dxdt
where ϕ ∈ C∞(Ω¯× [0, T ],R3).
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For the first term in the right hand side of above equation, there holds
−
∫ T
0
∫
Ω
〈u×∇u,∇(u× ϕ〉 dxdt
=−
∫ T
0
∫
Ω
〈u×∇u,∇u× (ϕ− ϕ · uu)〉 dxdt−
∫ T
0
∫
Ω
〈u×∇u, u×∇(ϕ− ϕ · uu)〉 dxdt
=−
∫ T
0
∫
Ω
〈u×∇u, u×∇ϕ〉 dxdt+
∫ T
0
∫
Ω
〈u×∇u, u× (ϕ · u)∇u)〉 dxdt
=−
∫ T
0
∫
Ω
〈∇u,∇ϕ〉 dxdt+
∫ T
0
∫
Ω
|∇u|2 〈ϕ, u〉 dxdt,
where we have used ∇u× (ϕ−ϕ ·uu) = 0 or c(x)u for some 1-form c(x). Thus, u is a weak solution
of equation (1.5). 
By almost the same process showed in the above, we can also get the existence of the weak
solution to heat flow (1.6). Thus, the proof of Theorem 1.3 is completed.
Acknowledgements: The authors are supported by NSFC grant (No.11731001).
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