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Division Theorems for Exact Sequences
Qingchun Ji
Abstract. Under certain integrability and geometric conditions, we
prove division theorems for the exact sequences of holomorphic vector
bundles and improve the results in the case of Koszul complex. By
introducing a singular Hermitian structure on the trivial bundle, our
results recover Skoda’s division theorem for holomorphic functions on
pseudoconvex domains in complex Euclidean spaces.
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Introduction
A classical problem in complex and algebraic geometry is to characterize
the image of global holomorphic sections under a sheaf-homomorphism. Let
E,E
′
be holomorphic vector bundles over a complex manifold, and Φ : E →
E
′
be a holomorphic homomorphism, it is interesting to characterize the
image of the induced homomorphism on cohomology groups
Hq(M,Ωp(E))→ Hq(M,Ωp(E′))
under effective integrability and differential-geometric conditions. Skoda’s
Division theorem ([S72,S78,D82]) is one of the fundamental result on this
kind of questions. Skoda’s theorem has played important roles in many
important work in algebraic geometry. Siu used Skoda’s theorem to establish
the deformation invariance of plurigenera and prove the finite generation of
canonical ring of compact complex algebraic manifolds of general type([Siu
98,00,04,05,07]). Skoda’s theorem is an analogue of Hilbert’s Nullstellensatz,
but the remarkable feature of effectiveness makes it very powerful. In [B87,
Laz99], the authors used Skoda’s theorem to prove effective versions of the
Nullstellensatz.
The statement of Skoda’s theorem is the following: Let Ω be a pseu-
doconvex domain in Cn, ψ ∈ PSH(Ω) (the set of plurisubharmonic func-
tions on Ω), g1 · · · , gr ∈ O(Ω) (the set of holomorphic functions on Ω),
1
then for every f ∈ O(Ω) with ´Ω |f |2|g|−2(q+qε+1)e−ψdV < +∞, there exist
holomorphic functions h1, · · · , hr ∈ O(Ω) such that f =
∑
gihi holds on
Ω and
´
Ω |h|2|g|−2q(1+ε)e−ψdV ≤ 1+εε
´
Ω |f |2|g|−2(q+qε+1)e−ψdV where|g|2 =∑
i |gi|2 , |h|2 =
∑
i |hi|2 , q = min{n, r − 1} and ε > 0 is a constant. In
[S78,D82], this theorem was generalized to (generic) surjective homomor-
phisms between holomorphic vector bundles by solving ∂-equations. The
surjectivity was used in two places in [S78] and [D82]. One is to construct
a smooth splitting map which reduces the question under consideration to
∂- equations, another is to relate an arbitrary Hermitian structure on the
quotient bundle to the quotient Hermitian structure induced by the surjec-
tive homomorphism(actually this was also done by constructing a smooth
splitting in a more general case). A recent generalization of Skoda’s theorem
was given in [V08] for line bundles where the notion of Skoda triple was in-
troduced, by choosing Skoda triples the author established various division
theorems.
In this paper, we consider the question of establishing division theorems
in more general settings. In section 4, we will prove division theorems for a
generically exact sequence of holomorphic vector bundles(theorem 4.2, corol-
laries 4.3, 4.4) and division theorems for a single homomorphism(theorem
4.2
′
). Moreover, in section 5, for the case of the Koszul complex which in-
volves nonsurjective homomorphisms, we improve the result for general exact
sequences(theorem 5.4 and corollary 5.5).
As a corollary, we get a division theorem for Koszul complex over a pseu-
doconvex domain in Cn.More precisely, let Ω be a domain in Cn, g1 · · · , gr ∈
O(Ω), we define a sheaf-homomorphism for each 1 ≤ ℓ ≤ r by setting
∧ℓO⊕rΩ → ∧ℓ−1O⊕rΩ
(hi1···iℓ)
r
i1···iℓ=1
7→ (fi1···iℓ−1)ri1···iℓ−1=1 with fi1···iℓ−1 =
∑
1≤ν≤r
gνhνi1···iℓ−1 .
By choosing appropriate Hermitian structure and the standard argument of
weak compactness, we show that Skoda’s theorem is exactly the special case
where ℓ = 1 of the following result(see corollary 5.7) about the homomor-
phisms defined in this way.
Let Ω be a pseudoconvex domain in Cn, g1 · · · , gr ∈ O(Ω), ψ ∈ PSH(Ω)
and ε > 0 a constant, then for every global section (fi1···iℓ−1)
r
i1···iℓ−1=1
∈
Γ(Ω,∧ℓ−1O⊕rΩ ) (1 ≤ ℓ ≤ r ) satisfying∑
1≤ν≤r
gνfνi1···iℓ−2 = 0 and
´
Ω |f |2|g|−2(q+qε+1)e−ψdV < +∞,
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there exists at least one (hi1···iℓ)
r
i1···iℓ=1
∈ Γ(Ω,∧ℓO⊕rΩ ) such that
fi1···iℓ−1 =
∑
1≤ν≤r
gνhνi1···iℓ−1 ,
and
´
Ω |h|2|g|−2q(1+ε)e−ψdV ≤ 1+εε
´
Ω |f |2|g|−2(q+qε+1)e−ψdV,
where |g|2 = ∑i |gi|2 , |h|2 = ∑
i1<···<iℓ
|hi1···iℓ |2 , |f |2 =
∑
i1<···<iℓ−1
∣∣fi1···iℓ−1∣∣2 ,
q = min{n, r − 1}.
In the surjective case, we also give sufficient conditions for the solvability
of division problem in matrix form. This is achieved by applying Skoda’s
original division theorem and a purely algebraic argument(see corollary 5.9).
Our integrability conditions are comparable with those conditions appeared
in [KT71].
As an example of the application of Spencer’s trick, we could construct
smooth lifting for an exact sequence and reduce the question to solving ∂-
equations with additional restrictions, the main difficulty would be that it
requires to look for solutions of ∂-equations which take values in a subsheaf.
Although we don’t use this fact essentially in our proof of division theorems,
we will sketch the rough ideal in section 4.
Instead of solving ∂-equations, we hope to implement Skoda’s original
estimate in general case. To this end, we first formulate an algebraic in-
equality(lemma 2.2) which helps to complete square in the proof of our main
estimate(lemma 3.2). To apply this algebraic lemma, we need to consider
certain bundle homomorphisms, and the second fundamental form is quite
useful which is different from that used in [S78] and [D82]. Since the bundle
homomorphism is surjective in [S78] and [D82], the second fundamental form
of the kernel is well defined, but in more general case the kernel is only a
subsheaf which is no longer a subbundle. For this reason, we consider the
second fundamental form of the line bundle spanned by the homomorphism
itself inside the holomorphic bundle Hom(E,E
′
) which is always well defined
outside the subset of zeros of the bundle-homomorphism under considera-
tion. To obtain our main estimate, we also use the twisted Bochner-Kodaira-
Nakano formula which is quite natural and useful in geometry and analysis.
Applications of this kind of technique could be found in many references,
e.g. [OT],[Siu82],[Siu00],[Siu04] and [Dr08]. The discussion about the divi-
sion problem of Koszul complex via the residue theory and its interesting
applications could be found in [A04], [A06] and [AG10].
3
1. The Second Fundamental Form
Let (M,ω) be a Kähler manifold, (E, h), (E
′
, h
′
) Hermitian holomor-
phic vector bundles over M , dimCM = n, rankCE = r, rankCE
′
= r
′
.
Φ : OM (E) → OM (E′) is a sheaf-homomorphism, given by a holomorphic
section Φ ∈ Γ(M,Hom(E,E′)).
The homomorphism Φ is assumed, for simplicity, to be nowhere zero on
M in sections 1 and 2.
We shall adopt the following convention on the range of indices.
1 ≤ α, β≤ n, 1 ≤ i, j ≤ r, 1 ≤ a, b ≤ r′ .
We also adhere to the summation convention that sum is performed over
strictly increasing multi-indices.
By using local coordinates z1, · · · , zn ofM , holomorphic farmes {e1, · · · , er},
{e′1, · · · , e
′
r
′ } of E and E′ respectively we write
ω =
√−1gαβdzα ∧ dzβ, h = hije∗i ⊗ e∗j , h
′
= h
′
ab
e
′∗
a ⊗ e′∗b ,
and
Φ = Φiae
′
a ⊗ e∗i . (1)
where {e∗1, · · · , e∗r} and {e
′∗
1 , · · · , e
′∗
r
′} are dual frames of E∗ and E′∗ respec-
tively. We also know by definition that the adjoint homomorphism of Φ
w.r.t. the Hermitian structures h and h
′
is given by
Φ∗ = Φiah
ijh
′
ab
ej ⊗ e′∗b (2)
where (hij) = (hij)
−1.
It is convenient to make it a convention that we always work with normal
coordinates and normal frames for a pointwise computation, i.e. we have
gαβ = δαβ , hij = δij , h
′
ab
= δab and dgαβ = dhij = dh
′
ab
= 0 at the point
under consideration.
We define a smooth section B of A1,0(Hom(E,E
′
)) as the differentiation
of Φ, i.e. for every X ∈ T 1,0M
BX = ∇Hom(E,E
′
)
X Φ (3)
where ∇Hom(E,E
′
) is the induced Chern connection on Hom(E,E
′
).
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Let B∗ be the adjoint of B where B is viewed as a homomorphism from
T 1,0M to Hom(E,E
′
). By definition, we know B∗ is a smooth section of
Hom(Hom(E,E
′
), T 1,0M). A pointwise computation shows that the exterior
differentiation of Φ∗ and B∗are related as follows
∂Φ∗ = (B∗e∗i ⊗ e
′
a)
♭ ⊗ ei ⊗ e′∗a (4)
where ♭ is the C-linear map of lowering indices by using the metric gαβ .
Now we compute the derivatives up to second order of the function ϕ =
log ||Φ||2 in terms of the homomorphism B. Since Φ is holomorphic, we have
∂αϕ = ‖Φ‖−2 (∇Hom(E,E
′
)
α Φ,Φ)
= e−ϕ(B
∂
∂zα
,Φ) (5)
grad0,1ϕ = ‖Φ‖−2 gαβ(B ∂
∂zβ
,Φ)
∂
∂zα
(6)
∂α∂βϕ = e
−ϕ[−∂βϕ(B ∂∂zα ,Φ) + (∇
Hom(E,E
′
)
β
∇Hom(E,E
′
)
α Φ,Φ)
+(B ∂∂zα ,∇
Hom(E,E
′
)
β Φ)]
= e−ϕ[−‖Φ‖−2 (B ∂∂zβ ,Φ)(B
∂
∂zα
,Φ) + (B ∂∂zα , B
∂
∂zβ
)
+ (F
Hom(E,E
′
)
βα
Φ,Φ)] (7)
where FHom(E,E
′
)
βα
=
[
∇Hom(E,E
′
)
β
,∇Hom(E,E
′
)
α
]
is the curvature of the in-
duced Chern connection on Hom(E,E
′
).
Let P be the orthonormal projection from Hom(E,E
′
) onto the subbun-
dle SpanC{Φ}⊥ ⊆ Hom(E,E
′
), we define
BΦ = P ◦B : T 1,0M → SpanC{Φ}⊥. (8)
By definition BΦ is the second fundamental form of the holomorphic line
bundle SpanC{Φ} in Hom(E,E
′
).
Let L be a Hermitian holomorphic line bundle over M, {σ} be a holo-
morphic local frame of L, we denote its dual frame by {σ∗}. For any v =
vKidz∧dzK ⊗σ⊗ei ∈ An,k(L⊗E), we define the associated smooth section
Av of Hom(∧n,k−1TM ⊗ L∗ ⊗ E∗, T 1,0M) by setting
Av(
∂
∂z
⊗ ∂
∂zK
⊗ σ∗ ⊗ e∗i ) = (−1)ngαβvαKi
∂
∂zβ
, (9)
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for 1 ≤ k ≤ n, |K| = k − 1, here we denote
dz = dz1 ∧ · · · ∧ dzn and ∂∂z = ∂∂z1 ∧ · · · ∧ ∂∂zn .
It is easy to seeAv is well defined. Moreover, if {z1, · · · , zn}, {e1, · · · , er} ,{
e
′
1, · · · , e
′
r
′
}
and {σ} are normal at the point x ∈M, then we have
(Av(
∂
∂z
⊗ ∂
∂zK
⊗ σ∗ ⊗ e∗i ),X) = (v,X♭ ∧ dz ∧ dzK ⊗ σ ⊗ ei) (10)
for every X ∈ T 1,0x M and multi-index K with |K| = k − 1.
Multiplying both sides of the equality (7) by vαKivβKi and summing over
α, β, i and increasing multi-indices K with |K| = k − 1 give the following
expression of ∂α∂βϕvαKivβKi which will be used to handle the curvature
term in the Bochner-Kodaira-Nakano formula.
∂α∂βϕvαKivβKi = e
−ϕ[−|(BAv( ∂∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i ),
Φ
‖Φ‖)|2
+
∥∥∥BAv( ∂∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i )
∥∥∥2
+(F
Hom(E,E
′
)
Av(
∂
∂z
⊗ ∂
∂zK
⊗σ∗⊗e∗i )Av(
∂
∂z
⊗ ∂
∂zK
⊗σ∗⊗e∗i )
Φ,Φ)]
= e−ϕ ‖BΦAv‖2
−e−ϕ(FHom(E,E
′
)
Av(
∂
∂z
⊗ ∂
∂zK
⊗σ∗⊗e∗
i
)Av(
∂
∂z
⊗ ∂
∂zK
⊗σ∗⊗e∗
i
)
Φ,Φ). (11)
2. Algebraic Preliminaries
In this section we introduce the notion of trace which generalizes the usual
conception of trace for linear transformations. By using the Cauchy-Schwarz
inequality, we will establish a fundamental estimate for the generalized trace
which plays an important role in our main estimate. In order to apply this in-
equality, we also collect in this section the pointwise calculations concerning
the smooth section TrBΦA ∈ Γ(∧n,k−1M ⊗L⊗E
′
). Lemma 2.2 and lemma 2.3
make up the major algebraic part of the proof of our main estimate. Its geo-
metric ingredient is the twisted Bochner-Kodaira-Nakano formula(combined
with the Morrey’s trick) on a bounded domain which will be discussed in
section 3.
Definition2.1. Let U, V,W be linear spaces, D ∈ Hom(U, V ), ρ : V ×U∗ →
W a bilinear map. If U is finite-dimensional we define the trace TrρD ∈ W
of the linear map D w.r.t. ρ to be
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TrρD =
∑
i
ρ(Dui, u
i) (12)
where {ui} is a basis of U , {ui} ⊆ U∗ is its dual basis.
The definition of TrρD is obviously independent of the choice of the basis
{ui}. Now we establish the basic estimate for TrρD.
Lemma2.2. If U, V,W are Hermitian spaces, D ∈ Hom(U, V ) and ρ : V ×
U∗ →W is a bilinear map, then we have
‖TrρD‖W ≤
√
rank(D) ‖ρ‖ ‖D‖ . (13)
Proof. By using the singular value decomposition theorem for a linear map
between Hermitian spaces, one can always find an orthonormal basis {ui} of
U such that
(Dui,Duj)V = 0 for i 6= j.
Since Im(D) = SpanC{Dui} and Du1,Du2, · · · are mutually perpendicular,
we have
♯{i | Dui 6= 0} = dim(Im(D)) = rank(D).
Let {ui} ⊆ U∗ be the dual basis of {ui}, then {ui} forms a orthonormal
basis of U∗, i.e.(ui, uj) = δij . Consequently, by using the Cauchy-Schwarz
inequality and the definition of ‖ρ‖:
‖ρ‖ := max
‖v‖V =1
‖α‖U∗=1
‖ρ(v, α)‖W and ‖D‖ =
√∑
i
‖Dui‖2V ,
we get the desired estimate as follows
‖TrρD‖2W =
∥∥∥∥∑
i
ρ(Dui, u
i)
∥∥∥∥
2
W
≤ (∑
i
∥∥ρ(Dui, ui)∥∥W )2
≤ ‖ρ‖2 (∑
i
‖Dui‖V )2
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= ‖ρ‖2 ( ∑
Dui 6=0
‖Dui‖V )2
≤ rank(D) ‖ρ‖2 ∑
Dui 6=0
‖Dui‖2V
= rank(D) ‖ρ‖2 ‖D‖2 ,
which completes the proof.

We will apply lemma 2.2 in two specific circumstances. In the following
lemma 2.3, we will choose V = W ⊗ U and ρ : W ⊗ U × U∗ → W to be the
natural contraction between U and its dual space U∗. If we identify U and
U∗ via the C-antilinear isomorphism defined by the Hermitian structure on
U, then we have explicitly
TrρD = (Dui, wa ⊗ ui)W⊗Uwa
for orthonormal bases {ui} ⊆ U, {wa} ⊆W.
In section 5, we will consider U = ∧pV, and ρ : V×∧pV ∗ → ∧p−1V ∗defined
by the interior product, i.e.
ρ(v, ξ) := vyξ.
Obviously, the Cauchy-Schwarz inequality shows that ‖ρ(v, u∗)‖W ≤
‖v‖V ‖u∗‖U∗ , we get therefore ‖ρ‖ ≤ 1 in both of the cases mentioned above.
Since we always work with specific bilinear map, the subscript ρ will be omit-
ted without causing ambiguity. The importance of the inequality (13) is that
the coefficient of the left hand side only depends on the rank of D.
Now we proceed to prove the key identity involving TrBΦA. Since the
computations in this section are pointwise, as mentioned before, we will work
with normal coordinates and normal frames at a given point.
For a given v ∈ An,k(L ⊗ E), 1 ≤ k ≤ n, we define by (9) the associ-
ated homomorphism Av ∈ Hom(∧n,k−1TM ⊗ L∗ ⊗ E∗, T 1,0M). Under the
standard bundle isomorphism
Hom(∧n,k−1TM ⊗ L∗ ⊗ E∗,Hom(E,E′))
∼= Hom(E∗,∧n,k−1M ⊗ L⊗ E′ ⊗ E∗), (14)
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we could define TrBΦAv ∈ Γ(∧n,k−1M ⊗ L⊗E′) by (12) where the bilinear
map ρ is given by the pairing between E and E∗ which is defined by the
Hermitian structure on E.
The main result of about TrBΦAv is recorded in the following formula.
Lemma2.3. For any u in ∧n,k−1M ⊗ L ⊗ E′ and v in ∧n,kM ⊗ L ⊗ E, we
have
(∂Φ∗ ∧ u, v) − (Φ∗u, grad0,1ϕyv) = (u,TrBΦAv) (15)
where ϕ = log ‖Φ‖ ,Φ ∈ Γ(M,Hom(E,E′)) and Av is defined by v as de-
scribed in (9), 1 ≤ k ≤ n.
Proof. Let u = uKadz ⊗ dzK ⊗ σ ⊗ e
′
a ∈ ∧n,k−1M ⊗ L ⊗ E
′
, v = vJidz ⊗
dzJ ⊗ σ ⊗ ei ∈ ∧n,kM ⊗ L ⊗ E. We know by the definition (12) and the
identification (14) that
TrBΦAv = (e∗i yBΦAv, dz ⊗ dzK ⊗ σ ⊗ e
′
a ⊗ e∗i )dz ⊗ dzK ⊗ σ ⊗ e
′
a
= (BΦAv(
∂
∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i ), e
′
a ⊗ e∗i )dz ⊗ dzK ⊗ σ ⊗ e
′
a,
which implies that
(u,TrBΦAv) = uKa(dz ⊗ dzK ⊗ σ ⊗ e
′
a,TrBΦAv)
= uKa(e
′
a ⊗ e∗i , BΦAv(
∂
∂z
⊗ ∂
∂zK
⊗ σ∗ ⊗ e∗i )). (16)
From the equalities (4) and (10), it follows that
(∂Φ∗ ∧ u, v) = ((B∗(e′a ⊗ e∗i ))♭ ⊗ ei ⊗ e
′∗
a (u), v)
= uKb((B
∗(e
′
a ⊗ e∗i ))♭ ∧ dz ⊗ dzK ⊗ σ ⊗ e
′∗
a (e
′
b)ei, v)
= uKa((B
∗(e
′
a ⊗ e∗i ))♭ ∧ dz ⊗ dzK ⊗ σ ⊗ ei, v)
= uKa(B
∗(e
′
a ⊗ e∗i ), Av( ∂∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i ))
= uKa(e
′
a ⊗ e∗i , BAv(
∂
∂z
⊗ ∂
∂zK
⊗ σ∗ ⊗ e∗i )). (17)
We also obtain form (6) that
(Φ∗u, grad0,1ϕyv)
= (Φ∗u, ‖Φ‖−2 (B ∂∂zα ,Φ) ∂∂zα yv)
= (−1)n(Φ∗u, ‖Φ‖−2 (B ∂∂zα ,Φ)vαKidz ⊗ dzK ⊗ σ ⊗ ei)
= (Φ∗u, ‖Φ‖−2 (BAv( ∂∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i ),Φ)dz ⊗ dzK ⊗ σ ⊗ ei)
= (u, (BAv(
∂
∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i ),
Φ
|Φ|)dz ⊗ dzKσ ⊗ Φ|Φ|(ei))
= (u, Φib|Φ| (BAv(
∂
∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i ),
Φ
|Φ|)dz ⊗ dzK ⊗ σ ⊗ e
′
b)
= uKa
Φia
|Φ| (
Φ
|Φ| , BAv(
∂
∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i ))
9
= uKa(e
′
a ⊗ e∗i , QBAv(
∂
∂z
⊗ ∂
∂zK
⊗ σ∗ ⊗ e∗i )) (18)
where Q is the orthonormal projection from E
′ ⊗ E∗ onto the line bundle
SpanC{Φ}. Now (15) follows from (16) (17) (18) and the definition (8) of
BΦ, the proof is complete.

3. The Main Estimate
Notations. We introduce some notations which are needed to simplify our
statements. Given a measurable function µ on a Kähler manifold (M,ω), we
define the associated signed measure by setting
dVµ = µdVω (19)
where dVω = ω
n
n! is the volume form of ω. Let Ω be a domain in M . We
denote by
(·, ·)Ω,µ, || · ||Ω,µ
the L2-inner product and L2-norm defined by using the measure dVµ. When
µ is nonnegative, the corresponding Hilbert space of square integrable (n, k)-
forms on Ω valued in L ⊗ E and L ⊗ E′ will be denoted respectively by
L2n,k(Ω, L ⊗ E, dVµ) and L2n,k(Ω, L ⊗ E
′
, dVµ) respectively. The subscript µ
in (·, ·)Ω,µ will be dropped for µ = 1.
We recall the definition of m-tensor positivity.
Definition3.1. A Hermitian holomorphic vector bundle (E, h) is said to be
m-tensor semi-positive(semi-negative) if the curvature F (of Chern connec-
tion ) satisfies
√−1F (η, η) ≥ 0(≤ 0) for every η = ηαi ∂∂zα ⊗ ei ∈ T 1,0M ⊗E
with rank(ηαi) ≤ m where z1, · · · , zn are holomorphic coordinates of M ,
{e1, · · · , er} is a holomorphic frame of E and m is a positive integer. In this
case, we write E ≥m 0(E ≤m 0).
It is easy to see the above definition does not depend on the choice of the
holomorphic coordinates z1, · · · , zn or the holomorphic frame {e1, · · · , er}.
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Definition3.2. Let E be a holomorphic vector bundle over M, Z $ M be
a subvariety, and h be a Hermitian structure on E|M\Z . If for each z ∈ Z,
there exist a neighborhood U of z, a smooth frame {e1, · · · , er} over U and
some constant κ > 0 such that the matrix
[
hij(w)− κδij
]
is semi-positive
for every w ∈ U \ Z where hij := h(ei, ej) and δij is the Kronecker delta,
then we call h a singular Hermitian structure on E which has singularities
in Z.
Let Ω ⋐ M be a domain with smooth boundary, ρ ∈ C∞(Ω) a defining
function of Ω, i.e. Ω is given by ρ < 0 and dρ 6= 0 on ∂Ω. Ω is said to be
pseudoconvex if the levi form Lρ is semi-positive on T 1,0∂Ω. This condition
is independent of the choice of the defining function.
Now we are in the position to prove the main estimate:
Lemma3.3. Let (M,ω) be a Kähler manifold, and let E be a Hermitian
holomorphic vector bundle over M , L a Hermitian holomorphic line bundle
over M . The Hermitian structures of these bundles may have singularity
along Φ−1(0) and Ω ⋐ M \ Φ−1(0) is a pseudoconvex domain with smooth
boundary. Assume that the following conditions hold on Ω :
1. E ≥m 0,m ≥ min{n− k + 1, r}, 1 ≤ k ≤ n;
2. the curvature of Hom(E,E
′
) satisfies
(F
Hom(E,E
′
)
XX
Φ,Φ) ≤ 0 for every X ∈ T 1,0M ;
3. the curvature of L satisfies
√−1(ςc(L) − ∂∂ς − τ−1∂ς ∧ ∂ς) ≥ √−1q(ς + δ)∂∂ϕ.
Then the following estimate∥∥∥|Φ|−2Φ∗u+ ∂∗v∥∥∥2
Ω,ς+τ
+
∥∥∂v∥∥2
Ω,ς
≥ ‖u‖2
Ω,
ς(λδ+λς−ς)
(ς+δ)|Φ|2
(20)
holds for every ∂-closed u ∈ An,k−1(Ω, L ⊗ E) satisfying |Φ∗u|2 ≥ λ|Φ|2|u|2
a.e.(w.r.t.dVω) on Ω and every v ∈ An,k(Ω, L ⊗ E) ∩ Dom(∂∗), where c(L)
denotes the Chern form, q = max
Ω
rankBΦ, ϕ = log |Φ|2, 0 < ς ∈ C∞(Ω) and
λ, δ, τ are measurable functions on Ω satisfying λ, τ > 0, ς + δ ≥ 0. All the
weighted norms are described at the beginning of this section.
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Proof. Since we work on a fixed domain, the subscript Ω will be omitted
in the following proof. We assume Ω is given by ρ < 0 and dρ 6= 0 on ∂Ω
where ρ ∈ C∞(Ω).
Step 1. From the condition
|Φ∗u|2 ≥ λ|Φ|2|u|2,
we get ∥∥∥|Φ|−2Φ∗u+ ∂∗v∥∥∥2
Ω,ς+τ
+
∥∥∂v∥∥2
Ω,ς
=
∥∥√ς + τ |Φ|−2Φ∗u∥∥2 + 2Re((ς + τ)|Φ|−2Φ∗u, ∂∗v)
+
∥∥∥√ς + τ∂∗v∥∥∥2 + ∥∥√ς∂v∥∥2
=
∥∥√ς |Φ|−2Φ∗u∥∥2 + ∥∥∥|Φ|−2Φ∗u+ ∂∗v∥∥∥2
τ
+2Re(ςe−ϕΦ∗u, ∂
∗
v) +
∥∥∥√ς∂∗v∥∥∥2 + ∥∥√ς∂v∥∥2
≥ ‖u‖2|Φ|−2λς +
∥∥∥|Φ|−2Φ∗u+ ∂∗v∥∥∥2
τ
+ 2Re(ςe−ϕΦ∗u, ∂
∗
v) +
∥∥∥√ς∂∗v∥∥∥2 + ∥∥√ς∂v∥∥2 . (21)
From the condition that
v ∈ An,k(Ω, L⊗ E) ∩Dom(∂∗),
we know
grad0,1ρyv = 0 on ∂Ω.
By using the twisted Bochner-Kodaira-Nakano formula and Morrey’s trick,
it follows from the pseudoconvexity of Ω that(see [Siu82], [Siu00])∥∥∥√ς∂∗v∥∥∥2 + ∥∥√ς∂v∥∥2
=
´
Ω ς|∇v|2 + ς(
[√−1FL⊗E ,Λω] v, v) −∇α∇βς( ∂∂zα yv, ∂∂zβ yv)
+2Re(grad0,1ςyv, ∂
∗
v)dVω +
´
∂Ω ς∇α∇βρ( ∂∂zα yv, ∂∂zβ yv)
+(∂ρ ∧ grad0,1ςyv − ς∂ρ ∧ ∂∗v − ς∂(grad0,1ρyv), v)dA
=
´
Ω ς|∇v|2 + ς(
[√−1FL⊗E ,Λω] v, v) −∇α∇βς( ∂∂zα yv, ∂∂zβ yv)
+2Re(grad0,1ςyv, ∂
∗
v)dVω +
´
∂Ω ς∇α∇βρ( ∂∂zα yv, ∂∂zβ yv)dA
≥ ´Ω ς(
[√−1FL⊗E ,Λω] v, v)−∇α∇βς( ∂∂zα yv, ∂∂zβ yv)
+ 2Re(grad0,1ςyv, ∂
∗
v)dVω , (22)
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where FL⊗E is the curvature of the Chern connection on L ⊗ E, Λω is the
dual Lefschetz operator of the Kähler form ω, and dA is the induced volume
form on ∂Ω.
Step 2. In order to obtain pointwise the lower bound of the integrand
of (22), we fix a point x ∈ M and choose the local frames {e1, · · · , er}, {σ}
of E and L respectively such that (ei, ej) = δij , |σ|2 = 1 at x. The following
pointwise computations are carried out at this fixed point x.
Set FL⊗E
αβij
= (FL⊗E
αβ
σ ⊗ ei, σ ⊗ ej), then we have
(
[√−1FL⊗E,Λω] v, v) = FL⊗Eαβij vαKivβKj
= FE
αβij
vαKivβKj + F
L
αβ
vαKivβKi
where v = vJidz ∧ dzJ ⊗ σ ⊗ ei, FEαβij = (FEαβei, ej), FLαβ = (FLαβσ, σ), and
FE , FL are the curvature tensors of the Hermitian bundles E and L.
Since
E ≥m 0,m ≥ min{n− k + 1, r} and vαKi = 0 for α ∈ K,
we know by definition 3.1
FE
αβij
vαKivβKj ≥ 0.
From the condition
√−1(ςc(L) − ∂∂ς − τ−1∂ς ∧ ∂ς) ≥ √−1q(ς + δ)∂∂ϕ,
it follows that
(
[√−1FL⊗E,Λω] v, v) ≥ (q(ς+ δ)∂α∂βϕ+∂α∂βς+ τ−1∂ας∂βς)vαKivβKi.
Substituting the above estimate into (22), we get∥∥∥√ς∂∗v∥∥∥2 + ∥∥√ς∂v∥∥2 ≥ ´Ω(q(ς + δ)∂α∂βϕ+ τ−1∂ας∂βς)vαKivβKi
+2Re(grad0,1ςyv, ∂
∗
v)dVω
(11)
=
´
Ω q(ς + δ)|Φ|−2 ‖BΦAv‖2 − q(ς + δ)|Φ|−2
·(FHom(E,E
′
)
Av(
∂
∂z
⊗ ∂
∂zK
⊗σ∗⊗e∗i )Av(
∂
∂z
⊗ ∂
∂zK
⊗σ∗⊗e∗i )
Φ,Φ)
+τ−1∂ας∂βςvαKivβKi+2Re(grad
0,1ςyv, ∂
∗
v)dVω
≥
∥∥∥√q(ς + δ)BΦAv∥∥∥2
|Φ|−2
+ 2Re(grad0,1ςyv, ∂
∗
v)
+
∥∥grad0,1ςyv∥∥2
τ−1
. (23)
Step 3. To deal with the third term in (21), we first do integration by
parts and then apply the Hölder inequality with an appropriate parameter.
Integration by parts yields that
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(e−ϕςΦ∗u, ∂
∗
v) = (∂(e−ϕςΦ∗u), v)
= (e−ϕ(−ς∂ϕ ∧ Φ∗u+ ς∂Φ∗ ∧ u+ ∂ς ∧ Φ∗u), v)
= −(∂ϕ ∧ Φ∗u, v)|Φ|−2ς + (∂Φ∗ ∧ u, v)|Φ|−2ς
+(e−ϕΦ∗u, grad0,1ςyv)
= −(Φ∗u, grad0,1ϕyv)|Φ|−2ς + (∂Φ∗ ∧ u, v)|Φ|−2ς
+ (e−ϕΦ∗u, grad0,1ςyv). (24)
In the second equality, we used the condition ∂u = 0. Now by substituting
(15) in lemma 2.3 into (24), we have
(e−ϕςΦ∗u, ∂
∗
v) = (e−ϕΦ∗u, grad0,1ςyv) + (u,TrBΦAv)|Φ|−2ς . (25)
Lemma 2.2 applied to the homomorphism
D = BΦAv ∈ Hom(E∗,∧n,kM ⊗ L⊗ E′ ⊗ E∗)
gives the following pointwise estimate.
2|(u,TrBΦAv)|Φ|−2ς | ≤ ‖u‖2 ς2
(ς+δ)|Φ|2
+
∥∥√ς + δTrBΦAv∥∥2|Φ|−2
≤ ‖u‖2 ς2
(ς+δ)|Φ|2
+
∥∥∥√q(ς + δ)BΦAv∥∥∥2
|Φ|−2
. (26)
Since
2Re(grad0,1ςyv, |Φ|−2Φ∗u+ ∂∗v) ≤
∥∥∥|Φ|−2Φ∗u+ ∂∗v∥∥∥2
τ
+
∥∥grad0,1ςyv∥∥2
τ−1
,
from (21) (23) (25) (26), it follows that∥∥∥|Φ|−2Φ∗u+ ∂∗v∥∥∥2
Ω,ς+τ
+
∥∥∂v∥∥2
Ω,ς
≥ ‖u‖2|Φ|−2λς − ‖u‖2 ς2
(ς+δ)|Φ|2
= ‖u‖2ς(λδ+λς−ς)
(ς+δ)|Φ|2
. (27)
This finishes the proof of the main estimate.

4. A Division Theorem for Exact Sequences of Holomorphic Vector
Bundles
In this section we give a sufficient integrability condition for the exactness
at the level of global holomorphic sections for exact sequences of holomorphic
vector bundles.
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We consider a complex of holomorphic vector bundles over M ,
E
Φ→ E′ Ψ→ E′′ (28)
i.e. Φ ∈ Γ(M,Hom(E,E′)),Ψ ∈ Γ(M,Hom(E′ , E′′)) such that Ψ ◦ Φ = 0.
E,E
′
, E
′′
are assumed to be endowed with Hermitian structures.
We define for any x ∈M
E(x) = min{((Ψ∗Ψ+ΦΦ∗)ξ, ξ)|ξ ∈ E′x, |ξ| = 1} (29)
where Φ∗,Ψ∗ are the adjoint of Φ and Ψ respectively w.r.t. the given Her-
mitian structures. By definition, 0 ≤ E ∈ C(M) is the smallest eigenvalue
of Ψ∗Ψ+ΦΦ∗. Suppose the complex (28) is exact at x ∈M , let ξ ∈ E′x such
that (Ψ∗Ψ + ΦΦ∗)ξ = 0, then by pairing with ξ we get Φ∗ξ = 0,Ψξ = 0,
i.e. ξ ∈ KerΦ∗ ∩ KerΨ= ImΦ⊥ ∩ ImΦ which implies ξ = 0. Conversely,
we assume Ψ∗Ψ + ΦΦ∗ is an isomorphism on E
′
x for some x ∈ M . Since
KerΨ is invariant under Ψ∗Ψ + ΦΦ∗, Ψ∗Ψ + ΦΦ∗ also induces an isomor-
phism on KerΨ. Let ξ ∈ KerΨ, there exists some η ∈ KerΨ such that
ξ = (Ψ∗Ψ + ΦΦ∗)η = ΦΦ∗η ∈ ImΦ. Now we obtain the following useful
fact about the function E :
The complex (28) is exact at x ∈M if and only if E(x) > 0.
When the complex (28) is exact, Φ∗(Ψ∗Ψ+ΦΦ∗)−1|KerΨ is a smooth lifting
of Φ. So it is possible to establish division theorems by solving a coupled
system consisting of
∂g = ∂[Φ∗(Ψ∗Ψ+ΦΦ∗)−1f ] and Φg = 0
where f ∈ Γ(E′) satisfying Ψf = 0. If g is a solution of this system, then
h
def
= Φ∗(Ψ∗Ψ +ΦΦ∗)−1f − g ∈ Γ(E) and Φh = f. If Φ is surjective and E′
is equipped with the quotient Hermitian structure then Ψ = 0, ΦΦ∗ = IdE′ ,
and the above system reduces to
∂g = ∂(Φ∗f)
on the subbundle KerΦ. This key observation played an important role in
both [S78] and [D82]. The difficulty of this method for our case is that KerΦ
is no longer a subbundle of E, so it amounts to solving ∂-equations for so-
lutions valued in a subsheaf, it seems that it is not easy to give sufficient
conditions for the solvability of this system.
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The following lemma reduces our main theorem to the estimate (20). It
was first formulated in [S72], the present version is quoted from [V08]).
Lemma4.1. Let H,H0,H1,H2 be Hilbert spaces, T : H0 → H be a bounded
linear operator, Tℓ : Hℓ−1 → Hℓ(ℓ = 1, 2) be linear, closed, densely defined
operators such that T2 ◦ T1 = 0, and let F ⊆ H be a closed subspace such
that T (KerT1) ⊆ F. Then for every f ∈ F the following statements are
equivalent
1. there exists at least one u ∈ KerT1 and C > 0 such that Tu = f ,
‖u‖H0 ≤ C.
2. |(g, f)H |2 ≤ C2(‖T ∗g + T ∗1 v‖2H0 + ‖T2v‖
2
H2
) holds for any g ∈ F, v ∈
Dom(T ∗1 ) ∩Dom(T2).
The complex (28) is said to be generically exact if it is exact outside a
subset of measure zero(w.r.t.dVω) of M.
Theorem4.2. Let (M,ω) be a Kähler manifold and let E,E
′
, E
′′
be Hermi-
tian holomorphic vector bundles over M , L a Hermitian line bundle over M.
All the Hermitian structures may have singularities in a subvariety Z $ M
and Φ−1(0) ⊆ Z. Suppose that (28) is generically exact over M, M \ Z is
weakly pseudoconvex and that the following conditions hold on M \ Z:
1. E ≥m 0,m ≥ min{n− k + 1, r}, 1 ≤ k ≤ n;
2. the curvature of Hom(E,E
′
) satisfies
(F
Hom(E,E
′
)
XX
Φ,Φ) ≤ 0 for every X ∈ T 1,0M ;
3. the curvature of L satisfies
√−1(ςc(L) − ∂∂ς − τ−1∂ς ∧ ∂ς) ≥ √−1q(ς + δ)∂∂ϕ.
Then for every ∂-closed (n, k − 1)-form f which is valued in L ⊗ E′ with
Ψf = 0 and ‖f‖ ς+δ
(ς+δ)ςE−|Φ|2ς2
< +∞, there exists a ∂-closed (n, k − 1)-form
h valued in L⊗ E such that Φh = f and
‖h‖ 1
ς+τ
≤ ‖f‖ ς+δ
(ς+δ)ςE−|Φ|2ς2
, (30)
where q = max
M\Z
rankBΦ, ϕ = log ‖Φ‖, E is the function defined by (29),
0 < ς, τ ∈ C∞(M) and δ is a measurable function onM satisfying E(ς+δ) ≥
||Φ||2ς.
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Proof. Step 1. Let φ ∈ C∞(M \ Z) be a plurisubharmonic exhaustion
function on M \Z. For any t > 0, set Ωt = {x ∈M \Z|φ(x) < t}. We know
by definition Ωt ⋐M \ Z and ∪
t
Ωt = M \ Z.
Apart from a subset of R in t which has measure zero, Ωt is a pseudoconvex
domain with smooth boundary, so our main estimate holds on such Ωt. If
we could find a ∂-closed section, say ht, solving the equation Φht = f on Ωt
with the estimate
‖ht‖Ωt, 1ς+τ ≤ ‖f‖Ωt, ς+δ(ς+δ)ςE−|Φ|2ς2 ≤ ‖f‖ ς+δ(ς+δ)ςE−|Φ|2ς2 .
By setting ht to be zero outside Ωt, we extend ht to be an element of
L2n,k−1(M,L ⊗ E, dV 1
ς+τ
). The above estimate allows us to apply the com-
pactness argument to produce onM a (n, k−1)-form h valued in L⊗E as the
weak limit of {ht} in L2n,k−1(M,L⊗ E, dV 1
ς+τ
) which satisfies the equation
∂h = 0 outside Z. (31)
and the following inequality
‖h‖ 1
ς+τ
≤ lim
t→+∞
‖ht‖Ωt, 1ς+τ ≤ ‖f‖ ς+δ(ς+δ)ςE−|Φ|2ς2 .
By using the resulting L2-estimate and definition 3.2, we know h has L2loc
(w.r.t the Lebesgue measure on the coordinate chart) coefficients under holo-
morphic frames over holomorphic coordinate charts. Since Z is an analytic
subset of M, the extension lemma(D82, lemma 6.9) shows that ∂h = 0 holds
on the whole manifold M . Consequently, Φh = f on M follows from solving
Φht = f on Ωt with a L2-estimate for each t > 0.
Step 2. In order to make use of lemma 4.1, we introduce the following
Hilbert spaces and densely defined operators.
H0 = L
2
n,k−1(Ω, L⊗E, dVω), H = L2n,k−1(Ω, L⊗ E
′
, dV|Φ|−2),
H1 = L
2
n,k(Ω, L⊗ E, dVω), H2 = L2n,k+1(Ω, L⊗ E, dVω),
T = Φ ◦ √ς + τ : H0 → H, T1 = ∂ ◦
√
ς + τ : H0 → H1,
T2 =
√
ς ◦ ∂ : H1 → H2,
where Ω ⋐ M \ Z is a domain satisfying conditions in lemma 3.3. Then
T : H0 → H is bounded(note that Ω ⋐ M \ Z ), Tℓ : Hℓ−1 → Hℓ(ℓ = 1, 2)
are closed, densely defined and satisfy T2 ◦ T1 = 0. It is easy to see that the
adjoint of T is given by
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T ∗u =
√
ς + τ |Φ|−2Φ∗u, u ∈ H.
Similarly, from 0 < ς, τ ∈ C∞(M) we know
DomT ∗1 = Dom(∂
∗
),DomT2 = Dom(∂)
and
T ∗1 v =
√
ς + τ∂
∗
v, v ∈ Dom(T ∗1 ).
Define
F = {u ∈ H|Ψu = 0, ∂u = 0},
it is easy to see that T (KerT1) ⊆ F. Since Ψ and ∂ are both closed operators,
F is a closed subspace of H.
By the definition of E , we know the following inequality
|Φ∗u|2 = ((Ψ∗Ψ+ΦΦ∗)u, u)
≥ λ|Φ|2|u|2, λ = |Φ|−2E . (32)
holds a.e.(w.r.t.dVω) on Ω for every u ∈ F.
Let f ∈ An,k−1(L⊗E′) which is ∂-closed and satisfies Ψf = 0 then we know
by definition f ∈ F. Since E(ς + δ) ≥ |Φ|2ς, we have
λδ + λς ≥ ς.
From the a priori estimate (20) and the density lemma, we obtain the fol-
lowing inequality
|(u, f)H |2 ≤ ‖f‖2 ς+δ
(λδ+λς−ς)ς|Φ|2
‖u‖2ς(λδ+λς−ς)
(ς+δ)|Φ|2
≤ ‖f‖2 ς+δ
(λδ+λς−ς)ς|Φ|2
(
∥∥∥|Φ|−2Φ∗u+ ∂∗v∥∥∥2
ς+τ
+
∥∥∂v∥∥2
ς
)
= ‖f‖2 ς+δ
(λδ+λς−ς)ς|Φ|2
(
∥∥∥√ς + τ |Φ|−2Φ∗u+√ς + τ∂∗v∥∥∥2
+
∥∥√ς∂v∥∥2)
= ‖f‖2 ς+δ
(λδ+λς−ς)ς|Φ|2
(‖T ∗u+ T ∗1 v‖2H0 + ‖T2v‖
2
H2
)
holds for any u ∈ F, v ∈ Dom(T ∗1 ) ∩ Dom(T2). Note that the condition
λδ + λς ≥ ς is needed for the first inequality. Hence we know by lemma 5.1
that there exist at least one h
′ ∈ KerT1 such that
Th
′
= f and
∥∥∥h′∥∥∥2
H0
≤ ‖f‖2 ς+δ
(λδ+λς−ς)ς|Φ|2
.
Letting h =
√
ς + τh
′
, we have
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Φh = f , ‖h‖2 1
ς+τ
≤ ‖f‖2 ς+δ
(λδ+λς−ς)ς|Φ|2
.
Replacing λ by |Φ|−2E completes the proof.

Remarks. (i) If M is weakly pseudoconvex and Z = η−1(0) $ M where η
is a holomorphic function on M , then M \ Z is weakly pseudoconvex. Let
ψ ∈ C∞(M) be a plurisubharmonic exhaustion function on M . It is easy
to see that φ := ψ + |η|−1 is a plurisubharmonic exhaustion function on
M \ Z. (ii) If M is a Stein manifold (or more generally, an essentially Stein
manifold, see [V08]) and Z is an analytic hypersurface, then M \Z is a Stein
manifold(or an essentially Stein manifold). (iii) When Φ is not identically
zero, one can always find an analytic hypersurface Z such that Φ−1(0) ⊆ Z.
If we choose ς to be a positive constant, the third condition in theorem
4.2 will be independent of the function τ. By this observation, we have the
following corollary.
Corollary4.3. If the condition 3 in theorem 4.2 is replaced by
√−1c(L) ≥ √−1q(|Φ|2E−1 + 1)∂∂ϕ, (33)
then for every ∂-closed (n, k − 1)-form f which is valued in L⊗ E′ with
Ψf = 0 and ‖f‖E+|Φ|2
E2
< +∞
there is a ∂-closed (n, k − 1)-form h valued in L⊗ E such that Φh = f and
the following estimate holds
‖h‖ ≤ ‖f‖E+|Φ|2
E2
. (34)
Proof. Set
ς = 1, τ = constant > 0, δ = |Φ|2E−1,
it is easy to see that E(ς + δ) ≥ |Φ|2ς.
Hence, we get from theorem 4.2 that for every ∂-closed (n, k − 1)-form f
which is valued in L⊗ E′and satisfies
Ψf = 0, ‖f‖ ς+δ
(ς+δ)ςE−|Φ|2ς2
= ‖f‖E+|Φ|2
E2
< +∞,
there is at least a ∂-closed (n, k − 1)-form hτ valued in L⊗ E such that
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Φhτ = f and ‖hτ‖ 1
1+τ
≤ ‖f‖ ς+δ
(ς+δ)ςE−|Φ|2ς2
= ‖f‖E+|Φ|2
E2
.
From the estimate given above, it follows that
‖hτ‖ =
√
1 + τ ‖hτ‖ 1
1+τ
≤ √1 + τ ‖f‖E+|Φ|2
E2
.
The above estimate shows that {hτ}1>τ>0 bounded in L2n,k−1(M,L ⊗
E, dVω), so we get a weak limit h of {hτ}τ>0 in L2n,k−1(M,L⊗E, dVω) when
τ → 0. It is easy to see that the resulting section h is ∂-closed on M and
Φh = f. The L2-estimate of hτ implies that
‖h‖ ≤ lim
τ→0
‖hτ‖
≤ lim
τ→0
√
1 + τ ‖f‖E+|Φ|2
E2
= ‖f‖E+|Φ|2
E2
which completes the proof of corollary 4.3.

Remarks. (i) The condition (FHom(E,E
′
)
XX
Φ,Φ) ≤ 0 is needed to handle the
second term in (11). We recall that the curvature of the Chern connection of
a Hermitian holomorphic vector bundle is semi-negative in the sense of Grif-
fiths(Nakano) if and only if it is 1-tensor(min{n, r}-tensor) semi-negative.
Hence a sufficient condition for (FHom(E,E
′
)
XX
Φ,Φ) ≤ 0 is given by(since we
always assume E ≥m 0 for some positive integer m): E′ is semi-negative in
the sense of Griffiths.
(ii) In particular, if the underlying manifold M is assumed to be strongly
pseudoconvex(corollary 4.5 (ii)) then one can always endow the holomorphic
vector bundles over M, E and E
′
with Hermitian structures such that E is
semi-positive in the sense of Nakano and E
′
is semi-negative in the sense of
Griffiths. So our curvature conditions 1 and 2 are satisfied automatically by
such Hermitian structures.
(iii) For these homomorphisms in the Koszul complex, due to the identity
(50), the condition (FHom(E,E
′
)
XX
Φ,Φ) ≤ 0 holds provided the E is semi-
positive in sense of Griffiths. The Koszul complex provides a series of homo-
morphisms which are not generically surjective. The generically surjective
case has been extensively investigated in [S78] and [D82].
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We can derive from corollary 4.3 the following results.
Corollary4.4. Results in corollary 4.3 hold with the condition 2 assumed
there replaced by the condition that E
′
is semi-negative in the sense of
Griffiths.
Corollary4.5. Besides the conditions in corollary 4.3, we also assume that
(28) is exact on the whole manifold M . Then we have
(i) For every ∂-closed (n, k − 1)-form f which is valued in L ⊗ E′ and
locally square-integrable on M, if Ψf = 0 then there exists a ∂-closed
h ∈ L2n,k−1(M,L ⊗ E, dVω) such that Φh = f. In particular, if E is semi-
positive in the sense of Nakano, then the induced sequence on global section
Γ(M,KM ⊗ L⊗ E)→ Γ(M,KM ⊗ L⊗ E′)→ Γ(M,KM ⊗ L⊗ E′′) (35)
is exact where KM is the canonical bundle of M.
Moreover, if Φ is surjective then it induces a surjective homomorphism on
cohomology groups:
Φ : Hn,k−1(M,L⊗ E)→ Hn,k−1(M,L⊗ E′). (36)
(ii) If (M,ω) is strongly pseudoconvex and Φ ∈ Γ(M,Hom(E,E′)) is nonva-
nishing then (i) holds without assuming the curvature conditions 1-3.
Proof. The proof consisting of using appropriate weight functions to modify
the given Hermitian structure on L to control the L2-norm and curvature.
(i) Let 0 < φ ∈ PSH(M) ∩ C∞(M) be an exhaustion function on M. Set
Ωt = {z ∈ M |φ(z) < t}, t ∈ R then Ωt ⋐ M and ∪
t
Ωt = M. Since (28) is
assumed to be exact on M, then we have E(x) > 0 for every x ∈ M. Given
f ∈ An,k−1(L⊗E′), we can define a positive number for each ℓ = 0, 1, 2 · · ·
δℓ = sup{E(x)+|Φ(x)|
2
E(x)2
|x ∈ Ωℓ+1 \ Ωℓ}
´
Ωℓ+1\Ωℓ
|f |2dVω ∈ [0,+∞).
We choose an increasing convex function η ∈ C∞(R) such that
η(ℓ) ≥ log(2ℓδℓ) for ℓ = 0, 1, 2, · · · (37)
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and set ψ = η ◦φ. Then ψ ∈ PSH(M)∩C∞(M) and e−ψhL defines a singular
Hermitian structure on the line bundle L where we denote by hL the given
Hermitian structure on L.
It is easy to see that on M \ Φ−1(0) the curvature of e−ψhL satisfies
√−1c(L, e−ψhL) =
√−1(∂∂ψ + c(L, hL) ≥
√−1q(|Φ|2E−1 + 1)∂∂ϕ.
By the construction of ψ, we get the following estimate of the L2-norm of f
where the left hand side is computed by using the new Hermitian structure
e−ψhL on L.
‖f‖2E+|Φ|2
E2
=
´
M |f |2 E+|Φ|
2
E2
e−ψdVω
=
∑
ℓ≥0
´
Ωℓ+1\Ωℓ
|f |2 E+|Φ|2
E2
e−ψdVω
(37)
≤
∑
ℓ≥0
2−ℓ = 2 < +∞. (38)
From (38) and corollary 4.3, we get a ∂-closed section h ∈ L2n,k−1(M,L ⊗
E, dVω) such that Φh = f provided ∂f = 0. Consequently, by using the De
Rham-Weil isomorphism theorem, we know that if Ψ = 0 then the induced
homomorphism Φ : Hn,k−1(M,L⊗ E)→ Hn,k−1(M,L⊗ E′) is surjective.
In the case of k = 1, our condition 1 becomes that E is nonnegative in the
sense of Nakano. From the ellipticity of ∂ ( also due to the condition that
k = 1), it follows that the induced sequence (35) is still exact.
(ii) As M is strongly pseudoconvex, one can modify the given Hermitian
structures for E and E
′
such that E is semi-positive in the of Nakano and E
′
is semi-negative in the sense of Griffiths. With such Hermitian structures,
we get the desired curvature conditions 1 and 2. Next, we multiply the
given Hermitian structure on L by certain weight to make the new Hermitian
structure satisfy condition 3. Let φ ∈ C∞(M) be a strictly plurisubharmonic
exhaustion function of M.
Set
λ(x) :=the smallest eigenvalue of
√−1∂∂φ(x) w.r.t. the metric ω,
µ(x) :=the smallest eigenvalue of
√−1c(L, hL)(x) w.r.t. the metric ω,
Λ(x) := the largest eigenvalue of
√−1∂∂ϕ(x) w.r.t. the metric ω,
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then it is easy to see that λ, µ,Λ ∈ C(M) and
√−1∂∂φ ≥ λω,√−1c(L, hL) ≥ µω,
√−1∂∂ϕ ≤ Λω.
Since φ is strictly plurisubharmonic, we know λ > 0 on M. We can
therefore define a function σ : R→ R as follows
σ(t) = sup{q(|Φ|
2(x)E(x)−1 + 1)Λ(x) − µ(x)
λ(x)
|x ∈ Ωt}, t ∈ R. (39)
For this σ(t), one can always find a χ ∈ C∞[0,+∞) such that
χ
′
(t) ≥ max{σ(t), 0}, χ′′ (t) ≥ 0, t > 0. (40)
Now endow the line bundle L with a new Hermitian structure e−ψ1hL
where ψ1 = χ ◦ φ. It is obvious that√−1c(L, e−ψ1hL) =
√−1(∂∂ψ1 + c(L, hL))
=
√−1(χ′ ◦ φ∂∂φ+ χ′′ ◦ φ∂φ ∧ ∂φ+ c(L, hL))
(40)
≥ χ′ ◦ φλω +√−1c(L, hL)
λ>0≥ σ ◦ φλω +√−1c(L, hL)
(39)
≥ (q(|Φ|2E−1 + 1)Λ− µ)ω +√−1c(L, hL)
≥ √−1q(|Φ|2E−1 + 1)∂∂ϕ. (41)
Conclusion (ii) follows from (41) and conclusion (i), this finishes the proof
of corollary 4.5.

Given a holomorphic section Φ ∈ Γ(M,Hom(E,E′)), there is the follow-
ing exact sequence of sheaves over M
O(E)→ O(E′)→ O(E′)/ImΦ→ 0
where ImΦ is the image of the induced sheaf-homomorphism Φ : O(E) →
O(E′). Generally, the quotient sheaf O(E′)/ImΦ is never locally free, so this
case does not fit into the general setting established by theorem 4.2, corollary
4.3 and corollary 4.4.
However we can modify definition of the function E to make the same
argument works for this situation. To this end, we have to introduce the
following function E1 (instead of E) by using a single homomorphism Φ. We
define for any x ∈M,
E1(x) = min{((Ψ∗Ψ+ΦΦ∗)ξ, ξ)|ξ ∈ E′x, |ξ| = 1} (29)
′
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where Ψ is the orthogonal projection from E
′
x onto the subspace Φ(Ex)
⊥.
It is obvious that E1 is positive everywhere. From the fact that |Ψξ| =
inf{|ξ+Φ(η)||η ∈ Ex} for every ξ ∈ E′x and our definition (29)
′
we know the
function E1 is upper semi-continuous and therefore measurable.
Similar to theorem 4.2, we have the following result about the division
problem for a single holomorphic homomorphism.
Theorem4.2
′
. Let (M,ω) be a Kähler manifold and let E,E
′
, E
′′
be Hermi-
tian holomorphic vector bundles over M , L a Hermitian line bundle over M.
All the Hermitian structures may have singularities in a subvariety Z $ M
and Φ−1(0) ⊆ Z. Suppose that M \Z is weakly pseudoconvex and that the
following conditions hold on M \ Z:
1. E ≥m 0,m ≥ min{n− k + 1, r}, 1 ≤ k ≤ n;
2. the curvature of Hom(E,E
′
) satisfies
(F
Hom(E,E
′
)
XX
Φ,Φ) ≤ 0 for every X ∈ T 1,0M ;
3. the curvature of L satisfies
√−1(ςc(L) − ∂∂ς − τ−1∂ς ∧ ∂ς) ≥ √−1q(ς + δ)∂∂ϕ.
Then for every ∂-closed (n, k − 1)-form f which is valued in L ⊗ E′ and
satisfies
f(x) ∈ Φ(Ex) for a.e. x ∈M and ‖f‖ ς+δ
(ς+δ)ςE1−|Φ|2ς2
< +∞,
there exists a ∂-closed (n, k − 1)-form h valued in L⊗ E such that Φh = f
and ‖h‖ 1
ς+τ
≤ ‖f‖ ς+δ
(ς+δ)ςE1−|Φ|2ς2
, where q = max
M\Z
rankBΦ, ϕ = log ‖Φ‖2, E1
is the function defined by (29)
′
, 0 < ς, τ ∈ C∞(M) and δ is a measurable
function on M satisfying E1(ς + δ) ≥ ||Φ||2ς.
Remark. The results parallel to corollaries 4.3-4.4 can be easily derived
from theorem 4.2
′
. Since the function E1 defined by (29)′ is only upper semi-
continuous, it can’t be locally bounded from below by positive constants. So
we don’t have the result parallel to corollary 4.5.
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5. Applications to Koszul Complex
In this section we apply results obtained in section 4 to the special case of
generalized Koszul complex.
Let M be a complex manifold and E be a holomorphic vector bundle
of rank r over M. The Koszul complex associated to a section s ∈ Γ(E∗) is
defined as follows
detE
dr→ ∧r−1E dr−1→ · · · d1→ OM d0→ 0 (42)
where the boundary operators are given by the interior product
dp = sy, 1 ≤ p ≤ r. (43)
It forms a complex since we have dp−1 ◦ dp = 0 for 1 ≤ p ≤ r.
In particular, if we set E = T ∗1,0M and s = X, a holomorphic vector
field on M, then the complex (42) is given by
KM
Xy→ ∧n−1T ∗1,0M Xy→ · · · → T ∗1,0M Xy→ OM Xy→ 0
which recovers the usual notion of the Koszul complex associated to a vector
field X on a complex manifold M.
As before, in order to handle the curvature term in the Bochner formula
we consider the following complex associated to (42):
L⊗ detE dr→ L⊗ ∧r−1E dr−1→ · · · d1→ L d0→ 0,
where L is a holomorphic line bundle over M.
We start with improving the estimate in lemma 3.3 for
Φ = sy ∈ Γ(M,Hom(∧pE,∧p−1E)
1 ≤ p ≤ r. In the following discussion, E and L are endowed with Hermi-
tian structures. Let {e1, · · · , er} be a local holomorphic frame of E and let
{e∗
1
, · · · , e∗r} be its dual frame. We conclude form the definition
Φ∗ = θ∧
where
θ = gih
ijej and s = gie
∗
i . (44)
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By choosing a local frame {e1, · · · , er} normal at a given point x ∈M\s−1(0)
such that
e∗1(x) =
s
|s|(x),
then we get
||Φ||2(x) = ∑
i1<···<ip
|Φ(ei1 ∧ · · · ∧ eip)|2
=
∑
1<i2<···<ip
||s|ei2 ∧ · · · ∧ eip |2 =
(
r
p− 1
)
|s|2(x). (45)
Since for any ξ ∈ ∧p−1Ex, x ∈M, we have
θ ∧ syξ + syθ ∧ ξ = |s|2ξ,
so the function E(in (29)) is given by
E(x) = |s(x)|2.
This implies that the complex (42) is exact at x ∈M if and only if s(x) 6= 0.
We will denote by Bs the second fundamental form of the line bundle in
E∗ generated by s over M \ s−1(0), i.e.
Bs(X) = (∇E∗X s)⊥ (46)
where ∇E∗ is the Chern connection on E∗, X ∈ T 1,0x M,x ∈M \ s−1(0).
Lemma5.1. We have the following relations between s and the associated
homomorphism Φ = sy:
BΦ = Bsy (47)
‖BΦA‖2 =
(
r
p− 1
)
‖BsA‖2 (48)
TrBΦA = TrBsA (49)
(F
Hom(∧pE,∧p−1E)
XX
Φ,Φ) =
(
r
p− 1
)
(FE
∗
XX
s, s) (50)
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where X ∈ T 1,0x M,x ∈M \ s−1(0), A ∈ Hom(∧n,k−1TM ⊗L∗ ⊗E∗, T 1,0M),
TrBsA is defined by (12) with ρ being the interior product and FE
∗
is the
curvature of the induced Chern connection on E∗, 1 ≤ k ≤ n.
Proof. We first choose holomorphic coordinates and frames {z1, · · · , zn} ,
{e1, · · · , er} , {σ} which are normal at a given point x ∈M \ s−1(0).
For every ξ ∈ ∧pEx we have by the definition of B
B(X) · ξ = ∇Hom(∧pE,∧p−1E)X (Φ) · ξ
= ∇∧p−1EX (Φξ)− Φ(∇∧
pE
X ξ)
= ∇∧p−1EX (syξ)− sy(∇∧
pE
X ξ) = (∇E
∗
X s)yξ.
Combining this equality with (45) and using the assumption that {e1, · · · , er}
is normal at x, we obtain
(B(X),Φ) = (B(X) · ei1 ∧ · · · ∧ eip ,Φ(ei1 ∧ · · · ∧ eip)
= (∇E∗X sy(ei1 ∧ · · · ∧ eip),sy(ei1 ∧ · · · ∧ eip))
= (∇∧p−1EX (sy(ei1 ∧ · · · ∧ eip)),sy(ei1 ∧ · · · ∧ eip))
= X(|sy(ei1 ∧ · · · ∧ eip)|2)
= X(|Φ|2) = ( rp−1)X(|s|2).
Now it follows from definition (8) that
BΦ(X) · ξ = B(X) · ξ − (B(X),Φ)Φ(ξ)|Φ|2
= (∇E∗X s− X(|s|
2)
|s|2
s)yξ.
= (∇E∗X s−
(∇∗Xs,s))
|s|2 s)yξ = Bs(X)yξ.
For increasing multi-indices K, I with |K| = k−1, |I| = p, we denote XKI =
A( ∂∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i1 ∧ · · · ∧ e∗ip) ∈ T
1,0
x M , then we get from (47) that
‖BΦA‖2 =
∥∥∥BΦA( ∂∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i1 ∧ · · · ∧ e∗ip)
∥∥∥2
=
∥∥BΦ(XKI)∥∥2
=
∥∥BΦ(XKI) · (ej1 ∧ · · · ∧ ejp)∥∥2
(47)
=
∥∥Bs(XKI)y(ej1 ∧ · · · ∧ ejp)∥∥2
=
(
r
p−1
) ∥∥Bs(XKI)∥∥2 = ( rp−1) ‖BsA‖2 .
By (47) and the definition (12) , we have
TrBΦA = (BΦA( ∂∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i1 ∧ · · · ∧ e∗ip),
ej1 ∧ · · · ∧ ejp−1 ⊗ e∗i1 ∧ · · · ∧ e∗ip)dz ⊗ σ ⊗ ej1 ∧ · · · ∧ ejp−1
= (BΦ(Xi1···ip) · (ei1 ∧ · · · ∧ eip), ej1 ∧ · · · ∧ ejp−1)
·dz ⊗ σ ⊗ ej1 ∧ · · · ∧ ejp−1
(47)
= (Bs(Xi1···ip)y(ei1 ∧ · · · ∧ eip), ej1 ∧ · · · ∧ ejp−1)
·dz ⊗ σ ⊗ ej1 ∧ · · · ∧ ejp−1
= (Bs(Xi1···ip)y(dz ⊗ σ ⊗ ei1 ∧ · · · ∧ eip)
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= (Bs(A(
∂
∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i1 ∧ · · · ∧ e∗ip))
y(dz ⊗ σ ⊗ ei1 ∧ · · · ∧ eip)
= TrBsA.
We denote by F,F p the curvatures of E and ∧pE respectively(1 ≤ p ≤ r).
Let ξ = 1p!
∑
1≤i1,··· ,ip≤r
ξi1···ipei1 ∧ · · · ∧ eip ,X = Xα ∂∂zα . In all of the computa-
tions involving ξ during the proof of the equality (50), sum is always taken
over all repeated indices(not only over strictly increasing multi-indices). We
know by definition that
(F p
XX
ξ, ξ) = 1p!(F
p
XX
ξ)i1···ipξi1···ip
= 1p!
∑
1≤a≤p
FαβiaiXαξi1···(i)a···ipXβξi1···ip
= 1p!
∑
1≤a≤p
FαβiaiXαξii1···îa···ipXβξiai1···îa···ip
=
1
p!
∑
1≤a≤p
FαβijXαξji1···îa···ipXβξii1···îa···ip . (51)
where iˆa means omitting the index ia. Similarly, we have
(F p−1
XX
Φξ,Φξ) = 1(p−1)!FαβijXα(Φξ)ji1···îa···ip−1Xβ(Φξ)ii1···îa···ip−1
=
∑
1≤a≤p−1
FαβijXαgkξjki1···îa···ip−1Xβglξili1···îa···ip−1 .
On the other hand, we also have
(ΦF p
XX
ξ,Φξ) = 1(p−1)!(ΦF
p
XX
ξ)i1···ip−1(Φξ)i1···ip−1
= 1(p−1)!gk(F
p
XX
ξ)ki1···ip−1glξli1···ip−1
= 1(p−1)!FαβkiXαgkξii1···ip−1glξli1···ip−1
+ 1(p−1)!
∑
1≤a≤p−1
FαβiajXαgkξki1···(j)a···ip−1Xβglξli1···ip−1
= 1(p−1)!FαβkiXαgkξii1···ip−1Xβglξli1···ip−1
+ 1(p−1)!
∑
1≤a≤p−1
FαβiajXαgkξjki1···îa···ip−1Xβglξiali1···îa···ip−1
= 1(p−1)!FαβkiXαgkξii1···ip−1Xβglξli1···ip−1
+ 1(p−1)!
∑
1≤a≤p−1
FαβijXαgkξjki1···îa···ip−1Xβglξili1···îa···ip−1 .
Form the last two equalities, it follows that
((F
Hom(∧pE,∧p−1E)
XX
Φ)ξ,Φξ) = (F p−1
XX
Φξ,Φξ)− (ΦF p
XX
ξ,Φξ)
= − 1(p−1)!FαβkiXαgkξii1···ip−1
·Xβglξli1···ip−1
which implies
(F
Hom(∧pE,∧p−1E)
XX
Φ,Φ) =
∑
i1<···<ip
(F
Hom(∧pE,∧p−1E)
XX
Φ · ei1 ∧ · · · ∧ eip
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,Φ · ei1 ∧ · · · ∧ eip)
= − ∑
i1<···<ip−1
FαβkiXαgkXβglsgn(
i i1 · · · ip−1
l i1 · · · ip−1 )
= −( rp−1)FαβklXαgk ·Xβgl = ( rp−1)(FE∗XXs, s).
The proof is complete.

Consequently, we obtain the following identities.
Lemma5.2. For any u ∈ ∧n,k−1M ⊗L⊗∧p−1E and v ∈ ∧n,kM ⊗L⊗∧pE,
1 ≤ k ≤ n, we have the following pointwise identities outside s−1(0).
∂α∂βψvαKIvβKI = e
−ψ ‖BsAv‖2 − e−ψ(FE∗X
Ki
X
Ki
s, s). (52)
(∂Φ∗ ∧ u, v)− (Φ∗u, grad0,1ψyv) = (u,TrBsAv) (53)
where ψ = log|s|2, Av is defined by (9), Φ = sy, v = vKIdz⊗dzK⊗σ⊗eI,eI =
ei1 ∧ · · · ∧ eip , and XKi = Av( ∂∂z ⊗ ∂∂zK ⊗ σ∗ ⊗ e∗i ).
Proof. Let ϕ = log |Φ|2, then we know, by (45), ϕ = ψ + log( rp−1).
From the identity (11), it follows that
∂α∂βψvαKIvβKI = ∂α∂βϕvαKIvβKI
= e−ϕ[‖BΦAv‖2 − (FHom(E,E
′
)
X
Ki
X
Ki
Φ,Φ)]
(48),(50)
= e−ψ ‖BsAv‖2 − e−ψ(FE∗X
Ki
X
Ki
s, s).
(53) follows from (15) (45) (47). The proof is finished.

Now we improve, for Φ = sy, the main estimate obtained in section 3.
Lemma5.3. Let (M,ω) be a Kähler manifold and let E be a Hermitian
holomorphic vector bundle over M , L a Hermitian holomorphic line bundle
over M . Ω ⋐M \ s−1(0) is a pseudoconvex domain with smooth boundary.
Suppose that the following conditions hold on Ω.
1. E ≥m 0,m ≥ min{n− k + 1, r − p+ 1}, 1 ≤ k ≤ n, 1 ≤ p ≤ r;
2. the curvature of L satisfies
√−1(ςc(L) − ∂∂ς − τ−1∂ς ∧ ∂ς) ≥ √−1q(ς + δ)∂∂ψ.
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Then the following estimate∥∥∥|s|−2θ ∧ u+ ∂∗v∥∥∥2
Ω,ς+τ
+
∥∥∂v∥∥2
Ω,ς
≥ ‖u‖2
Ω, ςδ
(ς+δ)|s|2
(54)
holds for every ∂-closed u ∈ An,k−1(Ω, L ⊗ ∧p−1E) satisfying syu = 0 and
every v ∈ An,k(Ω, L ⊗ ∧pE) ∩ Dom(∂∗), where θ is defined in (44), ψ =
log |s|2 , q = min{n, r − 1}, n = dimCM, r = rankCE, 0 < ς ∈ C∞(Ω) and
δ, τ are measurable functions on Ω satisfying τ > 0, ς + δ ≥ 0.
Proof. The proof is essentially the same as that of lemma 3.3, we sketch it
with an emphasis on the modifications.
By the following identity
|Φ∗u|2 = (θ ∧ u, θ ∧ u) = (syθ ∧ u, u)
= (syθ ∧ u+ θ ∧ syu, u) = (|s|2u, u) = |s|2|u|2,
we obtain
l.h.s.of (54)=
∥∥∥|s|−2Φ∗u+ ∂∗v∥∥∥2
ς+τ
+
∥∥∂v∥∥2
ς
= ‖u‖2|s|−2ς +
∥∥∥|s|−2Φ∗u+ ∂∗v∥∥∥2
τ
+2Re(ςe−ψΦ∗u, ∂
∗
v) +
∥∥∥√ς∂∗v∥∥∥2 + ∥∥√ς∂v∥∥2 .
By direct computation, we have
([
√−1FL⊗∧pE ,Λω]v, v) = FL⊗∧pEαβIJ vαK,IvβK,J
= F∧
pE
αβIJ
vαK,IvβK,J + F
L
αβ
vαK,IvβK,I
= FE
αβij
vαK,iNvβK,iN + F
L
αβ
vαK,IvβK,I
≥ FL
αβ
vαK,IvβK,I ,
the last inequality follows from the condition E ≥m 0,m ≥ min{n−k+1, r−
p + 1}. Now we get by using the twisted Bochner-Kodaira-Nakano formula
and Morrey’s trick(to handle the boundary term)
l.h.s.of (54)≥ ‖u‖2|s|−2ς +
∥∥∥|s|−2Φ∗u+ ∂∗v∥∥∥2
τ
+
´
Ω ςF
L
αβ
vαK,IvβK,I −∇α∇βς( ∂∂zα yv, ∂∂zβ yv)
+2Re(ςe−ψΦ∗u+ grad0,1ςyv, ∂
∗
v)dVω
(51)
≥ ‖u‖2|s|−2ς +
∥∥∥|s|−2Φ∗u+ ∂∗v∥∥∥2
τ
+
´
Ω ςF
L
αβ
vαK,IvβK,I −∇α∇βς( ∂∂zα yv, ∂∂zβ yv)
+2Re(ςe−ψΦ∗u+ grad0,1ςyv, ∂
∗
v)dVω
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≥ ‖u‖2|s|−2ς +
∥∥∥|s|−2Φ∗u+ ∂∗v∥∥∥2
τ
+
´
Ω(q(ς + δ)∂α∂βψ + τ
−1∂ας∂βς)vαK,IvβK,I
+2Re(ςe−ψΦ∗u+ grad0,1ςyv, ∂
∗
v)dVω
(52)
≥ ‖u‖2|s|−2ς +
∥∥∥|s|−2Φ∗u+ ∂∗v∥∥∥2
τ
+
∥∥∥√q(ς + δ)BsAv∥∥∥2
|s|−2
+
∥∥grad0,1ςyv∥∥2
τ−1
+ 2Re(ςe−ψΦ∗u+ grad0,1ςyv, ∂
∗
v) (55)
Integration by parts yields
2Re(ςe−ψΦ∗u, ∂
∗
v) = 2Re(e−ψΦ∗u, grad0,1ςyv) + 2Re(∂Φ∗ ∧ u, v)|s|−2ς
−2Re(Φ∗u, grad0,1ψyv)|s|−2ς
(53)
= 2Re(e−ψΦ∗u, grad0,1ςyv) + 2Re(u,TrBsAv)|s|−2ς
≥ 2Re(e−ψΦ∗u, grad0,1ςyv)
−
∥∥∥√ς + δTrBsAv∥∥∥2
|s|−2
− ‖u‖2 ς2
(ς+δ)|s|2
. (56)
By definition, we have
rankBsAv ≤ rankBs ≤ min{n, r − 1}.
It follows from (13) (55) and (56) that
l.h.s.of (55)≥ ‖u‖2 ςδ
(ς+δ)|s|2
+
∥∥∥|s|−2Φ∗u+ ∂∗v∥∥∥2
τ
+
∥∥grad0,1ςyv∥∥2
τ−1
+ 2Re(grad0,1ςyv, e−ψΦ∗u+ ∂
∗
v)
≥ ‖u‖2 ςδ
(ς+δ)|s|2
,
which completes the proof.

By the standard functional argument used in the proof of theorem 4.2
with the estimate (20) replaced by the improved one (54), we obtain the
main result of this section:
Theorem5.4. Let (M,ω) be a Ka¨ler manifold and let E be a Hermitian
holomorphic vector bundle over M , L a line bundle over M, s ∈ Γ(E∗). All
the Hermitian structures may have singularities in a subvariety Z $ M .
We define the Koszul complex associated to s by (42) (43). Assume that
s−1(0) ⊆ Z, and that M \ Z is weakly pseudoconvex and that the following
conditions hold on M \ Z:
1. E ≥m 0,m ≥ min{n− k + 1, r − p+ 1}, 1 ≤ k ≤ n, 1 ≤ p ≤ n;
2. the curvature of L satisfies
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√−1(ςc(L) − ∂∂ς − τ−1∂ς ∧ ∂ς) ≥ √−1q(ς + δ)∂∂ϕ.
Then for any ∂-closed (n, k − 1)-form f which is valued in L ⊗ ∧p−1E, if
dp−1f = 0 and ‖f‖ ς+δ
ςδ|s|2
< +∞ then there is at least one ∂-closed (n, k− 1)-
form h valued in L ⊗ ∧pE such that dph = f and the following estimate
holds
‖h‖ 1
ς+τ
≤ ‖f‖ ς+δ
ςδ|s|2
, (57)
where 1 ≤ p ≤ r, ϕ = log |s| , q = min{n, r − 1}, n = dimCM, r = rankCE,
0 < ς, τ ∈ C∞(M) and δ ≥ 0 is a measurable function on M.
We can derive from theorem 5.4 the next result by repeating the argu-
ment used in the proof of corollary 4.3.
Corollary5.5. Let (M,ω) be a Kähler manifold and let E be a Hermitian
holomorphic vector bundle over M , L a line bundle over M, s ∈ Γ(E∗). All
the Hermitian structures may have singularities in a subvariety Z $ M .
We define the Koszul complex associated to s by (42) (43). Assume that
s−1(0) ⊆ Z, and that M \ Z is weakly pseudoconvex and the following
conditions hold on M \ Z:
1. E ≥m 0,m ≥ min{n− k + 1, r − p+ 1}, 1 ≤ k ≤ n, 1 ≤ p ≤ r;
2. the curvature of L satisfies
√−1c(L) ≥ √−1q(1 + ε)∂∂ϕ.
Then for any ∂-closed (n, k − 1)-form f valued in L⊗ ∧p−1E, if dp−1f = 0
and ‖f‖|s|−2 < +∞ then there is at least one ∂-closed (n, k − 1)-form h
valued in L⊗ ∧pE such that dph = f with the estimate
‖h‖2 ≤ 1 + ε
ε
‖f‖2|s|−2 , (58)
where 1 ≤ p ≤ r, ϕ = log |s|2 , q = min{n, r − 1}, n = dimCM, r = rankCE
and ε is a positive constant.
As a consequence of corollary 4.5, we also have the following sufficient con-
dition for the exactness of the induced sequence of global sections.
Corollary5.6. Let (M,ω) be a weakly pseudoconvex Kähler manifold and
let E be a Hermitian holomorphic vector bundle over M , L a line bundle
over M . Assume that s ∈ Γ(E∗) is a nonvanishing section and that
1. E is semi-positive in the sense of Nakano;
2. the curvature of L satisfies
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√−1c(L) ≥ √−1q(1 + ε)∂∂ϕ for some positive constant ε.
Then the induced sequence on global sections
Γ(KM ⊗ L⊗ detE) dr→ Γ(KM ⊗ L⊗ ∧r−1E) dr−1→ · · · d1→ Γ(KM ⊗ L) d0→ 0
is exact.
Now we discuss the special case of Koszul complex over a domain Ω ⊆ Cn.
Let g1 · · · , gr ∈ O(Ω), the Koszul complex associated to g = (g1 · · · , gr)
is given by
∧r O⊕r dr→ ∧r−1O⊕r dr−1→ · · · d2→ ∧O⊕r d1→ O d0→ 0 (59)
where the boundary operators are defined by dp = gy, 1 ≤ p ≤ r.
It is easy to see that for every h = (hi1···ip)
r
i1···ip=1
∈ Γ(Ω,∧pO⊕r)(i.e. hi1···ip ∈
O(Ω) and hi1···ip is skew symmetric in i1, · · · , ip),we have
dph = (fi1···ip−1)
r
i1···ip−1=1
∈ Γ(Ω,∧p−1O⊕r) with fi1···ip−1 =
∑
1≤ν≤r
gνhνi1···ip−1 .
Given a measurable function φ on Ω which is locally bounded from above,
we can define the following space{
(hi1···ip)
r
i1···ip=1
∈ Γ(Ω,∧pO⊕r) | ∑
i1<···<ip
´
Ω |h|2e−φdV < +∞
}
where |h|2 := ∑
i1<···<ip
|hi1···ip |2. This space will be denoted by A2Ω(∧pO⊕r, φ),
1 ≤ p ≤ r. Since the measurable function φ is locally bounded from above,
we know that A2Ω(∧pO⊕r, φ) is a Hilbert space.
As a consequence of corollary 5.5, it follows that
Corollary5.7. Suppose Ω is a pseudoconvex domain inCn, ψ ∈ PSH(Ω),
g1 · · · , gr ∈ O(Ω), 1 ≤ p ≤ r, and ε > 0 is a constant. For every cycle f of
the Koszul complex of holomorphic functions, if f ∈ A2Ω(∧p−1O⊕r, ψ + (q +
qε+1) log |g|) , then there exists at least one holomorphic h ∈ A2Ω(∧pO⊕r, ψ+
q(1 + ε)log |g|2) such that f is the image of h under the boundary map and
ˆ
Ω
|h|2|g|−2q(1+ε)e−ψdV ≤ 1 + ε
ε
ˆ
Ω
|f |2|g|−2(q+qε+1)e−ψdV. (60)
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where |g| =
√∑
i |gi|2, q = min{n, r − 1}.
Particularly, if |g| 6= 0 holds on Ω then (59) induces an exact sequence
on global sections:
Γ(Ω,∧rO⊕r) dr→ Γ(Ω,∧r−1O⊕r) dr−1→ · · · d2→ Γ(Ω,∧O⊕r) d1→ Γ(Ω,O) d0→ 0.
Proof. Step 1. We first give a proof in the case of ψ ∈ PSH(Ω) ∩C∞(Ω).
Let E = O⊕r, L = O, s = (g1, · · · , gr) ∈ Γ(E∗). We define the Hermitian
structure on E to be h0, the standard Hermitian structure on O⊕r induced
form Cr, so (E, h0) is flat.
Let ε > 0, then the following function
1
(
∑
i |gi|2)q(1+ε)eψ
defines a Hermitian structure on L which has singularity in Z := g−11 (0)
(without loss of generality, we assume g1 is not identically zero). The curva-
ture this Hermitian structure is given by√−1c(L) = √−1∂∂(log(∑i |gi|2)−q(1+ε)e−ψ)
= q(1 + ε)
√−1∂∂log|s|2 +√−1∂∂ψ
≥ q(1 + ε)√−1∂∂log|s|2.
So far we have checked that all of the conditions assumed in corollary 5.5 are
fulfilled by the Hermitian structures on E,L and s ∈ Γ(E∗) as constructed
above. Hence the desired solvability and estimate in this case follow from
corollary 5.5.
Step 2. Now we proceed to prove the general case where ψ is only assumed
to be plurisubharmonic on Ω.
Let Ω1 ⋐ Ω2 ⋐ · · · be a pseudoconvex exhaustion of Ω, and let ψℓ ∈
PSH(Ωℓ) ∩ C∞(Ωℓ) for ℓ ≥ 1 such that
ψℓ ց ψ as ℓր∞ on every Ωj.
Fix some j ≥ 1, without loss of generality, we could assume ψℓ ∈ PSH(Ωj)∩
C∞(Ωj), ℓ ≥ 1. Since ψℓ ≥ ψ holds on Ωj, we get
´
Ωj
|f |2|g|−2(q+qε+1)e−ψℓdV ≤ ´Ω |f |2|g|−2(q+qε+1)e−ψdV < +∞
which implies(by the result proved in step 1) that there exists a holomorphic
hjℓ ∈ A2Ωj (∧pO⊕r, ψℓ + q(1 + ε)log |g|
2) such that
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dphjℓ = f |Ωj
and
´
Ωj
|hjℓ|2|g|−2q(1+ε)e−ψ1dV ≤
´
Ωj
|hjℓ|2|g|−2q(1+ε)e−ψℓdV
≤ 1+εε
´
Ωj
|f |2|g|−2(q+qε+1)e−ψℓdV
≤ 1+εε
´
Ω |f |2|g|−2(q+qε+1)e−ψdV.
By the above estimate, we know {hjℓ} is bounded in A2Ωj (∧pO⊕r, ψ1+ q(1+
ε) log |g|). Consequently we can find a weak limit hj of {hjℓ} as ℓ → ∞ in
A2Ωj (∧pO⊕r, ψ1 + q(1 + ε) log |g|).
It is easy to see that
dphj = f |Ωj
and ´
Ωj
|hj |2|g|−2q(1+ε)e−ψ1dV ≤ lim
ℓ→∞
´
Ωj
|hjℓ|2|g|−2q(1+ε)e−ψ1dV
≤ 1+εε
´
Ω |f |2|g|−2(q+qε+1)e−ψdV.
From the resulting estimate on hj , we can repeat the same argument of
taking a weak limit of {hj} when j →∞ and then use the standard Cantor
diagonalization process to show the existence of the desired section h, it
finishes our proof of corollary 5.7.

The special case of p = 1 in corollary 5.7 is Skoda’s division theorem.
Corollary5.8. Suppose Ω is a pseudoconvex domain in Cn, ψ ∈ PSH(Ω),
g1 · · · , gr ∈ O(Ω), and ε > 0 is a constant, then for every f ∈ A2Ω(ψ + (q +
qε+1) log |g|2), there exist holomorphic functions h1, · · · , hr ∈ A2Ω(ψ+q(1+
ε) log |g|2) such that f =∑i gihi andˆ
Ω
|h|2|g|−2q(1+ε)e−ψdV ≤ 1 + ε
ε
ˆ
Ω
|f |2|g|−2(q+qε+1)e−ψdV. (61)
where|g|2 =∑i |gi|2 , |h|2 =∑i |hi|2 , q = min{n, r − 1} .
We end up this section by giving a sufficient condition which is deduced from
Skoda’s division theorem by purely algebraic argument.
Let Ω be a domain in Cn, and Φ be a q× p matrix of holomorphic functions
on Ω, p ≥ q. We denote by δi1···iq the q × q minors of Φ, i.e.
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δi1···iq = det


Φ1i1 · · · Φ1iq
...
. . .
...
Φqi1 · · · Φqiq

 ,
where 1 ≤ i1 < i2 < · · · < iq ≤ p. There are
(
p
q
)
distinct minors of order q.
Propsition5.9. Let ψ ∈ PSH(Ω), f ∈ Oq(Ω), if Ω is pseudoconvex and there
exists a constant α > 1 such that
ˆ
Ω
|f |2
(
∑
i1<···<iq
|δi1···iq |2)β
e−ψdV < +∞, (62)
where β = min{n, (pq) − 1} · α + 1. Then there is at least one h ∈ Op(Ω)
which solves the equations Φh = f.
Proof. Let f1, · · · , fq be the components of f, since for each 1 ≤ ν ≤ q we
have
´
Ω
|fν |2
(
∑
i1<···<iq
|δi1···iq |
2)β
e−ψdV ≤ ´Ω |f |2( ∑
i1<···<iq
|δi1···iq |
2)β
e−ψdV < +∞,
there exists, by Skoda’s theorem(i.e. corollary 5.8), a system of functions
ui1···iq,ν∈ Oq(Ω), 1 ≤ i1 < i2 < · · · < iq ≤ p, such that
fν =
∑
i1<···<iq
δi1···iqui1···iq,ν .
Set
ui1···iq =


ui1···iq ,1
...
ui1···iq,q

 ,
then the above equality could be rewritten as
f =
∑
i1<···<iq
δi1···iqui1···iq . (63)
For fixed 1 ≤ i1 < i2 < · · · < iq ≤ p, we consider the p by p matrix Φi1···iq
whose entries are defined by
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Φi1···iq,ij =


Φij, if 1 ≤ i ≤ q;
1, if q + 1 ≤ i ≤ p, j = ji−q;
0, otherwise,
(64)
where 1 ≤ j1 < j2 < · · · < jp−q ≤ p are the indices complementary to
1 ≤ i1 < i2 < · · · < iq ≤ p.
It follows from the above definition of Φi1···iq that
detΦi1···iq = sgn(
1 · · · q q + 1 · · · p
i1 · · · iq j1 · · · jp−q )δi1···iq . (65)
We define u˜i1···iq ∈ Op(Ω), 1 ≤ i1 < i2 < · · · < iq ≤ p, by
u˜i1···iq =
(
ui1···iq
vi1···iq
)
, (66)
where vi1···iq ∈ Op−q(Ω) could be an arbitrary section.
By using u˜i1···iq we introduce an element of Op(Ω) as follows
hi1···iq = Φ
∗
i1···iq u˜i1···iq (67)
for 1 ≤ i1 < i2 < · · · < iq ≤ p. In the definition (67), Φ∗i1···iq is the adjoint
matrix of Φi1···iq .
Multiplying (67) by the matrix Φi1···iq , then the identity (65) gives
Φi1···iqhi1···iq = detΦi1···iq u˜i1···iq
= sgn(
1 · · · q q + 1 · · · p
i1 · · · iq j1 · · · jp−q )δi1···iq u˜i1···iq
By definition (64) we know
Φi1···iqhi1···iq =
(
Φhi1···iq
∗
)
,
so comparing the first q rows in the above equality and (66) shows that
Φhi1···iq = sgn(
1 · · · q q + 1 · · · p
i1 · · · iq j1 · · · jp−q )δi1···iqui1···iq . (68)
Now by using hi1···iq ∈ Op(Ω) given in (67), we set
h =
∑
i1<···<iq
sgn(
1 · · · q q + 1 · · · p
i1 · · · iq j1 · · · jp−q )hi1···iq ,
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then from (63) and (68) we obtain
Φh = sgn(
1 · · · q q + 1 · · · p
i1 · · · iq j1 · · · jp−q )Φhi1···iq
(68)
=
∑
i1<···<iq
δi1···iqui1···iq
(63)
= f.
which completes the proof.

Remark. In [KT71], a similar condition was used to characterize the mem-
bership for the elements of finitely generated submodules of A⊕mp .
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