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Predictability and controllability of events influence attributions and affect in many research
domains. In face-to-face social interaction, behavior is predictable from actor's own past behavior
(internal determinants) and from partner's past behavior (social determinants). This study assessed
how affect ratings are related to predictability of vocal activity from internal and social determi-
nants. Time and frequency domain analysis of on-off vocal activity from 55 dyadic getting-
acquainted conversations provided indexes of predictability from internal and social determinants.
Greater predictability of vocal activity patterns from both internal and social determinants was
associated with more positive affect. Future research should take internal as well as social determi-
nants of behavior into account.
The study of behavioral dialogues is emerging as an impor-
tant research paradigm in social, developmental, and clinical
psychology (Warner, 1991a). Investigators have examined time
series data on the behavior, affect, or physiological states of
social interaction partners to assess how social behavior is
structured in time and how the behaviors of partners are inter-
dependent. Researchers agree that social behaviors are nonran-
domly sequenced and show mutual contingency between
partners (Cappella, 1981), although there is not a consensus as
to which statistics provide the best description of sequencing
and mutual contingency. Now researchers are turning to the
question of whether the degree of structure or interdependence
in social behavior is related to evaluations of the quality of
social interaction. Given the prominent role of predictability
and controllability of events in theories of attribution, depres-
sion, and other social-psychological phenomena, it is logical to
expect that the predictability and controllability of events in
face-to-face social interaction influences attributions and evalu-
ations of affect.
In the present study, I looked at predictable patterning for a
specific social behavior: on-off vocal activity patterns in con-
versations. It is important to note that both the nature of the
predictable patterning and the meanings that people attach to
more or less predictable behavior sequences may differ sub-
stantially for other kinds of behaviors such as gaze, body move-
ment, facial expressions, levels of affective involvement, or phys-
iological changes that occur during social interaction (cf. Cap-
pella, 1988). This study illustrated a set of analyses that can be
applied to all these kinds of data, but the conclusions that were
reached may be specific to the type of behavior that was ob-
served in this study: on-off patterns of talk and silence. The
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conceptual issues raised (contrasting internal vs. social determi-
nants) may be useful issues to consider in research with other
kinds of social interaction time series data, however.
The primary objectives of the present study were to show that
(a) there are two aspects of social interaction structure: predict-
able patterning within each actor's own behavior and predict-
ability or influence between partners, (b) time series regression
and frequency domain analysis provide comparable informa-
tion about these aspects of social interaction structure, and (c)
the predictability of behavior from internal and social determi-
nants is correlated with participant affect evaluations in one
type of social interaction: getting-acquainted conversations.
The methodological and theoretical issues that were raised here
are relevant to research on other types of dyads and behavioral
dialogues.
Conceptual Model of Social Interaction
The features of social interaction that are central to this dis-
cussion are predictable patterning and contingency in social
behavior sequences. Predictability or contingency between
events enables people to make attributions and to develop a
sense (or an illusion) of control over events. If events are predict-
able, this reduces our uncertainty about what is likely to happen
next. Berger & Bradac (1982) gave a central role to uncertainty
reduction in their analysis of communication: They suggested
that both cognitive uncertainty and behavioral uncertainty may
make it difficult to attain social interaction goals such as achiev-
ing understanding of the partner and maintaining a smooth
conversation. The present analysis examines one type of behav-
ioral uncertainty, that is, to what degree are the on-off vocal
activity patterns of each speaker predictable from their own
past vocal behavior and their partner's vocal activity?
A useful conceptual framework for dyadic interaction that
incorporates these two types of contingency has been suggested
by Jones & Gerard (1967). The first type of contingency, repre-
sented by solid arrows in Figure 1, is the degree to which an
individual actor's present behavior is contingent on, or predict-
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Figure I. Internal determinants (represented by solid arrows) versus
social determinants (represented by dotted arrows) of behavior in so-
cial interaction. (X and Y = the participants in the interaction; 1, 2, 3,
. . . n = time of observation.)
able from, the actor's own past behavior. Jones & Gerard la-
beled this internal determinants. There are several possible ex-
planations for predictable patterning within an individual ac-
tor's behavior over time. One explanation suggested by Jones
and Gerard is that highly predictable sequences are due to plans
or scripts that specify behavior sequences. Social norms may
prescribe not only appropriate content, but temporal structure
(who talks when and for how long; e.g., Kellerman, Broetzman,
Lim, & Kitao, 1989). Another type of internal determinant that
would produce predictable patterning within an actor's own
time series is cyclic variations in behavior that may be asso-
ciated with biological rhythms (Chappie, 1970; Warner, 1988).
The second kind of contingency, represented by dotted
arrows in Figure 1, represents partner influence on subsequent
actor behavior; Jones and Gerard (1967) labeled this social deter-
minants. This may be related to individual actor characteristics
such as dominance (which might be denned as the ability to
influence a partner's behavior, as in Gottman & Ringland,
1981) or responsiveness (which might be assessed by seeing how
much an actor modifies his or her behavior to complement or
reciprocate partner behaviors, as in Cappella, 1981). The
strength of partner influence might also be seen as a way of
assessing the intensity of the social relationship; some theorists
have suggested that partner influence is an indication of at-
tachment or attraction (Field, 1985). Others have presented evi-
dence that strong partner influence can be associated with neg-
ative affect between partners (Levenson & Gottman, 1983).
This conceptual model can be translated into a pair of equa-
tions. Thomas and Martin (1976) proposed such a model for
mother-infant interaction; each equation included two terms
representing predictability from the actor's own past behavior
and one term representing partner influence. A more general
form of this model (including any number of terms for both
within-actor and between-partner predictability) was de-
scribed by Gottman (1981), along with detailed information
about parameter estimation.
Models such as the ones just mentioned have been used to
analyze time series social interaction data in many studies. In
general there has been more interest in assessing partner influ-
ence than in assessing the strength of internal determinants of
behavior sequencing. The argument here is that both aspects of
social interaction structure are important and that both may be
related to assessments of how well or poorly social interactions
are going. Furthermore, if assessments of the strength of both
internal and social determinants of behavior are included in
research on behavioral dialogues, it becomes possible to clas-
sify social interactions as one of the types described by Jones
and Gerard (1967); for instance, a "pseudocontingent" interac-
tion has relatively strong internal determinants of behavior and
weak or no social determinants.
Statistical Indexes of Social Interaction Structure
What statistics can be used to assess these two types of social
interaction structure (internal determinants and partner influ-
ence)? Three approaches to the analysis of time series data yield
information about these types of structure. One approach is
time series regression to assess the degree to which an individ-
ual's behavior is predictable from the individual's and partner's
past behavior (Gottman, 1981). A second approach is fre-
quency domain analysis to assess cyclicity and interdependence
in the frequency domain (Gottman & Ringland, 1981). A third
approach is basic descriptive statistics such as correlations be-
tween time series to describe degree of coordination between
partners. In the present study all three types of analysis were
applied to the same set of social interaction time series data to
clarify the nature of the information that each analysis provides
about social interaction structure.
Other statistical approaches are possible; this discussion is
limited to methods that are typically used with interval-ratio
time series data. For a summary of methods for categorical
data, see Bakeman and Gottman (1986). Similar conceptual
issues arise in interpretation of categorical social interaction
time series data.
Conceptual Introduction to Time Series Regression
The Jones and Gerard (1967) conceptual framework can be
translated into a pair of equations. Let X, stand for the behavior
of Person A at time t, and Y,_, stand for the behavior of Person B
one time unit earlier; b and c are regression coefficients; e, and
z, represent uncorrelated residuals:
X, = b0 b2 X e,.
Y, = c0 + c, X r(_, + c2 X X,_, + z,.
This pair of equations says that each person's behavior at time
t is predictable to some degree from his or her own past behav-
ior at time / — 1. In the nomenclature of time series modeling,
this is a first-order autoregressive process or AR(1) process,
because the time series is regressed on or predicted from itself.
In addition, each actor's behavior is also predictable from the
partner's recent past behavior at time t - 1. More than one
lagged X term and lagged Y term may be required to account
for the pattern of serial dependence in the data. Thus, this
model can be generalized to include multiple lagged terms for
internal determinants and multiple lagged terms for social or
partner influence. Exploratory analyses are required to identify
the most appropriate model (i.e., decide how many lagged
terms are needed) and to evaluate goodness of fit of competing
models. Further explanation and detailed tutorials on model
identification and parameter estimation are provided in Box
and Jenkins (1970) and Gottman (ch. 25,1981).
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trend is removed from each time series; then the time series for
the dependent variable is assessed to see how many lagged
terms are needed to adequately account for internal determi-
nants or predictability from actor's own past behavior; then one
or more lagged partner influence terms are added to the model.
A multiple correlation increment (R2INC) is calculated to as-
sess how much the prediction of Person As behavior is im-
proved when information about Person B's past behavior is
added to a model that already includes Person As past behavior;
that is, the R2INC assesses partner influence with predictabil-
ity from the actor's own past behavior partialed out. The
R2INC is one way of assessing the strength of the social contin-
gency illustrated in Figure 1. Some investigators use beta coeffi-
cients or z tests of the significance of partner influence as the
index of strength of partner influence, rather than the R2INC.
The AUTOR2 for the autoregressive component (i.e., the pre-
dictability of Person As behavior from Person As past behavior)
is typically not reported in time series regression studies, al-
though it is obtained as an intermediate step. Conceptually, the
autoregression multiple correlation is one possible way of as-
sessing the strength of the internal determinants illustrated by
the solid arrows in Figure 1.
Conceptual Introduction to Frequency Domain Analysis
There is a mathematical identity between time domain and
frequency domain representations of data (Bloomfield, 1976;
Box & Jenkins, 1970). However, depending on the nature of the
research question, one representation may be more convenient
than another. Some investigators, influenced by theorists such
as Chappie (1970), have assumed that social interaction tends to
be cyclically organized because of linkage between behaviors
and physiological states that tend to vary cyclically (Warner,
1988). Thus, physiological rhythms might be one type of inter-
nal determinant that would lead to predictable patterns in ex-
pressive behaviors. Cyclicity is one way in which a time series
can be predictably patterned. If a time series is strongly cycli-
cal, then current behaviors are highly predictable from past
behaviors; on the other hand, a time series can show fairly pre-
dictable patterning that is not necessarily cyclical. When the
researcher's interest is looking for cycles, frequency domain
representations are often more convenient than time domain
methods.
The model that underlies frequency domain analysis and re-
lated methods represents a time series as being made up of
superimposed sinusoids. Frequency domain analysis can be un-
derstood as a partition of the variance of the time series into the
variance explained by each of these sinusoidal components.
One way to assess the cyclicity of an individual's behavior is to
calculate a periodogram. The periodogram is essentially a par-
tition of the variance of the time series of length N into the
amount of variance that can be accounted for by each of a set of
N/2 different sinusoids (with cycle lengths given by N/i for / = 1,
2, 3,. . . N/2). The correspondence of the periodogram to an
analysis of variance (ANOVA) or variance partitioning ap-
proach is well explained by Box and Jenkins (1970, pp. 36-39).
Many studies report a power spectrum rather than a periodo-
gram; a spectrum is a smoothed periodogram. Smoothing im-
proves the reliability of the estimates, but the spectrum is no
longer strictly speaking a partition of the variance.
One way to summarize the degree of cyclicity is to identify
one or more large peaks in the periodogram or the spectrum
and to calculate the percentage of variance that is accounted for
by these cyclic components (Warner, Malloy, Schneider, Knoth,
& Wilder, 1987). This percentage of variance is called a rhythm
index, although this interpretation is arguable, given that the
cycle lengths do vary over time, and the spectral peaks are not
narrow or clearly confined to one frequency (see Cohn & Tro-
nick, 1988, for a critical discussion of this issue). It would be
more conservative to reserve judgment about the meaning of
the rhythm index until further research has evaluated whether
the cycles that are identified by this method are purely a sto-
chastic phenomenon, a by-product of a second-order autore-
gressive, or AR(2), process (as argued by Cohn & Tronick,
1988), or whether the irregular cycles that are being detected do
represent a real and meaningful phenomenon, for instance, the
operation of feedback mechanisms relating physiological and
behavioral processes (as described in Warner, Waggener, &
Kronauer, 1983). Referring again to Figure 1, this rhythm index
is another way of detecting internal determinants, or the degree
to which an actor's behavior is predictable from his or her own
past behavior. Comprehensive introductions to frequency do-
main techniques are provided by Bloomfield (1976) and Gott-
man(1981).
Frequency domain techniques such as cross-spectral analysis
may be used to assess partner influence. Weighted coherence
(Porges et al., 1980) provides a way of summarizing the degree
of statistical interdependence between two time series in the
frequency domain. At each frequency, a coherence estimate in-
dicates what percentage of variance within that frequency band
for Person A is predictable from the same frequency band in
Person B's time series. Coherence can detect time-lagged de-
pendence between time series. Porges et al. have suggested that
coherence can be summed across a set of frequency bands,
weighting by the percentage of variance that is accounted for by
each frequency band; the resulting weighted coherence gives an
overall indication of the degree of predictability of one time
series from the other, across the frequency bands that were
included in the calculation. Cross-spectral analysis of time se-
ries also includes calculation of a phase spectrum, which pro-
vides information about the lead-lag relations between time
series (cf. Gottman & Ringland, 1981). The phase was .5 nearly
uniformly across all frequencies and all dyads in this study,
which indicates that no matter what cycle length is considered,
Person A tends to be Vi cycle behind Person B (or vice versa);
that is, Person A tends to be at the most talkative part of the
cycle when Person B is at the least talkative part of the cycle.
Because this phase relationship showed no differences across
dyads, it was not included in the results reported here.
Statistics derived from frequency domain analysis are related
to the conceptual model above. The weighted coherence
(WTCOH) is a way of assessing coordination between partners,
or social influence; thus, like R2INC, it is a way of assessing
social influence. The proportion of variance explained bylhe
five largest periodic components in the frequency analysis
(RHYTHM index) is a way of assessing predictable structuring
within each time series, or within-actor predictability; thus,
like the multiple correlation coefficient for the autoregressive54 REBECCA M. WARNER
part of the time series regression model (AUTOR2), it is a way
of assessing internal determinants of behavior.
Simple Descriptive Statistics
Before one uses elaborate time series or frequency domain
methods, it is useful to show that these statistics provide infor-
mation that is not redundant with simpler descriptive statistics.
For that reason, simple descriptive statistics including the
mean, standard deviation, and simple correlations between
each pair of social interaction time series were also calculated.
Summary of Statistics
Three types of data analysis were used (time series regression,
frequency domain analysis, and basic descriptive statistics).
Within each approach, some statistics assessed the degree to
which behavior is predictable from own past behavior (internal
determinants), and others assessed partner influence (social de-
terminants). Table 1 summarizes the statistics according to the
type of analytic approach and the type of structure they assess
and reports basic descriptive statistics (mean, standard devia-
tion, and range). Specific procedures for the calculation of each
statistic are described in the Preliminary Analyses section.
Distinction Between Internal and
Social Determinants
The preceding discussion somewhat oversimplifies the prob-
lem of distinguishing between internal and social determi-
nants. It is possible that cycles or patterns detected within an
individual time series (using indexes such as RHYTHM or AU-
TOR2) are due partly to social influences, such as mutual en-
trainment between behavioral or physiological rhythms. The
distinction between internal and social determinants has heur-
istic value as a way of thinking about social systems, but distin-
guishing between these two kinds of influence empirically may
be quite difficult.
Relation Between Interaction Structure
and Interaction Quality
Two separate literatures have developed (see Warner, 1988,
and Warner, 1991a, for more extensive reviews). In one, investi-
gators who were primarily interested in partner influence used
time series regression to obtain an R2INC that can be inter-
preted as an index of the strength of social influence (e.g., Le-
venson & Gottman, 1983). In the other, investigators who are
primarily interested in cyclicity use frequency domain analyses
to assess degree of cyclicity (e.g., Gottman & Ringland, 1981;
Warner, 1979; Warner et al., 1983; Warner & Mooney, 1988).
Some researchers have theorized that for certain types of dyads
such as married couples, more predictable or structured inter-
actions (and particularly interactions in which behaviors and
physiological states are highly predictable between partners)
are associated with negative affect or even clinical pathology
(Gottman, 1979); this belief has been associated with a time
series regression approach to interaction analysis. Others have
argued that more cyclical or predictable social interactions are
evaluated more positively (Warner, 1988); this belief has been
associated with a frequency domain approach.
Both groups of researchers have examined the relation be-
tween the degree of predictability of social interaction and rat-
ings of affect or quality of the social interaction (either partici-
pant or clinical evaluations). The results of this research (re-
viewed in Warner, 1991a) have been rather mixed and do not
give unequivocal support to either theoretical position. It may
be that each prediction is correct for particular types of interac-
tions. Faraone & Hurtig (1985) suggested one possible resolu-
tion: it is conceivable that in interactions with strangers, people
prefer greater contingency or predictability because it reduces
uncertainty; on the other hand, in interactions with intimate
partners, people may prefer less predictability, because it sup-
plies welcome novelty. This is also consistent with Berger &
Bradac's (1982) notion that uncertainty reduction is an impor-
tant function of communication; some situations may involve
higher levels of uncertainty and may therefore create a greater
need for uncertainty reduction.
However, it is difficult to reach any conclusions about the
nature of the relation between the two types of contingency
(internal and social determinants) and the evaluation of social
interaction quality because the existing studies differ on so
many dimensions. Behavioral dialogue studies differ in the
Table 1
Statistics Used to Describe Internal Versus Social Determinants of Behavior
Statistic
Time series regression
AUTOR2 (%)
R2INC (%)
Frequency domain
RHYTHM (%)
WTCOH
Descriptive
RAWR2
PHI2
M
18.8
25.8
Internal determinants
SD
10.6
6.3
Range
0.8-48.8
14.7-44.4
M
1.4
.341
.214
.064
Social determinants
SD
1.9
.235
.186
.068
Range
0-11
.004-.827
.000-.678
.OOO-.33O
Note. AUTOR2 = R
1 for the autoregressive part of the time series regression model (within-actor predict-
ability); R2INC = R
2 increment for partner influence in the time series regression model; RHYTHM =
proportion of variance explained by the five largest periodic components in the frequency analysis;
WTCOH = weighted coherence across the low-frequency end of the spectrum; R AWR2 = squared correla-
tion between the time series vocal activity data on amount of talk in each 10 s; PHI2 = <^ between on and
off vocal activity, coded three times per second.SEQUENTIAL ANALYSIS 55
type of dyad, task, specific behaviors that are coded, and other
aspects of design, in addition to using different statistical meth-
ods (Warner, 1991a). It is not clear whether various researchers
reach different conclusions about the relation between interac-
tion structure and interaction quality because they have stud-
ied different types of dyads and behaviors or because they have
chosen to use different statistical methods to analyze their data.
Any attempt to draw conclusions across studies is hindered by
multiple confounds in the design—dyad type, task, specific
behavior being observed, and type of analysis.
The goal of the present study is to look at one of these factors
—type of analysis—to clarify how indexes derived from time
series regression and frequency domain analysis are related to
each other and to affect evaluations. Further research will be
needed to assess how other factors such as dyad type, type of
behavior, and task affect the degree to which interaction is
structured in time and the way in which degree of structure is
evaluated by participants.
Selection of Data
The data examined here are 55 conversations between previ-
ously unacquainted pairs of college students in a getting-
acquainted situation. On-off vocal activity was coded three
times per second, and how this (noncontent) vocal activity var-
ied over time and how talking and listening were coordinated
between partners were time series analyzed. An extensive litera-
ture documents that noncontent vocal activity patterns reflect
consistent individual speaker differences and are related to per-
sonality, person perception, sociometric relationships, attrac-
tion, ethnicity, gender, and other social-psychological variables
(Crown, 1991; Feldstein & Welkowitz, 1987; Hayes & Meltzer,
1972; Talmadge & Dabbs, 1990). On the basis of past research,
it is reasonable to expect that participant evaluations of affect
during conversation will be correlated with the amount and
patterning of talk and the degree to which talk is coordinated
between partners.
Some of the findings reported here (e.g., positive correlations
between affect and predictability of behavior from internal de-
terminants) may be specific to the type of dyad and behavior in
this study. Predictability of other behaviors, particularly va-
lenced behaviors such as variations in dominance-submission
or positive-negative affect, might mean something quite differ-
ent. A tendency to reciprocate negative affect with negative
affect, leading to spiraling hostility, would mean something
quite different from responding to increased talkativeness with
more talkativeness. Thus, the nature of the relation between
predictability and evaluations of the interaction is likely to
differ as a function of the type of behavior being studied (Cap-
pella, 1988).
However, the logic of the analyses used here to assess the
strength of internal versus social determinants of behavior can
be applied equally well to other types of time series data (such
as observer ratings of level of involvement, affect, or communi-
cative intent; or physiological time series data). It is quite likely
that the relative strength of internal versus social determinants
of social behavior differs between intimate and stranger dyads
(cf. Jones & Gerard, 1967), and it is also quite possible that the
meaning or evaluation of these two types of structure differs
depending on the nature of the relationship and the type of
behavior being studied.
The goals of this study were to illustrate the complementary
nature of the statistics that describe internal versus social deter-
minants, to show that time series and frequency domain meth-
ods both provide information about these two types of struc-
ture, and to show that both types of structure are related to
affect ratings. These ideas could be useful in research on many
types of behavioral dialogues, although the specific correla-
tions that would be obtained may well differ depending on the
research situation.
Method
Subjects
Subjects were 110 undergraduates (61 male and 49 female) enrolled
in an introductory psychology course; all were native speakers of En-
glish between the ages of 18 and 25. Sign-up sheets were posted with
the times of sessions in random order to minimize the possibility that
pairs of friends would sign up for the same session, and all dyads re-
ported no previous acquaintance. Gender composition of dyads was 21
male-female, 20 male-male, and 14 female-female.
Apparatus
Each subject wore a lightweight headset with a Shure SM-10 noise-
canceling microphone; microphones were connected to separate chan-
nels of a stereo cassette tape recorder and interfaced to a laboratory
computer. This setup was designed to minimize cross-talk between
channels and background noise. Using a hardware interface similar to
the AVTA system (Jaffe & Feldstein, 1970), the laboratory computer
coded speech as present (1) or absent (0) three times per second for each
speaker.
Procedure
Each pair of speakers came to the laboratory for a 1 -hr session. After
signing informed consent forms, speakers sat facing each other. In-
structions were minimal: Participants were asked to talk and become
acquainted for about 32 min.
Affect Ratings
After the conversation, participants were asked to evaluate how they
felt during the conversations and how they believed their partners felt.
The rating scale consisted of 12 bipolar adjectives generated on a face
validity basis for prior research (Warner et al., 1987). For each bipolar
adjective pair (e.g., happy-unhappy) ratings were made on a 0- to 4-
point scale. The same set of 12 bipolar adjective ratings were used to
rate own and partner's affect.
A global positivity of affect evaluation scale was formed by summing
10 of the bipolar adjective ratings (scores reversed as necessary so a
higher number corresponded to a more positive evaluation). Two items
were omitted because of low item-total correlations. Internal consis-
tency reliability of this positive evaluation scale was assessed by Cron-
bach alpha: For speakers' rating of own affect (Self), a = .81 and for
partners' rating of speakers' affect (Partner), a = .80.
Preliminary Analyses
Vocal activity for each speaker was represented as a 32-min time
series of Is and 0s (representing presence and absence of vocal activity
in each Vb-s time interval). A phi coefficient was calculated to assess56 REBECCA M. WARNER
how the presence and absence of talk were related between partners.
The vocal activity data were then aggregated into 10-s time blocks
(percentage of time spent talking was calculated for each 10 s). A time
of 10 s was selected because this sampling frequency has been used in
previous research (e.g. Levenson & Gottman, 1983; Warner et al.,
1987). Results could differ as a function of the size of the time unit.
However, as reported later in this article, statistics using sampling fre-
quencies of'A s (the phi coefficient between on and off vocal activity—
PHI2) and 10 s (squared correlation between the time series vocal activ-
ity data on amount of talk—RAWR2) yielded very highly correlated
indexes of partner coordination.
Basic descriptive statistics were calculated for each aggregated vocal
activity time series (mean and standard deviation). In addition, a sim-
ple unlagged Pearson correlation was performed between each pair of
raw vocal activity time series (with each observation corresponding to
amount of talk in 10 s) to assess the degree to which speaker and
partner talk tended to be correlated. This correlation was always nega-
tive in this sample, indicating that when one person talks the other one
listens. In later analyses, RAWR2s and PHI2s were used so that the
values would be more directly comparable with the R2INCs from the
time series approach and so that a larger number would always imply
stronger coordination. Note that RAWR2 cannot be interpreted in
terms of causality; it is simply a gross index of the tendency for behav-
ior to be coordinated between partners.
Time series regression analysis' was performed on each pair of vocal
activity time series using methods described by Gottman (1981, ch.
25). Curvilinear trend was removed from each time series using ordi-
nary least squares regression (that is, Xt was predicted from the time
index t and I
2). An iterative model-fitting procedure was used: Each
speaker's trend residual data was fitted using first-, second-, and higher
order autoregressive models. That is, Xt was predicted from X^,, A
r,_2,
and Xat larger time lags. The criterion used to determine the order of
the autoregressive model retained (the number of lagged X terms to be
included as predictors) was that the next higher order autoregression
coefficient had to be statistically nonsignificant. Thus, if the lag 3
autoregression coefficient was nonsignificant but the lag 2 and lag 1
coefficients were significant, the AR(2) model was retained as the
most appropriate model. In the rare cases where even the AR(1) model
was not significant, an AR(1) model was chosen so that the final time
series model would contain at least one autoregressive term. The pro-
gram tested up to sixth-order autoregressive models, but most cases
were adequately fit by first- or second-order autoregressive models.
A similar iterative model-testing procedure was used to decide how
many lags were necessary to account for partner influence. That is,
terms representing lagged partner behavior (y,_,, F,_2, etc.) were added
to the model that included lagged X terms. In most cases, one or two
lagged partner terms were sufficient. Thus the final model that was
fitted was as follows:
X, = b0 + byX,^ + ••• bpX,.p + c,y,_, + Y,^ + e,,
where p represents the number of autoregressive terms (actor's own
past behavior) and q represents the number of partner influence terms
included in the final model. Whiteness of residuals for the final model
was checked to verify that it successfully accounted for the serial de-
pendence in the data, using a portmanteau test of lagged autocorrela-
tions (Box & Jenkins, 1970, p. 290). The results suggested that the
models were generally adequate.
Based on the final time series model for each speaker, two summary
statistics were retained for further analysis: AUTOR2, which describes
the degree to which a speaker's vocal activity is predictable from that
speaker's own past vocal activity (i.e., the percentage of variance in X,
that is predictable from A^,, X^2, etc.), and R2INC, which describes
how much variance is explained by partner influence when the
speaker's recent past history is statistically controlled (i.e., the percent-
age of variance in X, that is explained uniquely by Y,_,, Y,_2, etc. when
the lagged X terms are statistically controlled).
Frequency domain analyses were also done. Periodogram analysis
was performed for each aggregated vocal activity time series (after
removal of curvilinear trend). Each time series consisted of 192 obser-
vations; each observation was the amount of talk for a 10-s time inter-
val. Total length of the time series was 1,920 s or 32 min. A time series
of 192 observations can be divided into 192/2, or 96, periodic compo-
nents, corresponding to cycle lengths of 10 x (192/;) s for; = 1. 2,. . . ,
96. Thus, the cycle lengths that were fitted included 1,920, 960, 640,
480,. . . ,20 s. In effect, cycle lengths ranging from 1,920 s to 20 s were
fitted to the data and the percentage of variance accounted for by each
of the 96 periodic components was calculated. The RHYTHM index
was the sum of the percentage of variance explained by the five largest
periodic components. In addition, cross-spectral analysis was per-
formed for each pair of time series (using a Danielle window for
smoothing) and the WTCOH, describing the predictability of each
speaker's activity from partners' vocal activity, was calculated across
the low frequency end of the spectrum (including cycle lengths ranging
from 1,920 to 160 s), using formulas described in Porges et al. (1980).
Results
Intercorrelations Among Interaction Tempo Variables
Table 2 shows the intercorrelations among interaction pre-
dictability measures.
2 The two variables that assess internal
determinants, AUTOR2 and RHYTHM, were highly posi-
tively intercorrelated (r = .86). Although they are derived from
different statistical procedures, in practice they appear to de-
scribe the same type of predictable patterning in actor's own
behavior.
Four variables were potential descriptors of partner influ-
ence or social determinants: These included R2INC, WTCOH,
RAWR2, and PHI2. There were very high correlations (r> .85)
among WTCOH, RAWR2, and PHI2; this suggests that these
three variables contain highly redundant or interchangeable
information. Correlations between these three variables and
R2INC were much lower (r < .35), indicating that the type of
partner influence captured by R2INC is quite different from
the type of partner influence assessed by the other three in-
dexes.
' All analyses were performed using Fortran subroutines from the
IMSL Library published by the IMSL Corporation, 2500 Park West
Tower One, 2500 City West Boulevard, Houston, Texas 77042-3020.
The time series regression analysis was modeled after procedures used
by Levenson & Gottman (1983) with one modification. In the present
analysis trend was removed before estimation of model coefficients, as
recommended by Box and Jenkins (1970); Levenson and Gottman did
not remove trend from their data.
2 Because subjects were run in dyads, many of the interaction tempo
statistics are likely to be correlated within dyad (either positively or
negatively). To take advantage of all available information, all correla-
tions are based on the individual subject (n = 110) as the unit of analy-
sis. In the best case, if the variables are uncorrelated within dyad, 108
<#"provides an appropriate significance test; in the worst case, if the
variables are highly positively correlated within dyad, 53 df(based on
55 dyads) provides a more appropriate significance criterion. Both
these Rvalues were used to assess the statistical significance of corre-
lations. The actual significance lies between the best case and worst
case values provided by these two df.SEQUENTIAL ANALYSIS 57
Table 2
Correlations Among Interaction Structure Variables
Statistic 1
Internal determinants
1. AUTOR2
2. RHYTHM
Social determinants
3. R2INC
4. WTCOH
5. RAWR2
6. PHI2
Descriptive
7. MEAN
8. SD
— .86 08
09
.52
.40
.35
.51
.38
.26
.96
.49
.37
.22
.87
.94
.11
.05
-.02
.07
.06
.02
.63
.54
.14
.46
.48
.48
.07
Note. Critical value of r(\ 08) for p<. 05 nondirectional = .195;critical value ofr(53) for ;?< .05 nondirec-
tional = .266. AUTOR2 = R
2 for the autoregressive part of the time series regression model (within-actor
predictability); RHYTHM = proportion of variance explained by the five largest periodic components;
R2INC = R
2 increment for partner influence in the time series regression model; WTCOH = weighted
coherence across the low-frequency end of the spectrum; RAWR2 = squared correlation between the time
series vocal activity data on amount of talk in each 10 s; PHI2 = <t? between on and off vocal activity coded
three times per second; MEAN = mean amount of talk; SD = standard deviation of the vocal activity time
Correlations between statistics that assess internal determi-
nants (AUTOR2 and RHYTHM) and statistics that assess so-
cial determinants (R2INC, WTCOH, RAWR2, and PHI2)
were low to moderate (r = .08-.52). This suggested a tendency
for persons who had highly predictable patterns within their
own behavior to have relatively stronger predictability from
partner behavior.
The mean amount of talk (MEAN) was not significantly
correlated with any indexes of social or internal determinants;
thus, all these indexes provide information that is not predict-
able simply from the overall level of talkativeness. However,
many of the indexes of social and internal determinants were
significantly correlated with the standard deviation of the vocal
activity time series (SD). For instance, AUTOR2 was fairly
highly correlated (r = .63) with SD. This suggested that time
series with little variance were difficult to predict using an
autoregressive model; it is likely that a restricted range of values
within a time series reduces the size of lagged correlations.
Correlations Between Affect and Interaction Structure
Correlations between affect ratings and each of the interac-
tion predictability indexes are shown in Table 3. In addition to
zero-order correlations, partial correlations were calculated to
determine whether controlling for MEAN and SD substantially
reduced the correlations between other interaction structure
measures and the affect ratings.
The first question was whether interactions that had stronger
within-actor contingency (that is, evidence of stronger internal
determinants) tended to be evaluated positively or negatively.
The two variables that index the strength of internal determi-
nants, AUTOR2 and RHYTHM, were positively correlated
with the speaker's evaluations of own affect. This suggests that
when a speaker's behavior is more predictable from his or her
own past behavior the speaker tends to evaluate the conversa-
tion more positively. Correlations between AUTOR2 and
RHYTHM and evaluations of speaker affect made by the
partner were smaller, suggesting that partner evaluations were
not related to the strength of these internal determinants.
The second question was whether stronger partner influence
(social determinant) was associated with more positive affect
ratings. Among the six correlations involving WTCOH,
RAWR2, and PHI2, four were significant; all these were posi-
tive, suggesting a weak tendency for closer coordination of vo-
Table 3
Correlations of Interaction Structure With Evaluations of
Positivity of Speaker Affect
Statistic
Internal determinants
AUTOR2
RHYTHM
Social determinants
R2INC
WTCOH
RAWR2
PH12
Basic descriptive
MEAN
SD
Self-
evaluation
.35""
.28""
-.07
.16
.19
.23"
.14
.21"
Partner
evaluation
.24"
.18
-.01
.20"
.20"
.19
.32""
.21"
Note. AUTOR2 = R
2 for the autoregressive part of the time series
regression model (within-actor predictability); RHYTHM = propor-
tion of variance explained by the five largest periodic components in
the frequency analysis; R2INC = R
2 increment for partner influence in
the time series regression model; WTCOH = weighted coherence
across the low-frequency end of the spectrum; RAWR2 = squared
correlation between the time series vocal activity data on amount of
talk in each 10 s; PHI2 = <j? between on and off vocal activity coded
three times per second; MEAN = mean amount of talk; SD = standard
deviation of the vocal activity time series.
* p < .05 nondirectional, using df= 108.
 bp < .05 nondirectional,
using df= 53.58 REBECCA M. WARNER
cal activity between speaker and partner to be associated with
more positive ratings of speaker affect by both speaker and
partner. The unsquared correlations between vocal activity
time series were always negative in this sample, so this result
implies that people whose vocal activity patterns are negatively
correlated with partner vocal activity (i.e., persons who talk
more when their partners talk less) tend to be evaluated more
positively.
R2INC, which has been widely used as a measure of partner
influence, was not significantly correlated with either affect
rating in this study. This may have been due to the relatively
restricted range (from 0% to 11%) and skewed distribution
shape of this variable in the present study. Several transforma-
tions were tried to determine whether improvements in the
distribution shape of R2INC would result in higher correla-
tions with affect ratings, but none resulted in substantially
higher correlations.
Mean percentage of time spent talking was positively corre-
lated with partner ratings of affect. Partners evaluated more
talkative speakers more favorably; however, more talkative
speakers did not necessarily evaluate themselves positively. SD
also had significant positive correlations with positivity of af-
fect; that is, speakers whose talkativeness varied substantially
over time were evaluated more favorably by self and by others
than were speakers whose activity levels were more uniform
over time.
When MEAN was controlled, none of the correlations of
other interaction structure indexes changed substantially. Con-
trolling for SD did result in smaller correlations with affect for
most interaction structure variables; however, the variables of
greatest interest here (AUTOR2 and RHYTHM) were still posi-
tively correlated (r = .28 and r = .21) with self-rated affect. (Both
these correlations are significant, p < .05 nondirectional, with
108 df; only the larger correlation is significant using 53 df; see
footnote 2).
Discussion
Social Determinants and Affect Evaluation
Four variables assessed partner influence: R2INC,
WTCOH, RAWR2, and PHI2. They differed in the degree to
which the time series was processed before looking at partner
influence. R2INC looked at partner influence after partialing
out the autoregressive or internal determinants part of the data.
If an index of causal influence is desired, this is the most appro-
priate statistic. However, all forms of serial dependence (trend,
cycles, and other forms of autoregressive process) have been
removed from Person As behavior before calculation of R2INC
as an index of relatedness to Person B's past behavior. It is
possible that some forms of partner coordination involve
shared cycles or trends, and these forms of partner influence
would not be detected by R2INC. Thus, under some circum-
stances it may make sense to look at other statistics to describe
coordination.
R2INC, a widely used index of partner influence, had quite
small correlations with affect in this study. R2INC may have
performed poorly here because of its nonnormal distribution
shape and restricted range. The results do not warrant recom-
mendation that R2INC be dropped in future research; it has
performed much better as a predictor of interaction quality
ratings in other research, where stronger partner coordination
occurs and an intimate relationship between partners exists
(e.g., Levenson & Gottman, 1983). It is conceivable that the use
of self-reported affect evaluations as a criterion in this study
favored selection of statistics that capture features of interac-
tion that were more evident to a naive observer (such as the
gross coordination tapped by RAWR2) rather than indexes
that capture more subtle forms of influence (such as R2INC).
Another index of social determinants, WTCOH, assessed in-
terdependence between time series in the frequency domain. In
this analysis, WTCOH was calculated after removal of curvil in-
ear trend from both time series. Weighted coherence might
detect coordinated cycles. However, additional evidence about
cyclicity is needed to draw this inference; see Warner et al.
(1983) for details. It is useful to see how WTCOH compared
with simpler measures of partner coordination consisting of
correlations between the raw time series (without removal of
trend or autoregressive processes). The RAWR2 and PHI2 sta-
tistics simply assessed whether the two time series are highly
predictable from each other (at 0 time lag). The R AWR2 statis-
tic is based on amount of vocal activity in 10-s time blocks; the
PHI2 statistic is based on on-off vocal activity recorded three
times per second. (No detrending was used in either case.) In
this study, RAWR2 and PHI2 were so highly intercorrelated
with WTCOH and with each other as to be virtually indistin-
guishable. This implied that (a) whether vocal activity is sam-
pled three times per second or once every 10 s, the information
about degree of coordination between partners is comparable;
and (b) the more complicated statistic, WTCOH, does not pro-
vide information beyond that contained in simple correlations.
Thus—at least for noncontent vocal activity sampled once
every 10 s—it makes sense to use the easily calculated statistic
RAWR2 rather than the more computationally complex
WTCOH. This does not mean that weighted coherence is never
useful; for other behaviors or sampling frequencies, WTCOH
may capture partner influence that would be missed by simple
unlagged correlations between time series.
Internal Determinants and Affect Evaluation
The most useful predictor of self-rated affect from the time
series regression analysis was AUTOR2, predictability from
speaker's own past behavior; in this study it had correlations
with speaker and partner evaluations of affect of .35 and .24
(p < .05). This has been independently replicated by Cappella
(personal communication, August 4,1989). Cappella examined
conversations between adult strangers and collected time series
data on aggregated overall activity levels. Across 24 speakers, he
obtained a correlation of .41 between AUTOR2 for the aggre-
gated activity time series data and a composite index of attrac-
tion and reactions to the conversation. The task was similar to
the present study (a 30-min conversation about any topics the
participants wished). A similar correlation between AUTOR2
(for variations in amount of talk) and affect ratings (r = .35) has
also been found in a study of 24 conversations between previ-
ously acquainted pairs of female elementary school children
(Bryan, 1991). Bryan used the same affect rating scale and in-SEQUENTIAL ANALYSIS 59
structions as in the present study; her analysis of on-off vocal
activity was identical to the analysis in the present study.
Time series regression researchers calculate AUTOR2 as an
intermediate step in the computation of R2INC, but they do
not usually retain this statistic as a predictor of affect. The
present results suggest that AUT0R2 contains useful informa-
tion and that it should be retained as a description of interac-
tion tempo. This statistic might also be useful in predicting
affect in intimate dyads (such as married couples) or in infant-
adult interaction, but that needs to be assessed empirically.
There is precedent for the use of indexes of internal determi-
nants, or within-time-series predictability. Faraone & Hurtig
(1985) found that socially skilled men had more predictable
time series than socially unskilled men, and Tracey (1987)
found that successful psychotherapy dyads had stronger intra-
chain or intra-time-series predictability in later therapy ses-
sions than did unsuccessful psychotherapy dyads. These stud-
ies used different statistics to assess within-speaker predictabil-
ity, but they seem to point to a common conclusion: that
assessment of intra-time series or the internal determinants
component of social systems provides important information
about how well the social interaction is going.
Correspondence Between Time and Frequency Domain
There was a strong correlation between AUTOR2 (the per-
centage of variance explained by using an autoregressive model
to predict actor's behavior from actor's own past behavior) and
RHYTHM (the percentage of variance explained by a small set
of cyclic components). It appears that these variables contain
comparable information about interaction structure. This is
not surprising because there is exact mathematical equivalence
between a time series and the Fourier transform of that time
series; they are related through the Fourier transform and the
inverse Fourier transform (Bloomfield, 1976; Box & Jenkins,
1970). The Fourier transform is the basis for the calculation of
the periodogram and power spectrum. This study examined a
summary statistic that extracts some of the information from
the time series (AUTOR2) and a statistic that captures some of
the information from the Fourier transform (RHYTHM);
these summary statistics were found to be quite highly corre-
lated. It seems reasonable to conclude that the high correlation
between the RHYTHM and AUTOR2 statistics that was
found here is due to this fundamental equivalence between
time domain and frequency domain representations of data,
and that these indexes would probably also be fairly highly
correlated in other types of time series social interaction data.
How does this help us to understand differences in the out-
comes of studies that have used time series versus frequency
domain methods? When investigators do time series regression
studies, the information they discard (AUTOR2) is almost
identical to the information that investigators doing frequency
domain analyses focus on (RHYTHM index, or percentage of
variance accounted for by a small set of low-frequency cycles).
The internal determinants part of the data that some frequency
domain researchers focus on (represented by RHYTHM or
AUTOR2) is partialed out and essentially disregarded in most
conventional applications of time series regression. The results
of the present study suggest that both types of information
about contingency (internal determinants and social determi-
nants) are useful and that they represent complementary
aspects of social interaction.
Interpretation ofAUTOR2
How should AUTOR2 and RHYTHM be interpreted? Each
of these is an index that captures some sort of predictability
from own past behavior. This predictable patterning may or
may not take the form of cycles. Predictable patterns in an
individual's behavior suggest that behavior is structured by a
script or plan, according to Jones and Gerard (1967). Keller-
man et al. (1989) have shown that getting-acquainted conversa-
tions have a fairly well-defined script in which the choice and
ordering of topics and the amount of time spent on topics tends
to be consistent. It is possible that in the getting-acquainted
situation in the present study, the partners were more or less
independently going through scripts. Thus, the getting-
acquainted scenario in this study might be an instance of
"pseudocontingent" interaction as described by Jones & Ger-
ard (1967): a situation that involves strong internal and weak
social determinants of behavior. The mean value of AUTOR2
in this study was 18.8%; the mean value of R2INC was 1.4%.
The amount of variance due to internal determinants in this
study was substantially greater than the amount of variance due
to social influence. It is quite likely that in other types of social
interactions (or for behaviors other than on-off talk patterns),
the relative strength of internal versus social determinants and
the correlations of measures of these types of contingency with
affect could be different. To assess this empirically, we need to
include assessment of both internal and social determinants of
behavior in future research on behavioral dialogues.
Another possible explanation for the relatively strong within-
individual predictability of social behaviors that has been seen
in some studies is that social or expressive behavior may be
linked to physiological rhythms that influence the likelihood of
initiating or maintaining action, as theorized by Warner (1988).
It is important to note that the cycles in amount of talk that are
being detected are not perfectly regular; they represent a ten-
dency for a speaker to alternate between extended periods of
mostly talking and mostly listening. For instance, a 200-s cycle
represents a period of mostly talking (long or frequent vocaliza-
tions) followed by a period when the speaker is mostly listening
(long or frequent pauses; Warner, 1979). Some investigators,
noting the irregularity of the cycles detected in infant-adult
interaction, have argued that these are a stochastic phenome-
non (Cohn & Tronick, 1988). This possibility must also be
taken into account when evaluating the rather irregular cycles
observed in adult-adult interaction.
Whereas there is not enough evidence to settle the question
definitively, there are several types of evidence that suggest that
the cycles are not merely random variability. First, cyclic varia-
tions in amount of talk can become synchronized with cycles in
ventilation in some speakers (Warner et al., 1983), possibly due
to a feedback loop involving arterial carbon dioxide levels (Len-
neberg, 1967). Chappie's (1970) theory would predict this type
of coupling between behavioral and physiological rhythms. Sec-
ond, cycle lengths in amount of talk are fairly consistent within
a speaker across different partners and occasions (Warner &
Mooney, 1988). Chappie suggested that, because there are con-60 REBECCA M. WARNER
sistent individual differences in biological rhythms, one would
expect similar individual differences in the cycle length of be-
havioral rhythms. Third, the amount of variance that is ac-
counted for by cyclic components tends to increase as the con-
versation progresses (Warner, 1991b). This might suggest that
physiological rhythms are becoming entrained to social cues or
that partners learn to adapt to each other's activity cycles over
time. These results suggest the plausibility of Chappie's theory
of social interaction, in which behavioral cycles that occur in
social interactions are coupled with physiological rhythms and
coupled between partners. However, further evidence is
needed.
These two explanations for predictable patterning within
speaker (scripts vs. cycles) are not necessarily mutually exclu-
sive, and at this point there is insufficient evidence to decide
whether either or both of these processes account for the ob-
served predictability of actor's own behavior time series. How-
ever, the results obtained here suggest that—at least for adult
dyads who are getting acquainted—the strength of within-indi-
vidual contingency, or the internal determinants identified by
Jones & Gerard (1967), is an important component of social
interaction and the one that is most closely associated with
participant evaluations of the quality of that social interaction.
Thus, future research on social interaction should take internal
determinants as well as social determinants of behavior into
account.
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