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Abstract 
T HE performance of an adaptive filter may be studied through the behaviour of the optimal and adaptive coefficients in a given environment. This thesis 
investigates the performance of finite impulse response adaptive lattice filters for 
two classes of input signals: (a) frequency modulated signals with polynomial 
phases of order p in complex Gaussian white noise (as nonstationary signals), 
and (b) the impulsive autoregressive processes with alpha-stable distributions (as 
non-Gaussian signals). 
Initially, an overview is given for linear prediction and adaptive filtering. The 
convergence and tracking properties of the stochastic gradient algorithms are dis-
cussed for stationary and nonstationary input signals. It is explained that the 
stochastic gradient lattice algorithm has many advantages over the least-mean 
square algorithm. Some of these advantages are having a modular structure, 
easy-guaranteed stability, less sensitivity to the eigenvalue spread of the input au-
tocorrelation matrix, and easy quantization of filter coefficients (normally called 
reflection coefficients). 
We then characterize the performance of the stochastic gradient lattice al-
gorithm for the frequency modulated signals through the optimal and adaptive 
lattice reflection coefficients. This is a difficult task due to the nonlinear depen-
dence of the adaptive reflection coefficients on the preceding stages and the input 
signal. To ease the derivations, we assume that reflection coefficients of each 
stage are independent of the inputs to that stage. Then the optimal lattice filter 
is derived for the frequency modulated signals. This is performed by computing 
the optimal values of residual errors, reflection coefficients, and recovery errors. 
Next, we show the tracking behaviour of adaptive reflection coefficients for 
frequency modulated signals. This is carried out by computing the tracking model 
of these coefficients for the stochastic gradient lattice algorithm in average. The 
second-order convergence of the adaptive coefficients is investigated by modeling 
the theoretical asymptotic variance of the gradient noise at each stage. The 
accuracy of the analytical results is verified by computer simulations. 
Using the previous analytical results, we show a new property, the polynomial 
order reducing property of adaptive lattice filters. This property may be used to 
ii 
Abstract Abstract 
reduce the order of the polynomial phase of input frequency modulated signals. 
Considering two examples, we show how this property may be used in processing 
frequency modulated signals. In the first example, a detection procedure in car-
ried out on a frequency modulated signal with a second-order polynomial phase 
in complex Gaussian white noise. We showed that using this technique a better 
probability of detection is obtained for the reduced-order phase signals compared 
to that of the traditional energy detector. Also, it is empirically shown that 
the distribution of the gradient noise in the first adaptive reflection coefficients 
approximates the Gaussian law. In the second example, the instantaneous fre-
quency of the same observed signal is estimated. We show that by using this 
technique a lower mean square error is achieved for the estimated frequencies at 
high signal-to-noise ratios in comparison to that of the adaptive line enhancer. 
The performance of adaptive lattice filters is then investigated for the second 
type of input signals, i.e., impulsive autoregressive processes with alpha-stable 
distributions . The concept of alpha-stable distributions is first introduced. We 
discuss that the stochastic gradient algorithm which performs desirable results 
for finite variance input signals (like frequency modulated signals in noise) does 
not perform a fast convergence for infinite variance stable processes (due to using 
the minimum mean-square error criterion). To deal with such problems, the 
concept of minimum dispersion criterion, fractional lower order moments, and 
recently-developed algorithms for stable processes are introduced. 
We then study the possibility of using the lattice structure for impulsive sta-
ble processes. Accordingly, two new algorithms including the least-mean P-norm 
lattice algorithm and its normalized version are proposed for lattice filters based 
on the fractional lower order moments. Simulation results show that using the 
proposed algorithms, faster convergence speeds are achieved for parameters esti-
mation of autoregressive stable processes with low to moderate degrees of impul-
siveness in comparison to many other algorithms. Also, we discuss the effect of 
impulsiveness of stable processes on generating some misalignment between the 
estimated parameters and the true values. Due to the infinite variance of stable 
processes, the performance of the proposed algorithms is only investigated using 
extensive computer simulations. 
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Preface 
I F you ask any researcher in the field of signal processing to introduce to you a technique for detection or parameter estimation of a signal in noise, the most 
rational question you might be asked is, "What are the statistics of the input 
signal?" For a given set of statistics, several techniques with certain properties 
may be used. Difficulty arises, however, when the statistics of the input signals 
are time-varying and/or unknown (or partially known) or undefined. Also, in 
some cases, only a small portion of the signal may be observed. For example, 
in telephone noise cancellation, the noise must be removed from the speaker's 
voice in real-time without generating an unacceptable delay in the transmission 
of the conversation. As a result, there will be insufficient knowledge about the 
time-varying input statistics. 
Two important classes of signals are nonstationary signals and impulsive pro-
cesses. The class of nonstationary signals and impulsive processes were introduced 
to me by Prof. Boualem Boashash when I started my PhD at the Signal Process-
ing Research Centre, in 1994. Very early on, I found out that polynomial phase 
signals are an important class of nonstationary signals frequently encountered in 
applications such as mobile communication systems, radar, and sonar. Also, I 
found that the majority of the methods proposed for analysing these nonstation-
ary signals were originally designed based on the availability of a large portion of 
the input signal and sufficient knowledge about their statistics. 
The class of impulsive processes has a different problem, as members of this 
class do not possess finite second-order statistics. As a result, closed form expres-
sions for practical problems may be unavailable or extremely difficult to attain. 
Such processes can be identified in communication systems and man-made in-
struments and have recently been under careful investigation. 
Very simple, and yet high quality techniques to deal with the signals men-
tioned above are based on adaptive filters. I first became familiar with adaptive 
signal processing when I did my masters which started back in 1990. The ability 
of adaptive filters to adjust to changing conditions in real-time was an interesting 
characteristic that attracted me. Their behaviour reminded me of the human 
quality of self-consciousness with respect to new events and their ability for deci-
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sion making. Adaptive filters may similarly be viewed as a tool which take new 
changes into account (new information) and track both classes of nonstationary 
signals and impulsive processes by updating their coefficients (decision making). 
Among the different realizations of adaptive digital filters the adaptive lattice 
filter has always been of interest to me (and other researchers) because of its 
special properties. Reviewing the literature, I realized that although a large body 
of literature existed concerning the response of adaptive lattice filters in different 
environments, no work had been presented for either frequency modulated signals 
with polynomial phases or impulsive processes with alpha-stable distributions. 
The importance of these types of signals in addition to the properties of adaptive 
lattice filters motivated me to comprehensively investigate the performance of 
these filters for such signals. Also, the tracking behaviour of adaptive lattice 
filters for frequency modulated signals motivated me to demonstrate a new way 
of processing these signals in two examples. These examples involve instantaneous 
frequency estimation and detection of linear frequency modulated signals. 
The outcome of this thesis reflects my perception in introducing new aspects 
of adaptive lattice filters in signal processing. It is hoped that this contribution 
gives a heuristic and practical insight into adaptive lattice filters for frequency 
modulated and impulsive alpha-stable processes, and motivate researchers to in-
vestigate other perspectives of this work. 
Author 
Brisbane 
XXll 
Chapter 1 
Introduction 
Sen-ri no michi mo, ippo kara 
Even a thousand-mile journey begins with the first step 
-Japanese proverb 
I N practice, most observing signals received from natural or artificial phenom-ena are at least in some part random. As such, noisy signals, distortions, and 
different types of interferences are commonly encountered in most communica-
tions systems. Despite the apparent randomness of these signals, however, in 
most cases they are usually carrying useful information regarding the physical 
variations. The major task in digital signal processing is then to extract the de-
sired information from discrete random signals. This often requires developing 
estimation techniques for smoothing, filtering, or prediction as well as parameter 
estimation of signal generating models such as autoregressive models. Propor-
tionally, a great amount of research has been devoted to designing different signal 
processing techniques with varying degrees of accuracy, simplicity, and speed. In 
most techniques, however, two following simplifying assumptions are normally 
used: (a) stationarity, and (b) a priori knowledge about the input statistics. Al-
though, these assumptions are reasonable in many problems, there are also many 
inevitable situations wherein the input statistics are time-varying and partially or 
totally unknown/undefined, a priori. In such circumstances then, the performance 
of many of the existing techniques may significantly degrade, if applicable. 
To deal with such environments, flexibility and speed of a technique are two 
important requirements greatly achieved using adaptive filters. In fact, quite 
often, the above conditions are the main reason for choosing adaptive filters in 
digital signal processing. For instance, using a small portion of the input sig-
nal (with unknown or partially known statistics) and an optimization criterion, 
an adaptive filter may easily find the optimal (or suboptimal) response by ad-
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justing its coefficients. For nonstationary signals, optimal coefficients are also 
time-varying and accordingly the adaptive filter should track these variations. 
This flexibility normally results in a superior performance for adaptive filters 
compared to that of filters with fixed coefficients. These techniques can also be 
applied when no closed-form solutions are available for a problem. The preference 
of adaptive filters may more obviously be seen when lower computations, faster 
speed, and lower cost of these techniques are taken into account. 
Due to the advantages mentioned above, an increasing effort has in recent 
years been dedicated to both theoretical and practical aspects of adaptive filters. 
Growing technological advances and the possibility of carrying out heavy compu-
tations in real-time has also increased the demand for powerful, and yet simple 
adaptive algorithms. This has, in effect, motivated more research in this field 
in order to discover new properties of adaptive algorithms (or design new algo-
rithms) for different environments. Note that any new properties may effectively 
be used to improve the performance of adaptive systems. 
An adaptive filter comprises of a filter (with different structures) and an al-
gorithm which adjusts the filter coefficients proportional to the external changes. 
Among different adaptive digital filters, the properties of the lattice structure have 
motived considerable investigations on this realization with various adaptive al-
gorithms. In particular, the adaptive lattice filter equipped with the stochastic 
gradient algorithm, so called the stochastic gradient lattice algorithm has shown 
desirable properties over the well-known least mean-square algorithm (with the 
transversal structure). Accordingly, wide investigations have been conducted on 
the stochastic gradient lattice algorithm in order to show new properties of this 
algorithm in stationary and nonstationary environments. As such, one of the 
recent results has considered the tracking behaviour of the stochastic gradient 
lattice algorithm for linear frequency modulated signals [19]. 
In this dissertation, two important and more complicated classes of signals 
are considered. The first class is regarding the frequency modulated signals [99, 
100, 114], (sometimes referred to as polynomial phase signals) with polynomial 
phases of order p. This class of signals may occur in mobile communication 
systems wherein the location of the transmitter and receiver is, in general, time-
varying [114]. Also, linear and quadratic frequency modulated signals have been 
used in a number of radar and sonar systems [99]. The other class of signals 
considered here is the impulsive stable processes identified in low-frequency atmo-
spheric noise, telephone lines, underwater acoustic noise, man-made noise, and 
spread spectrum systems [60, 93, 115, 118, 126, 127]. To the best of the author's 
knowledge, no work has been presented in the literature for adaptive lattice filters 
in the presence of stable processes. 
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1.1 Objectives of This Thesis 
The main goal of this research is to analyse the performance of optimal and 
adaptive stochastic gradient lattice algorithm for: ( i) monocomponent frequency 
modulated (FM) signals, and ( ii) impulsive autoregressive (AR) processes with 
a-stable distributions. This can be accomplished by considering the following 
objectives: 
1. Performance analysis of optimal lattice filters and the stochastic gradient 
lattice algorithm for fixed amplitude monocomponent FM signals with poly-
nomial phases of arbitrary order p1 embedded in complex white Gaussian 
noise (and showing new properties). 
2. Performance analysis of the stochastic gradient lattice algorithm for sym-
metric a-stable (SaS) AR processes2 and development of new adaptive 
lattice algorithms with faster convergence speeds. 
1.2 Major Contributions 
The significant original contributions of this dissertation are: 
1. Derivation of the optimal reflection coefficients, optimal residual errors, and 
recovery errors of optimal lattice filters for frequency modulated signals 
(Chapter 3). 
2. Derivation of the tracking model of adaptive reflection coefficients in average 
for the stochastic gradient lattice algorithm (Chapter 3). 
3. Derivation of the asymptotic mean-square error of residual errors and the 
asymptotic variance of adaptive reflection coefficients for the stochastic gra-
dient lattice algorithm (Chapter 3). 
4. Introducing a new property, so called the polynomial order reducing prop-
erty of lattice filters for frequency modulated signals (Chapter 4). 
5. Showing the possibility of using polynomial order reducing property of adap-
tive lattice filters in processing FM signals in two examples: detection and 
instantaneous frequency estimation of linear FM signals in complex white 
Gaussian noise (Chapter 4). 
1 From now on, these signals are simply referred to as FM signals, unless specified. 
2SaS processes are a class of impulsive processes introduced in Chapter 5. 
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6. Designing a new adaptive lattice algorithm using the fractional lower order 
moments for S aS AR processes (Chapter 5). 
7. Designing a new normalized adaptive lattice algorithm using the fractional 
lower order moments for S aS AR processes (Chapter 5). 
8. Verifying all the analytical results and algorithms using extensive computer 
simulations. 
1.3 Thesis Scope and Overview 
The work in this dissertation can be partitioned into three parts: 
Chapter 2 Introduction to the theory of linear predictors and adap-
tive algorithms for stationary and nonstationary signals. 
Analysis of optimal lattice filters and the stochastic gradi-
Chapter 3-4 ent lattice algorithm through the reflection coefficients for 
frequency modulated signals in complex white Gaussian 
noise. 
Introduction to the theory of a-stable processes and 
Chapter 5 proposing two new adaptive lattice algorithms for param-
eter estimation of these processes. 
Table 1.1: Thesis scope. 
An overview of the contents of each chapter is given below3 . 
3 A large body of this study requires knowledge of fundamentals of statistical signal processing 
such as the notions of stationary and nonstationary signals, autocorrelation function, power 
spectral density, correlation coefficients, moments and cumulants, eigenvalues, autoregressive 
processes and the concept of parametric and nonparametric estimation and detection. These 
are assumed to be known by the reader. 
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Chapter 1: gives an introduction to and motivation behind the research, main 
objectives, contributions, and an overview of the dissertation. 
Chapter 2: introduces the fundamentals of linear filter theory, forward and 
backward linear predictors, minimum mean-square criterion, normal equations, 
Wiener filters, lattice structures, finite and infinite impulse response lattice fil-
ters, fundamentals of adaptive filtering, applications of adaptive filters, adap-
tive algorithms, least-mean square adaptive algorithm, stochastic gradient lattice 
algorithm, adaptation behaviour of stochastic algorithms in stationary environ-
ments, and advances in the tracking behaviour of stochastic gradient algorithms 
for nonstationary signals (including linear frequency modulated signals). 
Chapter 3: investigates the response of lattice filters (through the reflection 
coefficients) for monocomponent frequency modulated signals with constant am-
plitudes and polynomial phases of arbitrary order p. This chapter considers op-
timal lattice filters, optimal residual errors, the tracking model of the stochastic 
gradient algorithm, the asymptotic mean-square error of residual errors, and the 
asymptotic variance of adaptive reflection coefficients. The theoretical results are 
also verified by computer simulations. 
Chapter 4: introduces the polynomial order reducing property of lattice filters 
for frequency modulated signals. The possibility of using this property in pro-
cessing frequency modulated signals is shown in two examples. These examples 
consider the detection and instantaneous frequency estimation of linear frequency 
modulated signals. The results are compared to that of the energy detector and 
the adaptive line enhancer using computer simulations. 
Chapter 5: is dedicated to the performance of adaptive lattice filters for im-
pulsive AR processes with the BaS-stable distribution. It starts by introducing 
a-stable processes, their properties and drawbacks, advances in adaptive param-
eter estimation of a-stable processes, and the possibility of using adaptive lat-
tice filters for such processes. It continues by proposing two adaptive lattice 
algorithms for parameter estimation of S aS AR processes and investigating the 
convergence speed and misalignment between the estimated parameters and true 
values using computer simulations. 
Chapter 6: presents the summary, conclusions and recommendations for fu-
ture directions of this research. 
Appendix A: includes the computer codes for generating white a-stable random 
numbers. 
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Appendix B: presents the distribution of the product of two white Gaussian 
random variables and compare the result with the Gaussian distribution. 
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An Introduction to Optimal and 
Adaptive Filtering 
Optimal and Adaptive Filtering 
T he purpose of this chapter is to introduce the fundamentals of linear pre-diction in order to define the major core of this work, the adaptive lattice 
filter. This is performed by describing linear prediction theory and optimal pre-
dictors followed by introducing the lattice filter and its properties. The concept 
of adaptive filters is next explained. The stochastic gradient algorithms and, in 
particular, the least-mean square and stochastic gradient lattice algorithms are 
considered. The adaptation behaviour of these algorithms is then introduced for 
stationary and nonstationary input signals. 
2.1 Fundamentals of Linear Prediction 
For many years the evolution of dynamic systems in different applications has 
significantly motivated constant investigations on time series analysis. Accord-
ingly, an extensive effort has been devoted to the theory of linear filtering and its 
crucial role in defining and solving a large number of signal processing problems. 
A filter is usually known as a signal processing tool often used to extract some 
desired information from a noisy signal. This, however, may be done for three 
different reasons: (a) filtering, (b) smoothing, or (c) prediction, as follows. 
a. In filtering, the desired information is extracted at time n by measuring the 
signal up to and including time n. 
b. In smoothing, the information of interest is not necessarily available at time 
n and the signal after n may also be used for extracting the information. 
In this way, one may expect to obtain more accurate results than filtering 
at the price of using more information with a delay. 
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c. Prediction is similar to the filtering problem in the sense that the same 
length of signal is used, but for the purpose of forecasting a quantity of 
interest in future (after n). 
Regardless of the above mentioned aims, a filter generally contains a set of in-
ternal coefficients which controls its transfer function over a desired range. When 
the output response of a filter is a linear function of the input signal, the filter 
is called linear. Linear filters may possess a finite impulse response (FIR) or 
infinite impulse response (IIR) configuration. An immediate advantage of IIR 
filters over FIR filters is gained due to uncoupling the length of impulse response 
and filter order for the former configuration [80, 112]. For instance, to model an 
unknown system with IIR configuration, an FIR filter with a large order is nor-
mally required which results in a heavy computational load [23]. Alternatively, 
the use of an IIR filter may substantially decrease the computational load and 
cost of implementation. Also, an IIR filter may preferably be used when very 
sharp frequency bands are needed. Despite special advantages of IIR filters, yet 
in most applications FIR filters are largely prefered. This is essentially due to 
the difficulty of ensuring the stability of IIR filters, while FIR filters are always 
stable and robust. In practice, whether an FIR or IIR filters is more desirable is 
often dictated by the application. 
Both FIR or IIR filters may be implemented using direct, parallel, or cascade 
structure [95]. The structure of a filter is the particular way of realizing the filter. 
Two important structures quite often encountered in different digital filtering 
applications are the transversal (a direct model) and the lattice (a cascade model) 
structures. 
2.1.1 Transversal Filters 
A very well-known and simple class of digital filters is the so called transversal 
filter (or delay-tapped line filters) shown in Figure 2.2. This filter essentially 
consists a number of unit-delay elements, multipliers, and adders where the filter 
order is determined by the number of delay elements used for the storage of past 
samples. For a given stationary input signal x(n) then, the output of an mth 
order transversal filter i:(n) is obtained by a sum of the delayed input samples 
from time (n-1) to (n-m) each of which multiplied by a coefficient (also referred 
to as a tap weight) as 
m 
x(n) = L9m,iX(n- i) (2.1) 
i=l 
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where 9m,i denotes the ith filter coefficient1 . Without loss of generally, we assume 
that filter coefficients are complex. Observe that (2.1) is, in fact, a convolution 
sum between the input signal and the filter coefficients. 
2.1.2 Forward and Backward Linear Predictors 
A linear predictor may easily be implemented using a transversal filter to forecast 
the future or past values of the input signal. The idea of forward and backward 
prediction is schematically illustrated in Figure 2.1 wherein m input samples are 
respectively used to predict a sample in future or past (shown by empty circles). 
In particular, a forward transversal predictor shown in Figure 2.2 (dotted part) 
linearly combines samples x(n-1), x(n-2), · · · , x(n-m) to generate an estimate 
of x(n) defined by x(n). This operation is also called one-step prediction into 
future (or one-step ahead prediction) measured with respect to time n- 1 [50]. 
Similarly, for a backward prediction, the same set of samples can linearly be 
combined to predict the sample x(n- m- 1). 
x(t) 
<? -;(n-m) 
; x(n-m) 
x(n-2) 
I 1 
II 
1 , x(n-m+l) 
\ 
\ 
1 
, x(n-1) 
\ I \ 
\ ,' \ 
I 
I 
I 
I 
I 
I 
~~(n) 
I 
I 
I 
--------.....j~··X Forward 
Prediction 
m samples 
Backward~--~--------­
Prediction 
Figure 2.1: Illustration of forward and backward linear prediction. 
Quite often, the predictor output is used to estimate a desired signal, say 
d( n) (also called reference signal) while in some cases, the desired signal is the 
input signal itself d(n) = x(n) (see Figure 2.2). Due to the effect of environment 
noise, however, the predictor output (estimated value) is usually different from 
the desired signal. The difference between the desired signal and the output of a 
1 Although, transversal filters with fixed coefficients are considered at this stage, we use 
time-varying coefficients in Figure 2.2 for the general case of adaptive filters discussed in the 
sequel. 
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forward predictor given by (2.1) is known as forward residual errors of a forward 
predictor defined as 
m 
fm(n) = x(n)- L 9m,ix(n- i) (2.2) 
i=l 
where fm(n) is also referred to as the forward prediction error. Note that (2.2) can 
similarly be considered as a transversal filter if x(n) is taken into the summation 
(analogous to 2.1)). The resultant filter is then called a forward prediction-error 
filter of order m. This filter attempts to remove all correlated (i.e. , predictable) 
terms from the input signal and, as a result, the remaining parts in fm(n) (for-
ward residual errors) produce a white signal. The whitening procedure can be 
performed perfectly for input AR processes, assuming that the predictor order is 
equal or greater than that of the AR model used to generate AR processes. The 
predictor performs the whitening procedure by generating sufficient number of 
zeros to cancel the poles of the AR model. 
A forward prediction-error filter 
~---------------------------------------------------1 
I I 
A forward predictor with transversal structure 
····································-------------------··--·-······················----. . 
. . 
. . 
. . 
. . 
x(n) ---'----.--++! 
. . 
········-···········-··············----------·- ····························-·········· 
d(n) 
fm(n) 
Figure 2.2: Forward linear prediction. 
A backward prediction error is accordingly obtained by a backward prediction-
error filter as 
m 
bm(n) = x(n- m) - L hm,ix(n i + 1) (2.3) 
i=l 
Backward predictors are essentially used for developing lattice filters and have no 
direct physical significance. 
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2.1.3 Optimization Criterion 
To obtain an accurate estimate of the desired signal, one is naturally interested 
in reducing the residual errors as small as possible. This can be achieved by 
optimising the filter coefficients using a statistical criterion. In principle, any cost 
function of residual errors such as the absolute error (or deviation) E[lf m ( n) 1], 
mean-squared error (MSE) E[f~(n)], fractional lower order moments, or higher 
order moments may be used for optimization purposes [22, 86], [111]. 
In this work, we minimize the MSE for FM signals, and the fractional lower 
order moments for SaS AR processes. These cost functions (or performance sur-
faces) are convex with distinct minima determining the optimal coefficients. For 
an optimal filter then, a minimum mean-squared error (MMSE) and minimum 
dispersion (MD) are respectively achieved for the mentioned cost functions. Spe-
cial properties of the minimum dispersion criterion for stable processes will be 
explained in Chapter 5. 
2.1.4 Optimal Linear Predictors 
The optimal coefficients of a forward prediction-error filter are derived using the 
MMSE criterion (see Section 2.1.3) for stationary input signals. To do so, using 
(2.2) the cost function of residual errors is defined as 
m 
cfn = E[fm(n)f~(n)] = E[lx(n)- L9m,ix(n- i)l 2] (2.4) 
i::::l 
where the * denotes complex conjugation. Considering the bowl-shape of the 
performance surface (cost function), the minimum is obtained by equating the 
gradient of (2.4) to zero. The gradient is obtained by differentiating (2.4) with 
respect to the coefficients as2 
Vg = ~ 8E[fm(n)f~(n)] = -E[fm(n)x*(n- i)] 
2 09m,i 
i = 1, 2, · · · , m (2.5) 
To minimize (2.4) then, we should have 
E[f::ft(n)x*(n- i)] = 0 i = 1,2,··· ,m (2.6) 
2To compute the partial derivatives of a function J with respect to the mth complex coeffi-
cient g, the following definitions are used [50, p. 197] 
g =a ±jb and 
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where J;;r(n) is the forward prediction error of an mth-order optimum predictor. 
In a more general case, the input sample x( n) may also be considered in the 
derivations which leads to E[f::ft ( n )x* ( n - i)] = 0 for i = 0, 1, · · · , +oo. This 
equation simply states that the prediction error is uncorrelated with all input 
samples used in the estimate [55, p. 38]. This constitutes the principle of orthog-
onality which can be used as a mathematical tool for testing that a linear filter 
is working in its optimum [50, p. 200]. 
Substituting (2.2) in (2.6) and equating the result to zero, we obtain 
m 
E[x*(n- k)x(n)] = 2:: g~,~E[x*(n- k)x(n- i)] k=1,2,···,m (2.7) 
i=l 
assuming that filter coefficients are independent of the input samples. The left-
hand side term of (2.7) is equivalent to the cross-correlation between x(n) and 
x*(n- k) for a lag of -k defined as 
r( -k) = E[x*(n- k)x(n)] k = 1, 2, · · · ,m (2.8) 
Also, the expectation term in the right-hand side of (2.7) is given by the auto-
correlation function of the input signal as 
r(i- k) = E[x*(n- k)x(n- i)] 
Using (2.9) and (2.8) in (2.7), we obtain 
m 
r(-k) = 2:9~,~r(i- k) 
i=l 
k&i=1,2, .. ·,m (2.9) 
k = 1,2, · · · ,m (2.10) 
This set of equations known as the Wiener-H opf equations3 can also be presented 
in matrix form as 
I r(O) r( -1) r(-m+1) 
or simply 
r(1) 
r(O) 
r(-m+2) 
r(m -1) I I 9%,t1 I I r(-1) I r( - 2) g~~ r( -2) 
, 
. . . 
. . . 
. . . 
r(O) gopt r( -m) 
m,m 
(2.11) 
(2.12) 
3They are also referred to as the normal equations [2, p. 19], [117, p. 16] or the Yule-
Walker equations [75, p. 116]. In a general form, these equations are presented as r( -k) = 
L::o g';:,~R(i- k). 
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where Rm is the m x m autocorrelation matrix of the input signal in left-hand 
side of (2.11), g%t is a m x 1 optimal coefficients vector shown by the middle 
vector in (2.11), and r fm is the forward cross-correlation vector. Accordingly, the 
optimal coefficients are derived as 
gopt = R-lr m m fm (2.13) 
assuming that the autocorrelation matrix is nonsingular. In most cases, this 
matrix is positive semidefinite and will be positive definite if the input signal 
does not consist purely of m - 1 or fewer sinusoids [75, p. 116 & 52], [35, p. 
105]. Equation (2.13) presents the optimal coefficients of a forward prediction-
error filter (or forward predictor) using the cross-correlation and autocorrelation 
functions of the input signal. A filter adjusted to its optimal coefficients is called 
a Wiener filter which is optimum in the MMSE sense. 
In the same manner, one can show the Wiener-Hopf equations for a backward 
prediction-error filter as 
(2.14) 
where h%t is the optimal coefficients vector of the respective predictor and rbm is 
the cross-correlation vector of the backward predictor given by 
rL = [r(m), r(m- 1), · · · , r(1)] (2.15) 
with [·JT denoting transposition. Considering that r( -k) = r*(k) and comparing 
(2.15) with r 1m shown in (2.11), one can obviously see that 
(2.16) 
where the overline shows the reversed-element vector. Note that the autocorrela-
tion matrix is Hermitian since Rm = R;;. Another critical property of Rm is the 
Toeplitz structure of this matrix based on which the elements of each diagonal are 
equal. Using (2.16) as well as the Toeplitz property of the autocorrelation func-
tion in (2.14) and (2.13), one can show that the optimal coefficients of forward 
and backward predictors are the conjugate image mirror of each other: 
(2.17) 
or simply in the scalar case 
opt _ hopt* 
9m,i - m,m+l-i i = 1, 2, · · ·, m (2.18) 
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2.1.5 Levinson-Durbin Algorithm 
The direct solution of optimal Wiener filters defined in (2.13) and (2.14) using 
the Gaussian elimination method is proportional to O(m3) operations [76]. To 
reduce the number of computations, the Levinson-Durbin algorithm may be used. 
The order-recursive nature of this algorithm reduces the number of computations 
proportional to O(m2 ) operations [76]. Furthermore, an important outcome of 
the Levinson-Durbin algorithm is the derivation of the lattice structure which is 
of our interest. 
To derive the Levinson-Durbin algorithm, first assume that the order of a 
forward predictor has increased from m to m + 1. Also, note that for such an 
increase in the order of a transversal filter in addition to the ( m+ 1 )th coefficient m 
previous coefficients should be recomputed. Writing the Wiener-Hopf equations 
for the respective (m + 1)th-order predictor and comparing to (2.11), one can 
partition the result as 
(2.19) 
where gmlm+l is a vector containing the first m elements of the ( m + 1) x 1 
coefficient vector of the respective (m+ 1)th-order forward predictor, [·]H denotes 
hermitian transposition, and 
Km+l = 9m+l,m+l (2.20) 
is referred to as the reflection coefficient which is the negative of partial correlation 
coefficient in statistics [38, p. 264] [75]. Equation (2.19) may correspondingly be 
presented by two equations as 
(2.21) 
(2.22) 
Multiplying both sides of (2.21) by R;;/ and applying (2.17) leads to the Levinson-
Durbin algorithm as 
(2.23) 
This shows that the first m coefficients of the ( m + 1 )th-order forward predictor 
can be expressed as a linear combination of the coefficients of the mth-order 
predictor. Accordingly, the scalar version of (2.23) is given by 
9m+l,i = 9m,i - Km+l 9:n,m+l-i i=1,2,···,m (2.24) 
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where 
(2.25) 
Next, Km+l should be computed. Substituting (2.23) in (2.22), one can show 
that 
(2.26) 
where the power of forward residual errors cfn is given by using (2.13) in (2.4) as 
(2.27) 
To compute cfn recursively, incorporating (2.23) and (2.26) in (2.27) for order 
m + 1, we obtain 
(2.28) 
Using the above results for a predictor of order M, the Levinson-Durbin algorithm 
is performed by setting c6 = r(O) and computing equations (2.26) and (2.20) for 
1 ::; m + 1 ::; M, and (2.24) and (2.28) for 1 ::; i ::; m. At the end of iteration, 
the optimal predictor is obtained by grz;~i = gM,i for 1 ::; i ::; M. 
One can rationally expect that as the order of the predictor-error filter in-
creases, the power of the respective optimal residual errors reduces such that 
(2.29) 
Considering that residual errors powers are always positive, to satisfy (2.29), the 
following condition should exist in (2.28): 
IKopt J < 1 m+l - (2.30) 
The Levinson-Durbin algorithm can similarly be developed for backward coeffi-
cients using (2.17) in (2.23). Also, deriving a similar equation to (2.27) for the 
power of backward residual errors E~ and using (2.16) and (2.17), the power of 
forward residual errors is obtained as 
(2.31) 
2.2 Definition of the Lattice Structure 
Using the Levinson-Durbin algorithm explained in the previous section, a new 
structure, so called the lattice structure is developed. In so doing, the transfer 
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function of an mth-order forward prediction-error filter Gm(z) is first derived by 
taking the z-transform of (2.2) as: 
Fm(z) ~ -i 
Gm(z) = X(z) = 1-~ Z 9m,i (2.32) 
where Fm(z) and X(z) are the z-transform offorward residual errors and the input 
signal, respectively. Next, using (2.24) in right-hand side of (2.32), the respective 
order-update transfer function of forward prediction-error filters is given by 
(2.33) 
On the other hand, obtaining the transform function of backward prediction-error 
filters in (2.3) for time n denoted as Hm(z) and incorporating (2.17), one can show 
that 
(2.34) 
where the right-hand side of (2.34) is equivalent to the summation term in (2.33). 
Accordingly, (2.33) can be presented as 
(2.35) 
Substituting (2.34) in (2.35), a dual relationship of (2.35), i.e. , the order-update 
transfer function of backward prediction-error filters is obtained as 
(2.36) 
Multiplying both sides of (2.35) and (2.36) by X(z), the order-update z-transforms 
of forward and backward residual errors in (2.2) and (2.3) are, respectively, ob-
tained. The inverse z-transform of the results then leads to the following pair of 
relationships: 
(2.37) 
(2.38) 
where K~ = K/,; = Km are the forward and backward reflection coefficients, 
respectively, with IKml ::; 1. These coefficients, in fact, represent estimates of 
the cross-correlation between forward and backward prediction errors (residual 
errors) of each lattice stage [7, p. 276). 
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These equations, equivalently, represent the order-update relationships of the 
lattice structure shown in Figure 2.3 wherein reflection coefficients are, in general, 
considered time-varying. The lattice structure has quite frequently been used in 
different applications with various implementations. As such, FIR and IIR lattice 
filters as well as joint-process estimators are well-known. 
r----------------
f K (n) 
m 
-----------------------~ 
f (n) 
m 
b (n) 
m 
Figure 2.3: The lattice structure. 
2.2.1 FIR Lattice Filters 
The FIR lattice filter is formed by cascading multiple modules of the lattice 
structure as shown in Figure 2.4 where Kfn(n) and K~(n) are respectively the 
forward and backward reflection coefficients of the mth stage. As shown in the 
previous sections, the mth-stage forward and backward residual errors of FIR 
lattice filters are statistically equivalent to the prediction errors (residual errors) of 
forward and backward prediction-error filters, respectively. Also, fo ( n) = b0 ( n) = 
x(n). 
Furthermore, the backward residual errors of all stages of an Mth-order FIR 
lattice filter are orthogonal to each other (50, 277]. This can be shown by 
m =f. i 
m=z 
(2.39) 
As a result, for a correlated input signal these filters may be used to produce 
uncorrelated signals. This feature essentially reduces the computations when 
backward residual errors are used in an estimation procedure (See 2.2.3). In 
this work, we specifically pay attention to the FIR lattice filter, however, other 
important types of the lattice structure are also briefly introduced. Similar to 
(2.31) shown for prediction-error filters, one can also write 
(2.40) 
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2.2.2 IIR Lattice Filters 
The IIR lattice filter is similarly obtained by cascading the lattice stages. The 
only difference, however, is the existence of a feedback in this filter which changes 
the directions of input/output signals of each stage as shown in Figure 2.5. 
An immediate reward of this feedback lies in the substantial decrease of com-
putations and thus, low cost. Instead, the major difficulty with IIR filters arises 
with ensuring the stability of the filter. In fact, finding the global minimum of the 
performance surface of an IIR filter is not easily guaranteed [112]. The stability 
of IIR lattice filters, however, can easier be controlled than that of IIR transversal 
filters. This is because as long as the absolute value of reflection coefficients of 
an IIR lattice filter is less than one, the poles of the relevant transfer function lie 
inside the unit circle in z-plane and the filter is stable [1, 87], [55, p. 138]. 
2.2.3 Joint-Process Lattice Filters 
In prediction problems, we mentioned that the input signal x( n) is taken as the 
desired signal d(n). In other applications, however, the desired signal d(n) may 
be different from the input signal x(n). To apply lattice filters for such cases, 
lattice joint-process estimators may be used. A direct form4 of this structure is 
obtained by adding a set of tap coefficients shown by cm(n) to an FIR or IIR 
lattice filter (see Figure 2.6) [53, 102], [117, p. 312]. 
Transversal filters can also be implemented as joint-process estimators. How-
ever, the lattice-type ones are more appealing due to offering more desirable 
properties. For example, in adaptive filtering applications, the convergence speed 
of adaptive lattice joint-process estimators is faster than that of the transversal 
ones [55, p. 111]. The main reason is that the inputs (i.e. , backward residual 
errors) to the linear combiner are orthogonal to each other and all the elements of 
the autocorrelation matrix of backward residuals except those on the main diag-
onal are zero. Thus, the tab coefficients in the linear combiner can be computed 
faster with less computations. 
2.2.4 Optimal Reflection Coefficients 
To derive the optimal reflection coefficients of a lattice filter5 , the cost function 
may be defined using forward or backward residual errors (or each of them). We 
4 In the recursive form, the first weighted backward residual error is subtracted from the 
desired signal and the difference is similarly compared to the backward error of the next stage 
and so on [55, p. 113], [48]. 
5From now on, we only consider FIR lattice filters, unless specified. 
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Figure 2.4: An FIR lattice filter of order M. 
Figure 2.5: An IIR lattice filter of order M. 
consider the latter general case [15] as 
(2.41) 
where fm(n) and bm(n) are defined by (2.37) and (2.38), respectively, and the 
scaling factor ! is only used for the simplicity of the final presentation. 
Minimising the cost function is performed by equating the gradient of (2.41) 
with respect to the reflection coefficients to zero and substituting (2.37) and (2.38) 
in the resulting terms. Then, the general form of the mth-stage optimal reflection 
coefficients of the lattice filter is obtained as 
Kopt _ E[f%~1 (n)b~~l (n- 1)] 
m - E[lf%~1(n)l 2 + lb~~l(n -1)1 2] (2.42) 
2.2.5 Properties of Lattice Filters 
Lattice filters are known to have a number of advantages over transversal filters. 
Although it has been customary to use transversal filters in many applications, 
one may prefer lattice filters with several plausible properties over the transversal 
filter at the expense of a small increase in computations. Most important prop-
erties of lattice filters are summarized as follows: 
• The optimal reflection coefficients are independent of the filter order. This 
significant property means that for a lattice filter of order M the computation of 
reflection coefficient of the mth stage (1 :=:; m :=:; M) is independent from the filter 
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d (n) 
e(n) 
Figure 2.6: An FIR lattice joint-process estimators of order M. 
order M. Therefore, if the filter order changes, only the reflection coefficients of 
the new stage need to be calculated. This property is attractive in those applica-
tions where the filter order is not known beforehand. In contrast, the transversal 
coefficients are order-dependent, and thus, for any change in the filter order all 
the coefficients should be recomputed. 
• Optimal reflection coefficients are simply obtained by respectively computing 
(2.42), (2.37), and (2.38) at each stage. For transversal filters, however, a set of 
equations should undesirably be solved. 
• To compute the reflection coefficients, inevitably the norm of all residual errors 
at previous stages need to be computed (in the denominator of (2.42)). These 
results provide a mechanism to monitor the performance of the filter and choose 
a desired order. 
• For optimal reflection coefficients, backward residual errors are orthogonal to 
each other. In fact, they provide a Gram-Schmidt type of orthogonalization of 
the input signal [86]. This property can be used in the lattice joint-process esti-
mators to reduce the number of computations. 
• Since reflection coefficients are bounded between 1 and -1 (see (2.30)), an 
overload point can conveniently be used to quantize the coefficients for digital 
transmission purposes. On the contrary, there is no such a limiting bound de-
fined for transversal coefficients which may lead to an overflow in the quantization 
procedure. 
• FIR lattice filters are minimum phase when reflection coefficients are equal 
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or less than one in magnitude. As a result, all zeros of the relevant transfer func-
tion lie inside the unit circle. This guarantees the stability of the synthesis IIR 
lattice filters whose poles are equivalent to the zeros of FIR lattice filters. For 
IIR transversal filters there is no such a convenient way to control the stability 
of the filter. 
• The effect of quantization error on the place of zeros in the unit-circle, is 
much less than that of transversal filters. As a result, the transfer function of the 
lattice filter is less sensitive to the perturbations of reflection coefficients. This 
is useful when reflection coefficients are used to estimate the spectrum of a signal. 
• The modular structure of lattice filters (similar stages can be cascaded) makes 
it attractive for very-large scale implementations. In this way, a number of oper-
ations can be performed in parallel and similar computations can be carried out 
in the same time. 
Note that when the input signal is correlated, reflection coefficients remove the 
correlated components within the lattice stages. For uncorrelated input signals, 
this property is lost and the optimal reflection coefficients equal zero. In this 
case, the performance of the lattice filter is degraded to a level similar to that of 
the transversal filter, however, with more computations. 
2.3 Fundamentals of Adaptive Filtering 
A growing field of research has considered adaptive filters as a drastic tool in 
solving different problems. Although, these filters are not, in general, linear due 
to their adaptive behaviour, one may consider a linear response for them in steady 
state. This class of filters are specially appropriate for real-time applications 
wherein a complete knowledge about the input statistics is unavailable. 
2.3.1 Real-Time Signal Processing 
In real-time signal processing, a system should respond to each sample of the 
input signal before the entrance of the next coming sample [24]. This means that 
the sampling frequency determines the computation time which is accordingly 
application-dependent. When the available sampling interval is known, two other 
important issues are taken into consideration: the speed of computing system and 
the complexity of the applied (signal processing) algorithm. 
Although, the speed of computing facilities (the central processing unit) is 
constantly improving, there always exists a limited computing speed for a given 
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system. As a result, the other issue, that is, the complexity of algorithms plays 
a major role in real-time signal processing. When an algorithm is simple, the 
computing system can successfully respond to the input samples in time and 
the algorithm can easily be applied to real-time applications. Adaptive filters 
are largely designed for real-time applications and therefore, simple and faster 
adaptive algorithms are of special interest. 
2.3.2 Principles of Adaptive Filtering 
The optimal solution of normal equations (Wiener filters in Section 2.1) is expen-
sive and a priori knowledge about the input statistic is required. The Levinson-
Durbin algorithm reduces the number of computations, but still based on a set 
of given input statistics. When sufficient information about the input statistics 
is unavailable, the required statistical information can be obtained from the in-
put signal using least squares estimation. In this case, the ensemble averages of 
input signal (used to obtain Wiener solutions) are replaced by time averages of 
the input signal over a defined interval [141]. The estimated statistical parameter 
can then be used in normal equations to obtain the optimal coefficients. This is 
performed by assuming stationarity of the input signal over each interval. When 
the input signal is nonstationary, this procedure needs to be repeated frequently 
in order to track the input statistical changes. This technique is computationally 
cumbersome. 
Instead, a computationally efficient approach is adaptive filtering. For an input 
signal with unknown statistics an adaptive filter learns the initial input statistics 
and continually seeks the optimum answer by tracking the statistical changes. 
For such circumstances, this would give superior performance with respect to a 
filter with fixed coefficients [133]. In general, an adaptive filter may be used in 
the two following situations: 
a. the statistics of the external environment is not known a priori 
b. the statistics of the external environment is time-varying. 
As shown in Figure 2.7, an adaptive filter generally consists of two major 
parts: a filter with a finite order and an adaptive algorithm. The filter can be 
implemented using different structures such as transversal and lattice structures 
(FIR, IIR, or joint-process estimators). Then an adaptive algorithm is used to 
adjust the filter coefficients in time. This is performed by monitoring the exter-
nal changes and controlling the transfer function of the filter by adjusting the 
respective coefficients. This procedure is practically carried out by subtracting 
the output signal y(n) from the desired signal d(n) (defined based on the ap-
plication) and using the error signal (residual errors) e(n) to update the filter 
coefficients. 
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Depending on the application of interest, the performance of an adaptive 
filter may be investigated through the convergence properties of the adaptive 
coefficients (or residual errors), the robustness with respect to the outside per-
turbations, numerical errors (sensitivity to the number of bits used in digital 
implementations), and the number of computations. 
x(n) 
Fi)ter 
y(n) 
(Input) (Output) 
d(n) 
(Desired) 
Figure 2.7: Basics of adaptive filtering. 
2.3.3 Complex Adaptive Filters 
In many applications such as communications, radar, and sonar, the information 
signal is received as a modulated signal with a large carrier frequency. These 
signals are usually referred to as narrow-band signals since the bandwidth of the 
information signal is much smaller than the carrier frequency. To extract the 
original base-band information then, the narrow-band signal is demodulated in 
order to remove out the carrier frequency. The resulting base-band signal is then 
a complex signal [50]. 
Adaptive filters are usually applied to based-band signals and accordingly may 
be defined in complex form. This only makes the results more general while the 
corresponding real form of the algorithms can be obtained from the complex one 
by simply removing the complex conjugate signs and also replacing the Hermitian 
transposition by ordinary transposition. In this work, we also present the results 
in complex form except for impulsive stable processes in Chapter 5. 
2.3.4 Application of Adaptive Filters 
Adaptive filters have widely been used in various applications such as communi-
cation systems, geophysical signal processing, biomedical signal processing, radar, 
and sonar processing. Specifically, in signal processing problems, they have been 
addressed in system identification, predictive deconvolution, adaptive equaliza-
tion, blind equalization, linear predictive coding, adaptive differential pulse-code 
modulation, adaptive spectrum estimation, signal detection, adaptive noise can-
celing, echo cancellation, adaptive beam forming, adaptive control model, adap-
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tive self-tuner, and adaptive line enhancers [22, 50, 55, 88, 133]. Despite the 
diversity of these applications, however, they may be considered in two distinct 
groups. 
In the first group, adaptive filters are usually used as a predictor for which 
the desired response is the input signal itself. Then the predicted signal, residual 
errors, or filter coefficients may directly be used for prediction or estimation 
purposes. In the other group, adaptive filters are used as adaptive joint-process 
estimators (see Section 2.2.3) wherein the desired response is an external signal. 
Thus, these groups may be differentiated based on the way the desired signal 
is defined. Also, depending on the application, the filter coefficients, output 
signal, or residual errors may directly be exploited. In the following section, 
some classical applications of adaptive filters in communication systems are briefly 
explained. 
System Identification: 
The problem of system identification is to model the transfer function of an un-
known system (sometimes called the plant) which may also be time-varying with 
multiple inputs or outputs. In Figure 2.8 the problem of system identification is 
shown for a single-input, single-output system. 
To do the procedure, the unknown system and the adaptive filter are both 
excited by the same input signal. The output of the unknown system is used as 
the desired signal d( n) for the adaptive filter. Accordingly, the residual errors e( n) 
are used by the algorithm to adjust the adaptive coefficients in order to generate 
the desired signal at the output y(n). The transfer function of the unknown 
system is identified when the residual errors become zero (ideally). In general, the 
estimated transfer function does not necessarily model the exact transfer function 
of the unknown system with the same parameters, but an equivalent transfer 
function with a similar input-output response. However, for wide-band input 
signals, if the structure of the filter has enough degrees of freedom and flexibility 
for modeling different structures, the exact match may result in details. In many 
examples, white noise has been used as the input signal. In this field, adaptive 
FIR and IIR lattice filters have considerably been investigated [6, 135, 137, 98]. 
Adaptive Noise Cancelling: 
An adaptive noise canceller is implemented using an adaptive joint-process esti-
mator to cancel the noise from the input (observed) signal x(n), hence the name. 
In this problem the input of the adaptive filter is noise, say v0 (n), while the in-
put signal considered as the desired signal d( n) consists of the information signal 
s(n) embedded in additive noise VI (n). It is assumed that v0 (n) and vi (n) are 
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Figure 2.8: Use of adaptive filters in system identification. 
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Figure 2.9: Use of adaptive filters in noise canceling. 
correlated, but uncorrelated to s(n). Due to this correlation, the adaptive filter 
attempts to estimate VI ( n) from v0 ( n) [131) which leads to generate the residual 
errors as 
e(n) = s(n) + vi(n)- vi(n) 
where VI ( n) is an estimate of VI ( n). Clearly, for VI ( n) ~ VI ( n), e( n) closely 
estimates the information signal s(n). In other words, the noise is cancelled. 
Adaptive Line Enhancers: 
Adaptive line enhancers (ALE) are a special form of adaptive noise cancelers used 
for detection of narrow-band signals in noise. Specially, for the detection of low 
signal-to-noise sinusoids in wide-band noise and white noise, .ALE's are widely 
investigated for transversal filters [131, 141, 142). To design an ALE, a predictor 
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Figure 2.10: Use of adaptive filters as an adaptive line enhancer. 
is used wherein the observed signal is considered as the desired signal and a 
delayed version of the observed signal is used as the input signal to the adaptive 
filter. This delay is normally equal or greater than the sampling interval. Due to 
the effect of the delay, the wide-band noise at the input and output of the delay 
operator are assumed to be uncorrelated. Subsequently, the adaptive filter can 
only predict the correlated signal (narrow-band signal) from the desired signal 
to minimize the residual errors. In other words, the wide-band noise is cancelled 
at the output y(n). When the input noise is white, the delay can be equal to 
one and accordingly, the ALE is equivalent to an ordinary forward predictor-
error filter (44]. The ALE can also be implemented using lattice joint-process 
estimators which leads to a faster convergence speed (52, 79, 102]. 
Prediction: 
The prediction problem was already discussed in detail in Section 2.1.2. We only 
mention that in an adaptive predictor, the desired signal is in fact the input 
signal. Adaptive predictors have been widely investigated in signal detection, au-
toregressive modeling, linear predictive coding, adaptive differential pulse-code 
modulation, and instantaneous frequency estimation of frequency modulated sig-
nals. Also, k-step ahead prediction is another special application of adaptive 
predictors developed for FIR and IIR adaptive lattice filters with single or mul-
tichannel input-outputs [41, 134, 136, 138]. 
2.4 Block and Recursive Adaptive Algorithms 
In recent years, a lot of effort has been devoted to the design of adaptive algo-
rithms with different properties such as a higher convergence speed, good tracking 
capability and low computations. Adaptive algorithms may be classified into two 
general groups: the block and the recursive algorithms. 
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Block Adaptive Algorithms: 
In this class of algorithms, the input signal is divided into some blocks (usually 
with overlap) and the algorithm is computed for each separate block. In this way, 
using each block of the input signal, a new set of coefficients are computed for 
the adaptive filter. Accordingly, for this procedure a finite number of memories 
are required. The well-known least square (LS) algorithm lies in this class of 
block algorithms in which the sum of squared values of the error signal in a 
block is minimized over the filter coefficients. The filter coefficients are fixed 
over each block of the input signal and are updated for the next block. This 
procedure involves the computation of sampled autocorrelation functions along 
with a matrix inversion. 
An important problem in the block algorithms is the size of the block. To 
increase the accuracy of the estimates, more samples may be used by selecting 
a larger block (and therefore more memory). Instead, the speed of adaptation 
decreases since it needs more time to take the new information into account. 
Moreover, when the input signal is nonstationary, the assumption of stationarity 
within a large block may be violated [55, p. 6]. 
Recursive Adaptive Algorithms: 
Recursive adaptive algorithms constitute an important class of adaptive algo-
rithms in which a set of time-recursive relationships are used to update the filter 
coefficients for every new input sample. One of the most well-known class of 
recursive algorithms is the stochastic gradient (SG) algorithm. The LS algorithm 
can also be formulated in a recursive form, so called the recursive least square 
(RLS) algorithm6. It is customarily known that the gradient algorithms are sim-
ple and more attractive for real-time applications [133], while the RLS algorithms 
are faster but more complicated [48]. Due to using the gradient algorithms in 
this work, more details are given in the next sections about the methodology and 
properties of these algorithms. 
2.4.1 Steepest Descent Gradient Algorithm 
In this section, the steepest descent gradient algorithm is presented. This algo-
rithm is not directly of interest, but is useful to define the class of SG algorithms 
which have been highly appreciated in digital signal processing applications. 
Assume that x( n) is a stationary signal with a known autocorrelation matrix. 
It was mentioned that the performance surface of residual errors of a prediction-
6The SG algorithm can also be performed in block form [50, p. 448]. 
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error filter7 is convex with one specific minimum. The idea of the gradient search 
is to recursively find the MMSE starting from an initial set of coefficients on the 
performance surface (cost function). Since the optimal coefficients are given by 
the minimum of the performance surface (which is equivalent to MMSE), the 
adaptive coefficients iteratively converge towards the optimal values. 
The gradient search procedure is illustrated in Figure 2.11 where a typical 
performance surface has been shown for an adaptive filter with two coefficients. 
This surface is such that the contours of equal MSE's on the coefficients plane 
are, in general, elliptical. To visualize how the adaptive coefficients approach the 
minimum point, assume that the mentioned contours are circular which is equiva-
lent to having a circular bowl-shape performance surface. Now, if an imaginative 
marble is released from a point on the bowl-shape surface (from an initial value), 
it will roll down towards the minimum (bottom of the bowl) in the opposite di-
rection of the maximum rate of change of the performance surface. Assuming 
that this surface does not change in time (for stationary signals), the marble will 
settle down at the bottom of the performance surface, however, with a few times 
rolling backward and forward. When the contours are elliptic, still the marble 
rolls down, but not in a direct trajectory towards the minimum point, since the 
direction of negative gradient in not necessarily towards the minium. Equiva-
lently, moving down the performance surface from a point corresponding to a set 
of initial coefficients in the direction of the steepest descent terminates on the 
Wiener-Hop£ solution at the bottom of the surface. 
For nonstationary signals, the performance surface is also time-varying. How-
ever, as long as these variations are sufficiently slow, the gradient may closely 
converge to the minimum point and continously track the changes. 
The gradient of the performance surface over a m x 1 coefficients vector is 
then defined as 
\7 _ ~ OEfn(n) _ ~ 8E[Ifm(n)l2] 
g- 2 8gm(n) - 2 8gm(n) (2.43) 
Now, consider that the algorithm starts from a point on the performance surface 
for a given initial coefficients vector gm(O). By definition, the gradient in (2.43) is 
a vector in the direction of maximum increase of the error. Accordingly, adaptive 
coefficients are iteratively adjusted in the opposite direction of the gradient as 
1 
gm(n + 1) = gm(n)- 2/LY' g (2.44) 
where fL is a constant value so called the step-size parameter (or the convergence 
factor) which determines the size of changes at each step of adaptation. The 
7To be consistent with previous sections, without loss of generality, the derivations are 
presented for adaptive forward prediction-error filters. 
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Figure 2.11: Gradient search method. 
scaling factor ~ is only used to simplify the final result. Observe that due to the 
time-recursive form of the gradient algorithm, the coefficients are considered to 
be time-varying. 
To compute 'V g, the MSE in (2.4) is written here in a vector form as 
(2.45) 
Using (2.45) in (2.43) and substituting the result in (2.44) leads to the steepest 
descent gradient algorithm defined as 
(2.46) 
It is seen that in (2.46), a sufficient knowledge regarding the input statistics is 
required· to update the filter coefficients which is not desirable in practice. 
2.4.2 Least-Mean Square Algorithm 
In the steepest descent gradient algorithm, the gradient term in (2.43) is com-
puted using the cost function E[lfm(n)j 2]. Instead, the cost function may be 
defined using the squared values of each sample of residual errors after dropping 
the expectation operator as 
(2.47) 
This leads to introducing the well-known class of SG algorithms. One of the most 
popular SG algorithms addressed in the literature is the least-mean square (LMS) 
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algorithm. To derive the LMS algorithm, using (2.2) and taking the derivative of 
(2.47) with respect to the coefficients the gradient term is obtained as 
0 _ ~ Bfm(n)f:'n(n) _ -f ( ) * 
v g - 2 8gm ( n) - m n X (2.48) 
where V g denotes the instantaneous gradient and x is the observed signal vector 
8 given by 
x b. [x(n- 1), x(n- 2), · · · , x(n- m)Y (2.49) 
This gradient term is, in fact, obtained based on the instantaneous estimates 
of the autocorrelation matrix and cross-correlation vector appeared in (2.46). 
Substituting (2.48) in (2.44), the LMS algorithm for an mth-order transversal 
filter is obtained as 
(2.50) 
where gm denotes the instantaneous estimates of filter coefficients and It is a 
constant step-size parameter (0 < It < 2/(mr(O)) [50, p. 403]). Simplicity of 
implementation and low cost are two major reasons of popularity of the LMS 
algorithm. 
2.4.3 Stochastic Gradient Lattice Algorithm 
Another important member of the SG algorithms is the stochastic gradient lattice 
(SGL) algorithm. To define the SGL algorithm, we may use the cost function 
defined in (2.41) 9 . Taking the derivative of (2.41) with respect to the mth reflec-
tion coefficient when the expectation operator is dropped, the SGL algorithm is 
presented for the mth reflection coefficients of an Mth-order lattice filter as 
Km(n + 1) [1- /J(Ibm-l(n -1)1 2 + lfm-l(n)I 2)]Km(n) 
+ 2/Jfm-l(n)b':n_1 (n -1) (2.51) 
where f) is a constant step-size parameter (0 <f)< 2/E[Ibm_1 (n) 12] [55, p. 267] 10 ) 
which controls the speed of adaptation. This equation equivalently presents the 
8To be consistent with the previous notations, the observed signal vector in this disserta-
tion is presented for the forward predictor shown in Figure 2.2. In transversal filters, the set 
{ x(n), x(n- 1), · · · , x(n- m + 1)} may be considered [50, p. 340]. 
9The cost function can similarly be defined using either backward or forward residuals. 
10The step-size parameter for the convergence of residual errors is obtained as 0 < (3 < 
2/(3E[Ibm-l(n)l2]). This value is more stricter due to the contribution of adaptive coefficients 
variance in increasing residual errors power. Also, it has been empirically shown that when 
the effect of previous lattice stages are taken into account the step-size parameter is given by 
0 < (3 < 2/(3Mr(O)) [55, p. 268]. 
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instantaneous estimates of optimal reflection coefficients defined in (2.42) 11 such 
that for stationary input signals E[Km(n)] ::::= K~t [54]. 
This algorithm has enormously been investigated in the literature due to its 
simplicity, and in the mean time, superior convergence speed and tracking ca-
pability with respect to the LMS algorithm. It is also possible to use different 
step-size parameters for lattice stages. This improves the convergence speed of 
the lattice filter in comparison to that of the LMS algorithm [133, p. 179]. Due 
to the special properties of the SGL algorithm, we have used this algorithm in 
most of this work. 
2.4.4 Other Stochastic Gradient-Based Algorithms 
Reviewing the literature, it is seen that a great attempt has been devoted to 
defining different stochastic gradient-based algorithms using various non-mean-
square cost functions [111]. A cost function can generally be defined as a function 
of residual errors, input signal, and filter coefficients. Then if the cost function is 
differentiable, we may generally present the stochastic gradient algorithm as 
(2.52) 
where the gradient term may be a function of different combinations of e(n), g, 
and x. Adaptive filters equipped with this class of gradient algorithms have shown 
to perform better results especially in non-Gaussian environments (sometimes 
with a simpler structure) [133]. Some of these algorithms well investigated in the 
literature are the sign algorithm, sign-lattice algorithm, leaky LMS, momentum 
algorithm, and least-mean P-norm algorithm [58, 140, 105, 111, 110, 129], [133, 
p. 376]. Some important algorithms addressed in this work are explained in the 
following. 
Sign Algorithm: 
In this algorithm a rougher approximation is essentially used for the gradient 
term in which only the direction of the error estimates is preserved. Specifically, 
defining the absolute value of the instantaneous error le( n) I as the cost function, 
the sign algorithm (SA) is obtained as [40, 129] 
gm(n + 1) = gm(n) + ttsign{ e(n)}x (2.53) 
where tt is a constant step-size parameter and sign{ e( n)} denotes the signum 
function which is 1 and -1 for positive and negative values of e(n), respectively, 
11 For simplicity of notations and due to the frequent use of reflection coefficients in this text, 
we removed the hat sign from the adaptive reflection coefficients (on the contrary to the LMS 
algorithm). 
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and zero for e( n) = 0. This algorithm is of interest due to two valuable practical 
advantages [21, 128]. First, a simpler multiplier can be used. Second, for A/D 
conversion, only a hard limiter and a sampler are required. For other gradient 
algorithms (such as LMS), the error should usually be presented as a multi bit 
word [129]. The SA algorithm due to offering a simpler structure with respect 
to the LMS algorithm has been widely investigated. As such, the convergence 
and tracking properties of the SA algorithm with fixed and normalized step-size 
parameters have been discussed for stationary and nonstationary environments 
in [18, 20, 29, 30, 31, 89, 90, 111]. 
Sign-Lattice Algorithm: 
To take advantage of the lattice structure, the SA algorithm can also be extended 
to the lattice filter. In this case, the cost function is defined as lfm(n)l + lbm(n)l. 
The resulting algorithm referred to as the sign-lattice (SL) algorithm12 is then 
given for the mth reflection coefficient by 
Km(n + 1) =Km(n)+,B[sign{fm(n)}bm-1 (n- 1)+sign{bm(n)} fm-l(n)] 
(2.54) 
where ,8 is the step-size parameter and sign is the signum function. Analogous to 
the SGL algorithm, the gradient term can also be defined using lfm(n)l or lbm(n)l. 
The convergence properties of SL algorithm using different cost functions have 
been presented in [58, 57] whereas its performance on spectral estimation and 
tracking FM signals is addressed in [140]. 
Least Mean P-norm Algorithm: 
In this algorithm the fractional lower-order moments are used to define the cost 
function for infinite variance processes. We have used this algorithm for impulsive 
processes with a-stable distributions in Chapter 5. As a result, the definition and 
properties of this algorithm will accordingly be discussed there. 
2.4.5 Normalized Stochastic Gradient Algorithms 
One difficulty with the stochastic gradient algorithms arises when the size of 
the input signal considerably varies. This problem may sometimes unstablize 
the algorithm. In this section, two important normalized SG algorithms are 
introduced. 
12This algorithm has also been shown by the SA-LAT abbreviation [140]. 
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Normalized LMS Algorithm: 
To more carefully see the effect of input signal on the algorithm, assume that 
the size of the input signal in (2.50) has increased by a factor f.. One can easily 
show that for such an increase in the input size, the algorithm is affected by a 
factor proportional to 111!2• This can strongly change the convergence speed of the 
algorithm and make difficulties in the stability of the algorithm specially during 
the convergence. 
A simple solution to the above problem is to normalize the step-size parameter. 
In this way, the size of the step-size parameter can be controlled proportional to 
the input power. Extensive attempts have been devoted to the definition of the 
normalized algorithms as to how the input power can be used to normalize the 
step-size parameter [61, 74], [55, p. 55]. The normalized LMS algorithm is defined 
in complex form as [50, p. 437]: 
(2.55) 
where ( is a small positive constant, jJ, is an initial constant step-size parameter, 
and II · II denotes the Euclidean norm. The parameter ( is used to prevent any 
numerical difficulty for small values of the norm term. This algorithm is stable 
for 0 < jJ, < 2 [56]. 
More interestingly, in addition to maintaining a better stability by the nor-
malized LMS algorithm, it also exhibits a faster convergence speed than that of 
the LMS algorithm [27]. 
Normalized SGL Algorithm: 
The normalized version of the SGL algorithm is developed by normalising the 
step-size parameter of the SGL algorithm. As a result, the normalized stochastic 
gradient lattice algorithm is obtained as ([86] for real signals) 
Km(n + 1) [1- ,B(n)(lbm-l(n -1)12 + lfm-l(n)I2)]Km(n) 
+ 2,B(n)fm-I(n)b:n_1(n -1) 
where ,B(n) is a time-varying step-size parameter given by 
~ 
,B(n) = ( + D(n) 
(2.56) 
(2.57) 
and (is a small positive constant parameter, ~is an initial constant step-size pa-
rameter, and D(n) is proportional to the power of forward and backward residual 
errors at all previous stages defined as 
(2.58) 
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with 0 < ,\ :::; 1. A very similar algorithm referred to as the gradient adaptive 
lattice algorithm has also been presented in [46, 45] wherein the normalization is 
separately performed for each lattice stage using the respective residual errors of 
that stage. This leads to a better numerical behaviour [107]. 
2.5 Adaptation Properties of SGL Algorithm 
The performance of an adaptive filter may be evaluated through the convergence 
speed and tracking capability of the adaptive coefficients. In this regard, different 
adaptive algorithms have been reported in the literature with varying degrees of 
success. In general, some of these algorithms show a fast convergence speed at 
the price of more computations while some others are simple, but with a lower 
speed. In this section, the adaptation behaviour of the LMS and SGL algorithms 
is discussed for stationary and nonstationary signals. The major intention is to 
introduce the difference between the concept of convergence and tracking of these 
algorithms in the mentioned environments. Although, most of the general facts 
explained here are directly about LMS and SGL algorithms, most of definitions 
may also be used for other stochastic gradient-based algorithms. 
2.5.1 Adaptation in Stationary Environments 
In a stationary environment, the statistics of the input signal are unknown but 
fixed. Then, the adaptive algorithm learns those statistics and ideally converges to 
the optimal Wiener filters in steady state. Here, some important points regarding 
the convergence speed of an adaptive filter are explained. 
Performance Analysis Criteria: 
The convergence properties of an adaptive filter may analytically or empirically be 
measured either through the adaptive coefficients or the residual errors. Although 
both measurements are related to each other, one may choose one of these mea-
surements depending on the application. For example, in channel equalization 
and echo canceling, minimization of residual errors is the main objective, and ac-
cordingly, the convergence of residual errors to MMSE is a direct and informative 
measurement. On the other hand, in power spectrum estimation problems, it is 
more important to characterize the filter transfer function by rapidly estimating 
the respective coefficients. In this case, an important measure is the convergence 
speed and asymptotic variance of the filter coefficients [55, p. 246]. Since adap-
tive coefficients fluctuate around certain values, the adaptation behaviour of the 
algorithm is investigated by considering the mean value of adaptive coefficients 
for different realizations of the input signal. 
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Figure 2.12: Convergence of adaptive filters: (a) convergence of the adaptive 
coefficient; (b) convergence of residual errors (learning curve). 
To show the convergence of residual errors, a useful curve is the so called 
learning curve which shows how the power of residual errors decays towards the 
MMSE [133] (see Figure 2.12-b). In practice, however, due to the effect of the 
input noise on the adaptive coefficients, there will be some difference between 
the asymptotic residual errors and the MMSE. To show this difference, a useful 
measure is the misadjustment (M) defined as [133, p. 88] 
M t:. excess MSE 
Eopt 
where excess MSE = MSE - Eopt and Eopt is the MMSE of residual errors. 
(2.59) 
As mentioned above, the convergence of adaptive coefficients may be shown 
by comparing the adaptive and optimal coefficients. In Figure 2.12-a, the typical 
behaviour of one adaptive coefficient in converging to its optimal value is shown 
for stationary input signals (the optimal value is constant). The step-size param-
eter can be set such that a desired convergence speed is obtained for the adaptive 
coefficients or residual errors. 
Effect of Eigenvalue Spread on the Convergence: 
The LMS algorithm with a fixed step-size parameter is sensitive to the eigenvalue 
spread of the input autocorrelation matrix such that for a large eigenvalue spread 
it shows a slower convergence speed. The reason is that for such signals the 
performance surface is more elliptic and highly eccentric. 
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As a result, the gradient vector is not in the direction of the minimum point 
and more numbers of iterations are required to approach the bottom of the per-
formance surface. This leads to a slower convergence. To have a stable algorithm 
then, the step-size parameter should be selected for the worst case where the al-
gorithm starts from the minor axis of the performance surface which is essentially 
determined by the largest eigenvalue of the input autocorrelation matrix [133, p. 
38], [55, p. 47]. In this way, no overshoot happens during the convergence if the 
algorithm starts from any other initial points on the performance surface. 
The effect of eigenvalue spread can also be related to the power spectral den-
sity of the input signal. It has been shown that the maximum and minimum 
eigenvalues of the autocorrelation matrix are, respectively, proportional to the 
maximum and minimum of the power spectrum of the input signal [43]. Accord-
ingly, one can conclude that for a spectrum with a large maximum to minimum 
ratio, the convergence speed is slow. Considering that narrow-band signals are 
more correlated, one may also deduce that the more the input signal is corre-
lated, the slower the convergence speed results. In contrast, when the ratio of 
the maximum to minimum of the spectrum is small (as it is for less correlated 
signals), a faster convergence is expected. 
It has been shown that the convergence speed of the lattice filter is not suscep-
tible to ill-conditioned input signals with large eigenvalue spread [28, 52]. This 
important result implies that the SGL algorithm is more appropriate than the 
LMS algorithm for nonstationary environments wherein ill-conditioned input sig-
nals may frequently be observed. It has also been shown that the SGL algorithm 
exhibits a faster convergence for less correlated signals (for which the reflection 
coefficients are smaller) than that for deterministic ones. Instead, the adaptive 
filter can approach the MMSE more accurately (a smaller misadjustment) for the 
latter signals than that for uncorrelated signals [113]. 
Gradient Noise: 
In Section 2.4.1, we realized that in the steepest descent gradient algorithm the 
true gradient is computed using the statistics of the input signal (see (2.46)). In 
the LMS and SGL algorithms, on the other hand, only the instantaneous esti-
mates of residual errors are used to update the adaptive coefficients. As a result, 
the noisy character of the input signal tends to generate a noisy gradient. Hence, 
one may consider the gradient as a sum of the true gradient and a zero-mean 
gradient noise [133]. The gradient noise normally appears as some fluctuations in 
the adaptive coefficients which contribute to increase the residual errors in a MSE 
sense. These fluctuations correspond to the random move of adaptive coefficients 
around the optimal coefficients in the performance surface. Obviously, accurate 
estimates of the optimal coefficients are obtained by choosing a small step-size 
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parameter for which the adaptive coefficients can more closely approach the min-
imum point of the performance surface. In effect, however, the convergence time 
will be longer. In contrast, a larger step-size parameter increases the convergence 
speed, but the asymptotic variance of adaptive coefficients also increases. 
A remedy to this problem is to use a large step-size parameter at the begin-
ning of adaptation to generate a faster convergence and choose a small step-size 
parameter around the optimal coefficients to reduce the asymptotic variance. 
This can easily be performed by using the normalized SG algorithms explained 
in Section 2.4.5. 
2.5.2 Adaptation In Nonstationary Environments 
For nonstationary signals, in addition to appearing the gradient noise in the coef-
ficients, the input nonstationarity tends to generate a time-varying performance 
surface. Having a time-varying minimum point in the performance surface pro-
portionally imposes a new task to the adaptive algorithm to track the randomly 
time-varying optimal values [132]. Then, the adaptive filter must pass from the 
convergence time and permanently continue the coefficient adjustments in order 
to track the external statistical changes. The error generated in the adaptive 
coefficients may then be presented as a sum of two different error vectors: 
e(n) = el (n) + e2(n) 
where the first error vector el (n) contains the gradient noise defined as 
e1 (n) = gm(n) - E[gm(n)] 
(2.60) 
(2.61) 
and the second part e2(n) expresses the existing lag between the adaptive and 
optimal coefficient vectors given by 
(2.62) 
where the optimal coefficients vector g:t(n) is time-varying. 
The gradient noise is essentially originated from the input noise similar to that 
explained in Section 2.5.1 for stationary environments. The lag error, however, 
is due to the response of the adaptive algorithm to the external time-varying 
statistics. Therefore, the adaptation procedure is generally influenced by the 
propagation of the gradient noise in the adaptive coefficients, and the time-varying 
behaviour of the optimal coefficients. 
Selection of Step-Size Parameters for N onstationary Signals: 
Selection of the step-size parameter of the LMS algorithm is theoretically deter-
mined for stationary input signals by the largest eigenvalue of the input auto-
correlation [133]. Now, this question may arise as to whether there are other 
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constraints to select a step-size parameter for nonstationary signals or not? We 
mentioned that for such signals the algorithm has another task to track the time-
varying input statistics continuously. Therefore, the step-size parameter should 
be chosen sufficiently large to track the input statistics. Otherwise, for a small 
step-size parameter the mentioned lag defined in (2.62) increases such that the 
filter may not be able to track the input statistics. In effect, when the step-size 
parameter is large the variance of the gradient noise given by (2.61) increases. 
Thus, the best result is obtained by a compromise between a fast adaptation to 
track the external changes and a slow adaptation to reduce the gradient noise. 
Correspondingly, the misadjustment due to the gradient noise is directly propor-
tional to the step-size parameter, while the misadjustment due to the lag error 
is inversely proportional to the step-size parameter [132]. Although, an optimum 
step-size parameter for the best performance may theoretically be attainable in 
some applications, in most cases it is adjusted by trial and error, in particular, 
when no information about the input signal is available [55, 132]. The tracking 
behaviour of LMS and RLS algorithms have considerably been investigated in 
system identification [37, 32, 29, 31, 139], and in the more complicated case of 
tracking linear FM signals in white noise [8, 9, 10, 84, 85, 81]. 
It should be mentioned that applying the normalized algorithm to nonsta-
tionary signals does not necessarily improve the performance of the algorithm 
analogous to that of the stationary signals. The reason is that for the normalized 
algorithms the filter has initially a large step-size parameter which is reduced to 
a very small value in time. Proportionally, the tracking capability of the algo-
rithm practically decays such that it may not track the external variations and 
diverge [82]. 
Advances in Tracking Linear FM Signals: 
The performance of the ALE in the detection of narrow-band signals and sinu-
soidal signals embedded in wide-band noise and white noise has been addressed 
in [34, 132, 142, 141] for transversal filters and in [52, 79, 102] for lattice fil-
ters. The tracking properties of transversal filters for monocomponent linear FM 
signals in white noise has also been discussed in [9, 124]. In this regard, more 
analytical results have recently been reported for the tracking behaviour of the 
LMS, RLS, fast RLS and accelerated fast RLS algorithms in [8, 10, 42, 84, 83]. 
Specifically, it has been shown that two different phenomena characterize 
the adaptation model of the LMS algorithm for linear FM signals in white 
noise [10, 83]. First, the transient mode (convergence) from which the filter 
must pass to the second mode, that is, the tracking mode and do the adjust-
ments permanently. Hence, the convergence and tracking ability of the LMS 
algorithm are two different properties. Accordingly, the observed error in the 
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adaptive coefficients is due to two effects; the gradient noise and the coefficients 
lag. 
Similar to the stationary case the gradient noise is not a function of the 
original signal, but the input noise. The generated lag, on the other hand, is 
independent of the additive noise, but due to the time-varying nature of the 
optimal coefficients. Accordingly, for linear FM signals with a large chirp rate13 , 
a larger lag is expected. To reduce the lag error, we can increase the step-
size parameter, but the variance of the gradient noise increases, instead. Thus, 
there is a trade-off between a good tracking and small gradient noise in the 
coefficients [10]. 
To compare the LMS algorithm with the RLS algorithm, it is well-known that 
the latter algorithm achieves a faster convergence speed than the former algorithm 
for stationary signals. This is not necessarily true for linear FM signals. In fact, 
it has been shown that the superior convergence speed of the RLS and fast RLS 
algorithms for stationary signals does not necessarily lead to a good tracking for 
linear FM signals in white noise. On the contrary, it has been reported that the 
LMS algorithm exhibits a superior tracking performance with respect to the RLS 
and fast RLS algorithms at low signal-to-noise ratios! [8, 31, 84, 85]. 
More recently, the same effort has been devoted to investigating the tracking 
properties of the lattice filter for sinusoidal and linear FM signals (52, 67, 19, 
114]. It has been shown that the lattice filter is less sensitive to the eigenvalue 
spread of input autocorrelation matrix and shows a faster convergence for multiple 
sinusoids of widely separated power levels. The tracking behaviour of the SGL 
algorithm has also been investigated for linear FM signals. It has been shown 
that the optimal and adaptive reflection coefficients are time-varying and the 
SGL algorithm accurately track linear FM signals with slow chirp rates. Also, 
the adaptation behaviour of the SGL algorithm for linear FM signals depends 
on the step-size parameter, chirp rate, filter order and input signal-to-noise ratio 
(SNR) at each lattice stage. 
It should also be mentioned that the SGL algorithm has been defined for finite 
variance signals. As a result, it may simply diverge in the presence of impulsive 
processes with infinite variance. This problem will be discussed in Chapter 5. 
2.6 Summary and Conclusions 
To introduce the adaptive lattice filter, the central core of this research, we first 
presented the basics of linear prediction theory such as forward and backward 
predictors, transversal filters, Wiener filters, and the Levinson-Durbin algorithm. 
13The chirp rate is the rate of variations of the instantaneous frequency of linear FM signals 
in time. This problem will be more explained in Chapter 4. 
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Using the results then, the lattice filter was theoretically derived and its proper-
ties were addressed. Then the concept of adaptive gradient-based algorithms was 
explained. Having defined the steepest descent gradient algorithm, the stochastic 
gradient algorithm was specifically introduced. In this class of adaptive algo-
rithms, the least-mean square and stochastic gradient lattice algorithms were 
considered. It was mentioned that the latter algorithm is more appealing due to 
incorporating the advantages of the lattice structure. For example, it is less sen-
sitive to the eigenvalue spread of the input autocorrelation matrix with respect 
to the LMS algorithm which makes it more attractive for tracking nonstationary 
environments. 
The adaptation behaviour of the LMS and SGL algorithms was discussed 
for stationary and nonstationary signals by discriminating between the concept 
of convergence and tracking of an adaptive algorithm. It was explained that in 
stationary environments the convergence of an adaptive filter is an important cri-
terion for performance analysis while in nonstationary environments the tracking 
capability of the filter also plays an important role. The superiority of the LMS 
algorithm over RLS algorithms in tracking linear FM signals at low SNR's was 
also mentioned. The adaptation behaviour of LMS and SGL algorithms tracking 
linear FM signals were next explained. The tracking behaviour of the SGL algo-
rithm is dependent on the filter order, chirp rate, step-size parameter, and the 
input SNR. 
Based on the results presented in this chapter, one can prefer the SGL algo-
rithm over the LMS algorithm due to a faster convergence speed, less sensitivity to 
the eigenvalue spread (of autocorrelation matrix), bounded coefficients (easy for 
quantization), easy-guaranteed stability, and modularity of the lattice structure. 
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Chapter 3 
Performance of Adaptive Lattice 
Filters for FM Signals 
In this chapter, we present the performance of lattice filters for FM signals with 
polynomial phases of order p in complex white Gaussian noise. We first derive 
optimal lattice filters for the mentioned signals. The respective optimal residual 
errors and recovery errors are also discussed. The tracking model of adaptive 
reflection coefficients is then shown in average. Next, the asymptotic MSE of 
residual errors and the asymptotic variance of adaptive reflection coefficients are 
considered. Analytical results are verified by computer simulations. 
3.1 Introduction 
ADAPTIVE lattice filters with different plausible properties have received growing attention in different applications. An important problem recently 
discussed is the adaptive recovery and tracking properties of the SGL algorithm 
for linear FM signals (or chirped signals) in complex white noise [19]. In some 
problems, however, nonlinear FM signals (also referred to as the polynomial phase 
signals) have been addressed [100]. For instance, in adaptive equalizers in mobile 
communication applications there is a time-varying frequency shift in the received 
signal due to relative motion between the transmitter and the receiver [114] which 
may be modeled by FM signals with different polynomial phases. Also, quadratic 
FM signals have been used in a number of radar and sonar applications [99]. 
In Chapter , the structure and properties of adaptive lattice filters were ex-
tensively explained. Here, we consider a more general and complicated case of 
FM signals with polynomial phases of arbitrary order p and study the response 
of optimal and adaptive lattice filters (the SGL algorithm) for such signals. 
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3.2 Representation of FM Signals 
Monocomponent FM signals with constant amplitudes and polynomial phases of 
order p are defined as 
(3.1) 
where 
m. ( ) 'I/J1 2 '1/Jz 3 '1/Jp-1 p .-~, 
'±' n = won + -n + -n + · · · + --n + 'i'O 
p 2 3 p (3.2) 
n denotes the discrete time, w0 is the center frequency, '¢1 , ... , '1/Jp- 1 are the poly-
nomial phase parameters, c/Yo is a random phase uniformly distributed on ( -1r, 
1r], and Ps determines the power of the signal. These signals are assumed to be 
analytic whose spectra only contain the positive frequencies [12], [11, p. 427], [14, 
p. 46]. The complex form of these signals often simplifies the theoretical analyses. 
Also, in practice, the baseband signals of some applications such as communica-
tion systems, radar, and sonar appear in complex form [49, p. 194]. 
Then the input (observed) signal vector is expressed in vector form as 
x=s+w (3.3) 
where s is an m x 1 FM signal vector and w is an additive zero-mean complex 
white Gaussian noise vector whose correlation is given by 
rww(k- i) = E[w(i)w*(k)] = 6i,kPw 
with Pw denoting the noise power and 6i,k being the Kronecker function. 
In general, the input signal x(n) holds the following properties: 
(3.4) 
• It is a deterministic process as the future values can be predicted from the 
past values [96, p. 166] 
• It shows a nonstationary behaviour as its spectrum is time-varying 
• It is narrowband as its frequency bandwidth is assumed to be small with respect 
to its center frequency 
• Its statistics are varying very slowly in time. 
The last item mentioned above enables us to assume quasi-stationarity for the 
existing input signal in the horizon of the filter. Proportionally, the properties of 
stationary signals can be used for performance analysis purposes. In Figure 3.1, 
the time-varying spectral content of FM signals with different polynomial phase 
orders are shown in time-frequency plane. 
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Figure 3.1: Time-frequency representations ofFM signals for different polynomial 
phase orders. The time-varying spectral content of FM signals is shown for: (a) 
2nd order (Linear), (b) 3rd order (Quadratic), (c) 4th order (Cubic), and 7th 
order FM signals. 
3. 3 Optimal Lattice Filters 
The optimal coefficients of a linear filter can show the best response of the filter for 
a given optimization criterion. When the filter is adaptive, the optimal coefficients 
can specially be used to describe the performance of the adaptive algorithm. 
3.3.1 Optimal Reflection Coefficients (General) 
The structure and recursive relationships of an FIR lattice filter are respectively 
shown in Figure 3.2 and equations (3.5) and (3.6) (repeated from last chapter for 
convenience): 
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Figure 3.2: An FIR lattice filter of order M. 
fm(n) = fm-1 (n) - K:r.(n)bm-1 (n- 1) (3.5) 
(3.6) 
where fm(n) and bm(n) are the forward and backward residual errors of the mth 
stage, and Kfn ( n) and K:n ( n) are the respective forward and backward reflection 
coefficients. Without loss of generality, we assume that Kfn* ( n) = K:n ( n) = 
Km(n). This is, in general, true for stationary input signals and is assumed 
appropriate for (nonstationary) FM signals as well [52, 19]. 
To derive the optimal reflection coefficients, we use the following cost function: 
J = 0.5E[fm(n)f~(n)] (3.7) 
Minimising the cost function with respect to the reflection coefficients Km(n) and 
substituting (3.5) and (3.6) in the resulting terms, the general form of optimal 
reflection coefficients is obtained for the mth stage as [19] 
(3.8) 
The time-varying behaviour of optimal coefficients in (3.8) reflects the nonsta-
tionary nature of the input signals. Accordingly, for stationary signals, these 
coefficients tend to be constant. 
3.3.2 Optimal Reflection Coefficients for FM Signals 
In this section we particularly derive the reflection coefficients of optimal lattice 
filters for FM signals [69, 73]. Recall from Section 2.2 that optimal forward and 
backward residual errors of a lattice filter at the mth stage are statistically equiv-
alent to the respective forward and backward residual errors of m-stage optimal 
forward and backward prediction-error filters with the transversal implementa-
tion [49]. 
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Using (2.2), the optimal residual errors of a forward prediction-error filter can 
be presented in vector form as 
(3.9) 
where g~t(n) is them x 1 time-varying optimal coefficients vector of the corre-
sponding forward prediction-error filter. To derive g~t(n) based on the Wiener-
Hop£ equations, one can rewrite (2.13) for the time-varying case as 
(3.10) 
where 
(3.11) 
is the m x m autocorrelation matrix of the input signal and r fm ( n) indicates the 
forward cross-correlation vector given by 
rfm(n) = E[x(n)x*] (3.12) 
where the observed signal vector x was defined in (2.49). Observe that due to the 
nonstationary behaviour of FM signals both Rm ( n) and r f m ( n) are considered to 
be time-varying. 
To compute Rm ( n) in a closed form expression, we first express the samples 
of s(n- £) between the time (n- 1) and (n- m) as 
s(n- £) = s(n) · ( n 1 .1. n2 1-1 ,k .1. nk - ( -1 )P .1. n ) e-J ~wo-2'1"1~ + .. ·--'-f'-'l"k-1'- +··+-p-'l"p-1~p 
e-j(1/J1£-1/J2£2+1/J3f3+···-( -1)k1/Jk£k+··-( -l)P-11/Jp-1gp-1 )n 
'(•'• n 2.1, n2+ (-1)k(k+1)./, nk+ (-1)P- 2(p-1).,, np-2) 2 
e-J '1"2'--3'1"3'- ···- 2! - 'l"k+1'- ···-- 2!- '/"p-1<- n 
£= 1,··· ,m (3.13) 
Equation (3.13) can then be expressed in matrix form as 
s = s(n)B;_1 (n)d* (3.14) 
where Bp-1 (n) is an m x m diagonal matrix given by 
p-1 
Bp-1(n) =IT At; (3.15) 
i==1 
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and Ai are m x m diagonal matrices whose elements are defined as 
{ . [p-i ( k + i - 1)! ( -1) k gk l } Ai(e, e)= exp -J ~ ilk! '1/Jk+i-1 (3.16) 
and d is an m x 1 vector whose elements are given by 
£= 1, ... ,m (3.17) 
Due to the exponential form of the elements of Ai and d defined above, the 
following properties can also be verified: 
dHd=m (3.18) 
A;Ai =I (3.19) 
A~= AI! t t (3.20) 
(A;t; = (A?i)* (3.21) 
Bp-l (n)B;_1 (n) =I (3.22) 
B;_1 (n) = B:_1 (n) (3.23) 
where I is the identity matrix. Substituting (3.14) in (3.3) and then in (3.11) 
assuming that s(n) is independent of the input noise w(n) and using the above 
properties, one can after necessary manipulations show that 
(3.24) 
where r m is given by 
p rm = _.:....__ 
1+pm 
(3.25) 
and p = Ps/ Pw is the input SNR. To derive (3.24), we also benefited from the 
diagonal form of Ai to change the order of multiplications in (3.15). Moreover, 
the following expression was verified and used, 
(3.26) 
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Next, the forward cross-correlation vector r /m ( n) is obtained by substituting 
(3.14) in (3.3) and the result in (3.12) as 
(3.27) 
The optimal forward coefficient vector is then obtained for FM signals by incor-
porating (3.24) and (3.27) in (3.10) as 
(3.28) 
Following the same procedures, the optimal coefficient vector of the backward 
prediction-error filter is obtained as 
h opt (n) = A* (n) gopt (n) 
m p-1,m+1 m (3.29) 
for which we derived the backward cross-correlation vector as 
(3.30) 
and 
A* ( ) ( *)( *)n( *)n2 ( * )np-1 p-1,m+1 n = ao a1 a2 · · · ap-1 (3.31) 
where a0 is given by (3.17) for f = m + 1 and a1, ... , ap_1 are the elements of 
Ai(f,f) defined in (3.16) fori= 1, ... ,p- 1 and f = m + 1. Then the optimal 
backward prediction error is obtained using (2.3) in vector form and for time n-1 
as 
(3.32) 
and substituting (3.29). 
Having derived the optimal residual errors of forward and backward prediction-
error filters of order m and considering the result for a (m- 1)th-order filter, the 
numerator and denominator of (3.8) are respectively derived as 
E[f:~1 (n)bC:::~*1 (n- 1)) = Ps ( 1 + p(~ _ 1)) Ap-1,m(n) (3.33) 
and 
E[Jbopt (n- 1)J2) = P- ( 1 + pm ) 
m-1 w 1 + p(m- 1) (3.34) 
Using the above results in (3.8), the optimal reflection coefficient of the mth stage 
is obtained as 
(3.35) 
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where r m and Ap-I,m(n) are respectively defined in (3.25) and (3.31). The time-
varying behaviour of optimal coefficients in (3.35) is due to the nonstationary 
behaviour of input FM signals. 
Two following interpretations can also be given for (3.35). First, considering 
the definition of Ap-I,m(n) and that r m is a constant value, (3.35) behaves like 
a fixed amplitude FM signal. Secondly, the term a0 given by (3.36) may be 
considered as a spatial FM signal over the filter stages m. 
{ . [ 1 2 1 3 ( -1 )P l } ao = exp J mwo - 2m 'I/J1 + 3m 'I/J2 + · · · - -p-mP'l/Jp-l (3.36) 
This form is also preserved if all other terms of Ap-I,m(n) are taken into account 
and factorized at each iteration in terms of m, m2 , and etc. This behaviour 
which has been shown here for the general case of FM signals has been also 
addressed for the optimal coefficients of transversal and lattice filters for linear 
FM signals [8, 19). 
3.3.3 Optimal Forward and Backward Residual Errors 
Optimal backward residual errors (or MMSE) of the ( m -1 )th stage of the lattice 
filter was shown in (3.34) for FM signals. It is seen that this equation is not time-
dependent, but stage-dependent. Moreover, using (3.9), the same result can be 
shown for the optimal forward residual errors. In general, for any desirable lag of 
r at the mth stage we can write 
(3.37) 
The same response has also been reported for lattice filters in the presence of 
stationary input signals [117). 
Another useful result can be seen by expressing forward residual errors in 
terms of forward recovery errors and input additive noise as 
(3.38) 
where the recovery error g;c(n) (which is not observable), is given by 
(3.39) 
In practice, s(n) is correlated (not the additive noise) and the adaptive filter can 
only minimize the recovery errors to reduce the residual errors. Using (3.28) and 
(3.14) in (3.39), the minimal recovery error power is obtained as 
(3.40) 
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Redoing the above procedures for backward residual errors, we can similarly show 
that 
(3.41) 
The results obtained in (3.34), (3.37), (3.40), and (3.41) imply that optimal 
forward and backward residual errors are neither dependent on the polynomial 
phase parameters of FM signals nor on time. In other words, the optimal filter 
works as well with a FM signal as a pure sinusoid. Therefore, having a time-
varying polynomial phase does not degrade the performance of the optimal filter 
in restoring and predicting the FM signal in noise. 
It is also useful to obtain the ratio of the input signal power Ps and the 
recovery error power defined in (3.40) as 
(3.42) 
This shows that for a desired level of p0 in (3.42), an approximate knowledge of 
p helps to decide about an appropriate order for the optimal lattice filter. In 
other words, this relationship can be used to achieve a desired performance for 
optimal lattice filters by selecting an appropriate order for a given SNR. When 
the condition mp >> 1 is satisfied, a nearly perfect recovery of the input signal 
s(n) in noise is expected. The same result has been also addressed for transversal 
filters equipped with the LMS algorithm for linear FM signals [84]. 
3.4 Adaptive Reflection Coefficients for FM Sig-
nals 
The adaptation behaviour of an adaptive algorithm may be studied through the 
mean-value of filter coefficients [55, p. 246] (see Section 2.5.1). In this section, 
the tracking model of the SGL algorithm is shown for input FM signals with 
polynomial phases. The analytical and simulation (experimental) results are also 
compared to each other. 
3.4.1 Independence Assumption 
To derive the tracking model of adaptive reflection coefficients as well as the 
asymptotic variance (in the next sections), a major difficulty arises due to the 
dependency between the filter coefficients and the input signal at each stage. 
In fact, adaptive reflection coefficients are nonlinearly dependent onto the input 
signal samples, even when they are in turn independent from sample to sample. 
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One can easily verify this by iterating the SGL algorithm (rewritten here for 
convenience), 
and substituting (3.5) and (3.6). 
To deal with this problem, we may assume that after the convergence of 
reflection coefficients are independent of the input signal as well as residual errors 
of each stage. Using this assumption, so called the independence assumption [55, 
p. 249], the expected value of (3.43) can be presented as 
E[Km(n + 1)] [1- /)E[Ibm-l(n- 1)1 2]] E[Km(n)] 
+ f)E[fm-l(n)b:n_ 1 (n -1)] (3.44) 
Despite the fact that the independence assumption is not in general valid, under 
some assumptions it is quite often used in the performance analysis of adaptive 
transversal and lattice filters for stationary signals. Specifically, for small step-
size parameters, the independence assumption is more realistic, since the adap-
tive coefficients are less sensitive to the input fluctuations in steady state [81]. 
This correspondingly requires slow variations in the input statistics. Using the 
independence assumption, the mth-stage adaptive reflection coefficients are con-
sidered to be independent of the m 1 previous stages. As a result, the input 
fluctuations of previous stages are not effectively propagated to the reflection co-
efficients of the next stage. This, in turn, means that the input fluctuations do 
not considerably change the mean of adaptive reflection coefficients with respect 
to the optimal values when the signal is stationary. Assuming a slow rate of non-
stationarity, this assumption has also been successfully applied to nonstationary 
linear FM signals for transversal and lattice filters [84, 10, 19]. 
3.4.2 Tracking Model of Adaptive Reflection Coefficients 
Due to the dependence of reflection coefficients of each lattice stage on the respec-
tive inputs to that stage (forward and backward residual errors), it is very difficult 
to show the exact tracking behaviour of each adaptive reflection coefficient. This 
difficulty has clearly been shown in [19] wherein the tracking behaviour of the 
first three stages of the SGL algorithm have been presented for only the limiting 
case of linear FM signals. For FM signals with polynomial phases defined in this 
work this problem is much more difficult and almost analytically intractable. 
A simpler method is to study the trajectory of adaptive reflection coefficients 
in average. To obtain such a trajectory, one can experimentally run computer 
simulations for different realizations of the input signal and average the results. 
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There are, however, two disadvantages with this approach. First, multiple simu-
lations are expensive and time-consuming. Secondly, the result is not formulated 
in a deterministic manner to provide sufficient information regarding the perfor-
mance of the adaptive filter. 
Another approach is to analytically obtain the approximated mean value of 
adaptive coefficients as a function of effective parameters. The analytical model 
enables us to study the performance of the filter for different parameters and is 
also simpler than running experimental simulations for input signals with short 
length. Here, we intend to characterize the tracking model of the SGL algorithm 
for FM signals. 
To approximate such a model for the mth adaptive reflection coefficients, 
we use the independence assumption mentioned in the previous section. Also, 
we assume that reflection coefficients of the mth stage are obtained with the 
residual errors from stage 1 tom- 1 set to their optimal values [19]. Note that 
although all the adaptive reflection coefficients are converging simultaneously, 
the above assumption is not yet far from the reality, since the global convergence 
of the mth stage is achieved when all previous stages have converged to their 
optimal values [33]. The approximated model is more accurate when the rate of 
nonstationarity of the input signal is small, and thus, adaptive coefficients can 
more closely approximate the optimal ones. 
As a result, iterating the resulting terms of (3.44) given Km(l) = 0, we obtain, 
E[Km(n + 1)] = J)E[fm-1 (n)b:n_ 1 (n- 1)] 
+ J) {~ E[fm-1 (n- l)b:n_1 (n- l- 1)] 
X g [1- J)E[Ibm-1(n- s)l 2]]} (3.45) 
The optimal values of the first and last terms in the right-hand side of (3.45) are 
given in (3.33) and (3.34). One can also see that the optimal value of the middle 
term is also a generalized form of (3.33) for a desirable lag of l given by 
E[f::i~l (n- l)bc;:_::_1 (n- l- 1)] = Ps ( 1 + p(~ _ l)) Ap-I,m(n- l) (3.46) 
where Ap-1,m(n- l) is a conjugated shifted version of (3.31). Substituting the 
above terms in (3.45), the tracking model of adaptive reflection coefficients is 
obtained as 
E[Km(n + 1)] = ( ~Ps )) [rr aii +~IT a~n-l)i Q~-1] (3.47) 
1 + p m - 1 i=O 1=1 i=O 
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where 
(3.48) 
is a constant value for each stage (any s). In (3.47), the first product in the right-
hand side is given by the conjugate of (3.31) for R = m. This term determines 
the major frequency variations where the summation term predicts the lag and 
amplitude changes between the adaptive and optimal reflection coefficients at 
each stage (see (3.35) to compare). The mentioned lag is introduced due to the 
nonstationary behaviour of the input signal. 
Although, equation (3.47) can be given in closed form expressions for p=1 and 
2, i.e. , sinusoidal and linear FM input signals, it can not be presented in the same 
way for the general FM signals defined in (3.1). Fortunately, computation of this 
analytical model is considerably easier than obtaining the mean of coefficients 
through the computer simulations (experimentally). 
For input sinusoidal signals with '¢1 = '¢2 = · · · = 'l/Jp-1 = 0 in (3.1), equation 
(3.47) reduces to a constant complex value defined as 
(3.49) 
This is not surprising since for stationary input signals (like the above example) 
optimal reflection coefficients are expected to be constant. Obtaining the same 
result from (3.35) for sinusoidal signals, one can also conclude that: 
(3.50) 
This is in agreement with the response of adaptive filters for stationary signals 
where the adaptive coefficients can converge towards constant optimal values 
(K:;rt(n) = Kr:J:t) for small step-size parameters. In this case, the existing lag 
between the optimal and adaptive reflection coefficients already addressed for FM 
signals is zero. This shows that for slow frequency variations in the FM signals, 
the adaptive lattice filter performs closer results to that of optimal lattice filters. 
For the same reason we assumed in Section (3.2) that the statistics of the input 
signal is varying very slowly. 
3.5 Simulation Results for the Tracking Model 
of Reflection Coefficients 
The performance of the adaptive (SGL algorithm) and optimal lattice filters are 
compared. This is carried out by comparing the tracking model of adaptive re-
flection coefficients given by (3.47) with optimal reflection coefficients expressed 
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by (3.35). Also, the experimental mean values of the respective coefficients (men-
tioned as Simulation in the figures) is presented for performance evaluation pur-
poses. The results are shown for different SNR's, polynomial phase parameters, 
step-size parameters, and filter orders. Experimental results for the adaptive re-
flection coefficients are based on the average of 200 independent trials of each 
experiment. 
3.5.1 Different SNR's and Polynomial Phases 
The analytical results mentioned above are first examined for different SNR's as 
well as polynomial phase parameters. For this purpose, 2nd (linear FM), 3rd 
(quadratic FM), and 7th-order polynomial phase FM signals are chosen. Figure 
3.3 to 3.4 show the results for 2nd order FM signals at 10 and -10 dB applied to a 
1st-order adaptive lattice filter. Similar experiments are presented for 3th-order 
FM signals at -10dB in Figure 3.5 and for 7th-order FM signals at 10, 0, and -10 
dB in Figure 3.6. From the simulation results, observe that: 
• In all the cases, there exist some lags between the optimal and adaptive 
reflection coefficients1 . Adaptive reflection coefficients preserve the general alge-
braic form of optimal coefficients and may be viewed as a shifted-scaled version 
of them. The generated lag is directly related to the input phase parameters such 
that for FM signal with fast variations the lag increases. 
• The tracking model in comparison to the experimental simulations successfully 
predicts the trajectory of the first adaptive reflection coefficients for different 
phase parameters. 
• Different SNR's have not considerably changed the response of the tracking 
model for the first reflection coefficients. 
Also, we observed that the lag between adaptive reflection coefficients (or 
tracking model) and the optimal values is inversely proportional to the step-size 
parameter. 
3.5.2 Different Filter Orders 
In this experiment, the tracking model is evaluated for the adaptive reflection 
coefficients of different stages. The results are shown in Figures 3.7 to 3.9 for 
2nd, 3rd, and 7th order polynomial phase FM signals. From these results one 
can conclude that: 
1 We considered very fast variations for input FM signals to clearly show the mentioned lag 
and the capability of the tracking model for such cases. 
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Figure 3.3: Tracking model (real and imaginary) of adaptive reflection coefficients 
(dashed) is compared to experimental results (dashed-dotted) and optimal reflec-
tion coefficients (solid) for linear FM signals with different phase parameters, 
order=l, ,8=0.008, w0 = 0.27r, and SNR=lO dB: (a) 'l,bt=O.OOOl; (b) 'l,b1=0.0015; 
(c) 'l,b1=0.0031. 
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• The tracking model in comparison to the experimental simulations reason-
ably shows the trajectory of adaptive reflection coefficients for different orders 
at lower SNR's, but less accurate results at higher SNR's. This is due to the ef-
fect of the independence assumption, wherein we assumed that adaptive reflection 
coefficients are not affected by previous stages. However, when the input SNR 
increases, the correlation between forward and backward residuals of each lattice 
stage increases. This can be seen by considering (3.33) whose absolute value, 
i.e. , the correlation between forward and backward residual errors increases for 
higher SNR's. Also, the correlation between adaptive reflection coefficients and 
backward residual errors in (3.44) in steady state is directly proportional to the 
above mentioned correlation. As a result, the applied independence assumption 
becomes less accurate as the SNR increases. Accordingly, the effect of this prob-
lem is more obviously reflected in higher-order adaptive reflection coefficients. In 
other words, the adaptive coefficients of each stage are more affected by previous 
stages. In contrast, as the SNR decreases, the independence assumption becomes 
more realistic and the model trajectory is more accurate. Fortunately, in practice, 
the analysis of filters at lower SNR's is of greater importance than higher SNR's. 
• In Figure 3.9-c it is seen that despite having a low SNR, still the model is 
not generating accurate results for higher orders. The reason is that in this case 
adaptive reflection coefficients are unable to track the input signal due to the 
fast variations of the input statistics which is more reflected in higher orders. To 
explain, one can see from (3.35) and (3.31) that for larger filter orders, faster time 
variations are formed in the optimal reflection coefficients. If the input statistics 
are also varying fast, then adaptive reflection coefficients at large orders may not 
be able to track the input statistics, and may even diverge. As a result, the 
tracking model which has been essentially designed based on the possibility of 
tracking the input signal can not logically predict the ill-behaviour of adaptive 
reflection coefficients for such cases. 
This is also important to note that for a given polynomial phase, a larger filter 
order does not necessarily improve the performance of the adaptive lattice filter as 
customarily known. Specially, when adaptive coefficients are directly used in an 
application (such as adaptive spectral estimation), this problem highly degrades 
the overall performance. 
3.6 Asymptotic Mean Square Error and Misad-
justment 
In this section, we show the asymptotic MSE of residual errors of the mth lattice 
stage for input FM signals assuming stationarity ofresidual errors of the ( m-1 )th 
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stage. We already showed in (3.37) and (3.34) that optimal residual errors are 
independent of nonstationarity of the input signal. 
To proceed, note that adaptive reflection coefficients may be expressed as 
(3.51) 
where Km(n) denotes the fluctuations of Km(n) around its mean assuming 
(3.52) 
The MSE of backward residual errors is obtained by multiplying both sides of 
(3.6) by their conjugates and assuming that Km(n) is independent of bm_1 (n) 
and fm-1(n). Then taking the asymptotic expected value from both sides of the 
resulting terms leads to 
Eoo[lbm(n)l 2] ~ Eoo[lbm-1(n) 12] - Eoo[Km(n)]Eoo[bm-1 (n)f~-1 (n)] 
- Eoo[K~(n)]Eoo[b~-1 (n)fm-1(n)] 
+ IEoo[Km(n)WEoo[ifm-1(n)l 2] + Eoo[IKm(n)I 2]Eoo[lfm-1(n)l2] 
(3.53) 
Equation (3.53) can also be simplified when the rate of nonstationarity is slow. 
Then, considering the assumption 
E[Km(n + 1)] ~ E[Km(n)] (3.54) 
in (3.44), one can show that 
E[Km(n + 1)]E[Ibm-1(n -1)12] ~ E[fm-1(n)b~_ 1 (n -1)] (3.55) 
Using (3.55) in (3.53), the asymptotic MSE is given by 
Eoo[lbm(n)l 2] ~ Eoo[lbm-1(n)l 2] { 1 -IEoo[Km(n)W + Eoo[IKm(n)I 2J} (3.56) 
where Eoo[IKm(n)l 2] = Var00 [Km(n)] is the asymptotic variance of adaptive re-
flection coefficients and IEoo[Km(n)]l 2 is obtained from (3.47). 
The existing lag between the tracking model and optimal reflection coefficients 
(Km(n)) may also be expressed as 
(3.57) 
Then substituting (3.57) in (3.56), we obtain the asymptotic MSE as a function 
of the variance and the lag of adaptive reflection coefficients as 
Eoo[lbm(n)l 2] ~ Eoo[lbm-1(n)l 2] { 1 -IK;;r(n)l 2 + Eoo[IKm(n)l 2]- U[Km(n)J} 
(3.58) 
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where U[Km(n)] 1Km(n)I2 +2R{k:n(n)Kcit(n)} is obtained using (3.57), (3.47), 
and (3.35) with R{ ·} denoting the real part of complex values. Note that by incor-
porating the tracking model in computations, the effect of the lag is considered 
in average. To compute (3.58), the asymptotic variance of adaptive reflection 
coefficients need to be computed (see the next section). 
Using (3.58), the MSE of residual errors of the mth lattice stage is obtained 
using that of the ( m - 1 )th stage in an iterative manner assuming that adaptive 
reflection coefficients of previous stages are in steady state. 
3. 7 Asymptotic Variance of Reflection 
Coefficients for FM Signals 
In practice, the noisy gradient estimates generate some fluctuations in the adap-
tive reflection coefficients. Although this phenomenon greatly reduces for small 
step-size parameters, it still appears in steady state and contributes to increase 
the asymptotic MSE of each stage (compared to the MMSE). In general, the 
variance of these fluctuations depends on the method of adaptation and distri-
bution of the input noise [133, p. 75]. In this section, the asymptotic variance of 
adaptive reflection coefficients (SGL algorithm) is derived for FM signals. The 
result can be used in (3.58) to compute the asymptotic MSE. 
3. 7.1 General Definition 
Due to the adaptation behaviour of lattice stages from 1 to m- 1, the inputs 
to the mth stage generally exhibit nonstationary behaviours even for stationary 
input signals. As a result, it is difficult to exactly characterize the variance of 
adaptive coefficients in a statistical sense. Fortunately, by provoking the inde-
pendence assumption explained in Section (3.4.1), the asymptotic variance can 
approximately be obtained2 . 
To start, the variance of adaptive reflection coefficients for complex random 
processes is defined as [96] 
(3.59) 
Using the independency assumption, after the convergence of lattice stage 1 to 
m- 1 the variance of reflection coefficients at the mth stage is not considerably af-
fected by input fluctuations. In other words, the asymptotic value of Var[Km(n)] 
in (3.59) is assumed to be constant. Additionally, from (3.47), we assume that 
2This assumption was similarly used in [54] for stationary input signals. 
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IE[Km(n)]i2 in the right-hand side of (3.59) becomes constant in steady-state. 
Considering the above assumption in (3.59), we may write 
(3.60) 
Substituting (3.43) in (3.59) and using (3.60), the general form of the asymptotic 
variance is obtained as 
(3.61) 
where E[K~(n)] = E[Km(n)]* and~{-} shows the real part of a complex value. 
3. 7.2 Simplified Asymptotic Variance 
To derive the asymptotic variance of adaptive reflection coefficients for FM sig-
nals in Gaussian noise, the 4th-order statistics of residual errors appeared in the 
denominator and numerator of (3.61) should first be expressed in terms of 2nd-
order statistics. To do so, we assume that fm- 1(n) and bm_1(n- 1) are jointly 
Gaussian and use the special property of Gaussian random variables for which 
the 4th-order cumulants are zero. Expressing complex cumulants as a function of 
first to 4th-order complex moments, the general equality for complex Gaussian 
random variables is given by [92, p. 16,34] 
E{XYWZ} = E{XY}E{WZ}- E{XW}E{YZ}- E{XZ}E{YW}(3.62) 
where X, Y, W, and Z are complex random variables. Expanding the 4th-order 
terms of (3.61) based on (3.62), the general asymptotic variance of adaptive 
reflection coefficients for the mth stage is obtained as 
IE[Km(n)JI2{1E[b~-1(n -1))12 (E[Ibm-1(n 1)1 2])2 
-2E[Ibm-1(n -1)12]} + 2~{E[Km(n)]E[f~_1 (n)bm-l(n -1)]} 
-2~{E[Km(n)]E[f~_1 (n)b;;._ 1 (n- 1)]E[b~_ 1 (n- 1)]} 
+(E[Ibm-l(n -1)12])2 + IE[fm-l(n)bm-1(n -1))12 
Varoo[Km(n)] ~ f3 2E[Ibm-l(n -1)12)- /3{2(E[Ibm-l(n -1)12])2 + IE[b~-1(n -1))12} 
(3.63) 
Using (3.55) in (3.63), the asymptotic variance reduces to 
IE[Km(n)JI2{1E[b~_ 1 (n- 1))12- (E[Ibm-1(n- 1)12]) 2 )} 
-2~{E[Km(n))E[f~_ 1 (n)b;;._1 (n- 1))E[b~_ 1 (n- 1)]} 
+(E[Ibm-l(n -1)1 2])2 + IE[fm-1(n)bm-l(n -1))12 
Varoo[Km(n)] ~ f3 2E[Ibm-l(n -1)12)- /3{2(E[Ibm-1(n -1)12]) 2 + IE[b~-1(n -1))12} 
(3.64) 
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Equation (3.64) may be more simplified. In so doing, note that the terms 
E[fm-1 (n)bm- 1 (n- 1)] and E[b~_ 1 (n- 1)] are the product of residual errors (not 
the power of residual errors)3 whose optimal values can respectively be obtained 
as 
(3.65) 
E[b:~1 (n -1)] = (r1 + p(~ _ 1))2) s2 (n)A;~ 1,m (3.66) 
where IE[b:~1 (n- 1)]1 = IE[f~~1 (n)b:~ 1 (n- 1)]1 and A;_1,m(n) was defined in 
(3.31). Using (3.65) and (3.66), it is easy to see that the terms IE[b~_ 1 (n -1)]12, 
IE[fm-1 (n)bm-1 (n- 1)]12 , and R{E[Km(n)]E[f~-1 (n)b:n_ 1 (n -1)]E[b~_ 1 (n -1)]} 
in (3.64) are very small4 for m 2:: 2. Similar results were experimentally verified 
for adaptive reflection coefficients using computer simulations. Considering the 
above assumptions in (3.64), we may present the simplified asymptotic variance 
as 
(3.67) 
It is seen that the asymptotic variance is directly proportional to (3. This is 
obvious, since a larger step-size parameter increases the tracking speed of the 
filter, and in effect, more fluctuations appear in the adaptive reflection coefficients 
(in agreement with [132]). Also, one can see that as IE[Km(n)]l approaches to 
one (which is true as the SNR increases), the numerator of (3.67) and thus the 
variance goes to zero. This is in agreement with the result shown in [55, p. 265] for 
stationary (real) signals. Moreover, the above result shows that the asymptotic 
variance of adaptive reflection coefficients is convergent to some constant values. 
3. 7.3 Asymptotic Excess MSE and Misadjustment 
Using (2.28) in (3.58) (for optimal values) and considering (2.59), the asymptotic 
excess MSE is approximately obtained as 
Asymp. excess MSE:::: Eoo[lbm-1(n) 12] { Eoo[IKm(n)l 2]- U[Km(n)]} 
(3.68) 
where the terms related to the variance and the lag were defined in (3.67) and 
(3.58), respectively. Accordingly, the misadjustment is given by (2.59). 
3 This product for complex white Gaussian noise is zero. 
4 For m = 1, these terms are only small for very low SNR's (negative SNR's). 
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Equation (3.68) shows that two terms contribute to change the MMSE derived 
in (3.34) (or equivalently the misadjustment). First, the variance of adaptive 
reflection coefficients due to the gradient noise which is proportional to the step-
size parameter. Second, the MSE due to the lag between optimal and adaptive 
coefficient which is due to nonstationarity of the input signal and is inversely 
proportional to the step-size parameter (see Section 3.5.1). 
Also, one can see that as the rate of nonstationarity decreases (for sinusoidal 
signals), the mentioned lag and thus U[Km(n)] goes to zero and (3.58) reduces to 
what addressed in [54] for stationary input signals. 
3.8 Summary and Conclusions 
The response of optimal and adaptive lattice filters was considered for FM sig-
nals. The optimal reflection coefficients, residual errors, and recovery errors were 
derived. It was shown that the performance of optimal lattice filters is determined 
by the step-size parameter, input polynomial phase parameters, filter order, and 
the input SNR. The time-varying optimal reflection coefficients were shown to 
generate another FM signals with different polynomial phase parameters. Simi-
larly, adaptive reflection coefficients track the optimal coefficients with some lag 
which is effectively proportional to the input phase parameters (input nonstation-
arity). It was also shown that the optimal forward and backward residual errors 
are neither dependent on the input FM phase parameters nor on time. This 
means that the optimal lattice filter works as well with an FM signal as a pure 
sinusoid. Therefore, having a time-varying polynomial phase does not degrade 
the performance of the optimal filter in restoring and predicting the FM signal 
in noise. 
To demonstrate the average behaviour of adaptive reflection coefficients, we 
formulated the tracking model of these coefficients assuming that adaptive re-
flection coefficients of each stage are independent of the respective inputs of that 
stage in steady state. The analytical tracking model was compared to the optimal 
reflection coefficients as well as the experimental mean value of adaptive reflec-
tion coefficients using computer simulations. The tracking model can successfully 
predict the behaviour of adaptive lattice filters (SGL algorithm) in average at 
moderate to very low SNR's. At high SNR's, the dependency of reflection coeffi-
cients on the inputs of each stage is stronger which, in effect, reduces the accuracy 
of the tracking model. Fortunately, the performance of the filter at lower SNR's 
is usually of more concern in signal processing. The tracking model can also be 
computed faster in comparison to that experimentally obtained by computer sim-
ulations (especially for short sequences). For different values of phase parameters 
the model is able to show the trajectory of adaptive coefficients as long as the 
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filter can track the input statistics. 
It was also mentioned that the rate of variations of the adaptive (and opti-
mal) reflection coefficients increases within the stages proportional to the filter 
order. For fast variations then, the adaptive coefficients may not track the in-
put statistics at higher stages (even when it does track the input signal at lower 
stages). This effect is more obvious at higher SNR's where the adaptive reflection 
coefficients of each stage are more correlated to the inputs of that stage. As a 
result, a filter with a larger order does not necessarily increase the overall perfor-
mance of the SGL algorithm when adaptive coefficients are unable to track the 
input statistics at higher stages. Hence, care should be taken for choosing the 
filter order considering the possible rate of statistical variations of the input FM 
signal. 
The asymptotic MSE of residual errors was also shown as a function of opti-
mal reflection coefficients, asymptotic variance, and the lag between optimal and 
adaptive reflection coefficients. Clearly, the gradient noise and the lag are two 
different phenomena which contribute to increase the MMSE (or equivalently the 
misadjustment). The theoretical asymptotic variance of the gradient noise was 
shown to be convergent under the assumption of slow variations of the optimal 
reflection coefficients (i.e. , the input statistics). The misadjustment due to the 
gradient noise is directly proportional to the step-size parameter, while the mis-
adjustment due to the lag is inversely proportional to the step-size parameter. As 
a result, choosing a larger step-size parameter increases the tracking capability 
of the filter (by reducing the lag), but also increases the variance of adaptive 
reflection coefficients. 
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Chapter 4 
Polynomial Order Reducing 
Property of Lattice Filters for 
FM Signals 
T HIS chapter presents a new characteristic of lattice filters in processing FM signals. Based on the time-varying behaviour of reflection coefficients dis-
cussed in the previous chapter, a new property is introduced for optimal and 
adaptive lattice filters. This property is then examined in detection and instan-
taneous frequency estimation of linear FM signals in noise. 
4.1 Reduced-Order FM Signals 
Consider a polynomial phase FM signal of order p defined as (rewritten from (3.1) 
for P8 =1) 
( 4.1) 
We are interested in estimating polynomial phase parameters when the input 
signal is corrupted by additive complex white Gaussian noise. To do so, one may 
consider a parameter estimation strategy with a standard optimization criterion 
to estimate the unknown parameters based on the noise statistics. This, however, 
normally results in a set of nonlinear equations which are often found difficult to 
solve. 
Instead, suboptimal techniques may be used with easier procedures and still 
with desirable performances. One approach is to reduce the polynomial phase or-
der of the input FM signal and estimate the desired parameters from the reduced-
order signal. This idea was previously used in [94] to efficiently evaluate polyno-
mials and exponentials by emphasising on the type and number of computations. 
68 
Polynomial Order Reducing Property of Lattice Filters 4.1 Reduced-Order FM Signals 
The same strategy was later successfully applied to reduce the order of chirped 
signals1 to sinusoids for estimation or detection purposes [77, 26, 62]. 
To briefly describe the procedure, consider an example of a 3rd-order polyno-
mial (not the FM signal) defined as 
<]) ( ) A. 1/Jl 2 1/J2 3 
3 n = 'f'O + w0n + 2n + 3n (4.2) 
The order of this polynomial is simply reduced by differencing <P3 ( n) at consecu-
tive instants as 
where <P2 ( n) is a 2nd-order polynomial. Repeating the above procedure on <P2 ( n) 
twice, we obtain 
( 4.4) 
and 
(4.5) 
The same differencing can simply be accomplished on FM signals s(n) with 
polynomial phases defined in ( 4.2) using three multiplications as 
D(n) = s(n)s*(n- 1) (4.6) 
f2(1)(n) = D(n)D*(n- 1) (4.7) 
(4.8) 
where * denotes complex conjugation. The procedure formulated in ( 4.6) to 
( 4.8) leads to reduce the phase order of a 3rd-order FM signal to a 2nd-order 
(linear FM), 1st-order (sinusoid), and zero-order (DC) signal whose phases are 
respectively given by (4.3) to (4.5). To estimate the phase parameters of s(n), 
one can first start by estimating 'lj;2 in the phase of ( 4.8) given by ( 4.5) and 
go backward to f2(1)(n) and D(n) to obtain other parameters. Note that this 
procedure is performed without any prior knowledge regarding the input phase 
parameters. 
1 Chirped signals as well as linear FM signals are other names used for 2nd-order polynomial 
phase FM signals. 
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4.2 Polynomial Order Reducing Property of Lat-
tice Filters 
In Section (3.3.2), we showed that for input FM signals with polynomial phases of 
order p, the optimal reflection coefficients generate new FM signals with polyno-
mial phases of order p- 1. Also, adaptive reflection coefficients in average show a 
similar behaviour as they track the input statistics (see Section 3.4.2). Figure 4.1 
displays the response of the first optimal and adaptive reflection coefficients for 
3nd-order and 2rd-order input FM signals2 . The resulting signals generated by 
reflection coefficients are respectively a 2nd-order and 1st-order FM signal (i.e. , 
linear FM and sinusoids). 
Real Imaginary 
Figure 4.1: The first optimal (solid lines) and adaptive (dashed lines) reflection 
coefficients for a linear FM signal (top) and a quadratic FM signal (bottom), 
SNR=10 dB. 
This characteristic which we call the polynomial order reducing (POR) prop-
erty of lattice filters corresponds to the order reduction procedure of FM signals 
explained in the previous section. Using the POR property, by inputting the 
2To subjectively show the algebraic form of FM signals in the reflection coefficients, without 
considering the aliasing problem in the input signal, large phase parameters are chosen. 
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signal produced by the first adaptive reflection coefficient to another lth-order 
adaptive lattice filter, the order of the polynomial phase can similarly be reduced. 
This motivates the idea of reducing the order of polynomial phases of input FM 
signals using adaptive lattice filters as depicted in Figure 4.2. 
To elaborate, consider a quadratic FM signal given by (4.1) for p=3. Also, for 
simplicity of explanations, the tracking model of adaptive reflection coefficients is 
approximately taken equal to the optimal ones for very slowly time-varying input 
signals. In Figure 4.2, the optimal reflection coefficient of F1 is obtained using 
(3.35) as 
(4.9) 
where w1 = 'lj;1-'lj;2, ¢1 = wo-~'I/J1 +~'I/J2, and f 1 = pj(1+p). It is seen that (4.9) 
represents a linear FM signal whose phase parameters are related to those of the 
original input signal. Applying the corresponding adaptive reflection coefficient 
of this filter, i.e. , Kp 1 (n) to another 1st-order lattice filter (F2 in Fig. 4.2), the 
adaptive reflection coefficient Kp2 (n) forms a sinusoid by reducing the order of 
the input linear FM signal. Considering (4.9) as the optimal model of Kp 1 (n), 
the corresponding optimal model of K p 2 ( n) is obtained using (3.35) as, 
(4.10) 
where ¢2 = WI-'I/J2 and r2 is a constant value defined similar to rl· To compute r2 
for the adaptive coefficient, the variance of K p 2 ( n) should be estimated. However, 
in many applications the most significant information of FM signals is contained 
in the input phase rather than the amplitude and, therefore, reflection coefficients 
may be normalized to amplitude one. The effect of such a normalization on the 
estimated parameters is less as the input SNR increases. This problem has been 
addressed in [125] and [26] for sinusoidal and linear FM signals, respectively. 
b IF (II) 
'1 
b (n) 
l,Fm 
Figure 4.2: Implementation of the POR property. 
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4.3 Detection of Linear FM Signals Using the 
POR Property 
This section demonstrates a new capability for adaptive lattice filters in processing 
FM signals. Using a 1st-order lattice filter, we use the POR property to detect 
linear FM signals in complex white Gaussian noise [71, 64). 
4.3.1 Problem Formulation 
Using the POR property, an input linear FM signal can be transformed to a 
sinusoid whose analytical behaviour is, in average, given by the tracking model 
derived in (3.47) for p=2 (or the optimal model in (3.35)). This can similarly be 
shown by considering the iterated expression of the SGL algorithm (defined in 
3.43) for the first adaptive reflection coefficient given by 
K1 (n + 1) = f3fo(n)b~(n- 1) 
+ (3 ~ [!o(n- r)b~(n- r- 1) Q {1- f3lbo(n- s) 12}] (4.11) 
where f 0 (n) = b0 (n) = x(n) = s(n) + w(n) and (3 is the step-size parameter. 
Specifically, to define a binary hypothesis problem for K 1(n + 1), we may 
assume that the sinusoidal signal generated by this transformation is essentially 
formed by s1 (n) = (3s(n)s*(n 1) in the term (3f0 (n)b~(n- 1) of (4.11) for 
x ( n) = s ( n) + w ( n). Accordingly, the remaining terms of ( 4.11), say '19 1 ( n), may 
be considered as the additive gradient noise. Now, the major question arises 
as to whether the probability density function of the mentioned noise can be 
approximated by Gaussian distributions or not? If this approximation applies, 
then, we may assume an approximate linear transformation for the POR property 
and define a binary hypothesis problem for the transformed signals. 
4.3.2 Distribution of Gradient Noise in Reflection Coeffi-
cients 
In order to give insight into the distribution of the gradient noise of the first 
adaptive reflection coefficients, the probability density function (pdf) of this noise 
is characterized. 
General Observations: 
In a binary hypothesis problem, the input signal x(n) is either a complex white 
Gaussian noise w(n) or a linear FM signal embedded in a similar noise (s(n) + 
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w(n)). It is easy to see that given the nonlinear relationship between the adaptive 
coefficients and the input signal x( n) , the distribution of the gradient noise for the 
given input signal is, in general, non-Gaussian. This can be shown by expressing 
x(n) using the real and imaginary parts of s(n) and w(n) substituted in (4.11). 
The resulting terms then, consist of a sum of multiple products of Gaussian 
random variables, and of single Gaussian random variables. For instance, the 
noisy products in the term f0 (n)b~(n- 1) in the right-hand side of (4.11) (which 
contains the sinusoid) may be expanded using the real and imaginary parts as 
'112(n) s(n)w*(n -1) + w(n)s*(n -1) + w(n)w*(n 1) 
= sr(n)wr(n- 1) + Si(n)wi(n- 1) + Si(n- 1)wi(n) + sr(n- 1)wr(n) 
-j[sr(n)wi(n- 1)- Si(n)wr(n- 1) sr(n- 1)wi(n) + si(n- 1)wr(n)] 
+wr(n)wr(n- 1) + Wi(n)wi(n- 1)- j[wr(n)wi(n- 1) + Wi(n)wr(n -1)] 
(4.12) 
where subscript rand i denote the real and imaginary parts. The first eight terms 
of ( 4.12) form two sets of four independent Gaussian random variables (in real 
and imaginary parts) whose overall pdf is a bivariate Gaussian pdf between the 
real and imaginary parts. On the other hand, the last four terms of (4.12) are the 
products of Gaussian random variables, with a non-Gaussian distribution each3 . 
Accordingly, one may conclude that the theoretical pdf of {)2 ( n) is intractable. 
Obviously, this problem becomes much more complicated for the gradient noise 
iJ1 (n), when the summation term in (4.11) is also included. As a result, we opt 
here for an experimental result. 
The above problem can effectively be simplified by assuming the asymp-
totic Gaussian distribution for the gradient noise by calling on the central limit 
theorem4 . In Figures 4.3 and 4.4, using computer simulations, the histogram and 
normal-probability plots5 of the first reflection coefficients (for the real part) are 
compared to the Gaussian density for both hypotheses at different instants of 
adaptation. Simulations are run for 2000 realizations of linear FM signals, with 
68 samples each, and ,8=0.008, w0 = 0.27r, 'lj!=0.001, and SNR=10 dB. 
3In appendix B, it is shown that the pdf of each single product of two Gaussian random 
variables is extremely non-Gaussian. 
4This theorem states that a sum of N independent (and sometimes dependent (96, p. 118]) 
random variables X = X1 + · · · + XN with mean rJ = ry1 + · · · + 'T/N, variance u2 = ui + · · · + u_R,, 
and arbitrary pdf's has a pdf that approaches a Gaussian distribution as N increases [97, p. 
214]. 
5The idea of a normal-probability plot (also called the normal-quantile plot) is to plot each 
sample of the data {X1, · · · ,XN} versus the corresponding quantiles {Z1, · · · , ZN} of the stan-
dard Gaussian distribution N(O, 1). To do so, for each sample (say, X 1) the relevant quantile 
of data (say a) is computed. Then the a quantile of the standard Gaussian pdf which is the Z1 
with area a to its left under the pdf is obtained [91, p. 74]. 
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Figure 4.3: Histograms and normal-probability plots of the first adaptive reflec-
tion coefficients (solid) approximates the Gaussian law (dashed-dotted) for linear 
FM signals in noise at different times of adaptation. 
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4.3 Detection of FM Signals 
Figure 4.4: Histograms and normal-probability plots of the first adaptive reflec-
tion coefficients (solid) approximate the Gaussian law (dashed-dotted) for input 
Gaussian noise at different times of adaptation. 
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These results subjectively display that the gradient noise in the adaptive re-
flection coefficients closely follows the Gaussian law. However, the degree of 
Gaussianity should be investigated. 
4.3.3 Test for Gaussianity: Gasser Goodness-of-Fit Test 
To carefully inspect the degree of Gaussianity of gradient noise in the first adap-
tive reflection coefficients, the Gasser goodness-of-fit test [39] is applied to both 
real and imaginary parts of the respective coefficients. This property has essen-
tially been developed for testing the Gaussianity of stationary random processes 
using the sample cumulants. 
Procedure of the Gasser Test: 
The block diagram of the Gasser test is displayed in Figure 4.5. The test simply 
starts by estimating the sample skewness and kurtosis of the distribution of a 
given signal and testing the results against those of Gaussian distributions. 
To elaborate, consider a set of N independent realizations of the desired input 
signal to be tested. At any instant, n, the 3rd and 4th-order sample cumulants 
of the resulting random variable in the ensemble, say Xn with N samples, are 
respectively given by 
(4.13) 
and 
(4.14) 
where an estimate of the .Cth-order sample moment is obtained by 
1 N 
S;_ =- LXf 
N n=l 
(4.15) 
Using the estimated cumulants, the sample kurtosis (;32 ) and skewness (;31) of 
Xn are respectively obtained as 
(4.16) 
and 
(4.17) 
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Figure 4.5: Procedure of the Gasser goodness-of-fit test. 
where a is the standard deviation of Xn· Also, it has been shown that for corre-
lated processes, we have [39] 
Var(SI) = (!) f: Cix(k) + O(N-2 ) 
k=-00 
(4.18) 
(4.19) 
and 
( 4.20) 
where Cxx(k) is the autocovariance function of random variables defined as 
Cxx(k) = E[Xn+k- E(Xn+k)]E[Xn- E(Xn)] ( 4.21) 
From ( 4.20), it is seen that for larger values of N the sample skewness and kurtosis 
become more uncorrelated. 
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Experimental Results for the Gasser Test: 
The Gasser test is performed on both real and imaginary parts of the first reflec-
tion coefficients. To run the test, first the skewness and the kurtosis of a white 
Gaussian process are estimated based on 10000 realizations, with 64 samples each. 
These results will later be used as the criteria for measuring the degree of Gaus-
sianity. Next, the same procedure is carried on the adaptive reflection coefficients, 
when the filter is excited by complex white Gaussian noise alone. Comparing the 
estimated skewness and kurtosis in this case with those obtained for the Gaussian 
noise, the percentages of rejections and acceptances for a specified level of signif-
icance, a 0 , are obtained. The tests on the skewness and kurtosis are performed 
individually where the level of significance is a 0 j2. The same procedure is then 
repeated when the input signal contains a linear FM signal embedded in complex 
white Gaussian noise. This is because the structure of the gradient noise for both 
hypotheses are theoretically different. In all cases, every ensemble member is 
normalized to zero-mean and unity variance. The results are computed based on 
15 individual experiments with 64 realizations. The length of each realization is 
64, ,8=0.01, and SNR=lO dB. To see the effect of the step-size parameter on the 
pdf, the same set of experiment is run for ,8=0.03. Tables 4.1 and 4.2 display the 
results obtained for different levels of significance. 
These results clearly show that for a low to moderate level of significance, the 
pdf's, under both hypotheses can closely be approximated by Gaussian distribu-
tions. Furthermore, in Tables 4.1-b 4.2-b, one can see that in the presence of 
linear FM signals the pdf's more closely approximate the Gaussian law. This is 
due to appearing additional terms (including Gaussian terms) in ( 4.11) that is in 
agreement with the central limit theorem in which the approximation becomes 
more accurate as the number of random variables in the sum increases. Also, in 
Table 4.2, it is seen that changing the step-size parameter does not considerably 
change the rate of acceptance. 
Note, however, that due to the iterative nature of the SGL algorithm, the 
gradient noise is not white anymore. This problem was examined by computing 
the autocovariance function of the gradient noise observed in the first adaptive 
reflection coefficients for 200 realizations of input linear FM signals in complex 
white Gaussian noise with SNR=lO dB, ,8=0.01, ~=0.001, and w0 = 0.27r. The 
results in Figure 4.6 show that the autocovariance function of gradient noise as 
apposed to that of the white Gaussian noise (with equal variances) decays slowly. 
Also, the SNR of the 1st adaptive reflection coefficient was obtained by com-
puting its amplitude using the tracking model presented in (3.47) and the exper-
imental variance using 1000 realizations. The result revealed that the input SNR 
improved considerably with a higher SNR at the first reflection coefficient6 . 
6 For example, for an input linear FM signal with SNR=lO dB, ~=0.001, wo = 0.21r, and 
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Since '!91 ( n) is additive to s1 ( n) and using the above results, one may assume 
that the transformation obtained by the POR property is approximately a linear 
transformation. 
20 
5 
15 
10 
(a) 
x10_. 
0 
Lag 
(b) 
Figure 4.6: Auto covariance function for: (a) white Gaussian noise; (b) gradient 
noise in the 1st adaptive reflection coefficients. 
4.3.4 Hypothesis Problem and Detection Procedure 
In a detection scenario, the adaptive reflection coefficients of a 1st-order lattice 
filter may be used to detect a linear FM in noise. To do this, using the POR 
property the linear FM signal is first transformed into a complex sinusoid through 
the first reflection coefficients. In this way, the problem of detection of a linear FM 
signal in complex white Gaussian noise is changed to the detection of a complex 
sinusoid in coloured Gaussian noise. In particular, the original binary hypothesis 
problem defined for the input signal, i.e. , 
H 1 : x(n) 
H 0 : x(n) 
s(n) + w(n), 
w(n), 
is transformed into a new hypothesis problem given by 
H1 : Kp1 (n) 
H 0 : Kp1 (n) 
,8=0.008, the SNR improved to 23 dB at K 1 (n). 
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'!9o(n), 
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where fJo ( n) and fJ1 ( n) are assumed to be coloured Gaussian noise with zero mean 
and different variances. 
Real part 
Level of sign. (a) 0.01 0.05 0.1 0.2 
Rejected kurtosis 2.934 6.874 11.27 17.93 
Rejected skewness 1.345 3.310 5.205 8.257 
Accepted rate 95.71 89.81 83.51 73.80 
Imaginary part 
Level of sign. (a) 0.01 0.05 0.1 0.2 
Rejected kurtosis 2.906 7.187 11.22 17.97 
Rejected skewness 1.390 3.748 5.235 8.417 
Accepted rate 95.70 89.06 83.54 73.60 
(a) 
Real part 
Level of sign. (a) 0.01 0.05 0.1 0.2 
Rejected kurtosis 1.103 3.782 7.022 13.42 
Rejected skewness 1.677 4.470 7.495 11.77 
Accepted rate 97.21 91.75 85.48 74.79 
Imaginary part 
Level of sign. (a) 0.01 0.05 0.1 0.2 
Rejected kurtosis 0.9094 3.46 6.569 12.43 
Rejected skewness 1.6469 4.653 7.849 12.63 
Accepted rate 97.44 91.88 85.57 74.93 
(b) 
Table 4.1: Acceptance rate of Gaussianity (in percentages) for real and imaginary 
parts of the 1st adaptive reflection coefficients using the Gasser goodness-of-fit 
test, f3=0.01, input signal is: (a) complex white Gaussian noise; (b) linear FM 
signals in complex white Gaussian noise. 
80 
Polynomial Order Reducing Property of Lattice Filters 4.3 Detection of FM Signals 
Real part 
Level of sign. (a) 0.01 0.05 0.1 0.2 
Rejected kurtosis 2.640 6.413 10.50 17.55 
Rejected skewness 1.177 3.029 4.929 8.247 
Accepted rate 96.17 90.55 84.56 74.19 
Imaginary part 
Level of sign. (a) 0.01 0.05 0.1 0.2 
Rejected kurtosis 2.654 6.486 10.58 17.56 
Rejected skewness 1.218 3.369 5.479 8.974 
Accepted rate 96.12 90.14 83.94 73.42 
(a) 
Real part 
Level of sign. (a) 0.01 0.05 0.1 0.2 
Rejected kurtosis 1.699 5.077 9.116 16.35 
Rejected skewness 1.679 4.520 7.302 10.99 
Accepted rate 96.61 90.39 83.58 72.64 
Imaginary part 
Level of sign. (a) 0.01 0.05 0.1 0.2 
Rejected kurtosis 1.249 4.148 7.510 14.19 
Rejected skewness 1.602 4.279 7.254 11.30 
Accepted rate 97.14 91.57 85.23 74.49 
(b) 
Table 4.2: Acceptance rate of Gaussianity (in percentages) for real and imaginary 
parts of the 1st adaptive reflection coefficients using the Gasser goodness-of-fit 
test, ,8=0.03, input signal is: (a) complex white Gaussian noise; (b) linear FM 
signals in complex white Gaussian noise. 
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4.4 Instantaneous Frequency Estimation of 
Linear FM Signals 
In this section, the POR property is examined in instantaneous frequency esti-
mation of linear FM signals in complex white Gaussian noise. 
To define an optimal detector for (4.23), one may perform a whitening pro-
cedure on '!90 (n) and '!91 (n) and estimate the variance of the resulting noise [123]. 
Having obtained a sinusoid in white Gaussian noise, an optimal detector using the 
maximum likelihood estimates may be applied. For narrow-band signals, how-
ever, periodogram may more conveniently be used. In fact, it has been shown 
that the discrete Fourier transform can approximate the maximum likelihood es-
timates for sinusoidal signals in white Gaussian noise [103]. Considering that the 
design of optimal detectors is not in the scope of this work, we directly apply the 
periodogram as a nonparametric method to detect the transformed signal in the 
gradient noise. The block diagram of the procedure is depicted in Figure 4.7. 
LinearFM 1 Adaptive Sinusoid Peaks I 
\ Lattice Filter FFf I Detection 
Figure 4.7: Detection procedure using the POR property. 
The probability of detection is inspected using computer simulations. The 
probability of false alarm is fixed to 10-2, the number of samples is 64, ,6=0.02, 
and the chirp rate is 1.56 x 10-3 . The SNR is defined as 10 log(Ps/ Pn)· The 
simulation results summarized in Figure 4.8 show that the proposed detection 
method outperforms the energy detector [101, 104], where the latter method is 
directly applied to linear FM signals. 
4.4.1 Concept of Instantaneous Frequency 
Stationarity is a well-known statistical property widely used in different appli-
cations to effectively simplify the analysis of random environments. Despite the 
fact that this assumption leads to reasonable results in many cases, there are 
certain types of signals (or environments) which show nonstationary behaviours. 
As such, random signals with time-varying spectra constitute an important class 
of nonstationary signals. Time-varying locations of the peaks in the spectrum of 
these signals are normally related to the physical changes of the environment. As 
a result, measuring the respective frequency variations can usefully be used for 
performance study purposes. 
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4.4 IF Estimation 
5 
The concept of instantaneous frequency (IF) and different techniques devel-
oped for IF estimation have been addressed in [12, 13]. The definition of the IF 
is given by [130] 
(4.24) 
where the complex signal s(t) = a(t)eN(t) is an analytic signal corresponding to 
the real signal b(t) defined as 
s(t) = b(t) + jH[b(t)] ( 4.25) 
with H[·] representing the Hilbert transform [36]: 
H[b(t)] = p.v. j+ao b(t- T) 
-oo 7rT 
( 4.26) 
where p.v. is the Cauchy principle value. 
For discrete signals, the IF shown by fip(n) can be considered as the output 
of a discrete-time differentiator driven by the phase signal <P(n) = <P(t) lt=nT., 
where Ts = 1/ fs is the sampling period. 
4.4.2 IF Estimation of FM Signals using ALE 
The structure of ALE was explained in Section 2.3.4. To explain the basics of 
IF estimation using the ALE (or other adaptive predictors), we first start with 
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IF estimation of nonstationary narrow-band complex AR processes. The time-
varying power spectrum of such AR processes is defined as 
S ( ) O"~(n) AR W, n = -,-------=.....:.---'------11- I::,1 qi(n) exp( -jwi) 12 ( 4.27) 
where qi(n) are the time-varying complex parameters of an AR model of order m 
used to shape or colour the exciting zero-mean white Gaussian noise with variance 
o-~(n). 
To apply ( 4.27) in IF estimation, we may take the numerator equal to one. 
This simplifies the IF estimation procedure and also prevents the probable 0/0 
indeterminacy in ( 4.27) by replacing a computationally tractable limit of 1/0 [44]. 
Note that locations of the peaks in the spectrum do not change with this modi-
fication. 
An ALE can be used to model the AR parameters defined in (4.27). In 
this procedure, the adaptive filter places a null at the same frequency of the 
AR model to whiten the input AR process (consider monocomponent processes). 
Accordingly, the inverse transfer function of such a filter has the same null in its 
denominator at that frequency. This accordingly leads to generating a spike at 
that frequency which can be used for IF estimation 7• The width of the produced 
peak is determined by the null depth in the whitening transfer function. Since the 
null depth is not limited by the filter length, extremely sharp peaks are expected. 
This means that with a short filter length, one may still get a good result. 
The same procedure expressed above may similarly be used for IF estimation 
of FM signals (using ALE). In general, however, the following conditions should 
be satisfied [44]: 
I. the adaptive filter has converged. 
II. the step-size parameter is chosen such that the residual errors are small for 
all n. 
III. the frequency variations within the horizon of the filter (i.e. , from time 
( n - 1) to ( n - m) for an mth-order filter) is essentially constant8 . 
Several problems of IF estimation of sinusoidal signals drifted in time using adap-
tive filters (such as ALE) have been discussed in [3, 44, 52, 140, 121, 122, 124]. 
7 Although, monocomponent complex signals are only considered here (one peak in the spec-
trum), it should be noted that for multicomponent complex signals the filter order should be at 
least equal to the number of signal components. Also, if a very larger order is chosen spurious 
peaks may appear in the spectrum while for smaller orders the predictor only tracks the most 
slowly time-varying components. For real signals, the filter order should be at least twice the 
number of signal components. 
8This condition was similarly concluded for adaptive lattice filters in 3.5.2. 
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4.4.3 IF Estimation Using the POR Property 
In this section, it is attempted to show another possibility of using the POR 
property in IF estimation of linear FM signals in complex white noise [63, 72]. 
Linear FM signals are an important class of FM signals encountered in some 
applications such as radar and sonar [99, 26]. 
Estimation Procedure: 
To use the POR property in IF estimation of linear FM signals, two 1st-order 
adaptive lattice filters are employed to estimate the input chirp rate '¢1 and center 
frequency w0 . This procedure is shown in Figure 4.9. To explain the method, 
consider a linear FM signal defined as 
( 4.28) 
As explained in Section 4.2, applying s(n) to the first lattice stage, F1 , in Figure 
4.2 a sinusoid is generated by Kp1 (n) whose optimal model is defined using (3.35) 
for m=1 as 
( 4.29) 
where </>1 = Wo -1;]- and p = Ps/ Pw· 
Similarly, the tracking model of Kp1 (n) in (3.47) can be expressed in a closed 
form to model the generated sinusoid in average as 
( 4.30) 
Assuming that fJ(Ps + Pw) ~ 1, the steady state value of ( 4.30) is obtained when 
Q~-::_\ goes to zero. For the first stage (m=1) then, we have: 
(4.31) 
where 
"' _ 1 ( sin( '¢I) ) 
'+'2 = -tan 
cos('¢I)- Qo ( 4.32) 
and Qo = 1- {J(Ps + Pw). Comparing (4.31) and (4.29), one can see that the 
last two exponential terms are similar, but the amplitudes are different. Also a 
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new phase lag shown by (his introduced in (4.31). Notice that in both cases the 
initial phase ¢0 is removed from the equations and can not be estimated. 
Adaptive Lattice 
------.~ Filter (FJ) 
LinearFM 
Coefficient 
Model 
(centerfreq.) ~0 
(chirp rate) 
A 
~ 
Instantaneous Frequency 
A+ 
f!F(n) 
Figure 4.9: IF estimation of linear FM signals using the POR property. 
As discussed in Section 3.6, KpJn) may be considered as 
( 4.33) 
where Kp1 (n) is the gradient noise. Applying Kp1 (n) to the next lattice stage (F2 
in Figure 4.2), the tracking model of Kp2 (n) is obtained using (3.49) in which ¢1 
and ¢2 are removed as 
(4.34) 
where I\ is a constant value proportional to the power of E[Kp1 (n)] and Kp1 (n). 
Note that our interest is to estimate '¢1 , and not the amplitude of (4.34). To sim-
plify the estimation procedure then, the amplitude of E[Kp2 (n)] may be normal-
ized to one assuming that the gradient noise does not effectively change the phase 
information. This assumption is more accurate as the signal SNR increases [125]. 
As a result, '¢1 is easily computed from ( 4.34). 
Having estimated the chirp rate ,(fi1 , the centre frequency w0 may be estimated 
by substituting ,(fi1 in (4.31) or (4.29). The amplitudes of the models shown by 
these equations may be normalized to one or computed by estimating Ps and Pw 
using the input signal and residual errors (see Section 4.4.4). 
86 
Polynomial Order Reducing Property of Lattice Filters 4.4 IF Estimation 
Adaptation of the Last Lattice Stage: 
In Section 2.5.2 we mentioned that for nonstationary signals (like FM signal in 
noise) the normalized SGL algorithm may not properly track the time-varying 
input statistics when the step-size parameter becomes very small. In the IF 
estimation of linear FM signals (explained in the previous section), we showed 
that the reflection coefficients at the last stage F2 produce complex constant 
values showing that the input signal Kp1 (n) is stationary (at least in the second-
order moments). 
As a result, the normalized SGL algorithm can be applied to the last stage 
to improve the convergence speed and reduce the variance of the gradient noise. 
Then the IF is estimated more accurately. 
Figure 4.10 shows the reflection coefficients of the second filter Kp2 for one 
realization of the input signal (linear FM in noise) at 10 and 0 dB. In both cases 
the adaptive reflection coefficients clearly converge to the optimal values which 
is in agreement with (3.50). 
..................... !==~=~·I 1···6···· I•·· ... ; ••••••••••~m••••··••!• •• • •••1•1 
60 80 100 120 0 ~ ~ 60 00 ~ w 
(a) (b) 
Figure 4.10: Response of adaptive (dashed-dotted) and optimal (solid) reflection 
coefficients of lattice stage F2 in IF estimation of linear FM signals: (a) SNR=10 
dB; (b) SNR=O dB. 
4.4.4 Simulation Results for IF Estimation 
The performance of an IF estimator based on the POR property of lattice filters is 
presented. To show the effectiveness of the proposed method, the results are also 
compared to those of the ALE. To compare the performance of the algorithms, 
we consider linear FM signals with large chirp rates. To update the reflection 
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coefficients, we use the SGL algorithm defined in (3.43) for the first POR stage, 
F1 , while for the next stage, F2 , the step-size parameter is normalized using (2.58) 
with A= 1. The chirp rate is then obtained from the second stage using (4.34). 
To compute the center frequency, both (4.29) and (4.31) 9 are used. To do so, 
the amplitude of (4.29) is normalized to one. To use (4.31), the Ps is roughly 
estimated by computing 1/n[I:i=1(x(i)x*(i)- b1(i)bi(i))] at each iteration. 
The estimated IF and the respected MSE are shown in Figures 4.11 and 4.12 
for SNR's of 10 and 0 dB, respectively. Each experiment is computed based on 
the average of 100 independent runs of the input signal. In Figure 4.11, it is 
seen that the POR property performs similar to that of a 1st-order ALE when 
the center frequency is estimated using the optimal model given by (4.29). The 
bias appeared between the IF estimates and true IF is due to the existing lag 
between the adaptive and optimal reflection coefficients. It is seen that in this 
case both techniques approximately achieve equal MSE and IF estimates. On the 
other hand, the estimated IF using the tracking model defined by (4.31) is more 
accurate with a lower MSE. This is due to taking the effect of the phase lag ¢2 
and the amplitude of the tracking model into account. More interestingly, even 
increasing the order of the ALE to 8 does not result in the same performance 
achieved by the POR. Note that for the chirp rate used in this example, a larger 
order can not be used for the ALE since the third condition mentioned in 4.4.2 is 
violated. The existence of spikes in the MSE's (in both Figures) shows that even 
the ALE with order 8 is sometimes unstable for the given chirp rate. 
In Figure 4.12, the results are presented for 0 dB. In this case, an 8th-order 
ALE generates a lower MSE than that of the POR with a faster convergence, 
however, with more computations. The performance of the POR is degraded due 
to the effect of the input noise on normalization and estimation of the amplitudes 
of (4.29) and (4.31), respectively. In general, the POR property outperforms the 
ALE(8) for SNR's above 3 dB with less computations. 
4.4.5 Computational Complexity 
The number of arithmetic operations of the ALE and POR are compared in 
this section. We specifically consider the number of multiplications and additions 
used in these techniques. It is tried to count redundant operations only once. The 
multiplication of two complex numbers is considered as four real multiplications 
and two additions and the multiplication of a real number by a complex number is 
counted as two real multiplications. Also, divisions are counted as multiplications. 
The results are shown in Table 4.3. The complexity of an mth-order ALE is 
9In practice, equation ( 4.30) was used for m=l and Q~-::..\ = 0 to reduce the number of 
computations. 
88 
Polynomial Order Reducing Property of Lattice Filters 4.4 IF Estimation 
0.5.-----.-----~~----.-----~.-----.-----~~ 
0.45 
0.4 
g0.35 
<ll 
" g 0.3 
Lt 
~0.25 
<ll 
c 
~ 0.2 
fl 
.s 0.15 
0.1 
- True IF 
-.-.- POR (track) 
----ALE (o=8) 
.......... POR (opt) 
o-.-o ALE (o=1) 
10 20 30 40 50 60 
Iteration 
(a) 
0.-----~----.------.----~------r-----.-~ 
-5r;> 
I 
-1o I 
! 
-15 
~-20 
-40 
-45L-----~------L------L------L------L------L-~ 
0 10 20 30 40 50 60 
Iteration 
(b) 
Figure 4.11: Performance of the POR property in IF estimation of linear FM 
signals with very large chirp rates at SNR = 10 dB: (a) instantaneous frequency; 
(b) MSE. 
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Figure 4.12: Performance of the POR property in IF estimation of linear FM 
signals with very large chirp rates at SNR = 0 dB: (a) instantaneous frequency; 
(b) MSE. 
obtained using (2.2), (2.50) and ( 4.27) which contains 12m+6 real multiplications 
and 12m+ 2 real additions. The number of computations for the POR property is 
obtained by considering 20m real multiplications and 16m real additions for the 
SGL and 28m real multiplications and 24m real additions for the normalized SGL 
algorithm, respectively. Then for the estimation procedure 14 real multiplications 
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and 10 real additions for the optimal case and 29 and 18 real multiplications 
and additions, respectively are used for the tracking model. Considering the 
simulation results and the number of computations, it is seen that the best results 
obtained by ALE(8) requires more computations than the POR property, and yet 
it can not achieve the same MSE in the IF estimates at high SNR's. 
ALE(1) ALE(5) ALE(8) POR (Eq. 4.29) POR (Eq. 4.31) 
Mul. 18 66 102 62 72 
Add. 14 62 98 50 56 
Table 4.3: Computational complexity of the ALE and POR property in IF esti-
mation of linear FM signals in noise. 
4.5 Summary and Conclusions 
We introduced a new property for lattice filters. Using this property which we 
call the polynomial order reducing (POR) property of lattice filters for input 
FM signals with polynomial phases of order p, optimal and adaptive reflection 
coefficients generate FM signals with polynomial phases of order p - 1. 
We then showed the possibility of using this property in processing FM signals 
in two examples. First, in a detection scenario, the POR property was used to 
detect linear FM signals in complex white Gaussian noise. To do so, using a 
1st-order lattice filter the input linear FM signal is transformed to a sinusoid 
in coloured noise. Examining the distribution of the gradient noise in reflection 
coefficients, it was shown that this noise can approximately be assumed Gaussian 
for small to moderate levels of significance. Assuming a linear transformation for 
this procedure, a new binary hypothesis problem was defined for the transformed 
signal (sinusoid in noise). Using the periodogram then, the sinusoid was detected. 
The result showed a better probability of detection for the applied technique 
compared to that of the energy detector (when directly applied to linear FM 
signals). 
In the second example, the POR property was used in IF estimation of linear 
FM signals with large chirp rates in additive complex white Gaussian noise. In 
this case, two 1st-order lattice filters were used to estimate the chirp rate. Next, 
the center frequency was estimated by substituting the estimated chirp rate in 
the optimal or tracking model of the first reflection coefficients. The IF esti-
mates obtained using the tracking model are more accurate with a smaller MSE. 
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This shows that the tracking model derived in the previous chapter desirably 
approximates the average trajectory of adaptive reflection coefficients. 
The performance of the POR property in IF estimation was compared to that 
of the adaptive-line enhancer. Since a very large chirp rate was selected for linear 
FM signals, the order of the adaptive-line enhancer could not be chosen larger 
than 8. The results showed that at SNR's above 3 dB the adaptive-line enhancer 
can at no cost achieve the same MSE compared to the POR property while the 
number of computations of the POR is also smaller. The achieved results showed 
that some desirable information regarding FM signals may directly be extracted 
from the adaptive reflection coefficients of lattice filters using the POR property. 
Also, this technique may lead to more accurate results with less computations. 
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Chapter 5 
Performance of Adaptive Lattice 
Filters for Impulsive 
Alpha-Stable Processes 
I N this chapter the performance of adaptive lattice filters is presented for im-pulsive signals with stable distributions. It is shown that the SGL algorithm 
used for FM signals performs poor results for impulsive stable processes. In-
stead, two new adaptive lattice algorithms are introduced using fractional lower 
order moments of residual errors. The properties and drawbacks of using the 
lattice structure and the proposed algorithms are investigated using computer 
simulations. 
5.1 Introduction 
The assumption of Gaussian probability density functions have widely been used 
in many signal processing applications. The main reason of using this assumption 
is justified according to the central limit theorem when the number of random 
variables is sufficiently large. Despite the fact that the Gaussian assumption 
yields acceptable solutions for modeling most stochastic signals, there are obvi-
ously many cases wherein this assumption does not hold anymore. For instance, 
impulsive signals have non-Gaussian distributions in which spikes or bursts values 
lie far from the mean of the pdf. This, as a result, leads to forming heavier tails in 
the distribution than those of the Gaussian distribution. In such circumstances, 
the Gaussian assumption may lead to a considerable degradation in the perfor-
mance of the system [109]. When an ideal Gaussian assumption is not realistic, 
non-Gaussian distributions should be considered. 
This chapter is organized as follows. First, the concept of Alpha-stable distri-
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butions with necessary definitions are given. Then, the linear estimation theory 
of stable processes is studied. The application of adaptive filters in parameter 
estimation of stable processes is next introduced. This is followed by an investiga-
tion of the possibility of using adaptive lattice filters for stable processes. Finally, 
the performance of two proposed algorithms is experimentally compared to that 
of several algorithms such as the LMS and SGL algorithms. 
5.2 Impulsive Processes with Alpha-Stable 
Distributions 
A class of distributions recently considered by the signal processing community 
to model the statistical behaviour of impulsive random variables is the Alpha-
stable distribution [93]. This model takes the effect of large impulses into account 
which are not normally encountered in Gaussian processes. As a result, the major 
difference between the shape of stable and Gaussian distributions is that, in the 
former distribution tails are heavier than those of the latter one. This makes 
the stable distributions more attractive for characterizing impulsive phenomena 1 . 
Existence of this class of signals has been reported in several applications such 
as low-frequency atmospheric noise, telephone lines, underwater acoustic noise, 
man-made noise, EEG signals, and spread spectrum systems [115, 93, 118, 126, 
127, 60, 66, 68]. 
5.2.1 Characteristic Function of Alpha-Stable Distribu-
tions 
The pdf of stable random variables does not in general exist in a closed form 
expression2 . Fortunately, the characteristic function of stable random variables 
is available in closed form and can conveniently be used to describe the stable 
distribution. The general form of this function is given by [110] 
<p(t) = exp{jat -"(ltla[1 + j{38 sign(t)w(t, a)]} (5.1) 
where 
w(t, a) { tan Q1I. a#1 2 ~log ltl a= 1, 
{_~ t>O sign(t) t=O t < 0, 
1 In this work these processes may sometimes simply be referred as to impulsive processes. 
2The power expansion series of stable laws have been defined for some special cases. 
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with -oo < a < oo, "/ > 0, 0 < a :::; 2, and -1 :::; f3s :::; 1. Thus, a stable 
distribution is completely characterized by four parameters as follows: 
• a is the characteristic exponent 
• a is the location parameter (or shift parameter) 
• "/ is the disper sian (or scale parameter) 
• f3s defines the skewness 
The characteristic exponent a is the index of stability or shaping parameter which 
determines the heaviness of the tails of the pdf. The larger a is, the thiner are the 
tails of the distribution. Thus, the probability of observing large values (spikes) 
far from the central location decreases. The Cauchy and Gaussian distributions 
are members of stable distributions for a=1 and a=2, respectively. The location 
parameter is equivalent to the mean for 1 < a :::; 2, and to the median for 
0 < a :::; 1. The dispersion parameter "/ behaves similar to the variance. The 
larger the dispersion is, the more it spreads around the median. The distribution 
is symmetric about the location parameter a, when the index of skewness is 
zero ({38 =0). Then the resulting distribution is called Symetric a-Stable (SaS). 
Additionally, setting "(=1, the standard SaS distribution results. 
5.2.2 Other Properties of Stable Random Variables 
An important property of stable distributions is the stability property, based on 
which, if xl, x2, 0 •• 'xk are independent stable random variables with the same 
(a, f3s), then all linear summations of them (i.e. , '2:7=1 ciXi) are also stable with 
the same a and {38 • Moreover, when 1 < a :::; 2, the real random variables 
X1 , X2, · · · Xk are jointly SaS, if and only if, all linear combinations of c1X1 + 
c2X2 + · · · + ckXk are SaS. 
As a consequence of the stability property the generalized central limit theo-
rem is defined for stable random variables. We know that based on the well-known 
central limit theorem the distribution of a sum of independent random variables 
with finite variance approaches the Gaussian law as the number of random vari-
ables increases (see Section 4.3.2). In the same way, the generalized central limit 
theorem states that if the sum of independent random variables with or without 
variance converges to a distribution as the number of random variables increases, 
the limit distribution must be stable [110]. 
5.2.3 Definition of Fraction Lower Order Moments 
The variance of all stable distributions is theoretically infinite3 except for a=2 
(the Gaussian pdf). Although, the 2nd-order moments of stable distributions 
3In practice, for finite-length processes the sample variance may sometimes be very large. 
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do not exist, the fractional lower order moments do exist and are defined for 
0<a<2as 
and for a=2 as 
E[IXIpl = 00 
E [IXIPJ < oo 
p 2:. 0 
(5.2) 
(5.3) 
(5.4) 
Based on the above definitions, the 1st-order moment as well as all fractional 
lower order moments are defined for 1 < a < 2 . Hence, the sample mean of 
stable processes is a consistent estimate of the location parameter a (similar to 
the Gaussian case). Moreover, for a=2, all the moments are defined while for 
0 < a :::; 1 no first or higher order moment exists. 
5. 2.4 Norm and Fractional Lower Order Moments of S aS 
Random Variables 
The norm of a SaS random variable X (a=O, 'Y > 0) is defined as 
IIXIIa = { ~~ (5.5) 
where II· lla shows the norm operator in a linear space. Note that equation (5.5) 
is equivalent to a scaled version of the dispersion parameter 'Y· 
The fractional lower order moments defined in (5.3) to (5.4) are specifically 
derived for SaS random variables as [143] 
O<P<a (5.6) 
where 
2P+lr( P+l )r(-P) 
C(P, a) = a..fii~(:=f) a (5.7) 
and r(·) is the gamma function defined by 
r(x) = fooo tx-le-tdt (5.8) 
0 bserve that C ( P, a) is independent of the stable random variable X. Moreover, 
comparing (5.6) to (5.5), one can see that the Pth fractional lower order moment 
of a SaS random variable is proportional to its norm ((E[IXIP]):f;) for P < a. 
This important result means that minimising the dispersion, "(, is proportional 
to minimising the norm or equivalently the fractional lower order moments. 
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5.2.5 Alpha-Stable Processes 
In general, the process { x ( t), t E T} is a S aS stochastic process (in a space of 
observations), iff or the distinct indices t1 , · · · , tk with k 2:: 1, the random variables 
X(t1 ), • • · , X(tk) are jointly SaS with the same characteristic exponent [93, p-31]. 
Some important classes of linear SaS processes are AR, MA, or ARMA stable 
processes. These processes can be generated through rational transfer functions 
driven by independent and identical distributed (i.i.d.) SaS random variables 
(also called white stable noise [93, p. 9] [110]). This research is particularly 
concentrated on AR stable processes. 
To generate AR stable processes the following mth order difference equation 
is defined as 
m 
x(n) = L qix(n- i) + v(n) (5.9) 
i=l 
where the AR parameters qi are real constants and v(n)'s, without loss of general-
ity, are i.i.d. SaS random variables. Note that AR parameters should be chosen 
such that the poles of the relevant transfer function lie inside the unit circle in the 
z-plane. Some typical examples of a-stable processes with different values of a 
are shown in Figure 5.1 for /38 =0, ')'=1, and a=l. Comparing Gaussian processes 
(Figure 5.1 g & h) with others, one can see that stable processes contain more 
spikes for smaller values of a. Among the spikes, however, stable and Gaussian 
processes show similar behaviour for the same scales on y-axes. 
5.3 Linear Estimation of Alpha-Stable 
Processes 
In a linear space spanned by 2nd-order Gaussian processes, the MMSE criterion 
generates the best estimates of an unknown parameter Y from the linear space 
of observations by orthogonal projection of Y onto that space. In this case, the 
linear space is a Hilbert space. For non-Gaussian stable processes, on the other 
hand, the linear space is a Banach space for 0 :::; a < 2 and a metric space for 
0 < a < 1 . These spaces do not possess the same properties of the Hilbert space 
for linear estimation problems. As a result, the MMSE criterion which is based 
on minimising the variance of residual errors can not be used anymore. To deal 
with such problems, an appropriate criterion need to be considered. 
5.3.1 Minimum Dispersion Criterion 
Similar to the MMSE criterion defined for 2nd-order Gaussian processes, the 
minium dispersion (MD) criterion is defined for non-Gaussian stable processes [110]. 
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(a) (b) 
(c) (d) 
(e) (f) 
(g) (h) 
Figure 5.1: Examples of white and AR(2) SaS processes in each row, respectively: 
(a & b) a=l.l; (c & d) a=l.5; (e & f) a=l.9; (g &h) a=2 (Gaussian processes). 
Larger spikes occur for smaller values of a. 
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Based on this criterion, the linear estimation problem of stable p~ocesses can be 
formulated as to find an estimate of a random parameter Y, say Y, in the linear 
space L(x(t), t E T) of the observations {x(t), t E T} such that 
A inf 
IIY- Ylla = Z E L(x(t), t E T) IIY- Zlla (5.10) 
Considering that the norm and fractional lower order moments are related (see 
Section 5.2.4), one can equivalently write 
[I A P] inf p E y- Yl = z E L(x(t), t E T) E[IY- Zl ] (5.11) 
where 0 < P < a. It has been shown that for 1 < a < 2, Y is uniquely 
determined [16] by 
[x(t), Y- Y]a = 0 t E T (5.12) 
which is similar to the orthogonality principle well explained in linear estimation 
problems of second-order processes [97]. 
In the linear theory of stable processes the MD criterion serves as a measure 
of optimality. Using this criterion4 , the dispersion of residual errors is simply 
minimized in the linear space of observations to generate the best estimate of a 
SaS random variable. This is analogous to the MMSE criterion in which the 
variance of residual errors (instead of the dispersion) is minimized (see Section 
2.1.3). Minimising the dispersion of a stable random variable around its median is 
equivalent to minimising the average magnitude of residual errors. Interestingly, 
for Gaussian processes, the MD criterion reduces to the MMSE one. The MD 
criterion has been well justified for stable processes and applied to regression 
models with stable errors as well as the linear prediction of ARMA processes 
with infinite variance [93, p-99]. 
5.4 Adaptive Filtering Using Fractional Lower 
Order Moments 
Closed form solutions of linear estimation problems for stable processes may be 
extremely difficult or not always achievable. Fortunately, the dispersion of resid-
ual errors for such processes, i.e. , the performance surface is usually convex with 
one distinct minimum. Therefore, numerical techniques such as adaptive stochas-
tic gradient algorithms may easily be used to estimate the desired parameters by 
4 The MD for P=l is also referred to as the minimum absolute error (22, p. 86]. 
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searching the minimum dispersion of residual errors. Several gradient-based adap-
tive algorithms such as the LMS and SGL algorithms were already explained in 
Section 2.4. In there, we realized that the essence of these algorithms is based 
on minimising the finite variance residual errors using the MMSE criterion which 
is clearly inappropriate for infinite variance impulsive processes. In the sequel, a 
recently-developed adaptive filtering technique designed for parameter estimation 
of impulsive stable processes is presented. Then we propose two new algorithms 
using the lattice structure. 
5.4.1 Least Mean P-norm Algorithm 
To define an appropriate adaptive filtering algorithm for stable processes, the 
fractional lower order moments may be used [110]. To formulate the problem, 
consider a So:S process x(n) as the input of an mth-order adaptive forward 
predictor (see Figure 2.2). Assume that the input signal and the desired signal, 
d(n), are jointly So:S. Using the MD criterion, the best estimates are obtained 
when the dispersion of the error between x(n) and d(n) is minimized. More 
precisely, the residual errors are defined (real values) as 
m 
fm(n) = d(n)- L9m,ix(n- i) (5.13) 
i=l 
where 9m,i are the adaptive coefficients. Since for stable processes the dispersion 
of residual errors is directly related to their norm, the cost function is thus defined 
as 
m 
J = llfm(n)lla = lld(n)- L9m,ix(n- i)lla O<P<o: (5.14) 
i=l 
Form Section 5.2.4, the equivalent form of (5.14) is given using the fractional 
lower order moments as 
m 
J = E[lfm(n)IPJ = E[ld(n)- L9m,ix(n- i)IPJ 0 < p < 0: (5.15) 
i=l 
To solve equation (5.15), no closed form expression has been reported. Fortu-
nately, due to the convex shape of the cost function, J, the minimum error can be 
searched using an adaptive gradient algorithm. To do so, the least mean P -norm 
(LMP) algorithm [93] has been defined for the ith stage of an mth-order adaptive 
forward predictor as 
100 
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where ?Jm,i(n) are adaptive coefficients, J.L is the step-size parameter, sign{·} is 
the signum function defined in (5.1), and a > 1. The LMP algorithm has shown 
to have a much faster convergence speed than the well-known LMS algorithm for 
SaS AR processes [110]. For P=1 then, this algorithm reduces to 
?Jm,i(n + 1) = ?Jm,i(n) + j.LSign{fm(n)}x(n- i) 1:SP<a (5.17) 
which is refereed to as the least mean absolute deviation (LMAD) [110] algo-
rithm. This algorithm is in fact equivalent to the well-known sign algorithm (SA) 
explained in Section 2.4.4. 
5.5 Adaptive Lattice Filters for Stable 
Processes 
Adaptive systems equipped with the SGL algorithm may in practise receive im-
pulsive stable processes. The intended focus of this section to investigate the 
performance of the SGL algorithm for stable processes and develop new algo-
rithms with faster convergence speeds. 
5.5.1 Lattice Implementation for Stable Processes 
In Section 2.1.4, optimal Wiener forward and backward predictors were derived. 
We showed that due to the Toeplitz property of the autocorrelation matrix of 
finite variance stationary (or quasi-stationary) signals, the coefficients of these 
predictors are the image mirror of each other. Incorporating the above proper-
ties then, the Levinson-Durbin algorithm and accordingly the lattice filter were 
derived. 
For stable processes, however, the respective variance is theoretically infinite. 
Therefore, the autocorrelation matrix of these processes defined based on 2nd-
order statistics does not theoretically exist. As a result, the lattice structure can 
not theoretically be derived for such processes in a Levinson-Durbin sense. On 
the other hand, in practice lattice filters (adaptive or non-adaptive) are used in 
different systems and may expectedly or unexpectedly exposed to such impulsive 
noise (or interferences). Then one might be interested to know what would be 
the response of lattice filters to such signals? Or if there is any possibility to 
improve the performance of the filter in the case of detection of such signals? 
To study the response of these filters for impulsive stable processes, from 
(3.8) it is easy to see that for theoretically infinite variance residual errors (corre-
sponding to infinite variance input stable processes) reflection coefficients gener-
ate oo / oo. However, the variance of such processes is only large for finite stable 
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sequences, but not infinite, which shows that there exist some limits for the re-
flection coefficients. It has also been shown that despite the infinite variance of 
a-stable processes, normalized correlations, moments, and cumulants can be es-
timated and the corresponding sample estimates converge to the true values in 
probability [119]. 
The response of the lattice filter may qualitatively be explained from a dif-
ferent perspective. Assume that we intend to estimate the parameters of AR 
stable processes with different values of a. As mentioned before, for a=2 these 
processes are Gaussian for which the lattice filter is defined. Now, assume that 
the value of a is smoothly decreasing, that is, the process is gradually becoming 
more impulsive. Naturally, for any a close to 2 one may not expect to abruptly 
observe a large difference in the performance of the lattice filter. However, for 
smaller values of a the Toeplitz property of the autocorrelation matrix is slowly 
violated. This leads to introducing some deviation in reflection coefficients from 
what would be obtained for Gaussian AR processes. Correspondingly, this tends 
to generate some misalignments between the true values and the mean of esti-
mated AR parameters. We will later show that for correlated stable processes the 
mentioned misalignment for a wide range of characteristic exponents, a, is very 
small or even negligible. The adaptive reflection coefficients would also reach the 
same values (mentioned above) in steady state. 
5.5.2 Least Mean P-norm Lattice Algorithms 
The SGL algorithm performs poor results for infinite variance stable processes 
due to using the MMSE criterion. Therefore, this algorithm is very sensitive to 
large spikes even during steady state and simply diverges (this will be shown in 
simulations). 
Alternatively, the MD criterion may be used to update the adaptive reflec-
tion coefficients. We accordingly propose the least mean P-norm lattice (LMPL) 
algorithm using the P-norm of forward and backward residual errors [70]. To do 
so, the cost function is defined as 
(5.18) 
where fm(n) and bm(n) are the mth forward and backward residual errors and 
1 < P < a (Figure 2.4 is reproduced here for convenience). Since the true 
Pth-order moment in (5.18) is unknown a priori, the instantaneous estimates are 
instead considered by dropping the expectation operator. Taking the derivative of 
the result with respect to reflection coefficients yields the instantaneous gradient 
as 
v<;;npt) = -P[I!m(n)IP-1sign{fm(n)}bm-1(n -1) 
+lbm(n) IP-1 sign{bm(n)} fm-1 (n)] 
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Figure 5.2: An FIR lattice filter of order M. 
where forward and backward reflection coefficients are taken equal at each stage. 
Proportionally, the adaptive LMPL algorithm is given for real stable signals by 
(5.20) 
where j3 is a constant step-size parameter. One can easily see that for P=2, 
equation (5.18) reduces to the conventional SGL algorithm defined in (2.51). 
Also, for P=1 the LMPL algorithm yields 
Km(n + 1) =Km(n)+ f3[sign{fm(n) }bm-l(n- 1)+sign{bm(n)} fm-1 (n)] 
(5.21) 
which is equivalent to the sign-lattice (SL) algorithm defined in (2.54). Here, 
however, this algorithm is concluded in a different manner. The SL algorithm 
is a much simpler class of the LMPL algorithm since in the latter case the im-
plementation of decimal powers in the gradient term is expensive. Hence, in 
this research a special attention is paid to the performance evaluation of the SL 
algorithm for stable processes. 
5.5.3 Performance of LMPL Algorithm (General) 
The performance of the LMPL and SL (LMPL for P=1) algorithms is empirically 
compared to that of the LMS, SGL, LMP, and SA (LMP for P=1) algorithms 
for SaS AR processes. Two general issues are of concern. First, the convergence 
speed of the LMPL, LMP, SL, and SA algorithms (P-norm based algorithms) 
are compared to that of the LMS and SGL algorithms (algorithms based on 2nd-
order moments). Second, the convergence speed of the P-norm based algorithms 
mentioned above are compared to that of others. 
In each experiment the results are computed by averaging the estimated AR 
parameters over 100 independent runs of SaS AR processes. The algorithms are 
examined for less to highly impulsive stable processes (1.4 < a::; 2). For smaller 
values of a the misalignment of adaptive reflection coefficients with respect to 
the true values (see Section 5.5.1) slightly increases the P-norm values of residual 
errors in comparison to that of other algorithms. The value of P for the LMPL 
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and LMP algorithms is selected equal to P = a- 0.1 (as an example), unless 
specified. 
The AR stable processes are generated using the difference equation (5.9)5 . 
The experimental results are carried out for AR(1) and AR(2) SaS processes. To 
generate highly correlated processes, the AR parameters are chosen as q1 =0.99 
for AR(1) and q1 =1.882, q2=-0.98 for AR(2) stable processes. 
For the SGL and LMS algorithms, the largest step-size parameters are selected 
while ensuring the convergence of the filter. The step-size parameters of other 
algorithms are adjusted such that the steady-state P-norm values of residual er-
rors are as close as possible. Figures 5.3 and 5.4 exhibit the simulation results 
for AR(1) and AR(2) stable processes, respectively. From these results, one can 
observe that: 
• The convergence speeds of LMPL, LMP, SL, SA algorithms are substantially 
higher than that of the SGL and LMS algorithms in all the cases. 
• The SGL algorithm outperforms the LMS algorithm which is similar to that 
for stationary input signals. 
• The convergence speeds of the proposed LMPL and SL algorithms are sig-
nificantly higher than that of the LMP and SA algorithms, respectively. 
• The mentioned misalignments for the LMPL and SL algorithms increase for 
a smaller a (as expected), but are still very small and almost negligible for large 
to moderate values of 1.4 <a~ 2. 
• For AR(1) stable processes, the convergence speed of the LMPL algorithm 
is higher than that of the SL algorithm. 
• For AR(2) stable processes, the convergence speeds of the SL algorithm is higher 
than that of the LMPL algorithm. The last two items motivate more investiga-
tion regarding the effect of choosing different values of P on the convergence of 
the LMPL algorithm. This problem is investigated in the following. 
5.5.4 Performance of LMPL for Different P-norms 
The effect of different values of P on the convergence speed of the LMPL algo-
rithm is investigated for a=l.8. Figure 5.5-a shows the results for AR(1) stable 
processes wherein the convergence speed of the LMPL algorithm increases for 
5The computer codes for generating white ScxS random variables are shown in appendix A. 
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larger values of P. For AR(2) stable processes, on the other hand, it is seen that 
for smaller values of P the convergence speed is faster. The same difference was 
observed for AR(l) and AR(4) stable processes for different values of P. Similar 
results have already been shown for the LMP algorithm for the AR(l) and AR(2) 
processes in [78] and [5], respectively. Based on these results the SL algorithm is 
suggested as a fast and simpler algorithm for AR SaS processes (as a member of 
the LMPL algorithms). 
5.6 Normalized Algorithms for Stable 
Processes 
In Section 2.4.5 we mentioned that adaptive gradient algorithms are sensitive to 
large values of the input signal. Clearly, these algorithms are more sensitive to 
stable processes with large spikes. To overcome this problem (similar to the case 
of stationary signals), a normalized algorithm may be used. 
5.6.1 Normalized Least Mean P-norm Algorithm 
The normalized version of the LMP, so called the normalized LMP (NLMP) is 
defined [5, 4] by combining (5.17) and (2.55) as 
where 1 ::::; P < a, ( is a positive constant, jl is an initial constant step-size 
parameter, and II · liP denotes the P-norm values. For P=l the NLMP reduces 
to the NLMAD (or SA) algorithm6. Simulation results have shown faster conver-
gence speeds for the NLMP and NSA algorithms with respect to the LMP and 
SA algorithms, respectively [5]. 
5.6.2 Normalized Least Mean P-norm Lattice Algorithm 
We propose the normalized LMPL (NLMPL) algorithm using the P-norm values 
of forward and backward residual errors of the lattice filter as [65] 
6 Since in this dissertation the LMAD algorithm has been referred to as the SA algorithm, 
accordingly the NLMAD algorithm is mentioned as the NSA algorithm. 
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algorithms for AR(l) SaS processes: (a) a=l.9; (b) a=l.5. The proposed LMPL 
and SL algorithms perform faster convergences. 
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Km(n + 1) =Km(n)+,Bm(n)[lfm(n)IP-1sign{fm(n)}bm-1(n- 1) 
+lbm(n) IP-1 sign{bm(n)} fm-1 (n)] 
where ,Bm(n) is a time-varying step-size parameter defined as 
,B 
,Bm(n) = ( + Dm(n) 
(5.23) 
(5.24) 
jJ and ( are constant parameters, and Dm(n) is an estimate of P-norm values of 
forward and backward residual errors at each lattice stage given by 
(5.25) 
with 0 < ), < 1. 
The convergence speed of the algorithm is basically determined by ), which 
acts as an attenuation factor. Also, one may consider (5.25) as a single-pole low-
pass filter (AR(1) model) with a pole equal to ), in the unit circle. The closer 
the), is to 1, the smaller the convergence speed results. By increasing Dm(n) the 
step-size parameter, ,Bm(n), and thus the gradient term in (5.23) approach zero 
as n goes to infinity. In the proposed algorithm, the step-size parameter of each 
stage decays proportional to the P-norm values of the inputs of that stage7 • This 
ensures more numerical stability with the highest possible convergence speed for 
each stage. The NLMPL algorithm for P=1 is referred here to as the normalized 
SL (NSL) algorithm, and for P=2 is equivalent to the gradient adaptive lattice 
(GAL) algorithm [46, 45]. 
5.6.3 Performance of the NLMPL, NSL, NLMP, and NSA 
Algorithms 
The convergence speed of the NLMPL and NSL are compared to that of the 
NLMP and NSA as well as the SL and SA algorithms. Simulation results are 
presented for AR(2) stable processes with different degrees of impulsiveness. The 
step-size parameters of the SL and SA algorithms are chosen in such a way that 
the same steady-state error is achieved for both algorithms. In the normalized 
algorithms, the constant parameters are adjusted such that a similar steady-state 
error is achieved. The results shown in Figure 5.6 are computed by averaging 100 
individual trials of each experiment. 
7 The step-size parameters can also be normalized by adding up the P-norm values offorward 
and backward residual errors of previous stages at each iteration (see Section 2.4.5). 
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Simulation results show that the normalized algorithms, in general, show 
faster convergence speeds with respect to unnormalized algorithms. Moreover, 
we noticed that the normalized algorithms are more stable during the steady 
state. This is because step-size parameters of these algorithms are initially large 
to generate fast convergence speeds and decay to zero as n goes to infinity. As a 
result, the normalized algorithms become less sensitive to incoming spikes since 
the gradient terms approach zero in steady state. From the simulation results, 
one can observe that: 
• The NLMPL and NSL algorithms outperform the NLMP, NSA, SL, and SA 
algorithms. 
• The NLMPL algorithm outperforms the NSL algorithm. 
• The level of misalignment for the NLMPL algorithm is slightly lower than 
that for the NSL and SL algorithms. Also, similar to the LMPL algorithm, the 
misalignment for large to moderate values of 1.4 < a ::::; 2 is very small. 
Performance of the Proposed Algorithms for Higher-Order AR Stable 
Processes: 
We mentioned that the misalignments between the mean of the estimated AR 
parameters and the true values generated by the LMPL and NLMPL algorithms 
(including the SL and NSL algorithms) increase for smaller values of a. To more 
investigate this problem, we present another experiment for AR( 4) SaS processes 
generated by a 4th-order LPC synthesis filter of a voiced speech frame given by 
A(z) = 1.323z-1-0.152z-2 -0.097z-3 -0.115z-4 [5]. Figure 5.7 shows the squared 
norm of misalignment vectors for all coefficients defined as ll<l(n) -qll 2 where q(n) 
and q are vectors of the estimated and true AR parameters, respectively. 
It is seen that for higher-order AR stable processes, the misalignment of the 
estimated parameters in average is very small or even negligible. 
From the results we presented for the proposed unnormalized and normalized 
algorithms (LMPL, SL, NLMPL, NSL), the NSL algorithm is specifically sug-
gested as the best choice to deal with SaS AR processes. The reason is that this 
algorithm is more robust with respect to the input spikes, requires less computa-
tions, and generates a faster convergence. 
The better convergence speed of the LMPL and NLMPL algorithms presented 
in Sections 5.6.3 and 5.5.3 can result in a better performance in various applica-
tions of adaptive filtering (see Section 2.3.4) when the received signal is contam-
inated with impulsive signals. For instance, adaptive filters equipped with 
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112 
Adaptive Lattice Filters for Alpha-Stable Processes 5. 7 Summary and Conclusions 
the LMS and SGL algorithms are sometimes used in direct sequence spread spec-
trum systems to cancel the jammer signal or other environmental noise [25, 47, 
51, 108, 120]. However, if the adaptive receiver is affected by impulsive signals8 , 
the mentioned traditional algorithms may easily diverge for large input spikes. 
Instead, the proposed algorithms behave more stable, and due to their faster 
convergences for impulsive processes can more effectively recover the encoded se-
quences in the receiver [68]. This, as a result, yields a better performance for 
such spread spectrum systems. 
5. 7 Summary and Conclusions 
This chapter considered the adaptation behaviour of adaptive lattice filters for 
impulsive AR processes with SaS distributions. First, the possibility of using 
lattice filters for impulsive stable processes was discussed. It was mentioned that 
the lattice structure has been defined for stationary processes (such as Gaussian 
processes) with finite variance and can not theoretically be derived for stable pro-
cesses. To describe the response of this filter (if it is exposed to such processes), 
we first assumed that the input signal is stationary and Gaussian (which is a 
member of a-stable processes for a=2). As the degree of impulsiveness of stable 
processes increases (less Gaussian), the Toeplitz property of the input autocorre-
lation matrix is more violated. 
In parameter estimation of AR stable processes this problem leads to introduc-
ing some misalignment between the mean of estimated parameters and the true 
values. Similarly, adaptive reflection coefficients exhibit similar misalignments. 
We explained that the SGL algorithm may simply diverge for large spikes of 
stable processes due to using the MMSE criterion. In the case of the detection of 
impulsive stable processes, a remedy to protect the adaptive algorithm for large 
spikes is to use the P-norm values of residual errors. Using the P-norm values of 
forward and backward residual errors, a new adaptive lattice algorithm so called 
the LMPL algorithm was proposed. This adaptive algorithm was extensively 
compared to the recent-proposed LMP algorithm (transversal type) as well as 
the well-known LMS and SGL algorithms for AR(l), AR(2), and AR(4) SaS 
processes using computer simulations. The results showed that the LMS and 
SGL algorithms (due to using MMSE criterion) perform extremely poor results 
for stable processes in comparison to the LMPL and LMP algorithms. Moreover, 
the LMPL algorithm clearly showed a faster convergence speed than the LMP 
algorithm. The LMPL algorithm for P=l reduces to the well-known adaptive SL 
algorithm which outperformed the SA algorithm (LMP for P=l). 
8Impulsive signals may be received from the environment or deliberately transmitted by a 
jammer. 
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The effect of using different values of P on the convergence behaviour of the 
LMPL algorithm was also investigated. It was shown that for higher-order AR 
models, the LMPL is more sensitive to the input spikes for larger values of P. 
Instead, the algorithm is more robust for P=l, i.e. , the SL algorithm. 
The problem of misalignment mentioned above was also investigated. It was 
shown that the amount of misalignments is very small for low to moderate im-
pulsive processes (1.4 < a :::; 2). 
The normalized versions of the LMPL and SL algorithms, so called the NLMPL 
and NSL (NLMPL for P=l) algorithms were next proposed. In these algorithms, 
the step-size parameter of each lattice stage is normalized based on the P-norm 
values of the inputs to that stage. The simulation results clearly suggested that 
the NLMPL algorithm maintains a faster convergence speed in comparison to 
other algorithms and is also more robust in long time. Considering the over-
all performance of all mentioned algorithms, the NSL algorithm was selected 
as a better choice due to the simplicity of implementation (with respect to the 
NLMPL), robustness, and yet, enjoying a faster convergence speed. 
Also, when an adaptive system based on the SGL algorithm (for finite variance 
processes) is influenced by a-stable interferences, one may use the SL or NSL 
algorithms during the period of detection. This change may effectively protect 
the adaptive system from divergence, while after this period we may switch back 
to the SGL algorithm. 
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Conclusions and Future 
Directions 
T HE main goal of the research presented in this dissertation was to analyse the performance of optimal lattice filters and the SGL algorithm for: ( i) FM 
signals with polynomial phases of arbitrary order p, and ( ii) impulsive SaS AR 
processes (and development of adaptive algorithms with faster convergences). 
This goal has been successfully achieved by 
1. developing the optimal reflection coefficients, optimal residual errors and 
recovery errors for optimal lattice filters, the tracking model of adaptive 
reflection coefficients, misadjustment (or excess MSE), and the asymptotic 
variance for the SGL algorithm in the presence ofFM signals in noise (Chap-
ter 3). 
2. showing the new polynomial order reducing property of lattice filters for FM 
signals and using this property in detection and instantaneous frequency 
estimation of linear FM signals (Chapter 4). 
3. developing two new adaptive algorithms for SaS AR processes using frac-
tional lower order moments (or P-norm values) of residual errors with faster 
convergence speeds with respect to the SGL algorithm (Chapter 5). 
4. evaluating the performance of the proposed algorithms and the theoretical 
models in comparison to the experimental results. 
To elaborate, in conjunction with the first objective we showed that the op-
timal forward and backward residual errors are neither dependent on the input 
polynomial phase parameters nor on time. This means that the optimal lattice 
filter works as well with an FM signal as with a pure sinusoid. Therefore, having a 
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time-varying polynomial phase does not degrade the performance of the optimal 
filter in restoring the FM signal in noise. Also, we indicated that a suitable filter 
order can be selected for a desired level of performance (recovery SNR derived 
in Chapter 3). We showed that for input FM signals with polynomial phases of 
order p, optimal reflection coefficients are time-varying and form FM signals of 
order p -1. We called this new property as the polynomial order reducing (POR) 
property of lattice filters. It was analytically shown that the optimal reflection 
coefficients are a function of the input polynomial phase parameters, filter order, 
and input SNR. The magnitude of these coefficients always lie between 1 and 
-1 which is useful when quantization of the coefficients is needed. Based on the 
results obtained for optimal reflection coefficients, the rate of nonstationarity of 
generated FM signals in the reflection coefficients increases at larger filter orders. 
As a result, when an adaptive algorithm is used, the algorithm may not be able to 
track the input statistics at larger orders. This means that an adaptive filter with 
a larger order does not necessarily increase the overall performance of a system 
(as known for stationary signals). 
The SGL algorithm is a desirable algorithm due to the important properties 
of lattice structure such as simplicity and fast convergence. To demonstrate the 
average behaviour of SGL algorithm, the average trajectory (tracking model) of 
adaptive reflection coefficients were formulated. The model is useful for two rea-
sons. First, it can be used for performance study of the SGL algorithm for FM 
signals by changing the relevant parameters. The model shows that the input 
polynomial phase parameters, filter order, input SNR, as well as the step-size 
parameter are effective in the performance of the algorithm. The tracking model 
in average track the optimal coefficients with some differences in the amplitude, 
and a lag which is effectively proportional to the order and input phase parame-
ters. The SGL algorithm can only approach the optimal values (zero lag) for slow 
statistical variations. The tracking model can successfully model the behaviour 
of adaptive reflection coefficients at moderate to very low SNR's. At high SNR's, 
due to stronger correlation between adaptive reflection coefficients and the inputs 
of each stage the accuracy of the model reduces. The second advantage of track-
ing model is that it is computed easier than running comprehensive experimental 
simulations and averaging the adaptive reflection coefficients. 
The tracking model also showed that adaptive reflection coefficients present 
the POR property as they track the optimal coefficients. In this work, we demon-
strated the possibility of using this property in detection and instantaneous fre-
quency estimation of linear FM signals in noise. This property may be considered 
as a new parametric estimation technique for extracting the desired information 
of FM signals directly from reflection coefficients. We also showed that the gra-
dient noise in the adaptive reflection coefficients approximates the Gaussian law. 
As a result, a linear transformation may be performed using the POR property. 
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This may be helpful in applying the POR property in several applications. 
The asymptotic MSE of residual errors were also shown. Clearly, the gradi-
ent noise and the lag are two different phenomena which contribute to increase 
the MMSE (or equivalently the misadjustment). The misadjustment due to the 
gradient noise is directly proportional to the step-size parameter, while the mis-
adjustment due to the lag is inversely proportional to the step-size parameter. As 
a result, choosing a larger step-size parameter increases the tracking capability 
of the filter (by reducing the lag), but also increases the asymptotic variance of 
adaptive coefficients. 
With respect to the second objective of this study, we explained that the 
lattice structure has been designed for finite variance input signals and can not 
theoretically be derived for impulsive stable processes with infinite variance. As 
a result, when an adaptive lattice filter is exposed to such processes some errors 
are introduced in the reflection coefficients. We showed that the LMS or SGL 
algorithm simply diverge for large input spikes since they are designed based on 
the minimum mean-square error criterion. To overcome this problem, we pro-
posed two new adaptive lattice algorithms, the LMPL and normalized LMPL 
algorithms based on minimising the fractional lower order moments (or equiva-
lently P-norm values) of forward and backward residual errors. The proposed 
algorithms, in general, achieve faster convergence speeds than other algorithms 
(LMS, SGL, LMP) in parameter estimation of AR SaS processes. Also, the 
amount of misalignment between the estimated parameters and the true values 
(due to using the lattice structure for impulsive processes) is very small for low to 
moderate SaS AR processes (1.4 < a:::;: 2). The proposed algorithms for P = 1 
are specifically suggested for practical use due to simplicity of implementation, 
more robustness, and yet, achieving fast convergence speeds. In this case the pro-
posed algorithms reduce to the sign-lattice and normalized sign-lattice algorithms 
addressed in the literature. 
When an adaptive system equipped with the SGL algorithm is exposed to 
impulsive stable noise, we may switch the SGL algorithm to the sign-lattice algo-
rithm (at the time of detection) to preserve the stability of the system for large 
spikes. 
6.1 Future Directions 
The following recommendations to build upon this work are made: 
• Derivation of the step-size parameter as a function of input phase parameters 
of FM signals. We assumed that the statistics of input FM signals are varying 
very slowly such that the adaptive filter can track the statistical changes. It is 
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very helpful to find the limitation of the step-size parameter as a function of 
nonstationarity of the input signal. Also, an optimal value may be computed for 
the step-size parameter to achieve the minimum excess error (or misadjustment) 
in (3.68). 
• Finding a closed form approximation for the tracking model of adaptive co-
efficients for FM signals (see Section 3.4.2). Then the tracking model can be 
easier computed. 
• Statistical properties of the POR method in detection and IF estimation of 
linear FM signals. This can help to more carefully characterize the properties of 
this technique in these applications. Also, other applications for the POR may 
be considered. 
• The original contributions of this research regarding monocomponent FM sig-
nals presented in Chapter 3 and 4 can also be extended for multicomponents FM 
signals. 
• Performance analysis of the proposed P-norm lattice algorithms (see Section 
5.5.2 and 5.6.2) for wideband AR stable processes. We only considered highly 
correlated AR stable processes. The same investigation may be performed on 
wideband AR stable processes. Then, the effect of input correlation on the mis-
alignment and convergence of adaptive reflection coefficients can be studied. 
• Investigation of the convergence of the LMPL algorithm with different val-
ues of P. In Section 5.5.4, we showed that the convergence of LMPL algorithm 
is faster for AR(l) stable processes when a larger P is selected. On the other 
hand, for higher-order AR stable models the algorithm is more robust for smaller 
values of P. The same results have already been shown for the LMP (transversal 
type) algorithm [78, 5]. Further work needs to be done to justify this behaviour. 
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Alpha-Stable Random Generator 
This appendix presents two computer programs in Matlab for generating white 
a-stable random numbers based on the method originally proposed in [17]. Other 
formulations regarding a-stable random generators are found in [144] and [59]. 
A.l Computer Codes (no.l) 
In the first program, we have written the Fortran program presented in [106, p. 
46]) in Matlab. In this program an a-stable random variable with Sa ('"'I, f3s, a) is 
generated for dispersion 'Y and location parameter a equal to 1 and 0, respectively 
(or Sa(1, f3s, 0)), with characteristic exponent 0 <a::::; 2, and skewness parameter 
-1 ::::; f3s ::::; 1. One can then change a and 'Y using a linear transformation as 
This program starts as follows: 
function [ rstab] =rstable(N ,alpha, beta_s) 
u=rand(size(O:N-1)); 
u1=rand(size(O:N-1)); 
w=-log(u1); 
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a=1 (A.2) 
A.l Computer Codes (no.l) 
eps=1-alpha; 
phiby2=(pi/2)*(u-0.5); 
a=phiby2.*tan2d(phiby2); 
bb=tan2d(eps*phiby2); 
b=eps*phiby2.*bb; 
if eps > -0 . 99 
tau=beta_s /(tan2d(eps.*(pi/2))*(pi/2)); 
end 
if eps <= - 0.99 
Alpha-Stable Random Generator 
tau= beta_s*(pi/2)*eps*(1-eps)*tan2d((1-eps)*(pi/2)); 
end 
a2=a.-2; 
a2p=1+a2; 
a2=1-a2; 
b2=b. -2; 
b2p=1+b2; 
b2=1-b2; 
z=a2p.*(b2+2.*phiby2.*bb.*tau) ./(w.*a2.*b2p); 
alogz=log(z); 
y=(eps.*alogz./(1-eps)); 
d=d2d(y) .*(alogz./(1-eps)); 
rstab=(1+eps.*d) .*2.*((a-b).*(1+a.*b)-phiby2.*tau.*bb.* 
(b.*a2-2*a))./(a2.*b2p)+tau.*d; 
\noindent\underline{\bf function [TAN2D]=tan2d(xarg) :} 
p0=.129221035e+3; 
p1=-.887662377e1; 
p2=.528644456e-1; 
q0=.164529332e3; 
q1=-.451320561e+2; 
q2=1; 
x=abs(xarg); 
if X > pi/4 
TAN2D= tan(xarg)/xarg; 
else 
x=x/(pi/4); 
xx=x. -2; 
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TAN2D= (pO+xx.*(p1+xx*p2))./((pi/4).*(qO+xx.*(q1+xx*q2))); 
end 
\noindent\underline{\bf function[out]=d2d(y);} 
p1=[.840066852536483239e3]; 
p2=[0.200011141589964569e2]; 
q1=[0.168013370507926648e4]; 
q2=[0.18013370407390023e3]; 
q3=1; 
if abs(y) > 0.1 
out = (exp(y)-1.0) ./y; 
else 
yy=y.*y; 
pv=p1+yy*p2; 
out=2*pv./(q1+yy.*(q2+yy*q3)-y.*pv); 
end 
% End of RSTABLE.M 
A.2 Computer Codes (no.2) 
The second program written by J. Huston McCulloch1 is more general with more 
considerations originally based on [17]. This program returns an m x n matrix of 
independent and identically distributed stable random numbers with a in [.1,2], 
f3s in [-1, 1], dispersion "/ > 0, and location parameter a. This program starts as 
follows: 
function [x] = stabrnd(alpha, beta_s, gamma, a, m, n) 
% Errortraps: 
if alpha< .1 I alpha> 2 
disp('Alpha must be in [.1,2] for function STABRND. ') 
alpha 
x =NaN* zeros(m,n); 
return 
end 
10hio State University Econ. Dept., mcculloch.2osu.edu. 
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if abs(beta) > 1 
disp('Beta must be in [-1,1] for function STABRND. ') 
beta 
x =NaN* zeros(m,n); 
return 
end 
% Generate exponential w and uniform phi: 
w = -log(rand(m,n)); 
phi = (rand(m,n)-.5)*pi; 
% Gaussian case (Box-Muller): 
if alpha == 2 
x = (2*sqrt (w) . * sin(phi)); 
x = a + gamma*x; 
return 
end 
% Symmetrical cases: 
if beta == 0 
if alpha == 1 % Cauchy case 
x = tan(phi); 
else 
x = ((cos((1-alpha)*phi) ./ w) . - (1/alpha - 1) 
.* sin(alpha *phi) ./ cos(phi) .- (1/alpha)); 
end 
%General cases: 
else 
cosphi = cos(phi); 
if abs(alpha-1) > 1.e-8 
zeta= beta* tan(pi*alpha/2); 
aphi = alpha * phi; 
a1phi = (1 - alpha) * phi; 
x = ((sin(aphi) + zeta * cos(aphi)) ./ cosphi) 
.* ((cos(a1phi) + zeta * sin(a1phi)) 
./ (w ·* cosphi)) .- ((1-alpha)/alpha); 
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else 
bphi = (pi/2) + beta * phi; 
x = (2/pi) * (bphi .* tan(phi) - beta * log((pi/2) * w 
·* cosphi ./ bphi)); 
if alpha -= 1 
x = x +beta* tan(pi * alpha/2); 
end 
end 
end 
% Final: 
x = a + gamma * x; 
return 
% End of STABRND.M 
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Distribution of Product of Two 
Gaussian Random Variables 
The pdf of the product of two independent, and also two dependent real Gaussian 
random variables are considered. 
B.l Product of Two Independent Random Vari-
ables 
To obtain the pdf of a product of two independent real white Gaussian random 
variables X andY (N(O, 1)), the method explained in [97, p. 143] is presented. 
Consider two functions of random variables X and Y defined as 
U=X 
Z=XY 
Equivalently, one may show X and Y as 
X=U 
Y= Z 
X 
The joint pdf of U and Z may then be written as 
fu,z(U, Z) = fx,xy(Y, XY) = fx,Y(X, Y)IJI- 1 
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Product of Two Gaussian Random Variables B.2 Dependent Random Variables 
where I· I denotes the absolute value and .J' is the Jacobian transform of X and 
Y defined as 
[ oz oz l ( [ ox ox l) -1 ( [ 1 0 l) -1 .J' = Det ~~ §u = Det §f §¥ = Det -z .1.. =X 
oX oY oZ oU U 2 X (B.6) 
where Det[·] denotes the determinant of the matrix. Assuming independency 
between the X andY, the bivariate pdf of X andY can be written as 
fx,Y(X, Y) = fx(X)fy(Y) (B.7) 
Using (B.7) in (B.6), the corresponding pdf for fz(Z) = fxy(XY) is obtained 
by the marginal distribution as 
fz(Z) j_:oo fu,z(U, Z)dU = j_:oo fx,Y(X, Y) I.JI-1dX, 
- e-0.5(X +X2)-dX 1 f+oo 2 z2 1 
2~ -oo lXI (B.8) 
To the best of the author's knowledge, there is no closed form expression for B.8, 
however, one may numerically compute this integral. 
B.2 Product of Two Dependent Random Vari-
ables 
When Gaussian random variables X and Y are dependent, the problem is more 
complicated. Here, we show the final result given by [116, p. 156]. 
1 [ giZI l [ IZI l hz(Z) = ~(1- rP)l/2 exp 1- ri Ko 1- g2 (B.9) 
where K 0 [·] is the modified Bessel function of the second kind of order zero and 
g is the correlation coefficient between X and Y defined as [96, p. 138] 
E[(X- X)(Y- Y)] g = _..::_;_;__ _ __;__;____ _ _:..:;_ 
axay 
(B.10) 
where X and Y denote the mean and ax and O"y are the standard deviation of 
Gaussian random variables. 
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B.3 Simulation Comparisons 
In Figure B.1-a, the numerical pdf given by (B.8) is compared to the histogram of 
the product of two zero-mean white Gaussian noise, N(O, 1), and to the zero-mean 
white Gaussian pdf (N(O, 1)). It is seen that the numerical1 pdf closely models 
the experimental values. Secondly, the pdf's of the products (both numerical and 
experimental ones) are very far from the Gaussian distribution. 
In Figure B.1-b, the numerical pdf is shown for the product of two dependent 
Gaussian random variables using (B.9). The result is compared to the histogram 
of reflection coefficients of the SGL algorithm defined in (3.43). The dependent 
random variables are selected from 200 realizations of reflection coefficients (real 
part) when time is frozen at times n and n + 1 and the filter is exited by complex 
white Gaussian noise. To obtain the numerical pdf in (B.9), the correlation coef-
ficient (} is computed for the selected dependent random variables using (B.10). 
It is seen that the numerical pdf is extremely non-Gaussian, while the ex-
perimental result for reflection coefficients is very close to Gaussian. The reason 
is that in adaptive reflection coefficients there is a sum of products of Gaussian 
random variables (dependent and independent) whose overall pdf converges to 
the Gaussian distribution based on the central limit theorem. 
1 Note that to avoid any numerical difficulties in (B.8), the value of X should never be 
considered exactly equal to zero. 
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Figure B.l: The pdf of the product of two Gaussian random variables: (a) inde-
pendent ones; (b) dependent ones. 
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