Let V be the m × m upper-left corner of an n × n Haar-invariant unitary matrix. Let λ 1 , · · · , λ m be the eigenvalues of V. We prove that the empirical distribution of a normalization of λ 1 , · · · , λ m goes to the circular law, that is, the uniform distribution on {z ∈ C; |z| ≤ 1} as m → ∞ with m/n → 0. We also prove that the empirical distribution of λ 1 , · · · , λ m goes to the arc law, that is, the uniform distribution on {z ∈ C; |z| = 1} as m/n → 1. These explain two observations byŻyczkowski and Sommers (2000).
Introduction
Random unitary matrices (Dyson, 1962) are used in many physical applications such as chaotic scattering and conductance in mesoscopic system (Beenakker, 1997) and statistical properties of periodically driven quantum systems (Haake, 2010) . In applications, people often consider truncations of large dimensional Haar unitary matrices, which are used to describe quantum systems with absorbing boundaries (Casati, Maspero and Shepelyansky, 1999) . Applications of such truncated matrices are found in optical and semiconductor superlattices (Glück, On the other hand, truncations of Haar-invariant unitary and orthogonal matrices have application in statistics. In particular, the singular values of such a truncation have the same distribution as those of a Jacobi matrix (Collins, 2005) . In literature, a Jacobi matrix is also called a MANOVA matrix, which has been used extensively in the multivariate analysis from the field of Statistics. Some applications of the truncations of Haar-invariant matrices can be found in, for example, Eaton (1989) , Diaconis, Eaton and Lauritzen (1992) and Jiang (2009) .
Certain theoretical work on truncations of Haar invariant matrices were carried out by several authors. For example, Życzkowski and Sommers (2000) derived the distributions of the absolute values of the eigenvalues and simulated the empirical distributions of the eigenvalues; Réffy (2004, 2005) analyzed the entries and proved a large deviation principle for the eigenvalues; Jiang (2006 Jiang ( , 2009 ) used independent normal random variables to approximate the entries; Khoruzhenko, Sommers andŻyczkowski (2010) studied the distribution of the eigenvalues of a block of an Haar orthogonal matrices, and Forrester (2010) further studied the same problem and deduced a formula for the zeros of the Kac random polynomial.
In this paper, we shall study the spectra of a truncated block of an Haar unitary matrix. To be precise, for each n ≥ 2, let m = m n < n be a positive integer. Let {U n ; n ≥ 1} be a sequence of Haar-invariant unitary matrices defined on the same probability space, where U n is an n × n matrix for each n ≥ 1. Denote by U [n,m] the m × m upper-left corner of U n , and by λ 1 , · · · , λ m the eigenvalues of U [n,m] . Since the spectral norm of U [n,m] is bounded by that of U n , which is one, we know that max 1≤i≤m |λ i | ≤ 1. Define
Besides their deep theoretical results, Życzkowski and Sommers (2000) made several simulations about µ m . They found that the behavior of µ m is decided by the ratio m/n. [n,m] , where the first is U [200, 185] , the second is U [500, 477] , the third is U [1000, 968] .
In fact, taking n = 5, m = 2 and m = 4, respectively, and independently generating the m-dimensional vector (λ 1 , · · · , λ m ) many times, they observed that "For U [5, 4] , there exist several eigenvalues close to the unit circle, while for stronger truncation U [5, 2] the eigenvalues are clustered closer to the origin."
Through the study of the large deviations for the eigenvalues λ 1 , · · · , λ m , Petz and Réffy (2005) obtained the following nice result: If m/n → α ∈ (0, 1), then µ m converges weakly to the distribution ν 0 with the probability density function
on {z ∈ C; |z| ≤ √ α }. The density, as a function defined on the complex plane, does not depend on the angle φ. Therefore it is rotation-invariant.
In this paper we will study µ m for the other two cases: α = 1 and α = 0.
THEOREM 1 (Arc Law)
Assume lim n→∞ m/n = 1, then, with probability one,
converges weakly to the uniform distribution on {z ∈ C; |z| = 1}.
Recall the first part of the observations in (1) . Thinking that m = 4 is "very close to" n = 5, Theorem 1 says that not only "several eigenvalues close to the unit circle", there are m −o(m) of the eigenvalues close to the circle evenly, that is, they are uniformly distributed on the unit circle in the limiting sense. See Figure 1 .
Let X n = (x ij ) be an n × n Haar-invariant orthogonal or unitary matrix, that is, X n generates the Haar probability measure on the classical compact group O(n) or U (n). It is [n,m] , where the first is U [200, 53] , the second is U [500, 105] , the third is U [1000, 177] .
known that the empirical distribution of the eigenvalues of X n converges to the arc law as n → ∞. See, for example, Diaconis and Shahshahani (1994) and Diaconis and Evans (2001) in this direction. Theorem 1 says that the arc law still holds if the size of a truncated block of an Haar unitary matrix is large enough.
To state the result for α = 0, we need to review some terminology. Denote by M(C) the Borel probability measures defined on the complex plane C. Let µ and ν be two probability measures on C (or R 2 ). Define
where f is a bounded Lipschitz function defined on C with ∥f ∥ = sup x∈C |f (x)|, and ∥f ∥ L = ∥f ∥+sup x̸ =y |f (x)−f (y)|/|x−y|. This metric generates the topology of the weak convergence of the probability measures on C (see, e.g., chapter 11 from Dudley (2002)), that is, µ n converges to µ weakly as n → ∞ if and only if lim n→∞
for every bounded and continuous function f (x) defined on C, and if and only if ρ(µ n , µ) → 0 as n → ∞. We endow M(C) with the standard weak convergence topology, which is, as explained, the same one generated by ρ(µ, ν) in (3).
THEOREM 2 (Circular Law)
Suppose m → ∞ and m/n → 0 as n → ∞. Let µ 0 be the uniform probability measure on {z ∈ C; |z| ≤ 1} and
(ii) With probability one, µ m converges weakly to
In view of the second part of the observation in (1), thinking that m = 2 "is of a small portion" of n = 5, we indeed see from Theorem 2 that "the eigenvalues are clustered closer to the origin." Further, the theorem tells us that by magnifying the eigenvalues with √ n m times, they are asymptotically distributed on the unit disc uniformly. See Figure 2 . Now we make some comments about Theorem 2. First, by measuring the variation distance between the entries of U [n,m] and m 2 independent and identically distributed complex Gaussian random variables, Jiang (2009) showed that (i) of Theorem 2 holds when m → ∞ and m = o( √ n) as n → ∞. Theorem 2 improves the order to m = o(n). In fact, the order m = o(n) is the best one to make the circular law hold since a different limit law in (2) appears when m/n → α ∈ (0, 1).
Second, let Y n = (y ij ) be an n × n matrix where y ij 's are independent and identically distributed random variables. Let λ 1 , · · · , λ n be the eigenvalues of Y n . The circular law problem, that is, the empirical distribution of λ 1 / √ n, · · · , λ n / √ n goes to the uniform distribution on {z ∈ C; |z| ≤ 1} as n → ∞, has been studied by some authors including, for example, Girko (1984a Girko ( , 1984b , Bai (1997) , Pan and Wang (2010) , Tao and Vu (2008 , 2009 . Theorem 2 presents a circular law when the entries of the matrix, unlike those of Y n , are dependent random variables.
Finally, based on the ratio m/n → α for α = 0, α ∈ (0, 1) and α = 1, Theorem 1, (2) and Theorem 2 give a complete characterization of the empirical distributions of
The proofs of Theorem 1 (α = 1) and Theorem 2 (α = 0) are different from the proof of (2) (α ∈ (0, 1)) by Hiai and Petz (1998) . The limiting law in (2) is proved by large deviations. Now we state our methodology. Theorem 1 is proved by using a polynomial method. Let
. We first study the coefficients b i 's by using the symmetric functions associated with the partitions of integers, an identity from Diaconis and Evans (2001), the Selberg integral and the Jacobi ensembles. Based on the work of Erdös-Turán (1950), Granville (2007) and Hughes and Nikeghbali (2008) give the convergence of the empirical distribution of the roots of a polynomial converging to the uniform distribution on {z ∈ C; |z| = 1}. The two steps are then combined to complete the proof.
The main focus of the proof of Theorem 2 is to estimate
. By using an inequality we first transform the original problem to that on the Ginibre ensemble. An important ingredient of the estimate is a large deviation for the eigenvalues of the Ginibre ensemble by Hiai and Petz (1998 The rest of the paper is organized as follows: the proof of Theorem 1 is given in Section 2.1; the proof of Theorem 2 is given in Section 2.2.
Proofs
From now on, for brevity of notation, we write m = m n if there is no confusion.
The Proof of Theorem 1
Let U n be an n × n Haar-invariant unitary matrix, that is, the entries of the unitary matrix U n are random variables having the same joint distribution as that of VU n and that of U n V for any n × n unitary matrix V.
LEMMA 2.1 (Theorem 2.1 from Diaconis and Evans (2001)) Consider
where δ ab is Kronecker's delta.
See also Diaconis and Shahshahani (1994) for this. The following well-known formula can be found in many places, e.g., Mehta (1991) and Forrester (2007) .
LEMMA 2.2 (Selberg integral)
Let N ≥ 2 be an integer, and α, β and γ be positive numbers. Then
The following result comes from Theorem 1.3 from Granville (2007) , which is an improvement of Erdös-Turán (1950 
From Lemma 2.3, it is trivial to see that the empirical distribution of the roots of a Kac polynomial (the coefficients of the polynomial are independent standard normals) converges weakly to the uniform distribution on {z ∈ C; |z| = 1} as the degree of the polynomial goes to infinity. The same is also true for a Littlewood polynomial (the coefficients of the polynomial are independent symmetric Bernoulli random variables).
LEMMA 2.4 Let Γ(x) be the gamma function and a be a real number. Then
Proof. By the Stirling formula (see, Gamelin (2001) or from Ahlfors (1979)),
as x → ∞. First, use the fact that log(1
The proof is complete.
For n ≥ 2 and variables x 1 , · · · , x n , recall the elementary symmetric function and power symmetric function as follows.
for any partition λ = (λ 1 , λ 2 , · · · ) with e 0 = p 0 = 1.
LEMMA 2.5 Let the characteristic polynomial of an n × n Haar invariant unitary matrix
Proof. First, let the eigenvalues of U n be z 1 , · · · , z n . Then we know
for 1 ≤ k ≤ n. Second, we know the basic formula between e k and p λ :
where the sum runs over all partition
being the length of the partition λ and
See Proposition 7.7.6 from Stanley (2001) or (2.14 ′ ) from Macdonald (1998) . From (9) and (10) we see that
It then follows from (4) that
By (11) we have
for k = 0, 1, · · · , n − 1, where the last identity holds since the conjugacy class associated with λ in the symmetric group S k has k!/z λ permutations, so that
LEMMA 2.6 For 1 ≤ m ≤ n, let U n be an n × n Haar unitary matrix and U [n,m] be the
Proof. It is known that
for any 1 ≤ k ≤ m, where
By the Haar invariant property, exchanging any two different rows or/and exchanging two different columns do not change the joint distribution of the entries. Thus, det(U j 1 ,··· ,j k ) and det(U 1,··· ,k ) have the same probability distribution. It follows that
for
for any 1
where e iθ appears at the s-th position. Then, by the Haar invariance, AU n and U n have the same distribution. Notice the transform AU n only changes the j s -th row of U n by multiplying each entry in the row with e iθ , and keep all of the other entries of U n the same. Consequently,
for any θ ∈ R, which implies (14) . From (12), (13) and (14) we conclude
Taking m = n in (15) and by Lemma 2.5 we have that
for all 1 ≤ k ≤ n. This and (15) yield the desired conclusion.
LEMMA 2.7
Let m = m n be an integer with 1 ≤ m < n for each n ≥ 2. Let {U n ; n ≥ 1} be a sequence of Haar unitary matrices defined on the same probability space, where U n is an n × n matrix for each n ≥ 2. Denote by
Proof. For any ϵ > 0, we claim that
as n is sufficiently large. If this is true, then the sum of the above probabilities over all n ≥ 2 is finite. Therefore, (16) (17), or to prove the lemma, it suffices to show, for any ϵ > 0,
as n is sufficiently large. Now let us prove this.
a contraction map, and hence all of its eigenvalues are inside the unit circle on the complex plane. Therefore, (20) where C(m, n) > 0 is a constant depending on m and n. Since f (λ 1 , · · · , λ m ) is a probability density function,
Now, taking α = 1, β = n − 2m + 1, γ = 1 and N = m in Lemma 2.2, we obtain
On the other hand, for fixed t ∈ (0, 1), by (20) ,
Take α = 1 − t, β = n − 2m + 1, γ = 1 and N = m in Lemma 2.2 to get
.
Rearranging the index l above, and joint with (19) we conclude
Now by Lemma 2.4, there exist integer m 0 ≥ 2 such that
for m ≥ m 0 , where
) is a constant depending on m 0 and t only. Therefore, from (23),
for all m ≥ m 0 . It is easy to check that (24) also holds when m ≤ m 0 − 1. Thus, (24) is true for all m.
On the other hand, from the assumption, we see that n − m → ∞ as n → ∞. By the same argument as in the above,
as n is sufficiently large. Combing (22), (24) and (25), we arrive at
as n is sufficiently large. By the Stirling formula
as n is sufficiently large, where we use the inequality (2ϵ)
in the last step since lim n→∞ n m = ∞. Taking t = 3/4, we get (18) . The proof is completed.
LEMMA 2.8 Let n ≥ 2 and A be an n × n unitary matrix. Write
where A 1 and A 4 are square matrices. Then |det(A 1 )| = |det(A 4 )|.
Proof. Let A 1 be p × p and A 4 be q × q with p ≥ 1, q ≥ 1 and p + q = n. Without loss of generality, assume p ≥ q. Looking at the (1, 1)-block of A * A = I n , we get
since the eigenvalues of A * 3 A 3 are the same as those of A 3 A * 3 plus 0 with p−q fold. Looking at the (2, 2)-block of AA * = I n , we have
which together with (26) yields the conclusion. 
where {ξ 1 , · · · , ξ 2n } are independent and identically distributed random variables with distribution N (0, 1), and " d =" means the last two random variables in (27) have the same proba-
However, (27) shows that det(U [n,n−1] ) is in fact very small. This seems counterintuitive.
Proof of Theorem 1. Set g(z)
By Lemma 2.3, to prove the theorem, it is enough to show that
as n → ∞, where b m := 1. First, for any ϵ > 0,
by a convex inequality. From Lemma 2.6 we see that
Recalling b m := 1, the above two assertions give that
for any ϵ > 0 since m n /n → 1 as n → ∞. By the Borel-Cantelli lemma, we have that
as n → ∞. Since b m = 1, it is not hard to see
as n → ∞.
where
as n → ∞ since m ′ n /n = 1 − (m/n) → 0 by the assumption. Then (29) and (30) yield (28) . The proof is completed.
The Proof of Theorem 2
Suppose X n = (X ij ) is an n × n matrix whose n 2 entries are independent and identically distributed complex normal random variables with E(X 11 ) = 0 and E(|X 11 | 2 ) = 1/n. In other words, X 11 and (ξ + iη)/ √ 2n have the same distribution where ξ and η are i.i.d. N (0, 1)-distributed real random variables. In literature, X n is called a complex Ginibre ensemble, see Ginibre (1965) . Let λ 1 , · · · , λ n be the (complex) eigenvalues of X n . Their joint probability density function is given by
See, for example, (1.35) and (1.36) from Ginibre (1965) (note the notation dz dz * = 2 dx dy for z = x + iy in the paper). Let µ 0 be the uniform probability distribution on the complex unit disc {z ∈ C; |z| ≤ 1}. Given λ 1 , · · · , λ n , define
as the empirical distribution of λ 1 , · · · , λ n . Recall M(C) above (3) and the associated weak topology. We need the following large deviation result. Hiai and Petz (1998) (31) . Then {P n ; n ≥ 1} satisfies the large deviation principle with speed {n 2 ; n ≥ 1} and a good rate function I(µ), which takes the unique minimum at µ 0 and I(µ 0 ) = 0. In particular,
LEMMA 2.9 (Theorem 9 from
is the m × m upper-left corner of an n × n Haar unitary matrix U n . It is known fromŻyczkowski and Sommers (2000) and Petz and Réffy (2005) that the joint probability density function of λ 1 , · · · , λ m , the eigenvalues of U [n,m] , is given by
LEMMA 2.10 Let {a n,i ; 1 ≤ i ≤ n, n ≥ 1} and {t n ; n ≥ 1} be complex numbers such that lim n→∞ t n = 1. Set
δ a n,i and µ
for n ≥ 1. If µ n converges weakly to a Borel probability measure ν on C, then µ ′ n also converges weakly to ν. 
for all x, y ∈ C, where α ∈ (0, ∞) is a constant. We need to show
as n → ∞. By the given condition, the above is true with t n ≡ 1. So it suffices to show
as n → ∞. For any r > 0, set F r = {x ∈ C; |x| ≥ r}. Using (36) we have
Then lim sup n→∞ H n ≤ 2ν(F r ). We get (37) by letting r → +∞.
Proof of Theorem 2. Set t n = √ (n − m − 1)/n and
for n ≥ 1. We will first show that, for any ϵ > 0, there exists a constant τ = τ (ϵ) > 0 such that
as n is sufficiently large, where ρ is as in (3).
Recall that random variable T n → T in probability as n → ∞ if and only if for any subsequence {n k } of {n}, there is a further subsequence {n k j } such that T n k j → T almost surely as j → ∞. Notice lim n→∞ t n = 1 since m = m n = o(n) as n → ∞. By Lemma 2.10, we have that ρ(µ m , µ 0 ) → 0 in probability as n → ∞.
(ii) If (39) is true, by the assumption lim n→∞ m n / √ log n = ∞, we see that ∑ Now we prove (39) . From (34), we have 
d y i (40) where C m is as in (32) and
is the same as the notation in (33) . Observe that the integral in (40) is equal to P (P m ∈ F ) where the underlying probability measure P has density function f (λ 1 , · · · , λ m ) as in (31) and (32) , and where F := {µ ∈ M(C); ρ(µ, µ 0 ) ≥ ϵ} is a closed set in the weak convergence topology and µ 0 / ∈ F. By Lemma 2.9, there exists a constant τ = τ (ϵ) > 0 such that
as n is sufficiently large, and hence m = m n is sufficiently large. This combining with (40) gives
as n is sufficiently large. Note that as n is sufficiently large. Thus (39) is obtained. The proof is completed.
