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RÉSUMÉ 
Ce mémoire présente la classification d'Enriques-Kodaira des surfaces projectives 
complexes lisses à l'aide du programme du modèle minimal de Mori. 
Le premier chapitre résume les notions et les résultats en géométrie algébrique 
nécessaires pour comprendre la suite de ce mémoire : théorie des faisceaux, fibrés 
en droites, cohomologie des faisceaux, etc. Pour les preuves, nous nous contentons 
de donner une référence, ou au mieux une brève esquisse. 
Le deuxième chapitre consiste en la théorie de Mori proprement dite. On y trouve 
la définition du cône de Mori-Kleiman, puis l'énoncé et la preuve des théorèmes 
de Mori pour le cas lisse de dimension 2. 
Le troisième chapitre termine ce mémoire en démontrant la théorème de classi-
fication des surfaces d 'Enriques. La théorie de Mo ri servant à démontrer un des 
ingrédients principaux pour le théorème de classification : le critère de rationalité 
de Castelnuovo. 
MOTS-CLEFS :géométrie algébrique, théorie de Mori, surfaces complexes, varié-
tés projectives. 
INTRODUCTION 
Ce mémoire se veut un bref survol de la classification des surfaces projectives 
complexes du point de vue du programme du modèle minimal de Mori. On pourra 
comparer avec l'approche plus classique de (Beauville, 1996). 
CHAPITRE I 
NOTIONS PRÉLIMINAIRES 
Dans ce chapitre, nous résumons les définitions et les résultats nécessaires à la 
compréhension de ce mémoire. Toutes les variétés dont on parle sont supposées 
projectives et complexes, c'est à dire des sous-ensembles de CIPn pouvant être 
représentées localement comme le lieu d'annulation d'un ensemble de fonctions 
holomorphes. Les énoncés pour lesquels on ne donne aucune citation pour preuve 
sont démontrés dans le chapitre 0 de (Griffiths et Harris, 1994). 
1.1 Faisceaux 
Définition 1.1.1. Soit X un espace topologique. Un préfaisceau F sur X est la 
donnée de: 
- Pour chaque ouvert U Ç X, on a un groupe abélien F(U). On appelle les 
éléments de F(U) les sections de F sur U. 
- Pour chaque inclusion d'ouverts U Ç V, on a un morphisme de groupes 
Pv,u: F(V)--+ F(U) 
appelé morphisme de restriction. 
- Les morphismes de restriction satisfont 
Pu,u = 1l..r(u), Pw, v o Pv,u = Pw,u · 
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On appelle Fun faisceau si, en plus, pour chaque ouvert U et chaque recouvrement 
ouvert u = uiE/ ui de celui-ci, F satisfait les conditions : 
Pour chaque paire de sections s, tE F(U), on as= t si et seulement si 
Pu,ui(s) = Pu,ui(t) pour tout i E /. 
Pour chaque famille de sections si E F(Ui) satisfaisant 
il existe une section s E F(U) (nécessairement unique par la condition 
précédente) telle que 
Pu,ui(s) =Si pour tout i E /. 
F(U) peut être également noté f(U,F). On appelle les éléments de f(F) .-
f(X,F) les sections globales de F. 
On peut définir de façon similaire des faisceaux d'anneaux, d'ensembles, de groupes 
(pas nécessairement abéliens), etc. On a les exemples de faisceaux suivants : 
- Pour un groupe abélien G (noté additivement), on a le faisceau constant, 
noté aussi G, où G(U) est l'ensemble de fonctions localement constantes 
U ---7 G, l'opération de groupe étant l'addition de fonctions : 
(! + g)(x) = f(x) + g(x) 
- Le faisceau C0 de fonctions réelles continues : C0 (U) est l'ensemble des 
fonctions U ---7 IR continues. 
- Si X est une variété lisse, on a les faisceaux coo de fonctions infiniment 
différentiables et AP de p-formes différentielles pour 0 ~ p ~ dim(X). 
- Si X est une variété complexe, on a les faisceaux 0 et M de fonctions 
holomorphes et méromorphes, respectivement, Ap,q le faisceau des formes 
de type p,q, f1P le faisceau de p-formes holomorphes. On a aussi 0* et 
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M* les faisceaux de fonctions holomorphes (resp. méromorphes) inversibles 
multiplicativement (c'est-à-dire sans zéros, resp. non identiquement nulles), 
avec la multiplication de fonctions comme opération de groupe sur O*(U) 
(resp. M*(U)). 
Dans tous ces exemples, les éléments de F(U) sont des fonctions ayant pour do-
maine U et le morphismes de restrictions sont donnés par la restriction ordinaire 
de fonctions : 
Pu,v(f) =!lv· 
Par analogie, on utilisera cette notation pour un préfaisceau quelquonque. 
Un morphisme de (pré)faisceaux a: F-+ g est donné par des morphismes a(U) : 
F(U) -+ Q(U) tels que les diagrammes 
F(U) u(U) Q(U) 
lv 1 llv 
F(V) u(V) Q(V) 
commutent. Si, pour chaque ouvert U Ç X, F(U) Ç Q(U) et les inclusions 
F(U) <--+ Q(U) définissent un morphisme, on dit que Fest un sous-(pré)faisceau 
de g 
Soit x E X et F un préfaisceau. On définit la fibre de F en x par 
Fx := limF(U). 
---+ 
U:Jx 
Plus explicitement, un élément de Fx est représenté par une section s sur un 
voisinage ouvert U 3 x et deux telles sections s E F(U), s' E F(V) représentent 
le même élément Sx E Fx si et seulement si il existe un voisinage ouvert W 3 x 
tel que W Ç Un V et slw =s'lw· Réciproquement, pour s E F(U) et x E U, on 
note sx l'élément de Fx représenté par s et on l'appelle le germe de s en x. 
5 
Notons qu'un morphisme de faisceaux est complètement déterminé par son effet 
sur les fibres. Si on a un morphisme F ~ g et une section s E F(U), alors pour 
chaque point x E U, f(sx) est représenté par f(slv) pour un certain voisinage de 
x et on peut retrouver f(s) en recollant les sections ainsi obtenues. 
Définition 1.1.2. Soit F un préfaisceau. Alors le faisceau associé à F, noté FI, 
où FI (U) est donné par l'ensemble des fonctions 
S: U---t U Fx 
x EU 
telles que pour tout x E U, il existe un voisinage ouvert V 3 x et une section 
s' E F(V) tels que s(x) = s~ pour tout xE V (en particulier, s(x) E Fx)· 
Notons les propriétés suivantes de FI : 
- FI est un faisceau et on a un morphisme évident F ~FI qui à sE F(U) 
associe la fonction x f-7 sx. De plus, i induit un isomorphisme sur les fibres. 
- Tout morphisme g : F ---t g où g est un faisceau se factorise par i : 
En particulier, si Fest déjà un faisceau, la factorisation de l'identité F---t F 
montre que i est un isomorphisme. Si Fest un sous-préfaisceau de Q, la 
factorisation de l'inclusion F Y g identifie FI à un sous-faisceau de Ç. 
Les constructions que l'on peut faire avec des groupes abéliens ou des anneaux 
(par exemple somme directe, groupe quotient, etc.) ont des analogues évidents 
pour les préfaisceaux de groupes abéliens ou d'anneaux. Les analogues pour les 
faisceaux sont un peu moins évidents. Par exemple, si Q est un faisceau et F 
un sous-faisceau, U f-7 Q(U)/ F(U) ne définit en général qu'un préfaisceau. On 
contourne cette difficulté en passant au faisceau associé. Notons en particulier les 
définitions suivantes : 
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Définition 1.1.3. 
Si F est un sous-faisceau de Q le faisceau quotient Q / F est le faisceau 
associé au préfaisceau 
Ut-+ Q(U)/ F(U) 
- Si f : F --+ Q est un morphisme de faisceau, le noyau ker(!) de f est 
le sous-faisceau de F donné par U t-+ ker(f(U)) et l'image im(f) est le 
faisceau associé au préfaisceau donné parUt-+ im(f(U)). 
Remarque 1.1.4. U t-+ ker(J(U)) donne déjà un faisceau puisque la condition 
f(U)(s) = 0 peut se vérifier localement sur les fibres. Aussi, tel que remarqué 
précédemment, on peut considérer im(J) comme un sous-faisceau de Q. 
Définition 1.1.5. Soit f : F --+ Q un morphisme de faisceaux. On dit que f est 
injectif (resp. surjectif) si tous les morphismes fx : Fx --+ Yx sur les fibres sont 
injectifs (res p. surjectifs). 
On laissera au lecteur le soin de vérifier que f : F--+ Q est injectif (resp. surjec-
tif) si ker(!) = 0 (resp. im(J) = Q). Remarquons aussi que la surjectivité de f 
n'implique pas la surjectivité de f(U). Nous reviendrons à ce point lorsque nous 
parlerons de cohomologie. 
Définition 1.1.6. Soit 
une suite de morphismes de faisceaux. On dit que la suite est exacte en Fi si 
ker(Ji) = im(fi-1). Si elle est exacte en F;, pour tout i entre 1 et n- 1, on dit que 
la suite est exacte. On appelle une suite exacte de la forme 
une suite exacte courte. 
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Beaucoup de propriétés. peuvent être formulées en termes de suites exactes, par 
exemple: 
O~F~Q 
F~Q~O 
O~K~F-4g 
est exacte si et seulement si F ~ g est injective. 
est exacte si et seulement si F ~ g est surjective. 
est exacte si et seulement si K ~ker(!). 
Notons pour terminer que, tout comme l'injectivité et la surjectivité, l'exactitude 
d'une suite peut se vérifier sur les fibres. 
1.2 Diviseurs et fibrés en droites 
Définition 1.2.1. Soit X une variété. Un diviseur (de Cartier) est une section 
globale du faisceau M* /0*. On note Div(X) = f(M* /0*) le groupe formé par 
ces diviseurs. 
Autrement dit, un diviseur D est décrit localement sur un ouvert U c X par une 
fonction rationelle non-identiquement-nulle f E M*(U) - que l'on appelle une 
équation locale de D- et deux telles équations locales J,g E M*(U) décrivent le 
même diviseur sur U si elles ont les mêmes zéros et les mêmes pôles, c'est-à-dire 
si leur quotient ; est dans O*(U). On note additivement l'opération de groupe 
dans Div(X). 
Soit une hypersurface H c X, et supposons pour simplifier que H n'intersecte pas 
le lieu singulier de X. H peut être décrit localement comme le lieu d'annulation 
d'une fonction f E O(U) et ces équations locales se recollent dans M* /0* pour 
donner un diviseur. Plus généralement, on peut associer un diviseur à une somme 
formelle Li niHi 1 de telles hypersurfaces. 
1. On appelle diviseur de Weil une telle somme. 
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Si (Ui)iEJ est un recouvrement de X et fi E M*(Ui) sont des équations locales 
pour D, alors on peut construire un fibré en droites L = [D] en prenant pour 
fonctions de transition 9ii : = t E 0* ( Ui n Ui). On note son faisceau de sections 
holomorphes par O(D) ou O(L) 2 et son faisceau de sections méromorphes par 
M(D) = O(D) ®o M. Comme les fi satisfont fi = 9ii/i, elles définissent une 
section méromorphe fE M(D). 
À l'inverse, étant donné un fibré en droites L et une section méromorphe s E 
f(M(L)) non identiquement nulle, on peut obtenir un diviseur (s) E Div(X) 
de la façon suivante : Sur un ouvert U où Liu ~ C x U est trivial, on peut 
représenter s par une fonction méromorphe s' E f(U,M*). Comme le quotient 
de deux telles fonctions s' E f(U,M*) et s" E f(V,M*) sur leur intersection 
appartient à f(U n V,O*), on a une section (s) E f(M* /0*) = Div(X) bien 
définie par le fait que (s)lu est l'image sous M* -+ M* /0* des sections s'obtenues 
comme ci-haut. 
Dans le cas particulier où L est trivial, la section s'identifie à une fonction f E 
f(M) ~ f(M(L)) et le diviseur obtenu est également l'image de f par r(M*)-+ 
f(M* /0*). On appelle diviseur principal un diviseur ainsi obtenu d'une fonction 
méromorphe. 
Définition 1.2.2. Deux diviseurs D, D'sont dits linéairement équivalents si leur 
différence est un diviseur principal, c'est à dire s'il existe une fonction méromorphe 
fE M(X) telle que D =D'+(!). On note alors D"' D'. 
On peut montrer que si D et D' sont linéairement équivalents, alors [D) et [D') 
sont isomorphes. On a également [D+D') ~ [D)®[D'). Les classes d'isomorphisme 
2. Le contexte précisera si D est un diviseur ou un fibré en droites (et donc O(D) un faisceau) 
ou si D Ç X est un ouvert (et donc O(D) un groupe de sections). On privilégiera dorénavant la 
notation f(U,F) pour éviter toute confusion. 
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de fibrés en droites avec le produit tensoriel forment un groupe appellé groupe de 
Picard et noté Pic(X), que l'on peut identifier au groupe des diviseurs modulo 
équivalence linéaire. 
Si X est une variété lisse de dimention n, il y a un fibré en droite naturelle-
ment associé à X : la n-ième puissance extérieure du fibré cotangent holomorphe 
1\ n T*(X), dont les sections sont les n-formes holomorphes. 
Définition 1.2.3. On appelle diviseur canonique un diviseur Kx tel que [Kx] ~ 
1\ nT*(X) 
Soit L = [D) un fibré en droites. Pour chaque point p EX, on a une fonction 
r(O(L))--+ Lp 
s t-+ s(p) 
et, après identification de Lp à C, une forme linéaire ()P E r(O(L))*. Si on utilise un 
isomorphisme Lp ~ C différent, la forme linéaire obtenue est un multiple scalaire 
de Op. Si ()P = 0 (c.-à.-d s(p) = 0 pour tout s E r(O(L)), ou encore p E D'pour 
tout diviseur tel que [D') = L), on dit que pest un point de base de D. Si ()P =1 0, 
on peut associer un point 'PL(P) E !P(f(O(L))*) à p. Si D n'a pas de point de base 
(on dit alors que D est libre), l'association p t-+ 'P[D] (p) définit un morphisme 
'PD: X--+ !P(f(O(L))*) ~ IPN. 
Plus généralement, tant que f(O(D)) est non vide, on a une application rationnelle 
'PD : X --+ !PN non-définie sur les points de base de D. 
Définition 1.2.4. Soit D un diviseur. 
- On dit que D est effectif s'il peut être partout réprésenté par une fonction 
holomorphe (pour un diviseur de Weil Eni Ci, cela correspond à ce que 
tous les coefficients soient positifs). 
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- On écrit D ~ D' si D' - D est effectif. 
On dit que D est très ample si <pv est un isomorphisme de X sur son image. 
On dit que D est ample si un multiple positif de D est très ample. 
Remarque 1.2.5. ~ est une relation d'ordre sur Div(X). 
L'ensemble IP(f( O([D])) s'identifie à l'ensemble des diviseurs effectifs linéaire-
ments équivalents à D, que l'on note également IDI. Le codomaine de <pv peut 
donc s'identifier à l'espace projectif dual IDI* que l'on peut aussi décrire comme 
l'ensemble des sous-espaces de codimension 1 dans IDI. On obtient alors une des-
cription alternative de <pv(P) comme l'ensemble des diviseurs de IDI qui passent 
par p. 
Lorsque l'ensemble des points de base de D est de codimension 1, les diviseurs 
dans IDI ont un facteur commun. Soit F le plus grand diviseur tel que F ~ D' 
pour tout D' E IDI et M = D-F. Alors IDI = IMI+F et l'ensemble des points de 
base de IMI est de codimension au moins 2. L'application <fJM :X --+ IMI* ~ IDI* 
étend <fJD· On appelle Met Fla partie mobile et fixe de D, respectivement. 
1.3 Cohomologie 
Soit 
0-+F-4Q!41i-+0 
une suite exacte de faisceaux. Puisque f(ker(f)) = ker(f(X)), la suite 
o ---+ r(F) ---+ r(Q) ---+ r(H) 
est exacte. Cependant, comme nous avons remarqué précédemment, f(Q) ---+ f(H) 
n'est pas surjectif en général. Pour quantifier le manque de surjectivité, on intro-
duit les groupes de cohomologie HP(F) pour p E IN, dont on peut trouver une 
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construction dans (Hartshorne, 1997, ch. III, §2) ou (Voisin, 2007, ch. 4). Les 
principales propriétés des groupes HP(F) sont : 
- H0(F) ::= f(F). 
- À un morphisme de faisceau f : F ---t 9 on associe une série de morphismes 
- Pour chaque suite exacte courte de faisceaux 
il existe des morphismes 8 : HP(1i) ---t HP+1(F) tels que la suite exacte 
longue de cohomologie 
soit exacte. 
- Si X est un espace localement contractible (une variété lisse, par exemple) 
et G un groupe abélien, alors la cohomologie du faisceau constant de fibre 
G sur X coïncide avec la cohomologie singulière à valeurs dans G. 
Dans le cas particulier où Fest le faisceau de sections d'un fibré en droites L = [D], 
on écrit 
par abus de notation. 
Dans la plupart des cas qui nous concernent, les groupes de cohomologie sont 
naturellement des espaces vectoriels complexes de dimension finie. On note leur 
dimension hP ( F) = dim HP ( F). On note aussi 
00 
x(F) = I) -I)PhP(F) 
p=O 
lorsque cette somme est finie et on appelle x(F) la caractéristique d'Euler de F. 
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On dit qu'un faisceau Fest acyclique si HP(F) = 0 pour p >O. Si on a une suite 
exacte 
où les A sont acycliques, on peut calculer les HP(F) comme la cohomologie du 
complexe 
c'est-à-dire HP(F) = ker(f(dp))/ im(f(dp_1)). Notons une classe particulière de 
faisceaux acycliques : 
On commence par définir les sections de F sur un sous-ensemble Y Ç X quel-
quonque comme la limite directe 
f(Y;F) := lim f(U, F) 
-----+ 
U;:)Y 
et pour U ;2 Y, on définit le morphisme de restriction f(U,F) ---+ f(Y,F) comme 
étant le morphisme canonique f(U,F) ---+ lim r(U, F). 
-----+ 
U;:)Y 
Définition 1.3.1. On dit qu'un faisceau Fest mou si pour tout ensemble fermé 
F, la restriction f(X,F) ---+ f(F,F) est surjective. 
Théorème 1.3.2. Soit X un espace séparé et paracompact. Alors tout faisceau 
mou sur X est acyclique. 
Démonstration. (Godement, 1973, p. 174) 
D 
Parmi les exemples de faisceaux mentionés dans la section 1.1, les faisceaux C0 , 
C00 , AP et Ap,q sont mous : on peut utiliser une partition de l'unité pour étendre 
une section définie sur un ensemble fermé à l'espace tout entier. On a la suite 
exacte 
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qui nous donne l'isomorphisme Hq(OP) ~ H~·q(X) où H~'(X) est la cohomologie 
du complexe 
la différentielle étant donnée par a. 
Théorème 1.3.3 (Décomposition de Hodge). Soit X une variété projective lisse. 
La dimension de Hn (X, C) comme espace vectoriel complexe est finie et 
Hn(X,C) ~ E9 H~·q(X) 
p+q=n 
On appelle nombres de Hodge les nombres hp,q = dimc Hq(OP) = dimc H~·q(X) et 
nombres de Betti les nombres bn = dimc Hn(X,C) = dimiR Hn(X,IR). On note 
00 
e(X) = ~::)-ltbn 
n=O 
la caractéristique d'Euler topologique. On appelle l'irrégularité de X le nombre 
q := h1•0 = h0•1 , genre géomértique le nombre p9 := hn,o = h0 (Kx ), où n = dimX, 
et m-ième plurigenre le nombre Pm= h0 (mKx ). 
1.4 Théorie d'intersection 
Soit X surface projective. On peut définir sur Div(X) un produit d'intersection 
ayant les propriétes suivantes : 
- SiC C X est une courbe irréductible\ alors C · D = degO(D)Ic-
- D ·D'est bilinéaire, symétrique et ne dépend que des classes d'équivalence 
linéaires de D et D'. 
3. Rappelons que l'on peut considérer une hypersurface dans X - c'est à dire une courbe 
puisque dim(X) = 2 - comme un diviseur. 
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- Lorsque D et D' sont effectifs et n'ont pas de composantes en commun, 
D · D' est le nombre de points d'intersections, comptés avec multiplicité. 
En particulier, si D ·D'= 0, alors D nD'= 0. 
Définition 1.4.1. On dit que D est nef si D ·D' ;:::: 0 pour tout diviseur effectif 
D'. On dit que D et D'sont numériquement équivalents si D · C = D'· C pour 
tout autre diviseur C. On note D =D' l'équivalence numérique. 
Sur une variété complexe, on a la suite exacte suivante, appelée suite exacte ex-
ponentielle : 
La suite exacte longue associée contient 
Le morphisme H0 (0*) ---+ H1(:Z) s'annule parce que C ~ H0 (0) ---+ H0 (0*) ~ C* 
est surjectif. On a un isomorphisme Pic(X) ~ H1 (0*) qui, à un fibré en droites 
trivialisé localement sur les ouverts d'un recouvrement (Ui)iEI et décrit par les 
fonctions de transitions gii E f(Ui nUi, 0*), associe la classe représentée par le 
cocycle de Cech (gii)· On appelle groupe de Néron-Severi l'image de Pic(X) dans 
H2 (:Z) et on le note NS(X). Le produit d'intersecion dans Div(X) correspond via 
Div(X) ---+ Pic(X) ---+ NS(X) Ç H2 (:Z) au eup-produit dans H2 (:Z). Le noyau 
Pic0 (X) = ker(Pic(X)---+ NS(X)) peut s'identifier à H1 (0)/H1(:Z). Par l'exacti-
tude de NS(X) ---+ H2 (C) ---+ H2(0) = H0•2 et la symétrie de Hodge, l'image de 
NS(X) est contenue dans H 1•1 . 
Théorème 1.4.2 (Critère de Nakai-Moishezon). Soit X une surface projective et 
DE Div( X). Alors D est ample si et seulement si D 2 > 0 et D · C > 0 pour toute 
courbe irréductible C C X. 
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Démonstration. (Hartshorne, 1997, p. 365) 
D 
Théorème 1.4.3 (Théorème de l'indice de Hodge). Soit X une surface projective 
etH un diviseur ample. Si D ;f= 0 et D · H = 0, alors D2 <O. 
Démonstration. (Hartshorne, 1997, p. 364) 
D 
Définition 1.4.4. Soit C une courbe irréductible. Son genre géometrique ge est 
H1(0ë) où ë est la désingularisation de C. 
Théorème 1.4.5 (Formule du genre). Soit X une surface projective lisse etC c 
X une courbe irréductible. Alors on a 
2gc- 2::; C(Kx + C) 
avec égalité si et seulement si la courbe est lisse. 
Démonstration. Le cas pour les courbes lisses est une conséquence de la formule 
d'adjonction (Griffiths et Harris, 1994, p. 147). Le cas général suit en éclatant les 
singularités de C dans X. 
D 
Théorème 1.4.6 (Théorème d'annulation de Kodaira). Si X est une variété 
projective lisse et H un diviseur ample, alors 
Hi(Kx +H) = 0 pouri >O. 
Démonstration. (Griffiths et Harris, 1994, p. 154) 
D 
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Théorème 1.4. 7 (Dualité de Serre). Si X est une variété projective lisse de 
dimension n, alors pour tout diviseur D nous avons 
Démonstration. (Hartshorne, 1997, ch. III, §7) 
D 
Théorème 1.4.8 (Théorème de Riemann-Roch pour les courbes). Soit X une 
courbe lisse de genre g et D = LpEX npp un diviseur de degré deg D = L np. 
Alors 
x( D) = x( 0 x) + deg D = 1 - g + deg D. 
Théorème 1.4.9 (Théorème de Riemann-Roch pour les surfaces). Soit X une 
surface projective lisse et DE Div(X). Alors 
(D) ("" ) D(D - Kx) x =x vx + 2 . 
Démonstration. (Griffiths et Harris, 1994, p. 472) 
D 
Théorème 1.4.10 (Formule de Noether). Soit X une surface projective lisse. 
Alors 
(O ) = K'Jc + e(X) x x 12 
où e(X) est la caractéristique d'Euler topologique de X. 
Démonstration. (Griffiths et Harris, 1994, ch. 4, §6) 
D 
Théorème 1.4.11 (Théorème de Lefschetz sur les classes (1,1)). Soit X une 
variété projective lisse. Alors 
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où H2 (L-) : H2 (X,Z) --7 H2 (X,C) ~ H2•0 (X) EB H1•1(X) EB H0•2 (X) est l'application 
venant de l'inclusion l C C. 
Démonstration. (Griffiths et Harris, 1994, p. 163) 
D 
1.5 Autres résultats 
Théorème 1.5.1 (Critère de contraction de Castelnuovo). Soit X une surface 
projective lisse et E C X une courbe. Alors il existe un morphisme cp : X -t Y 
vers une surface lisse telle que cp(E) = p est un point et cp : X\ E --7 Y\ {p} est 
un isomorphisme si et seulement si E est rationnelle et E 2 = -1. 
Démonstration. (Griffiths et Harris, 1994, p. 476) 
D 
Par la formule du genre, un critère de contraction équivalent est Kx·E < 0 et E 2 < 
O. On appelle cp l'éclatement de Y en pet Ela courbe exceptionelle de l'éclatement. 
Réciproquement, si on a une surface Y et p E Y, on peut construire une surface 
Y et un morphisme 1r :Y --7 Y tel que E = 1r-1(p) ~ IPI, 1r est un isomorphisme 
hors de E, Pic(Y) = Pic(Y) EBlE et E 2 = -1. Par le théorème de prolongement 
de Hartogs, on a h0 (0y) = h0 (0y). Plus généralement, on a une égalité semblable 
pour tout faisceau décrit localement par des fonctions holomorphes. D'où 
Deux surfaces X, Y sont birationelles si et seulement si il existe une surface Z et 
des morphismes Z --7 X, Y --7 X qui sont des compositions d'éclatements. Donc 
~~ q = h1•0 et p9 = h2•0 sont des invariants birationels. 
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Soit X une variété lisse. L'intégration sur les chaînes identifie H1 (X,Z) à un réseau 
AC H0 (D1)*. Si on fixe un point x0 EX, la formule 
donne une forme linéaire bien définie modulo A. On a donc un morphisme vers 
le tore complexe Alb(X) := X -+ H0 (D1 )*/A de dimension h1•0 = q. On a 
H0 (D1(X)) = H0 (D1(Alb(X))) par construction. Alb(X) est le tore dual à Pic0 = 
H1(0)/ H1(Z). 
Théorème 1.5.2 (Variété d'Albanese). Si X est projective, alors Alb(X) l'est 
aussi. Tout morphisme X -+ A vers une variété abélienne admet une factorisation 
X-+ Alb(X) -+A unique à translation près. 
Démonstration. (Griffiths et Harris, 1994, p. 331) 
D 
On appelle variété abélienne un tore complexe projectif et variété d'Albanese de 
X la variété Alb(X). 
Théorème 1.5.3 (Théorème de Tsen). Soit X une surface lisse et 1r : X -+ C 
un morphisme lisse (c'est-à-dire dont la différetielle est de rang maximal partout) 
vers une courbe lisse tel que chaque fibre est isomorphe à IP1 . Alors 1r admet une 
section a: C-+ X. 
Démonstration. (Hartshorne, 1997, p. 369) 
D 
Théorème 1.5.4 (Factorisation de Stein). Soit f : X -+ Y un morphisme de 
variétés. Alors f admet une factorisation 
X 4 Y'-4 Y 
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où les fibres de J' sont connexes et celles de g sont finies. Si X est lisse, alors Y' 
est normale. 
Démonstration. (Hartshorne, 1997, p. 280) 
D 
Définition 1.5.5. Soit X une variété lisse. Si lnKxl est non vide pour au moins 
un n > 0, on définit la dimension de Kodaira de X, notée K(X), par 
K(X) := maxdimcpnKx(X). 
Si lnKxl est toujours vide, alors on definit K(X) = -oo. 
La dimension de Kodaira a les propriétés suivantes : 
- K(X) = -oo si et seulement si h0 (nKx) = 0 pour tout n. 
- K(X) = 0 si et seulement si h0 (nKx) :::; 1 pour tout n. 
- Pour k entre 1 et dimX, K(X) =ksi et seulement si il existe une constante 
C telle que h0(nKx) rv Cnk. 
- Les courbes de dimension de Kodaira -oo, 0 et 1 sont les courbes ration-
nelles, elliptiques et de genre g > 1, respectivement. 
Conjecture 1.5.6 (Conjecture d'litaka Cm,n)· Soit X et Y des variétés projec-
tives lisses de dimension m et n, respectivement, et f : X ~ Y un morphisme 
surjectif. Alors pour Xs une fibre générique de f, on a 
K(Xs) + K(Y) :::; K(X). 
Théorème 1.5.7 (C2,I). Le cas m = 2, n = 1 de la conjecture d'Iitaka est vrai. 
Démonstration. (Barth et al., 1984, p. 111) 
D 
~-------------------------------
CHAPITRE II 
THÉORÈMES DE MORI 
2.1 Cône de Mori-Kleiman 
Définition 2.1.1. On appelle 1-cycle une combinaison linéaire entière formelle 
de courbes irréductibles. 
Dans le cas particulier des surfaces, un 1-cycle est la même chose qu'un diviseur 
de Weil. 
Soit X une variété projective. Le produit d'un diviseur D avec une courbe irré-
ductible C défini par D · C = deg[D]Ic s'étend linéairement à une forme bilinéaire 
entre diviseurs et 1-cycles. Deux diviseurs D et D' sont dits numériquement équi-
valents si D · C =D'· C pour tout 1-cycle. On définit similairement l'équivalence 
linéaire pour les 1-cycles. 
Définition 2.1.2. On note N1(X) le groupe Div(X) ®IR/= des diviseurs à coef-
ficients réels modulo équivalence numérique. De même, on note N 1 (X) le groupe 
des 1-cycles à coefficients réels modulo équivalence numérique. 
On a donc par construction de N1(X) et N1(X) une forme bilinéaire for non 
dégénérée 
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qui nous permet de voir N1(X) et N1(X) comme espaces duaux l'un de l'autre. 
Dans le cas des surfaces, c'est tout simplement le produit sur N1(X) :::: N 1 (X) 
induit par le produit d'intersection des diviseurs. On appelle la dimension de 
N1(X) le nombre de Picard de X et on le note p(X). Par le théorème de l'indice de 
Hodge, le produit d'intersection sur N1(X) est de signature (1, p(X) -1). Comme 
ce produit correspond au eup-produit sur H 1•1 via l'application N1(X) -+ NS(X)0 
IR Ç H1•1 et que celui-ci est également non-dégénéré (Griffiths et Harris, 1994, pp. 
125-126), N1(X) -+ H1•1 est injective, d'où p(X) ::; h1•1 et N1(X) = NS(X) 0 IR. 
Si de plus h2•0 = h0•2 = 0, alors 
la troisième égalité découlant du théorème de Lefschetz (1.4.11). 
Définition 2.1.3. Soit NE(X) le cône dans N 1 (X) engendré par les 1-cycles 
effectifs. Le cône de Mori-Kleiman est l'adhérence NE(X). 
Remarque 2.1.4. Si on note Nef(X) c N1(X) le cône engendré par les diviseurs 
nefs (c.-à-d. tels que D · C;:::: 0 pour toute courbe irréductible) on a que 
Nef(X)* = NE(X), NE(X) = Nef(X). 
Théorème 2.1.5 (Critère de Kleiman). Soit D un diviseur sur X. Alors D est 
ample si et seulement si D · C > 0 pour tout CE NE(X) \ {0}. 
Remarque 2.1.6. Ceci identifie le cône ample Ample(X) c N1(X) comme étant 
l'intérieur de Nef(X). Puisque l'auto-intersection d'un diviseur ample est positive, 
on a D2 ;:::: 0 pour D nef. 
2.2 Théorème du cône de Mori 
La preuve des principaux résultats de cette section sont tirés de (Andreatta, 2005) 
et/ou (Buhren, 2012), avec quelques détails supplémentaires pour clarifier. 
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Théorème 2.2.1 (Théorème «Base Point Freeness» (BPF)). Soit X une surface 
et D un diviseur nef, mais non ample. S'il existe un nombre rationnel E > 0 tel 
que D- EKx est ample, alors mD est libre pour m »O. 
Démonstration. Nous séparons la preuve en trois cas : 
Cas 1: D 2 >O. 
Alors il existe une courbe irréductible C telle que C · D = 0, car sinon D 
serait ample par le critère de Nakai-Moishezon (1.4.2). D'où C 2 < 0 par le 
théorème d'index de Hodge (1.4.3) et (D- EKx) · C = -EKx · C > 0 par 
Nakai-Moishezon encore. C est donc une courbe ( -1). Soit <p: X-+ X 1 sa 
contraction et D 1 := <p*(D). 
Alors D 1 est encore nef avec D~ > 0 et D 1 - EKx1 = <p*(D - EKx) est 
ample. Si D 1 n'est pas ample, on peut trouver une autre courbe ( -1) à 
contracter pour obtenir r.p 1 : X 1 -+ X 2 . On continue la suite de contractions 
f = 4?n-l o· · · or.p: X-+ X 1 -+ · · ·-+ Xn jusqu'à ce Dn := f*(D) soit ample, 
ce qui doit arriver à terme puisque le nombre de Picard p(Xï) diminue de 1 
à chaque contraction. Si m est assez grand pour que mDn soit très ample 
(donc a fortiori libre), mD= J*(mDn) est libre également. 
Cas 2 : D 2 = 0, D ;t. O. 
Par Nakai-Moishezon, on a 
D · Kx = -E-1D(D- EKx) < 0 
et on peut vérifier que 
est ample pour m » O. Le théorème d'annulation de Kodaira (1.4.6) nous 
donne alors hi(mD) = 0 pour i > 0, d'où, par Riemann-Roch (1.4.9) : 
1 
h0 (mD) = x(mD) = x(Ox) + 2mD(mD- Kx) "'Cm 
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pour C = -~D · Kx >O. En particulier, dim lmDI > 0 pour m »O. Fixons 
l > 0 tel que dim llDI > 0 
Soit !Ml et F les parties libre et fixe du système linéaire llDI, respectivement. 
M est effectif (et IMI ne se réduit pas à un point) et sans composante fixe, 
donc nef, ce qui implique que 
0:::; M 2 :::; M(M + F) :::; lM· D:::; l(M + F)D:::; l2D 2 = 0, 
d'où M 2 = M · F = F 2 =O. Deux diviseurs distincts de IMI n'ont aucun 
point en commun puisque IMI est sans composante fixe et M 2 =O. Donc 
M est sans point fixe et définit un morphisme IPM: X~ IMI* ~ [pdimiMI. Si 
IPM(X) était un point, alors M serait trivial et dim IMI = 0, ce qui n'est pas 
le cas. Si IPM(X) était une surface, alors en prenant une section hyperplane 
H de IPM(X), on aurait 
Donc IPM(X) est une courbe. Soit 
X~ W .!4 IPM(X) 
la factorisation de Stein de IPM(X). West une courbe normale (donc lisse) 
et puisque M · F = 0, Fest contenu dans les fibres de f. Soit CE Div(X) la 
somme des fibres contenant F. Par construction, on aC= f*CLPEW apP) 
où ap ~ 0 est le minimum tel que C-F est effectif. Aussi, les fibres de 
<pM, étant (co-)homologues, sont numériquement équivalentes, d'où C · F = 
M · F = 0, C2 = O. 
Supposons que F # C. Le diviseur C-F a son support strictement inclus 
dans celui de C car sinon au moins un des ap ne serait pas minimal. Puisque 
les fibres de f sont connexes, une des composantes manquantes G intersecte 
C - F, d'où G( C - F) > O. Si s > 0, alors 
0 ~ (C-F+ sG) 2 = (C- F)2 + 2s(C- F)G + s2G2 
= 2G(F + rC)s + O(s2 ) > 0, 
pourvu que s soit suffisament petit. On a une contradiction. 
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Donc lD = M + F = f*(H') où H' = H + L:PEW a pP. H' est ample puisque 
deg H' = deg H + L: ap > O. Donc mD est libre pour m » O. 
Cas 3: D =O. 
Alors mD- Kx = -Kx _ c 1(D- EKx) est ample pour tout mEl.. Le 
théorème d'annulation de Kodaira donne 
et par Riemann-Roch, on a 
1 
h0 (mD) = x(mD) = 2mD(mD- Kx) + x(Ox) 
1 0 
= 20 · (0- mKx) + x(Ox) = h (Ox) = 1. 
Soit maintenant C E JmDJ. Si C =1- 0, il existe une section hyperplane H 
intersectant C transversalement, d'où H · C > O. Or, C mD 0 est 
numériquement trivial. Donc C = 0 et en particulier est libre. 
D 
Remarque 2.2.2. La même séparation en trois cas reviendra plusieurs fois dans ce 
chapitre. On résume les faits essentiels qui interviendront par la suite : 
X possède une courbe ( -1). 
D2 = 0, D ;!=O. 
Il y a une application de X sur une courbe lisse dont les fibres sont données 
par la partie mobile du système linéaire JmDJ pour m »O. 
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D-O. 
D est un élément de torsion de Div(X). En particulier, le Q-diviseur lui 
correspondant est nul. 
Thêorême 2.2.3 (de rationalité). Soit X une surface où Kx n'est pas nef et soit 
H E Div(X) ample. Soit 
t0 = t0 (H) = sup {tE IR 1 tKx + H est nef}. 
Alors t0 est rationnel et son dénominateur est au plus 3. 
Démonstration. Remarquons que H + tKx = t(Kx- tH) n'est pas nef pour t 
assez grand. Donc t 0 < oo. S'il existe n E IN et un nombre rationnel t 1 > t0 tels 
que D 1 := n(H + t 1Kx) est effectif, alors pour tout t entre 0 et t 1 , 
t t 
D := H + tKx = (1 - - )H + -D1 t1 nt1 
est une combinaison positive de H et D 1 et est donc aussi effectif, du moins 
à un multiple près. Donc D ne peut intersecter négativement que ses propres 
composantes. Par conséquent, D est nef si et seulement si 
D . r = H . r + tKx . r ~ o 
pour toutes les composantes r c D. On obtient donc 
H·f 
to = min- K f E Q 
r x· 
où r parcourt les composantes de D1 telles que Kx · r <O. 
Supposons maintenant que t0 ~ Q. On veut arriver à une contradiction soit direc-
tement, soit en trouvant n et t 1 comme au paragraphe ci-haut. Pour n E IN, soit 
m = Lnt0J et a= nt0 - mE [0,1[. Donc nH + mKx est ample, étant à l'intérieur 
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du cône nef, et nH + (m + 1)Kx n'est pas nef. On montrera que t 1 = m;;l fait 
l'affaire pour n » 0, c'est à dire 
Soit D0 = H + t 0 Kx E N1(X). Par le théorème d'annulation de Kodaira et 
Riemann-Roch, on a 
h = x(nH + (m+ 1)K) 
1 
= x(Ox) + 2.(nH + (m + 1)Kx)(nH + mKx) 
1 
= x(Ox) + 2(nDo + (1- o:)Kx)(nDo- o:Kx) 
1 2 2 
= x(Ox) + 2(n D0 + n(1- 2o:)DoKx- a:(1- o:)Kx) 
Si D6 > 0, alors h > 0 pour n »O. 
Si D6 = 0 et D0 ~ 0, alors D0 · H > 0 puisque D0 est nef, mais pas numériquement 
trivial. Donc Do· Kx < O. Pour tout E > 0 on peut trouver n arbitrairement grand 
et divisible tel que a:= nt0 mod 1 > 1- E. En prenant un tel n pour un E < ~' 
on obtient h !"V -D0 · Kx(1- 2E)n >O. 
Si D0 _ 0, alors Kx ~01 H. D'où t0 E Q puisque Kx et H sont des Q-diviseurs. 
Il reste à montrer que le dénominateur de t 0 est :::; 3. D0 satisfait aux hypothèses 
du théorème BPF(2.2.1) avec E = t0 . Remarquons que s'il existe une courbe C 
telle que D0 • C = 0, alors comme on a toujours H · C > 0 puisque H est ample, on 
a Kx·C = -~H·C <O. Donc on peut isoler t0 dans C·Do = H·C+t0 Kx·C = 0 
et obtenir 
H·C 
to = K c· 
- x· 
Reprenons les trois cas de la démonstration du théorème BPF : 
Cas 1: D2 >O. 
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Alors il existe une courbe ( -1) C avec Do· C = 0, donc t 0 = - %;~c = H · C 
est un entier. 
Cas 2 : D5 = 0 et D0 '1- O. 
Alors l'image de 'PmDo est une courbe pour m »O. Soit X-+ B sa factorisa-
tion de Stein et F une fibre générique. Alors F 2 =Do· F = 0 et Kx · F <O. 
La formule du genre donne -Kx · F = 2. Donc le dénominateur de t0 est 1 
ou 2. 
Cas 3: D0 - O. 
Si p(X) > 1, alors il existe un diviseur ample H' qui n'est pas un multiple de 
H et en particulier est linéairement indépendant à Kx dans N1(X). Donc 
D' := H' + toKx '1- 0 doit être couvert par un des deux cas précédents. 
D'où l'existence d'une courbe C telle que -Kx · C = 1 ou 2. Comme on 
a automatiquement D0 • C = 0 puisque D0 est numériquement trivial, le 
dénominateur de t 0 = _z;;.c est 1 ou 2. 
Si p(X) = 1, alors soit L le générateur positif de NS(X). H et -Kx sont 
des multiples positifs de L, disons H = lL, - Kx = kL avec k,l E IN*. Soit 
m ~ 1. Par le théorème d'annulation de Kodaira, on a 
x(Kx +mL)= ho(Kx +mL)= ho((m- k)L) = 0 
lorsque m < k et 
x(Kx +mL) = ho(Kx +mL) > 0 
lorsque m »O. Donc x(Kx +mL), qui est un polynôme en m de degré au 
plus 2 par Riemann-Roch, n'est pas nul et a au moins k- 1 racines. D'où 
k ::; 3, k étant le dénominateur de to = t. 
0 
Définition 2.2.4. On appelle le nombre t 0 dans l'énoncé du théorème le seuil nef 
de H. 
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Définition 2.2.5. Un sous-cône S Ç NE(X) est dit extrémal si, pour tous x, y E 
NE( X) tels que x +y E S, on a x, y E S. Si l'espace engendré par S est de 
dimension 1, on appelle Sune arête extrémale. 
Si DE N1(X), est tel que D · C 2:: 0 pour tout CE NE(X) (D est nef, autrement 
dit), alors D.LnNE(X) est un sous-cône extrémal, que l'on appelle la face supportée 
par D. 
Théorème 2.2.6 (Théorème du cône). Soit X une surface projective lisse et 
{~hEI l'ensemble des arêtes extrémales de NE(X) incluses dans NE(X)Kx<O" 
Alors 
NE(X) = NE(X)Kx~o + 2: ~ 
iEI 
De plus, pour tout diviseur ample H et nombre réel E > 0, seulement un nombre 
fini de ~ intersecte négativement Kx +EH. Autrement dit, les Ri ne peuvent 
s'accumuler que sur Kjc c N1(X). 
Puisque Ample(X) est ouvert, on peut compléter { Kx} en une base 
de N1(X) où les Hi sont amples. Pour H ample, on note t 0 (H) le seuil nef de H. 
Lemme 2.2.7. Soit L un diviseur nef supportant une face FL = L.L n NE(X) 
contenue dans NE(X)Kx<O" Considérons vL +Hi pour chaque i et pour v > O. 
Alors 
i) Considérée comme une fonction en v, t0 (vL +Hi) est croissante, bornée su-
périeurement et atteint son maximum. 
ii) Soit v0 plus grand que le point où t0 (vL +Hi) atteint son maximum et soit 
où v> 110 • Alors L~ supporte une face Fu Ç FL. 
' 
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iii} Si dim FL ~ 2, alors il existe i et v tels que FL' soit strictement inclus dans 
• 
FL. 
iv} FL contient une arête extrémale R C NE(X). 
v) Si FL est une arête extrémale, et z E FL \ {0}, alors ~:; E 71.. 
vi} Les arêtes extrémales dans NE( X) Kx<O forment un ensemble discret de demi-
droites. 
Remarque 2.2.8. La multiplication par 6 en ii) est pour s'assurer que L~ E Div(X), 
par le théorème de rationalité. 
Démonstration du lemme. 
i) Si v2 > v1, alors 
est nef, d'où t 0 (v2L +Hi) > t0 (v1L +Hi)· Si z E FL \ {0}, alors puisque 
Kx ·z < 0, 
(vL +Hi+ tKx)z =(Hi+ tKx)z < 0 
pour tout v> 0 et t > - Jf~~· D'où le majorant suivant pour t0 : 
H· · z 
to(vL +Hi) ~ -Kt . 
x·z 
Le maximum de t 0 (v L + Hi) est atteint puisque t 0 prend ses valeurs dans 
l'ensemble discret ~71. U ~71. C ~71.. 
ii) Soit v0 tel que t0 = t0 (vL +Hi) est constant pour v ~ v0 . Alors pour tout 
z E FL' et v > v0 on a 
• 
0 = (vL +Hi+ toKx )z = (v- vo)L · z +(voL+ Hi+ t0Kx )z 
où Let v0L+Hï+t0 Kx sont nefs et v-v0 >O. Les deux termes à droite sont 
donc positifs et le tout ne peut s'annuler que si ceux-ci s'annulent séparément. 
En particulier, L · z =O. Donc z E FL 
3 0  
i i i )  S o i t  v  a s s e z  g r a n d  p o u r  q u e  t o u s  l e s  t i , o  =  t
0
( v L  + H i )  a i e n t  a t t e i n t  l e u r s  
m a x i m u m s  r e s p e c t i f s .  L ' i n d é p e n d a n c e  l i n é a i r e  d e s  
L~ =  6 ( v L  + H i +  t i , o K x )  
d é c o u l e  d e  c e l l e  d e s  H i ·  L ' i n t e r s e c t i o n  n i  L~j_ e s t  d o n c  d e  d i m e n s i o n  p - ( p -
1 )  =  1 .  P u i s q u e  n i  F L :  ç  n i  L~j_, a u  m o i n s  u n  d e s  F L ;  d o i t  ê t r e  s t r i c t e m e n t  
i n c l u s  d a n s  F L .  
i v )  O n  p e u t  r é p é t e r  l a  p r o c é d u r e  d é c r i t e  e n  i i i )  j u s q u ' à  o b t e n i r  L ' t e l  q u e  F u  Ç  F L  
e t  d i m  F u  =  1 .  R  =  F L  e s t  a l o r s  l ' a r ê t e  e x t r é m a l e  q u e  l ' o n  c h e r c h e .  
v )  S i  F L  e s t  u n e  a r ê t e  e x t r é m a l e ,  a l o r s  l ' i n c l u s i o n  F u  Ç  F L  n e  p e u t  ê t r e  s t r i c t e .  
D ' o ù  
( H i +  t
0
K x ) z  =  (L~ - v L ) z  =  0  
p o u r  t o u t  z  E  F L  = F u  n o n  n u l .  D o n c  
H i ·  z  1  
t o  =  . .  ,  E  - Z  
x · z  6  
p a r  l e  t h é o r è m e  d e  r a t i o n a l i t é .  
v i )  P a r  v ) ,  l e s  p o i n t s  d ' i n t e r s e c t i o n  d e  l ' h y p e r p l a n  {  z  E  N
1
( X )  1  K x  ·  z  =  - 1 }  
a v e c  l e s  a r ê t e s  e x t r é m a l e s  d e  N E ( X ) K x < O  f o r m e n t  u n  e n s e m b l e  d i s c r e t .  P l u s  
p r é c i s é m e n t ,  i l s  a p p a r t i e n n e n t  a u  r é s e a u  d u a l  à  
p - 1  
A =  K x 7 L  E B  f f i 6 H i Z  c  N
1
( X ) .  
i = l  
D  
D é m o n s t r a t i o n  d u  t h é o r è m e  2 . 2 . 6 .  S o i t  
B  =  N E ( X ) K x ; : : : o  +  L  ~ 
i  
o ù  l a  s o m m e  e s t  p r i s e  s u r  l e s  a r ê t e s  e x t r é m a l e s  d e  N E ( X )  K x < O  p o u v a n t  s ' é c r i r e  
s o u s  l a  f o r m e  ~ =  F L  p o u r  u n  d i v i s e u r  L .  M o n t r o n s  d ' a b o r d  q u e  B  e s t  f e r m é .  
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S o i t  z  E  B ,  S i  z  ·  K x  ~ 0 ,  a l o r s  z  E  B  c a r  B K x ? : . O  =  N E ( X ) K x ? : . O  e s t  f e r m é .  S i  
z  ·  K x  <  0 ,  a l o r s  o n  p e u t  s u p p o s e r  s a n s  p e r t e  d e  g é n é r a l i t é  q u e  K x  ·  z  =  - 1  c a r  
z  E  B  s i  e t  s e u l e m e n t  s i  . À z  E  B  p o u r  . À >  O .  E t  {  z  E  B  1  K x  · . À =  - 1 }  e s t  f e r m é ,  
é t a n t  l ' e n v e l o p p e  c o n v e x e  d ' u n  e n s e m b l e  d i s c r e t .  D o n c  B  e s t  b i e n  f e r m é .  
S u p p o s o n s  m a i n t e n a n t  q u e  B  Ç  N E (  X ) .  P u i s q u e  B  e s t  f e r m é ,  l ' i n c l u s i o n  d e s  c ô n e s  
d ' i j a u x  N E ( X ) *  =  N e f ( X )  Ç  B *  c  N
1
( X )  e s t  é g a l e m e n t  s t r i c t e .  P r e n o n s  M  à  l a  
f r o n t i è r e  d e  N e f ( X )  e t  d a n s  l ' i n t é r i e u r  d e  B * .  P a r  c o n s t r u c t i o n ,  M  s u p p o r t e  u n e  
f a c e  F M =  M . l n N E ( X ) ,  c e l l e - c i  n e  r e n c o n t r e  B  q u ' à  l ' o r i g i n e  e t  d o n c  F M  e s t  d a n s  
N E ( X ) K x < o ·  P a r  c o n s t r u c t i o n ,  s i  o n  a j o u t e  u n  p e t i t  m u l t i p l e  d e  - K x  à  M ,  o n  
o b t i e n t  u n  é l é m e n t  M - t K x  E  N
1
( X )  s t r i c t e m e n t  p o s i t i f  s u r  t o u t  N E ( X )  \  { 0 } ,  
d o n c  a m p l e  p a r  l e  c r i t è r e  d e  K l e i m a n .  P o u r  t  >  0  a s s e z  p e t i t ,  M  + t K x  c e s s e  d ' ê t r e  
n e f  t o u t  e n  r e s t a n t  d a n s  l ' i n t é r i e u r  d e  B * .  E n  r e m p l a ç a n t  M  p a r  u n  Q - d i v i s e u r  
s u f f i s a m m e n t  p r o c h e  e t  e n  p r e n a n t E  E  Q ,  o n  p e u t  f a i r e  d e  M  - t : K x  e t  M  + t K x  d e s  
Q - d i v i s e u r s  t o u t  e n  l e s  g a r d a n t  d a n s  A m p l e ( X )  e t  ( B * )
0
\ N e f ( X ) ,  r e s p e c t i v e m e n t .  
A p r è s  m u l t i p l i c a t i o n  p a r  n  »  0 ,  o n  o b t i e n t  H  : =  n ( M - t K x )  E  D i v (  X )  a m p l e  
e t  p a r  l e  t h é o r è m e  d e  r a t i o n a l i t é ,  u n  Q - d i v i s e u r  n e f  L  : =  H  +  t
0
K x  à  l ' i n t é r i e u r  d e  
B * .  L a  f a c e  c o r r e s p o n d a n t e  F L  n ' a p p a r t i e n t  p a s  à  B  e t  p a r  2 . 2 . 7  i v ) ,  e l l e  c o n t i e n t  
u n e  a r ê t e  e x t r é m a l e  R ,  e n  c o n t r a d i c t i o n  a v e c  l a  d é f i n i t i o n  d e  B .  
D  
2 . 3  T h é o r è m e  d e  c o n t r a c t i o n  d e  M o r i  
L e m m e  2 . 3 . 1 .  P o u r  t o u t e  a r ê t e  e x t r é m a l e  R  d e  N E ( X )  r e n c o n t r a n t  N E ( X ) K x < O '  
i l  e x i s t e  u n  Q - D i v i s e u r  n e f  L R  t e l  q u e  L R  ·  z  =  0  s i  e t  s e u l e m e n t  s i  z  E R  
D é m o n s t r a t i o n .  O n  p r e n d s  
B  =  N E ( X ) K x ? : . O  +  L  ~ 
i E /  
R ; # R  
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et on applique la procédure décrite au dernier paragraphe de la preuve du théorème 
du cône pour trouver LR. D 
Définition 2.3.2. Soit Rune arête extrémale de NE( X) rencontrant NE( X) Kx<o· 
Une contraction extrémale deR est un morphisme projectif 
'PR: X--+ Z 
surjectif sur une variété projective et normale Z telle que 
i) Pour toute courbe irréductible CC X, 'Pn(C) est un point si et seulement si 
[C] ER. 
ii) Les fibres de 'PR sont connexes, c'est à dire 'P*(Ox) =Oz. 
Théorème 2.3.3 (Théroème de contraction). Chaque arête extrémale de NE(X) 
appartenant à NE(X)Kx<O admet une contraction extrémale '{JR : X --+ Z. De 
plus, r.p R est de l'un des trois types suivants : 
i) Z est une surface lisse est 'PR : X --+ Z est l'éclatement d'un point. R est 
engendré par la courbe exceptionelle: R = IR>o[E]. De plus, p(Z) = p(X) -1. 
ii) Z est une courbe lisse et 'PR : X --+ Z est une fibration lisse de fibre IP1 . R 
est engendré par la classe d'une fibre. De plus, X est une surface reglée sur 
Z (birationelle à Z x IP1) et p(X) = 2. 
iii) Z est un point. Donc R est le cône effectif tout entier, p(X) = 1 et - Kx est 
ample. En fait, X ~ IP2 • 
Démonstration. Soit LR donné par le lemme 2.3.1. Par le critère de Kleiman, 
mLR- Kx est ample pour m » O. Par le théorème BPF (2.2.1), mLn est libre 
pour m » O. Soit 'PR la factorisation de Stein de 'PmLR' qui possède toutes les 
propriétés voulues. On reprends les trois cas dans la preuve du théorème BPF : 
Cas i) : L~ > O. 
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I l  e x i s t e  u n e  c o u r b e  (  - 1 )  E  c o n t r a c t é e  p a r  r p R ·  P u i s q u e  R  e s t  e n g e n d r é  p a r  
[ E ]  e t  q u e  l a  s e u l e  c o u r b e  i r r é d u c t i b l e  n u m é r i q u e m e n t  p r o p o r t i o n e l l e  à  E  
e s t  E  e l l e  m ê m e  ( p o u r  t o u t e  a u t r e  c o u r b e  i r r é d u c t i b l e  C ,  E
2  
= / =  E .  C  ~ 0 ) ,  
r p R  n e  c o n t r a c t e  q u e  E .  P a r  l e  c r i t è r e  d e  c o n t r a c t i o n  d e  C a s t e l n u o v o  ( 1 . 5 . 1 ) ,  
Z  e s t  l i s s e  e t  r p R  e s t  l ' é c l a t e m e n t  d ' u n  p o i n t .  
C a s  i i )  :  L h  =  0 ,  L R  ~ O .  
O n  a  q u e  r p R  :  X  - +  Z  e s t  u n e  f i b r a t i o n  s u r  u n e  c o u r b e  l i s s e  z .  S o i t  F  =  
L a i  C i  a v e c  a i  E  t N *  u n e  f i b r e  q u e l c o n q u e  e t  s o i t  G  u n e  f i b r e  g é n é r i q u e  l i s s e .  
A l o r s  [ F ]  =  [ G ]  e n g e n d r e  R  q u i  e s t  e x t r é m a l e ,  d o n c  c h a q u e  [ C i ]  E  R .  P o u r  
t o u t e  c o u r b e  i r r é d u c t i b l e  C  c o n t r a c t é e  p a r  r p R  ( p a r  e x e m p l e  C i  o u  G ) ,  o n  a  
C
2  
=  0 ,  C  ·  K x  <  0 ,  d ' o ù  C  ·  K x  =  - 2  e t  C  ~ I P
1  
p a r  l a  f o r m u l e  d u  g e n r e .  
A i n s i  
- 2  =  C K x  =  F K x  =  L a i ( C i K x )  =  - 2 L a i .  
O n  p e u t  e n  d é d u i r e  q u e  F a  u n e  s e u l e  c o m p o s a n t e  i r r é d u c t i b l e ,  d o n c  F  ~ I P
1  
a u s s i .  D o n c  r p R  e s t  l i s s e  a v e c  I P
1  
c o m m e  f i b r e  e t  d o n c  a d m e t  u n e  s e c t i o n  T  
p a r  l e  t h é o r è m e  1 . 5 . 3 .  I l  s ' e n  s u i t  q u e  l ' a p p l i c a t i o n  i n j e c t i v e  P i c ( Z )  x  l  - +  
P i c ( X ) ,  ( L , n )  1 - - t  r p R ( L ) ( n T )  e s t  u n  i s o m o r p h i s m e  c a r ,  p o u r  L '  E  P i c ( X )  
e t  n  =  L '  ·  F ,  l a  r e s t r i c t i o n  d e  L ' (  - n T )  à  c h a q u e  f i b r e  d e  r p R  e s t  t r i v i a l  
( c a r  c ' e s t  u n  f i b r é  d e  d e g r é  0  s u r  I P
1
)  e t  d o n c  i l  e x i s t e  L E  P i c ( Z )  t e l  q u e  
L ' (  - n T )  =  r p R _ L .  D o n c  p ( X )  =  2 .  O n  p e u t  d é d u i r e  q u e  X  e s t  u n e  s u r f a c e  
r e g l é e  f a c i l e m e n t  d e  l a  s u r j e c t i v i t é  d e  
H
0
( j ) :  H
0
( 0 x ( T  +  l F ) ) - +  H
0
( 0 F ( T  +  l F ) )  =  H
0
( 0 1 P 1 ( 1 ) )  
p o u r  l  »  0  d a n s  l a  s u i t e  l o n g u e  e x a c t e  d e  c o h o m o l o g i e  a s s o c i é e  à  l a  s u i t e  
c o u r t e  e x a c t e  :  
0 - +  O x ( T  +  ( l - 1 ) F )  ~ O x ( T  +  l F )  - - 4 .  O F ( T  +  l F ) - +  0 ,  
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ce qui suit du fait que H1(0IP1(1)) = 0 implique la surjectivité et donc la 
bijectivité pour l » 0 de H1(i). 
Cas iii) : LR = O. 
Alors LR est nul comme Q-diviseur, donc Z est un point. Ainsi 
p(X) = 1, NE(X) = R = IR+ et Ample(X) = IR~. 
CommeR rencontre NE(X)Kx<O' on a que -Kx est ample et -Kx = kH, 
où k > 0 et H est un générateur ample de Div(X)/torsion. Le théorème 
d'annulation de Kodaira et la dualité de Serre implique que 
et donc x(Ox) = h0 (0x) = 1. Les nombres de Hodge sont h1•0 = h0•1 = 
h2·0 = h0•2 = 0, h1•1 = 1 (tel que remarqué au début du chapitre, h2·0 = 
h0•2 = 0 ==> h1•1 = p(X)). On a donc 
b1(X) = h1'0 + h0•1 = 0 
b2(X) = h2,o + hl,l + ho,2 = 1, 
d'où e(X) = "Li=o bi(X) = 3. Par la formule de Noether 
(O ) = Kl(X) + e(X) x x 12 ' 
on a Kl = 9. Puisque N 1(X)z = N1(X)z modulo torsion, on voit que 
H2 = 1, k = 3 et que CE IHI implique que C ~ IP1 par la formule du genre 
car (Kx + C)C = -2. Puisque h1(0x) = 0, H0 (-) préserve la suite exacte 
0-+ Ox-+ Ox(C) -4 Oc(C)-+ O. 
En particulier, H0 (r) : H0 (0x(C)) -+ H0 (0c(C)) est surjectif. Donc toute 
section globale de Oc(C) = OIP1(1) est la restriction d'une section globale de 
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Ox(C) à C. Puisque JOIPt{1)l est libre, JOx(C)Jl'est aussi. Par le théorème 
de Riemann-Roch, 
0 H 2 - HKx 1 +3 h (H) = x(H) = x(Ox) + 2 = 1 + - 2- = 3. 
Donc I.{JH donne un morphisme X ----+ fP(h0(H)*) ~ fP2 génériquement injectif 
(donc birationnel) puisque H2 = 1. Comme p(X) = p(fP2 ) = 1, 'PH ne peut 
pas contracter de courbe et est donc un isomorphisme. 
0 
CHAPITRE III 
CLASSIFICATION DES SURFACES 
Le but de ce chapitre est de montrer le résultat suivant. 
Théorème 3.0.1 (Enriques). Soit X une surface minimale projective et lisse. 
Alors X appartient à l'une des catégories suivantes : 
Type K q Pg 
surfaces rationnelles -()() 0 0 
surfaces irrationnelles reglées -()() >0 0 
surfaces K3 0 0 1 
surfaces d'Enriques 0 0 0 
surfaces bielliptiques 0 1 0 
surfaces abéliennes 0 2 1 
surfaces elliptiques 1 
surfaces de type général 2 
Une surface ration elle est une surface birationnelle à IP2 . 
Une surface reglée est une surface birationnelle à IP1 x C où C est une courbe. Elle 
est rationnelle si et seulement si C ~ IP1. 
Une surface K3 est une surface avec fibré canonique trivial et q = O. 
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Une surface d' Enriques est une surface qui admet un revêtement non ramifié de 
degré 2 par une surface K3. 
Une surface bielliptique est une surface de la forme ( B x F) / G, où B et F sont des 
courbes elliptiques et G un groupe fini de transformations qui agit par translations 
sur B et dont l'action surF contient un automorphisme non-trivial qui n'est pas 
une translation. 
Une surface abélienne est une variété abélienne de dimension 2. 
Une surface elliptique est une surface qui admet une fibration dont la fibre géné-
rique est une courbe elliptique. Elles ne sont pas toutes de dimension de Kodaira 1. 
Cependant, le théorème affirme que toutes les surfaces avec "'= 1 sont elliptiques. 
Une surface de type général est une surface de dimension de Kodaira 2. La classi-
fication d'Enriques n'affirme rien en particulier à leur sujet. 
Remarquons que les invariants birationnels K, q et p9 suffisent à distinguer toutes 
ces classes. Les trois outils principaux pour la démonstration de 3.0.1 sont C2,1 
(1.5.7), l'application d'Albanese (1.5.2) et le résultat classique suivant d'Enriques, 
que l'on prouve à l'aide du théorème de contraction de Mori. 
Thêorême 3.0.2 (Critère de rationalité de Castelnuovo). Soit X une surface 
projective lisse. Alors X est rationnelle si et seulement si 
q = P2 =O. 
Démonstration. Rappelons d'abord que q et P2 sont des invariants birationnels. 
Si X est rationnelle, on a donc 
Dans l'autre direction, Soit X satisfaisant q = P2 = O. Soit Kx est nef, soit le 
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théorème de contraction s'applique. On peut supposer X minimale, ce qui exclut 
le cas i). Il nous reste donc trois cas. 
Cas ii) : X est une surface reglée. 
Nous avons alors 
où B est la base de la fibration. D'où B ':::::' IP 1 . Donc X est birationnelle à 
B x IP1 ':::::' IP1 x IP 1 par le théorème de contraction et donc birationnelle à IP2 . 
Cas iii) : X':::::' IP2 . 
X est évidemment rationnelle. 
Kx est nef. 
Ce cas ne peut pas se produire. En effet, Si h1(0x) = h0 (2Kx) = 0, alors 
h0 (Kx) est également nul, d'où h2 (0x) = 0 par dualité de Serre. Donc 
Par Serre également, on a h2 ( -Kx) = h0(2Kx) = 0, d'où 
-Kx(-Kx- Kx) 
h0 (-Kx) ~ x(-Kx) = x(Ox) + 2 = 1 + Kk ~ 1 
On a donc un diviseur effectif DE 1- Kxl tel que -D""" Kx est nef. Donc 
Kx rv D = 0 et 
contrairement à l'hypothèse h0 (2Kx) =O. 
D 
Théorème 3.0.3. S'il existe une application rationnelle génériquement surjective 
f : IP2 ---+ X, alors X est rationnelle. 
Démonstration. Soit Y l'adhérence du graphe de f dans IP2 xX et Z la désingulari-
sation de Z. Z est une surface rationnelle lisse, donc q(Z) = h 1•0 (Z) = g(Z) = 0, 
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et on a un morphisme g : Z -T X. Il s'en suit que q(X) = h1•0 (X) = P2 (X) = 0, 
car autrement on pourrait obtenir des sections non-nulles de ÇV(Z) ou Oz(2Kz) 
en tirant des formes venant de X via g*. D'où X rationnelle par Castelnuovo. 0 
3.1 ""= -oo 
Cas q(X) = 0 
Alors X est rationnelle par Castelnuovo. 
Cas q(X) > 0 
Alors l'application a : X -T Alb(X) est non triviale. D'autre part, on ne peut 
avoir dim(a(X)) = 2 car sinon on aurait une 2-forme non-nulle w E H0 (KAlb(X)) 
se tirant à une 2-forme non-nulle a*(w), d'où P1 ~ 1 contrairement à notre sup-
position ~(X)= -oo. Donc l'image de a est une courbe, nécessairement de genre 
~ 1. Après factorisation de Stein, on obtient une application à fibres connexes 
X -TC vers une courbe de genre ~ 1. Si Xs est une fibre générique, la conjecture 
d'litaka C2,1 dit 
donc la fibre générique est une courbe rationnelle X est donc une surface reglée 
par le théorème de Tsen (voir l'argument donné dans le cas ii) du théorème de 
contraction (2.3.3)). 
3.2 ""= 0 
Théorême 3.2.1. Si X est une surface minimale avec ~(X) ~ 0, alors Kx est 
nef et en particulier K_k ~O. Si ~(X) < 2, alors K_k =O. 
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Démonstration. Si K(X) 2:: 0, alors il doit exister un diviseur n-canonique effectif 
DE lnKxl· Si une courbe irréductible satisfait C · Kx = ~C · D < 0, alors C doit 
être une de ses composantes irréductibles de D. Si a est le coefficient de C dans 
D, alors 
2 2 1 1 ) C < C - -C · D = --C(D- aC ~ 0 
a a 
Donc C est une courbe ( -1), ce qui contredit la minimalité de X. 
Si K'Jc > 0, alors comme - Kx ne peut être Q-effectif non-nul en même temps que 
Kx, on a par Riemann-Roch 
0 n(n- 1) 2 K'Jc 2 h (nKx) 2:: x(nKx) = x(Ox) + 2 Kx l'V Tn 
d'où K(X) = 2. 0 
Cas q(X) = 0 
Puisque X n'est pas rationnelle, on doit avoir P2 (X) > 0 par le critère de Castél-
nuovo. Supposons qu'il existe un diviseur non-nul D 2 E I2Kxl· Alors h0(nKx) = 
h2 ((1- n)Kx) = 0 pour n <O. Donc par Riemann-Roch, on a 
0 ) n(n- 1) 2 Pn(X) = h (nKx) 2:: x(nKx) = x(Ox + 
2 
Kx 
= 1 - q(X) + p9 (X) 2:: 1 (*) 
pour n > 2. D'autre part, Pn(X) ~ 1 puisque K(X) = O. Donc Pn(X) = 1 
pour n > 2 et P1(X) = p9 (X) = 0, chose nécessaire pour que (*) soit une 
égalité. Chaque système linéaire lnKxl, pour n 2:: 2, possède donc un et un seul 
diviseur effectif Dn E lnKxl· D2 et D3 ont les mêmes composantes puisque 3D2 = 
2D3 = D6 • Donc D := D3 - D2 = ~D2 E IKxl est effectif, en contradiction avec 
p9 (X) =O. 
On a donc 2Kx "'O. Si Kx = 0, alors X est une surface K3. 
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Si Kx =/= 0, alors considérons le morphisme de fibré en droites 
f: [Kx] ---+ [2Kx] ::: C x X 
donné sur les fibres par w t-+ w QS) w. Si on identifie l'image de la section triviale 
1 x x à x' la restriction de f à la préimage de x donne un revêtement étale -
c'est à dire sans ramification -cyclique d'ordre 2 
1r = fix : x ---+ x. 
avec Kx = 7r*(Kx)::: Ox. On a donc K(X) = 0 et 
par la formule de Noether. X est donc une surface K3, ce qui fait de X une surface 
d'Enriques. 
La construction du revêtement 1r : X ---+ X se généralise. Si on a un fibré en droites 
[D] dont la n-ième puissance [D]®n = [nD] ::: [0] est triviale, alors on peut obtenir 
un revêtement étale cyclique de degré n f : X ---+ X tel que f* D rv O. De plus, si 
D = Kx est un diviseur canonique, alors K x = f* Kx rv O. 
Cas q(X) > 0 
Par la formule de Noether, on a 
x(Ox) = 1- q(X) + p9 (X) = K'Jc : 2e(X) = ei~) 
D'autre part, on a b1 = h0•1 + h1•0 = 2q par symétrie de Hodge et 
4 
e (X) = L ( -1) i bi = 2 - 2bl + b2 = 2 - 4q + b2 
i=O 
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par dualité de Poincaré. En mettant tout cela ensemble, on obtient 
8q = 10 + 12pg - b2 ::; 22 
d'où q ::; 2, et q = 2 implique p9 = 1. 
Supposons que q = 2 et considérons a : X --+ Alb(X). Si a(X) est une courbe, 
alors elle est lisse de genre 2. En effet, si N est la normalisation de a(X), alors on 
peut factoriser a en X~ N--+ Alb(X) et on a un morphisme Alb(N) --+ Alb(X) 
induit par N --+ Alb(X) et la propriété universelle de la variété d'Albanese. 
D'autre part, on a également un morphisme Alb(X) --+ Alb(N), clairement inverse 
de l'autre, induit par X --+ N --+ Alb(N), d'où Alb(X) ~ Alb(N). Comme N--+ 
Jac(N) = Alb(l~l) est un plongement, a(X) =Net g(a(X)) = dim Jac(N) = 2. 
C2,1 impliquerait alors que la fibre générique de a satisfasse 
K(F) ::; K(X)- K(a(X)) = -1 
et est donc rationelle. Mais alors X serait une surface reglée et K(X) = -oo. Donc 
a est surjective. 
Supposons que Kx =/= O. Comme p9 = 1, il existe un unique diviseur canonique 
effectif non-nul K E IKxl· Soit K = :L niCi sa décomposition en composantes 
irréductibles et K = :L Do: sa décomposition en composantes connexes. On a 
Puisque K est nef, on doit avoir K · Ci = 0 pour tout i. Donc 
0 =Ci· (Ln1c1) =niC[+ Ln1Ci · C1, 
i#j 
ce qui laisse deux possibilités : 
- Si Ci2 < 0 alors Cl = -2 et Ci~ IP1 par la formule du genre. 
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- Si Cl ~ 0 alors Cl = Ci · Ci = 0 et par la formule du genre encore, Ci 
est une courbe de genre arithmétique 1, soit une courbe elliptique ou une 
courbe rationelle singulière. De plus, comme Ci n'intersecte aucune autre 
composante Ci, elle est dans une composante connexe à part. 
En résumé, les composantes connexes de K sont soit des courbes elliptiques ou 
rationnelles singulières (possiblement multiples), soit des chaînes de courbes ra-
tionnelles d'auto-intesection -2. Et comme 0 = Da · K = D; + Ea# Da · DfJ, 
chaque composante satisfait D2 = O. Comme il n'y a pas de morphisme non-
constant de IP1 dans une variété abélienne, toutes les composantes rationelles de 
K sont écrasées par a : X --+ Alb(X). D'autre part, comme les composantes 
connexes de K satisfont D 2 = 0, elles ne peuvent être dans le lieu exceptionel 
de a. Donc toutes les composantes de K sont elliptiques et leurs images par a 
sont également des courbes elliptiques. En particulier, on a une courbe elliptique 
E = a(E') c Alb(X). Comme toute application holomorphe entre tores complexes 
peut être induite par une application affine en --+ cm, E est un sous-groupe de 
Alb(X) à une translation près. Le quotient B = Alb(X)/ E est une courbe ellip-
tique sur laquelle il y a un morphisme X --+ B. Soit X -4 B' --+ B sa factorisation 
de Stein et b = f(E'). Puisque f*b = kE' ::; kK pour un entier k ~ 0 et tout 
diviseur effectif sur une courbe est ample, on a 
h0 (mkK) ~ h0 (mkE) ~ h0 (mb) --+ oo 
m-+oo 
en contradiction avec K(X) = O. Donc Kx "' O. Si on tire un forme volume 
de Alb(X) (p. ex. celle induite par dz1 1\ dz2 sur Alb(X) ~ C2 /f) sur X via 
X --+ Alb(X), on obtient une forme holomorphe non-nulle qui ne s'annule nulle 
part puisque Kx "'O. Donc la différentielle de a est de rang maximal partout. a 
est un isomorphisme local, donc étale. X est donc elle-même une variété abélienne 
(en fait, X~ Alb(X) par la propriété universelle de Alb(X)). 
Il reste à traiter le cas où q = 1. 
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Remarquons d'abord que la formule de Noether s'écrit 12x( Ox) = e(X) puisque 
Kl = O. Comme q > 0, X admets des revêtements étales cycliques 1r m : X --7 X 
de degré m arbitraire (on peut s'en convaincre en prenant par exemple le produit 
fibré X= X XA!b(X) A où A --7 Alb(X) est une isogénie de degré m, ou encore la 
racine m-ième dans L d'une section triviale, où Lest un élément d'ordre m dans 
Pic0 (X)). Si p9 = 1, alors 
e(X) e(X) 
x(O.x) = -- = m-- = mx(Ox) = m 12 12 
d'où p9 (X) ;:::: m. Étant donné une section w E H0(K x), on peut construire w = 
®aCJ*w E H0 (mKg), le produit étant pris sur les automorphismes de 7rm: X --7 
X. west clairement invariant pour ces automorphismes et induit donc une section 
w' E H0 (mKx). Sim;:::: 2, on peut trouver une autre section(} E H0 (K.x) qui ne 
s'annule sur aucun point de l'orbite d'un point donné p dans la partie mobile de 
( w). La construction précédente nous donne une autre section (}' E H0 ( mK x) qui 
ne s'annule pas sur 7rm(P) alors que w', elle, s'annule. Les deux sections sont donc 
linéairement indépendantes, d'où Pm(X) ;:::: 2 en contradiction avec K, =O. 
Donc une surface minimale avec K, = 0 et q = 1 doit nécessairement avoir p9 = 0, 
d'où x( Ox) = e(X) = O. Soit f : X -t B la factorisation de Stein de l'application 
d' Albanese. La base B et la fibre générique F doivent être des courbes elliptiques 
par C2,1 . Par la formule du genre, on a Kx · F = F 2 + Kx · F =O. 
Soit b E B, Db = f*(b) _ F la fibre en b, Db = Li niCi sa décomposition 
irréductible et D~ = Li Ci sa réduction. Puisque Kx · Db= 0 et Kx est nef, on 
doit avoir Kx · Ci = 0 pour tout i. Le même argument que pour le cas q = 2 
montre alors que D~ est soit une courbe elliptique, soit une courbe rationelle avec 
un point double, soit une chaîne de courbes ( -2). La caractéristique d'Euler de 
D~ est, respectivement, 0, 1 ou 2 (selon le type de singularité), et le nombre n de 
composantes irréductibles de D~. Dans ce dernier cas, on peut déduire e(D~) ;:::: n 
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par le fait que D~2 :::; 0, une conséquence du théorème de l'indice de Hodge : la 
forme d'intersection est semi-définie négative sur (Db)l_ 3 D~ (on peut prendre 
comme complément défini négatif à son noyau !RDb l'espace Hl_ n Dt où H est 
ample). Donc 
i<j i<j 
d'où L:i<j CiCj :::; n. e(D~) est 2n moins le nombre de points d'intersection, qui 
est au plus L:i<j CiC1. D'où e(D~) ~ n. 
On peut voir à l'aide d'une triangulation de X où les fibres singulières sont des 
sous-complexes que 
L e(D~) = e(X) =O. 
bEsing(/) 
Donc toutes les fibres sont en fait elliptiques, possiblement multiples. Soient mb 
tels que Db = mbD~. Prenons un diviseur pluricanonique effectif D E lmKxl, 
avec m le plus petit possible. Comme KxiF est trivial sur toutes les fibres par 
la formule d'adjonction, D est entièrement supporté sur les fibres. On peut donc 
écrire 
D = L nbD~ = L !!!!_Db=!* P 
mb 
où P = ~ :!!:iz..b est un Q-diviseur sur B. Si D =/:. 0, alors pour l » 0, Riemann-Roch L.J ffib 
sur les courbes donne 
ce qui contredit K = O. Donc D = 0 et [mKx] est trivial. En prenant la racine 
m-ième dans [Kx] d'une section triviale de [mKx], on obtient un revêtement étale 
cyclique 1r: X--+ X de degré m (puisqu'on a supposé m minimal) avec K(X) = 0 
et p9 (X) = 1. On a q(X) > 0 puisqu'on peut tirer les 1-formes de X à X et 
q(X) =/:. 1 puisque p9 (X) = 1. Donc q(X) = 2 et X est une variété abélienne. 
X --+ B est donc, à un choix d'éléments neutres et/ou une translation près, un 
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morphisme de variétés abéliennes. On peut déjà conclure que X ---+ B est lisse et 
localement trivial comme fibration. 
Soit P la composante connexe de l'élément neutre dans ker(X ---+ B) et soit 
È = X/ P. Comme P = ker( X ---+ È) Ç ker( X ---+ B) on a un morphisme È ---+ B 
qui identifie B à un quotient de È par un sous-groupe discret. En fait, X ---+ È est 
la factorisation de Stein de X---+ B. Soit F l'image de P dans X. Fest une fibre 
de X ---+ B et È ---+ B, P ---+ F sont des revêtements cycliques (donc galoisiens). 
Comme le quotient de X par un sous groupe de G := Gal(X /X) agissant par 
translation est encore une variété abélienne, on peut supposer- quitte à remplacer 
X par ce quotient - que G ne contient pas de tel éléments. 
Un élément de G agit sur È par translation. On peut considérer Gal(È/B) comme 
un groupe quotient de G. Par supposition, il n'y a pas d'élément de G qui agit 
comme l'identité sur È et par translation sur P. Il n'y a pas non plus d'élément 
- -qui agit comme l'identité sur B et comme un automorphisme non trivial surF, car 
sinon X/ X serait ramifié. Donc G ~ Gal(È / B) et P ~ F. On identifie dorénavant 
F et P. Si on fait agir un élément a E G sur X, puis on remet l'élément neutre de X 
à sa place par translation, alors l'effet net est l'identité sur È et un automorphisme 
non trivial (à moins que a soit l'identité) surF. Ceci donne un morphisme injectif 
G---+ Aut(F). Rappelons que qu'un automorphisme de F ~ C/ A correspond à un 
automorphisme C-linéaire de A, et Aut(A) est : 
cyclique d'ordre 6 engendré par z t---t wz si A ~ Z E9 wZ, où w = erri/3 , 
cyclique d'ordre 4 engendré par z t---t iz si A ~ Z E9 iZ, 
cyclique d'ordre 2 engendré par z t---t -z si A est quelquonque. 
Donc l'ordre m de G (et aussi l'ordre de Kx comme élément de Pic(X)) est soit 
2, 3, 4 ou 6. 
Puisqu'un fibré en droites sur X stable par l'action de G induit un fibré en droites 
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sur X, on a une application tr: Pic0 (X) --+ Pic0 (X) déterminée par le fait que 
n* tr(L) = Q9 g* L. 
gEG 
La composition de l'application duale B ~ Alb(X)--+ Alb(X) ~X avec X--+ B 
est la multiplication par met l'image 13 de B dans X est invariante sous l'action 
de G par construction. On a une application 
(z,w)~z+w 
de noyau { (z,- z) 1 z E 13 nF}~ 13 nF. C'est une isogénie de degré #(13 nF), 
donc en particulier un revêtement galoisien. Comme G et Gal(13 x F/ X) agissent 
sur 13 par translation, il en est de même de ë = Gal(13 x F/X). Nous avons la 
description voulue de X= (13 x F)/G comme le quotient d'un produit de courbes 
elliptiques par un groupe de translations de 13 agissant sur F. 
3.3 /'\, > 0 
Si K = 1, alors il existe un système pluricanonique lnKxl de dimension au moins 1. 
Soit lnKxl = F+IMI sa décomposition en parties fixe et mobile. On a K(F+M) = 
nK2 = 0 puisque K < 2, d'où K · M = K · F = 0 puisque K est nef. On a 
0 = nK · M = M(F+ M) = M · F+ M 2 . 
F · M ;:::: 0, M 2 ;:::: 0 puisque M est effectif et sans partie fixe. Donc M2 = O. 
Puisque IMI n'a pas de partie fixe, tout point de base de IMI doit être un point 
d'intersection de toute paire de membres de IMI, mais il n'y a pas de tel point 
puisque M 2 = O. La factorisation de Stein de t.{)M a pour fibres les composantes 
connexes des membres de IMI et pour image une courbe B. La fibre générique Xb 
est elliptique par la formule du genre : Xf + Xb · Kx =O. 
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La classification d'Enriques ne dit rien en particulier à propos des surfaces avec 
K = 2. Il n'y a donc rien à prouver dans ce cas. 
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