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Abstract
Traumatic brain injury (TBI) is a major cause of death and disability worldwide. The
focus of my research project is the study of potassium dynamics in spreading depolarisation
(SD) waves found in TBI. The SD waves occur following the injury and the ionic imbalance
caused by these waves causes further brain damage and greater patient morbidity. The goal
of my research is to detect these waves in real time and quantify their severity in order to
help clinicians better understand and treat TBI quickly and eﬀectively to improve patient
outcomes.
During my thesis project, I have first developed a miniaturised ion-selective electrode
(ISE) for the detection of potassium (K+) transients associated with SDs. The average K+
ISE has a Nernstian sensitivity of 58.9 mV dec−1 and temporal response of 5.1 seconds in the
physiological range. The ISE, housed in a microfluidic flow cell with a sample volume of 70
nL, was applied in in vivo microdialysis studies to monitor real-time depolarisation waves.
An SD wave causes the dialysate K+ to increase by 0.42 ± 0.07 mM and 1.13 ± 0.63 mM,
from the physiological normal of 2.7 mM, in the animal model and in the human injured
brains respectively. This dialysate SD marker has also been validated against tissue K+
level and cortical electrical activity which are currently the gold standards for SD detection.
In continuous or single-phase laminar flow, Taylor dispersion prevails. The result is
an attenuated measured concentration to that captured at the microdialysis probe. With
the development of a droplet microfluidic system, the dialysis stream can be segmented into
discrete droplets suspended in a carrier oil, preserving the original concentration character-
istics of the sample as well as improving the temporal resolution by ten-fold. The sample
droplets can be manipulated passively to fulfil a range of operations, such as fast mixing,
merging and splitting, and to enable parallelisation of analysis. Lastly, the droplets, now
the core unit of analysis, are also reliably detected using a newly developed miniaturised
contactless device based on conductivity, removing the need of expensive optical equipment
and interference with the chemistry of the droplet.
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Chapter 1
Introduction
The brain is the most complex organ and is vital to the control and functions of the body.
Injuries to the brain can results in varying degrees of impairment to mobility, cognition and
behaviour, as well as fatality. The aim of this thesis is to develop new tools to monitor
events associated with injury and the development of the injury in the human brain.
1.1 Traumatic brain injury
Processes that may damage the brain after trauma, singly or in combination, are referred to
as traumatic brain injury (TBI). Traumatic brain injury is the most common cause of death
and disability amongst the young and the middle-aged. It aﬀects 1.4 million people in the
USA per annum [1], and has an estimated direct and indirect cost of $60 billion [2]. It has
recently been described as the silent epidemic by Lancet Neurology [3]. When compared
to diseases of the same prevalence, such as Alzheimer’s disease, public awareness of TBI
and research into its pathophysiology is lagging. After the primary insult, or crush injury,
patients can have a variety of outcomes. The heterogeneity of TBI, combined with its
complex pathology, are major obstacles to research progress.
Nevertheless, the impact of TBI should not to be underestimated. Interruption of
the cerebral blood flow results in loss of consciousness within 10 seconds and cessation of
spontaneous and evoked electrical activity within 20 seconds [4]. Within several minutes of
the loss of electrical activity, there are major disruptions to normal tissue ion homeostasis.
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A huge extent of cell damage is achieved in a short time scale, and is irreversible.
There are two principal mechanisms of brain injury: contact and acceleration/deceleration.
Brain lesions due to contact tend to result from either an object striking the head or contact
between the brain and the skull. Brain injury due to acceleration/deceleration results from
unrestricted movement of the head that leads to shear, tensile and compressive strains, re-
sulting in tearing of bridging veins and widespread damage to axons or blood vessels. Based
on the clinical and neuroimaging presentation, structural brain damage after trauma can be
categorized as focal or diﬀuse [5]:
Diﬀuse injury : results from acceleration/deceleration forces; often much of the damage
is microscopic and therefore is diﬃcult to detect. Examples include diﬀuse axonal
injury, hypoxic-ischemic damage, meningitis, vascular injury.
Focal injury : results from direct contact forces, is usually associated with brain tissue
damage visible to the naked eye, and has symptoms that are related to the damaged
area of the brain. Examples of focal injuries are injuries to scalp, fracture of skull,
surface contusions/lacerations, hematomas, and raised intracranial pressure (ICP).
Figure 1.1: Diﬀerent types of traumatic brain injuries. The left four images show focal
brain injuries where the locations of the damage can be pinpointed on scans, while the two images
on the right show diﬀused injuries. In focal injury, the monitoring device (such as MD or ICP
catheters) is usually placed in the peri-contusional/hematoma tissue, whereas in diﬀuse injury it
is placed in the non-dominant frontal cortex. These computerised tomography (CT) scans were
adapted from [6]. Abbreviations: EDH (epidural hematoma), SDH (subdural hematoma), SAH
(subarachnoid hemorrhage), IVH (intraventrical hemorrhage), DAI (diﬀuse axonal injury).
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Focal brain injury model has been used in this thesis. In the animal studies, focal
injuries induced by chemical and mechanical methods were used to elicit depolarisation
waves. The thesis project aims to measure chemical changes in the injured brains using
microdialysis (MD), a focal catheter which can only sample a small volume of the brain tissue
by diﬀusion. In order to detect dynamic depolarisation events associated with damaged
tissue, the catheter should ideally be placed in proximity to the source of the signal. Due
to its visual nature, focal injuries allow placement of the sampling device to better capture
dynamic changes.
1.1.1 Primary and secondary injury
Traumatic brain damage can be divided into primary and secondary types of injury. Me-
chanical forces acting at the moment of impact damage the blood vessels, axons, nerve cells
and glia of the brain and initiate an evolving sequence of secondary changes that result in
complex cellular, inflammatory, neurochemical and metabolic alterations. Numerous patho-
physiological mechanisms have been postulated to explain the progressive tissue damage
produced by secondary injuries and this has led to various pharmacological therapies to try
to limit this type of damage.
Primary injury
Primary traumatic brain damage refers to the irreversible tissue deformation occurred at
the moment of the mechanical impact. These deformations may directly damage the blood
vessels, axons, neurons and glia in a focal or diﬀuse pattern of involvement and initiate
dynamic and evolving processes which diﬀer for each component part. Following impact,
direct cell damage and impaired regulation of cerebral blood flow and metabolism occur.
The extent of the tissue damage is dependent on the duration of this cortical disruption; it
has been found that if this phase persists for more than 5-10 minutes, irreversible damage
is done [4, 5, 7].
After the initial impact, haematoma and haemorrhage develop, as in other parts of the
body, acute inflammatory response mechanisms also come into play. During the acute post-
traumatic period when the blood brain barrier is compromised, there is a peripheral influx
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of systemic macrophages to the injury site. In the meantime, microglia, the macrophages
representative of the brain, are rapidly activated, resulting in their active migration to the
site of injury [8,9]. They are involved in tissue repair, amplification of inflammatory eﬀects
and neuronal degeneration [10, 11]. The activation of microglia causes an over-expression
of pro-inflammatory cytokines in particular, activating astrocytes, further promoting the
proliferation of microglia and the inflammatory response, such as edema.
Vasogenic and cytotoxic edema contribute to swelling and expression of damage tissue.
In the brain, however, the space for swelling is restricted by the skull. The increased
expansion of the brain within a confined space limits the space available for cerebrospinal
fluid (CSF) leading to increased ICP. This increase in ICP usually has an adverse eﬀect on
the blood supply, as the swelling brain tissue pushes on the blood vessels as it competes for
space to expand. The overall eﬀect is a restricted blood supply network, with the potential to
cause cerebral ischemia if adequate systemic blood pressure is not maintained. The current
clinical practice is one of permissive hypertension, with the use of inotropes to increase
blood pressure, maintains adequate perfusion to the brain.
Secondary injury
Secondary traumatic brain damage occurs as a complication of the diﬀerent types of primary
brain damage. In focal traumatic brain injury, the primary damage is a small lesion core that
becomes ischemic due to loss of blood flow. Although the ischemic core is almost certainly
either dead or moribund, the excess ions and neurotransmitters, such as glutamate, continue
to move out into the surrounding tissue. It is these excess ions and the resulting chemical
gradient that forces cells to utilise significant amounts of energy, usually in the form of
glucose. Unfortunately, the nature of the ischemic injury results in compromised blood
flow and oxygenation, reducing the ability of the brain tissue to restore this homeostasis.
Cell destruction from ischemic injury results in an increase in lactate, as well as membrane
permeability, and subsequent cytotoxic edema formation.
As the local area is usually irreversibly damaged, the energy burden is shifted onto
the neighbouring healthy tissue to supply the energy required to resume homeostasis of
the cerebral tissue. Depending upon the size of the initial injury and the blood vessels
involved, neighbouring healthy tissue may be at risk. This at risk region, surrounding the
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Figure 1.2: Primary and secondary injury in TBI. The CT scans of a patient with subdural
hematoma (SDH) and intracerebral hemorrhage (ICH) taken upon admission and 18 hours later
show a progressive expansion of the lesions, in particular the ICH, a clear example of secondary
injury. Image adapted from [12].
initial ischemic area, is termed the penumbra. If the energy and blood flow demands
are not met, hypoxia and resulting cellular destruction can cause an excessive release of
neurotransmitters, and inflammatory factors that can produce further tissue damage and
cerebral edema. Secondary injury results if this penumbral area is damaged and the lesion
spreads.
Secondary injury can range from ischemia, hypoxia, cerebral swelling, the conse-
quences of raised ICP, hydrocephalus and infection, and is the leading cause of in-hospital
neurovascular deaths after TBI [13]. In long term, chronic inflammation plays a role in
progression of damage, mediated by microglial activation [14]. It has been found that mi-
croglia can remain reactive from at least 12 months to years in humans following ischemia
or TBI [15]. Although the immediate acute inflammatory responses have subsided, the pro-
longed microglial activation leads to a sustained over-expression of cytokines resulting in
chronic inflammation [16]. The diﬀerent types of secondary brain damage are potentially
reversible with adequate treatment and their recognition has led to attempts to pharmaco-
logically manipulate some of the putative factors involved.
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1.1.2 Secondary injury and spreading depolarisaion
The primary injury results in an irreversible ischemic core, due to loss of blood flow, and
is surrounded by a penumbra of tissue where local blood flow is substantially reduced,
compromising neuronal function but not viability. Approximately 40% of TBI patients
deteriorate in the days after the initial injury [17], due to the onset of secondary injury,
during which the patients are being monitored in the intensive care unit (ICU).
In ischemic stroke, rapid detection of symptoms as well as expeditious administration
of anticoagulant medications have allowed clinicians to limit the size of secondary injury
and potentially protect against secondary injury. In humans, rapid administration of tis-
sue plasminogen activator (tPA), a protein used in the breakdown of blood clots, within
4.5 hours of stroke symptoms in patients without contraindications has greatly improved
clinical outcomes of ischemic stroke secondary to thromboembolic phenomena. Secondary
prevention of stroke including administration of aspirin and adequate control of blood pres-
sure with permissive hypertension has further shown to significantly limit the size of the
secondary injury. Although these intervention strategies cannot be applied to TBI, the goal
is to develop parallel ones for TBI.
Whilst the commonly used clinical covariates defined on admission, such as age, pupil
reactivity, level of hypoxia, and motor score only account for 30% of the variance in TBI
outcome [18], the Co- Operative Study on Brain Injury Depolarisations (COSBID) group
have shown that the dynamic events, in particular the occurrence of spreading depolari-
sations (SD) during the ICU stay independently predicts poor patient outcome, and is a
better indicator than any of the factors currently used [19]. Spreading depolarisations are
seen frequently in injured cerebral tissue [20–22] and are thought to be a possible mechanism
by which secondary injury develops. It is a mass depolarisation of neurones and glial cells,
propagating like a wave over the cortex [23], leading to temporary failure of ion homeostasis
with a rise in extracellular potassium and intracellular sodium and calcium and disruption
of cortical function. Depression of the electrical signal coincides with a transient increase in
blood flow and changes in metabolism due to the high demand of energy needed to repolarise
the cells [24]. Hartings et al. has suggested that cerebral perfusion and the balance of energy
supply-demand are important factors in the elicitation of SD waves in human TBI [25]. In
human, SDs have been shown to occur in 56% of severe TBI patients with acute focal brain
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damage, characterised by a Glasgow Coma Scale of 8 or less [21, 25]. Their occurrence was
strongly linked to the ocurrence of secondary brain insults such as ischemic damage [26],
growth of the infarct area [27–29], and the onset of neurological deficits [22, 26,30].
Because of the clinical significance of these waves and the resulting ionic changes in the
extracellular fluid, the aim of this research is to detect these waves chemically, in an attempt
to predict future outcomes and to allow clinicians to intervene early in saving ischemic but
potentially viable cerebral tissue.
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1.2 Spreading depolarisation
Spreading depolarisation, originally coined as cortical spreading depression, was first dis-
covered by Leão in 1944 while he was studying the characteristics of the electrocorticogram
(ECoG) of induced epileptic seizures in the rabbit brain [23]. Following repetitive electri-
cal stimulation of the frontal pole, he observed transient silencing of the ongoing electrical
activity. This depression slowly propagated over the cortex at a speed of 2-5 mm min−1.
Spreading depolarisation is defined as a slow, self-propagating wavefront of mass de-
polarisation over the cortex. Neuronal silence immediately follows, lasting for a few min-
utes [24]. It is characterised by a reversible negative extracellular slow voltage peak of the
order of 10-30 mV and of 1-2 minutes duration that spreads across tissue at a velocity of a
few millimetres per minute. The initial surface-negative wave is followed by a smaller but
more prolonged positive phase [31]. The restoration of ion homeostasis, and hence ECoG
activity, after a spreading depolarisation is energy dependent [32]. During an SD, regional
cerebral blood flow increases in order to meet this energy demand, thus preventing neural
damage [24].
In an ischemic brain, persistent clusters of SDs can cause neuronal damage, as they
can increase the mismatch between the energy demand and supply [33–35]. They can further
exacerbate ischemia in the penumbra [36]. It has been hypothesised that the injury that
results in a massive release of neurotransmitters into the extracellular space is responsible
for the formation of SDs. Interestingly, SDs are also found to occur in healthy cerebral
tissue, for example during a migraine with aura [24]. There is unlikely to be any damage to
the cortex if cerebral perfusion is normal [20]. Although SDs can herald ischemic changes in
the brain, the presence of SDs in healthy individuals suggests that SDs may be an adaptive
response to obnoxious stimuli. This suggestion is further supported by evidence that SDs
can result in hyper-perfusion to the area involved. However, it is unclear what physiological
characteristics of the injury that allow diﬀerentiation between SDs causing either hypo- or
hyper-perfusion during an ischemic event.
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1.2.1 Electrical characteristics of SDs
The widely recognised standard to measure SDs experimentally is by extracellular recording
of the direct current (DC) potential with a microelectrode implanted in the tissue or on the
surface of the cerebral cortex. The characteristic transient change in the DC potential is
sometimes referred to as a ”slow potential change”. An emerging technique for recording SDs
is fluorescence imaging of a voltage-sensitive dye [37]. Other methods of SD visualisation
are by imaging associated changes in cerebral blood flow [30, 38], in NADH [39], and in
oxygenation [40].
Figure 1.3: Spreading depolarisation in human injured brain captured by ECoG. ECoG
recording from a six-electrode subdural strip with bipolar settings shows the slow propagation
of an SD wave across the human cortex, as seen by a slow potential change of approximately
4 mV. The bipolar montage causes the reversal in signal polarity (for example red and green
channels). Reprinted by permission from Macmillan Publishers Ltd: Journal of Cerebral Blood
Flow & Metabolism [41], copyright (2010).
1.2.2 Chemical characteristics of SDs
The massive tissue depolarisation is accompanied by dramatic changes in cerebral blood
flow (CBF) and massive redistribution of ions between the intracellular and extracellular
compartments [32]. Studies using ion-selective microelectrodes in cortical tissue in animals
have shown an unparalleled increase in extracellular potassium (K+) from a physiological
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Figure 1.4: Eﬀect of an SD on neurones. (Top) Ionic equilibrium and iso-osmolality in a
healthy neurone results in a resting potential of -70 mV. (Bottom) During an SD, failure of sodium
and calcium pumps causes a net influx of sodium and calcium and an outflux of potassium. The
ion redistribution, loss of electrochemical energy and disruption of osmolality resulting in a swollen
neurone with sustained depolarisation from -70 mV to -10 mV. Reprinted by permission from
Macmillan Publishers Ltd: Nature Medicine [46], copyright (2011).
normal of around 2.7 mM to 60 mM during an SD [42–44]. The K+ increase is accompanied
by smaller increases in extracellular hydrogen ions (H+), and drops in extracellular chloride
(Cl-), sodium (Na+) and calcium (Ca2+) ions [24,45].
Role of potassium
During an SD event, neuronal firing is accompanied by the release of K+, which accumulates
in the restricted interstitial spaces of the brain tissue. This excessive extracellular K+ can
further depolarise the cells that released it in a vicious cycle. This leads to inactivation of
neuronal excitability, and is seen as silencing of the ECoG activity, shown also in figure 1.5.
The excess K+ accumulated in the extracellular space can also diﬀuse away and depolarise
adjacent neurones, which can then go on to repeat the same cycle, causing propagation of
the depolarisation wave. Potassium clearly plays an important role and it is widely accepted
that any disturbance of K+ homeostasis would predispose the brain region to SDs [32].
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Figure 1.5: Ionic and electrophysiological changes during an SD wave in a rat brain.
The depolarisation is associated with dramatic changes in the distribution of ions between the
intracellular and extracellular compartments: K+ and H+ ions leaves the cells, while Na+, Ca2+
and Cl- enters together with water, causing swelling of the cell. The extracellular ionic concentra-
tions and extracellular potential (Ve) were measured by parenchymal ion-selective electrodes and
microelectrodes respectively. Image adapted from [24].
Role of metabolites
To break free from this vicious cycle, the ion homeostasis has to be restored. Cell membrane
repolarisation in the recovery phase of an SD is highly dependent on the energy available
to drive the Na+/K+ ATPase pump. Glucose is consumed via both aerobic and anaerobic
metabolism (when insuﬃcient oxygen is present) in order to provide the ATP necessary
to drive the ion pumps, which are needed for active transport to restore the concentration
gradient across the cell membrane. Increased local utilisation of metabolites is met by an
increase of supply from the blood stream, as reflected by an increase in CBF. Laser speckle
imaging during SDs has shown waves of hyperemia propagating at a speed of 2-3 mm min−1
across the cortex, and closely coupled to DC potential shifts [38,47]. These CBF waves are
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Figure 1.6: Spreading depolarisation in the rat cortex. This sequence shows the propagation
of an induced SD wave, as seen by its surrogate measure of cerebral blood flow. The red colour
corresponds to regions of increased blood flow. Images adapted from [49].
so tightly coupled to the depolarisation wave that they have been used as a surrogate maker
of SD waves in the cortex [48].
1.2.3 SDs in the injured brain - a vicious cycle
Events of SD can occur spontaneously in experimental models of stroke and of contusional
head injury [50]. Direct evidence from microelectrode studies and indirect evidence from
laser speckle imaging indicates that the spreading negative slow voltage variation starts in
the ischemic core, becomes a transient depolarisation as it spreads through the metabolically
compromised penumbra, and traverses the surrounding healthy tissue as an SD [36,42,51,52].
It has been hypothesised that, following insult, excitotoxicity and neuronal cell death results
in a profound increase in the extracellular concentration of K+ and in a redistribution of
Na+ and Ca2+ in the ischemic core, initiating a massive sustained depolarisation wave and
resulting in the silencing of neurones.
As mentioned before, energy is required to restore the ionic gradients and this energy
is delivered through the blood flow. In the injured brain, the basal blood flow is typically
30-50% of the normal blood flow, and to make the situation worse, it is unresponsive to local
demands for increased flow; the flow-metabolism coupling that would normally match local
blood flow with local energy use no longer function eﬀectively. This is suﬃcient to initiate
diﬀusion of potassium into the adjacent, normally perfused cortex and to trigger SD waves
to propagate from the rim of the ischemic core, through the surrounding penumbral tissue
and away into the intact tissue.
Although the exact role of SDs in the development of secondary neurologic deterio-
ration in the human brain is still unclear, studies have shown that frequent SDs without
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any opportunity for recovery could have a negative impact [19, 41, 48]. Studies comparing
patient outcomes with brain microdialysate glucose levels have suggested that periods of
low/zero glucose are also ultimately linked to poor outcome [53].
Spreading depolarisations could lead to an expansion of the damaged area by infarction
of the penumbra, presumably due to a progressive depletion of glucose accompanied by an
accumulation of lactate [54]. Previous studies have shown a decline in the dialysate glucose
level, which remain low for a prolonged period of 30 minutes following each SD event [48].
Multiple and frequent SDs lead to a progressive stepwise depletion of brain glucose [41]. The
tissue is increasingly susceptible to further damage, especially if a subsequent depolarisation
event occurs before the metabolites have recovered to baseline levels.
In summary, SD events cause a massive energy imbalance and their frequent occurrence
could compromise tissue viability. It is therefore desirable to be able to recognise an SD
wave in order to allow for clinical intervention to prevent secondary brain injury. Currently
in our group, we are able to capture the electrical and chemical signatures of SD events
clinically, by ECoG and microdialysis respectively.
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1.3 Microdialysis
Microdialysis (MD) is a tissue sampling technique based on the principle of passive diﬀu-
sion. A typical MD probe consists of a concentric arrangement of inlet and outlet tubing,
terminated by a length of semi-permeable hollow-fibre membrane, that is plugged at one
end. The membrane, ranging between 200-600 µm in external diameter and 1-30 mm in
length, is characterised by a molecular weight cutoﬀ, ranging from hundreds of Daltons to
kilo-Daltons. The molecular cutoﬀ limits the molecules that can move freely across the
membrane, based on their sizes.
Movement of molecules across the membrane is driven by their concentration gradi-
ents. When placed in a sample, constant perfusion of the probe establishes a concentration
gradient between the fluid in the probe lumen, termed the dialysate, and the fluid in the
extracellular space. This gradient results in diﬀusion of molecules across the membrane from
the extracellular fluid (ECF) into the dialysate, and vice versa. The perfusion fluid of the
probe is chosen such that it resembles the ECF ionically and osmotically, whilst maximising
the concentration gradient of the analytes of interest.
(a) Working principle (b) A clinical brain MD probe
Figure 1.7: Principle of microdialysis. (a) When an MD probe is placed in brain tissue,
molecules in the tissue diﬀuse through the tortuous extracellular space to reach the MD probe. The
membrane acts as a filter, allowing molecules below its cutoﬀ to enter the dialysate stream. The
resulting dialysate concentration reflects the balance between supply, by release or from the blood,
and utilisation of molecules by the cells. Movement of molecules across the membrane is based on
diﬀusion, and the direction is driven by the concentration gradient. Therefore, microdialysis can
be use to sample the tissue, as well as to deliver substances to the tissue (known as retro-dialysis).
(b) An human brain MD probe with a membrane length of approximately 1 cm. (Photos taken
from CMA microdialysis, Sweden).
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Microdialysis is widely used as a monitoring technique, both clinically [41,53–58] and
experimentally [59–64]. The major reason being that it allows continuous monitoring of
multiple analytes in a single sample. Another reason is that it is compatible with a wide
range of analytical techniques, such as chromatography [59], capillary electrophoresis [65,66],
and electrochemical sensors [60, 67], to name a few, thereby allowing detection of a wide
range of molecules with high selectivity and sensitivity.
1.3.1 Microdialysis recovery
When an MD probe is placed in a sample and perfused, the concentration of the analyte in
the dialysate (Cout) will be less than that in the sample (Cint). The ratio is known as the
extraction fraction or relative recovery (R).
R =
Cout
Cin
(1.1)
The exact function describing recovery was established by Bungay et al. [68] and is dependent
on all the fluidic resistances in the system. Fluidic resistance is hard to estimate, especially
in tissue. A simplified and more intuitive version is provided by Stenken [69]:
R = 1− exp(−KA
Q
) (1.2)
where A is the surface area of the membrane, Q is the flow rate of the perfusion fluid, K is a mass transfer
coeﬃcient unique to the analyte and the membrane properties, and the product KA is a lumped term
matching the resistance.
From the above equation, it is clear that relative recovery is a function of flow rate, concen-
tration gradient, the surface area of the membrane and temperature. It increases with:
The active area of the membrane: there is a larger surface area available for diﬀusion
[70]
Temperature: fast kinetics of the molecules facilitates movement across the membrane
Reduction in flow rate: at very slow flow rates, the residence time of the perfusion fluid
in the fibre lumen is greatly increased. With this enhanced residence time, the system
can come closer to a thermodynamic equilibrium or steady state, therefore contributing
to a higher recovery in the dialysate.
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Figure 1.8: Relative recovery with varying perfusion flow rates. The recovery of MD
sampling is a function of flow rate. The relative recovery approaches 100% as the flow rate tends
to zero, and decreases with increasing flow rates. The absolute recovery is defined as the mass of
a molecule recovered during a defined time period. The absolute recovery is zero when flow rate is
zero, and increases with flow rate.
The relationship between MD recovery and perfusion rate is shown in figure 1.8 and
is inversely correlated. With a 5 mm segment of dialysis membrane, I have investigated the
eﬀect of perfusion flow rate on the recovery of chloride ions, using a chloride ion-selective
electrode. The fabrication of the dialysis membrane is described in section 2. Perfusion
flow rates used for MD sampling in tissue typically range from 0.1 to 3.0 µL min−1. Slow
perfusion rates can be used to improve recovery or even to obtain a near 100% recovery
of analytes, but there are drawbacks associated, namely long collection time, and fluid loss
due to evaporation during collection.
1.3.2 in vitro and in vivo recovery
In in vitro experiments, the probe is placed in a well-stirred sample of solution, which has
the eﬀect of maintaining the concentration gradient adjacent to the membrane. Therefore,
the probe is exposed to a large volume of homogenous solution with unimpeded diﬀusion of
analytes to the probe. However, this is not the case for in vivo microdialysis. Molecules now
must diﬀuse through the tortuous extracellular network, and hence a longer diﬀusion path
length, to reach the probe [71,72]. Furthermore, molecules diﬀusing towards the probe may
be transported into cells or metabolised [72]. Therefore, only a small extracellular fraction
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Figure 1.9: Schematic concentration profiles of diﬀusion to a microdialysis probe. The
dotted line represents the concentration of analytes in a well-stirred in vitro environment, whilst
the red line represents that in the tissue. The red arrows represent the tortuous pathway that the
analytes must pass through to reach the microdialysis probe. Image adapted from [73].
is sampled.
1.3.3 Tissue health
Due to the large dimensions (outer diameter: 200 to 500 µm) and rigidity of the MD
probes, their implantation produces trauma to the surrounding tissue, such as oedema [74],
changes in the rate of glucose utilisation [75], production of cytokines [76] and proliferation
of glial cells [74, 76, 77]. All of which are characteristic of tissue trauma, which has made
interpretation of MD data very challenging.
Under controlled conditions, MD can provide reliable neurochemical information about
the living brain. Conditions can be carefully controlled by using a probe of the smallest
possible diameter, lowering it through the brain tissue at a controlled rate, using a perfusion
buﬀer of the correct composition, and equilibrating the probe for the correct amount of
time after implantation [78]. Initial studies of the damage caused by inserting MD probes
found that blood flow and glucose metabolism decreased near the probe immediately after
implant, but recovered to nearly normal levels within 24 hours [75]. These results suggest
that a stabilisation period after probe implantation is necessary for the tissue to ”recover”.
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1.3.4 Oﬀ-line microdialysis
Conventionally, MD is used to collect samples at regular intervals, ranging from 15 minutes
to hours, for analysis oﬄine. Given the use of a slow flow rate to obtain a high analyte
recovery, a long collection time is required to obtain suﬃcient samples for use with the
detection systems. The long and discrete collection time aside, samples are collected in
vials, which causes homogenisation of the solution. The dialysate signal then becomes an
average of the analyte concentrations over the sampling period. This is suﬃcient for studies
of long-term slow-varying chemical changes, but is not suﬃcient to resolve dynamic events.
Time-resolved changes are important in a clinical setting. They allow decisions to be made
on time, in order to rectify problems. To meet this requirement, we introduced online rapid
sampling microdialysis (rsMD).
1.3.5 Online rapid sampling microdialysis
Currently, an rsMD system is used in our group to monitor metabolites (glucose and lactate)
in TBI patients in the ICU. It diﬀers from traditional MD in that the outlet of the MD probe
is fed directly into the mobile bedside measurement assay, resulting in a sub-minute sampling
period. The perfusion flow rate is set at 2 µL min−1 to achieve adequate recovery while
obtaining the required volume and minimising the delay in fluid transit along the connection
tubing. Details of the system are given in section 2.3.
Online sampling of the MD flow stream allows direct analysis, with no sample col-
lection, and with improved time resolution. In additions, the results can be continuously
displayed for use by the clinical staﬀ in guiding patient care quickly. However, due to the
relatively slow flow rate and the length of the connection tubing required, there is a lag
time between changes occurring in the tissue and their detection. This defines the temporal
resolution of the system, and has been found to be 9-12 minutes. Unfortunately, the long
tubing also contributes to Taylor dispersion, as illustrated in figure 1.13 in a later section of
this chapter. The analyte concentration spreads out under the influence of molecular diﬀu-
sion and variability in the velocity of the liquid stream. The eﬀect of dispersion is worsened
by the no-slip condition between the fluid and the wall of the tubing.
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1.4 The goal
My goal is to capture the chemical signature of SD waves and their metabolic consequences
clinically, with high resolution in terms of signal and time.
1.4.1 The current situation
Currently, ECoG and rsMD are used to monitor the electrical and metabolic signatures of
SD in patients with TBI, as described in [41]. Using ECoG data, and applying appropriate
frequency filtering, depolarisation events can be identified. Metabolic changes in terms of
glucose and lactate, associated with SD events, are provided by the rsMD system every 30
seconds.
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Figure 1.10: Current challenges in the clinical monitoring of SDs. The electrical signature
of SD is captured using subdural ECoG strip instantaneously, while the chemical signal is detected
using MD with a time delay dictated by fluid transit. Clinically, the determination of this delay is
diﬃcult, primarily due to the diﬀerent geometries and locations of the two measurement modality.
This creates a hurdle to accurately align the metabolic results with the electrical recording.
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1.4.2 Challenges and proposal
Problem 1: Timing between tissue ECoG and MD data
One particular issue we are facing with the clinical data is the timing between the ECoG
detection of the SD waves and the onset of the chemical response seen by the MD probe.
Whilst the ECoG strip provides an instantaneous measure of the cortical electrical activity,
analysis of the MD stream operates with a time delay. The knowledge of this time delay
is key in order to be able to time-align the electrical response of an SD with its metabolic
consequences. However, with the current rsMD setup, an accurate determination of this
time delay is not possible for the following reasons.
Fluid transit time The outlet of the dialysis probe is joined to the online rsMD assay
via a 1 metre length of fine-bore tubing. At the chosen perfusion flow rate of 2 µL min−1,
this leads to a time lag of approximately 12 minutes. This is measured from the outlet of
the probe, and not from the MD membrane. Therefore, this fluidic transit time lag is only
an estimate.
Location and uncertainty Due to their diﬀerent geometries, the MD probe is placed in
the cortex whilst the ECoG strip electrode is placed on the surface of the cortex, as shown
in figure 1.11. Their relative distance and the orientation of the two measuring devices
contributes further to the uncertainty in the timing of SD events.
Figure 1.11: Locations of ECoG and MD probe. An SD wave is measured electrically on the
surface of the cortex and metabolically in the cortex. Diﬀerences in location make alignment of the
two signals very diﬃcult.
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Solution 1: Measure dialysate potassium
The electrical changes during an SD originate from an ionic imbalance between the intra-
cellular and extracellular space. When an SD wave occurs, the slow potential change we see
is a result of the flux of ions, in particular, K+. This is the origin of the electrical signal.
Outflux of K+ into the extracellular space causes the trans-membrane potential to increase
resulting in a depolarisation. Ionic homeostasis then tries to restore the K+ level to normal
using the Na+/K+ pump or ATPase. This active transport process requires a huge amount
of energy, resulting in an increase in glucose consumption and the upregulation of cerebral
blood flow to supply energy to the cells.
By measuring the dialysate K+ levels, the exact time that an SD wave arrives at the
MD probe can be known. It can therefore serve as a marker for SD waves. Moreover, the
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Figure 1.12: Underlying ionic imbalance of an SD. The electrical signal from an SD wave
originates from the ionic redistribution between the intracellular and extracellular spaces. As K+
ions leak out from the cells, it raises the transmembrane potential, resulting in a depolarisation.
As the cells repolarise, K+ is taken back into the intracellular space, by the Na+/K+ pumps,
consuming ATPs.
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same delay and dispersion processes aﬀecting the tissue metabolites in the microdialysis
stream also apply to the tissue K+, therefore providing an absolute relation between the
SD event and its metabolic consequences. An ion-selective electrode (ISE) will be used to
measure dialysate K+.
Problem 2: Measuring online MD K+ at 2 µL min−1
In order to obtain a continuous measurement, the K+ ISE will need to be placed in line
with the dialysate. A flow cell is therefore needed. However, the slow microdialysis flow
rate used results in a small sample volume, which is diﬃcult to handle using conventional or
commercially available flow cells. Dead volume will results in dilution of the brain dialysate
sample, leading to an inaccurate measurement. There arises the need for miniaturisation.
Solution 2: Miniaturisation and microfluidics
The ISE system is miniaturised to handle volumes in the nanolitre range. As for the flow
cell, a microfluidic solution is sought. Microfluidic devices have the ability to manipulate
small samples reliably, and can therefore minimise the volume required for analysis.
Problem 3: Capturing the chemical signature of dynamic SD wave
Apart from the time lag, the continuous phase regime used in the current system leads to
dispersive broadening of concentration profiles. Laminar flow down a long length of tubing
will dampen the sharp concentration features occurring upstream at the MD membrane,
a process known as Taylor dispersion [79]. As a result, the changes seen are a smooth or
integrated response. The wetting of the tubing wall with the dialysate and the non-slip
condition in Poiseuille flow results in a parabolic velocity boundary. At this boundary, an
intense concentration gradient is formed. Equalisation of the analyte concentration across
the diameter of tubing results in a gaussian concentration increase rather than a step change.
This is illustrated in figure 1.13.
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Figure 1.13: Taylor dispersion. Sketch showing the axial spreading of a concentration pulse when
introduced into a steady laminar flow in a circular tube. The top diagram shows the formation of
a parabolic velocity profile from a pulse introduced in continuous flow. As a result, a concentration
gradient is established along the parabolic profile causing axial diﬀusion of the solutes, shown in
the bottom diagram, resulting in Taylor dispersion.
Solution 3: Segmented flow system
To capture the chemical signature of SD waves in high resolution, a flow segmentation
solution is proposed. In segmented flow systems, the problem of Taylor dispersion is resolved
[80–82]. Segmentation refers to the breaking up of a continuous fluid stream into discrete
uniformly sized droplets or plugs suspended in an immiscible carrier oil. As the carrier oil
preferentially wets the surface creating a slip condition, it eﬀectively insulates the dialysate
from (a) the tubing wall, and (b) the neighbouring droplets. Therefore, total elimination of
dispersion can be achieved. A secondary advantage of using segmented flow is minimisation
of the time lag, without having to compromise the slow MD flow rate that gives a good
recovery of the analytes in the tissue. Wang et al. has found that the temporal resolution
is independent of both flow rate and distance that the sample was pumped from the MD
probe [83]. Therefore, once the dialysate droplet has been captured in the oil, the carrier
oil can be accelerated to the online sensors without dispersion.
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1.4.3 Organisation of this thesis
Following on the proposal, I will present firstly, in chapter 2, the fabrication protocol of elec-
trochemical sensor, the clinical rsMD system, along with common methods and materials
used in this project. Then, the development of a miniaturised ISE for K+ and the mi-
crofluidic flow cell technology is presented in chapter 3. Once evaluated experimentally, the
dialysate K+ flow cell was then applied in in vivo studies, and validated with parenchymal
microelectrode measurements. Results and findings from animal models and clinical moni-
toring are presented in chapter 4. Flow segmentation is introduced in chapter 5, where the
background and technology of droplet microfluidics, a modified ISE compatible with two-
phase flow and improvement to clinical data is presented. Chapters 6 and 7 then describe
the development of a contactless droplet detector necessary for tracking dialysate sample
droplets in segmented flow system. Finally, the key findings of this thesis are summarise in
the discussion chapter and insights on future works are also presented.
Chapter 2
General Methods
This chapter describes in detail the common apparatus and procedures used throughout my
thesis project.
2.1 Electrochemistry
2.1.1 Potassium ion-selective membrane
The membrane recipe has been previously developed based on the recipe by Band et al. [84]
and optimised in the group [85]. The polymer membrane consists of K+ ionophore and
anionic additives suspended in PVC matrix. A plasticiser is added to enable fluidity of the
membrane.
Component Chemical Quantity
K+ ionophore Valinomycin (FW: 1111.32 g/mol) 0.450 mM
Anionic additive Potassium tetrakis(4-chlorophenyl)borate
(FW: 496.11 g/mol)
0.101 mM
Plasticiser Bis(2-ethylhexyl) sebacate (FW: 426.64
g/mol)
150 mg
Matrix Poly(vinyl chloride) (PVC) 66 mg
Solvent Tetrahydrofuran (THF; anhydrous, ≥99.9%,
inhibitor free)
4 mL
Table 2.1: Composition of potassium ion-selective membrane
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Fabrication protocol
Glassware with plastic covers, e.g. round bottom flask with SubaSeal, is used to contain the
mixture. The plastic lids minimise evaporation during solution transfer by allowed syringe
needles to be pierced through the lid. Plasticware is avoided due to potential swelling
caused by the solvent, and glass syringes with no plastic parts are preferred for the same
reason. All the apparatus are cleaned, oven dried and blown with nitrogen gas to remove
all traces of water and dust. Presence of water in the fabrication process could contaminate
the membrane, resulting in a cloudy appearance, and adversely aﬀect its functioning.
To minimise errors in the preparation process, stock solutions with the membrane
components were prepared:
A: 5.0 mg valinomycin + 2.5 mL THF = [2.0 mg mL−1]
B: 2.0 mg potassium tetrakis(4-chlorophenyl)borate + 20 mL THF = [0.1 mg mL−1]
C: 66 mg PVC + 164 µL sebacate + 1 mL THF
From the stock solution, 1 mL of solution A and 2 mL of solution B were transferred
to solution C. The mixture was covered and stirred for 2 hours, before leaving to evaporate
in a fume hood overnight to set. The results is a clear plastic membrane. The membrane
was stored at 4 ￿. To form an ion-selective electrode, the membrane was redissolved in 1
mL of THF and stirred until homogeneous before casting onto electrode bodies.
Sodium ion-selective membrane
Similarly, a sodium ion-selective membrane was fabricated according to the following pro-
tocol:
A: 5.0 mg sodium ionophore (ETH 227, Fluka 71732) + 2.5 mL THF = [2.0 mg mL−1]
B: 4.0 mg potassium tetrakis(4-chlorophenyl)borate + 20 mL THF = [0.2 mg mL−1]
C: 66 mg PVC + 164 µL sebacate + 1 mL THF
2.1.2 Reference electrodes
The potential of the ISE was measured against an external Ag/AgCl reference electrode
(RE). Two types of external REs are used in this project.
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Conventional reference electrode
Conventional saturated silver/silver chloride (Ag/AgCl, 3M KCl) REs with Vycor glass frit
(BASi, USA) were stored in 3M KCl at ambient temperature away from sunlight. They
were used to complement the half cell created by the ion-selective electrodes.
Miniaturised pseudo reference electrode
For use in miniaturised systems, a pseudo RE with outer dimension of approximately 400
µm was fabricated. It consisted of a silver wire (nominal diameter: 125 µm) sealed with
epoxy resin in the lumen of a 27 gauge hypodermic needle. The cured needle was polished
to give a silver disk electrode. The surface of the disk was chloridised to become a Ag/AgCl
pseudo RE. The miniaturised REs were stored in aCSF solution at ambient temperature.
Vycor 
glass frit
Ag/AgCl 
wire
(a) Standard Ag/AgCl reference electrode
Ag/AgCl 
(b) Pseudo reference electrode
Figure 2.1: Reference electrodes. The two types of REs used throughout this project. The
pseudo RE relies on the chloride concentration in the test solution to provide a stable reference
potential.
2.1.3 Instrumentation
I have designed and assembled the electronics used in the measurement of voltage and
current signals.
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Potentiometric measurement
Instrumentation amplifier (INA116, Texas Instruments, USA) was used for potentiometric
measurement. This amplifier was designed for use in ion and pH measurement, and had an
adjustable gain base on the choice of passive components of the circuit. In my application,
a 10 times gain was chosen.
Figure 2.2: In-house instrumentation amplifiers for potentiometric measurement. The
INA116 amplifier is suited for potentiometric measurement, such as pH. It also has cable guard
rings that actively drive the shield of coaxial cables, therefore, maintaining the low input bias
current and minimising noise.
Amperometric measurement
An amperometric printed circuit board (PCB) was developed in our group for the miniatur-
isation of the clinical rsMD system. Briefly, it was composed of a voltage follower supplying
the over potential at the reference electrode for reduction-oxidation reactions, and a tran-
simpedance stage converting the current signal to voltage with gains defined by the resistors.
2.1.4 Data acquisition and analysis
The amplified analogue signals were recorded by a PowerLab data acquisition unit (Pow-
erLab 16/35 and LabChart Pro v7.0, ADInstruments, New Zealand). Data was typically
exported to MATLAB, de-noised using algorithms previously developed in the group [86],
and converted into concentrations of the analytes. The data was analysed using MATLAB
and its built-in statistics toolbox. Graphical package IGOR Pro (WaveMetrics, USA) was
used to display the data and trends.
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2.2 Microfabrication
This section describes the microfabrication processes I have employed in the production
of microfluidic devices used in flow segmentation and chemical measurements. The overall
process is summarised by figure 2.3, and this section will further explain each step in detail.
Pattern  PR
Sputter  metal
Lift  off  
Spin  coat  PDMS
SU-­8  on  silicon
Pattern  SU-­8
Mold  PDMS
Cure  PDMS
Punch  holes
Bond  devicePDMS
Photoresist  (PR)
Metal
Glass
PR  on  glass
Figure 2.3: Device fabrication by photolithography. Fabrication of planar micro-electrode
substrate (left) and the microfluidic channel (right).
2.2.1 Microfluidic channels
I used AutoCAD 2011 (Autodesk Inc., USA) to design the microfluidic channels and planar
electrodes, and to obtain the resulting film mask (5 µm resolution, fine grain emulsion 0.007"
film, Micro Lithography Services Ltd, UK).
Chrome mask patterning
First, a chromium (Cr) mask containing the patterns, electrodes and microfluidics, was
fabricated from the film mask. This was to improve the quality of the patterning for the
fine structures. The film mask was cut out and carefully inspected under a microscope to
determine the sides – the printed and the back side. The printed side contained a step
profile at the interface and no obvious black pores, whilst the back side had pores on a
smooth surface. The printed side was placed in direct contact with the photoresist (PR) to
avoid refraction of UV light which could blur the boundary of the pattern.
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The film mask was secured with tape (Scotch tape, 3M, USA) on a clear glass slide that
served as a holder. It is then placed on a positive PR coated Cr glass slides (Low reflective
chrome, 3 × 3 × 0.06”, Soda lime glass, PR type: AZ1518, thickness: 5300 Angstrom,
Nanofilm, CA, USA). All surfaces were blown with nitrogen gas to remove dust particles.
Once the mask had made contact with the Cr glass, it was not moved or re-positioned,
or it would scratch the PR and cause defects to the pattern. It was then UV-exposed (10
mW/cm2, broadband: 290-385 nm) for approximately 5 seconds. The exposed Cr mask was
then developed by soaking in Microposit 351: deionised water (ratio 1: 5) for approximately
2 minutes – exact development time varied with each fabrication and pattern, and checked
each time with dummy samples. The mask was then immersed in deionised water to remove
residue, dried with nitrogen gas and inspected under the microscope. To avoid further
exposure to PR, the dimmest light setting was used. The chrome was then wet-etched with
chrome etchant (Sigma-Aldrich, 651826) for approximately 1 minute 50 seconds – again
tested with dummy samples for optimum etching time. Finally, we removed the PR on the
Cr mask by sonication in acetone for 1 minute and rinsed with deionised water.
Printed  side
Back  side
UV
(1)  Exposure
Glass  slide
Postive  PR  coated  
chromium  glass  slide
Film  mask
(2)  Developing
Microposit  351  :  dH2O  (1:5)
(3)  Wet  etching
Chrome  etchant
(4)  PR  stripping (5)  Chrome  mask
Acetone
Figure 2.4: Chrome mask patterning.
SU-8 mould fabrication
Microfluidic channels was patterned using photolithography on a mould of PR on a silicon
wafer. Negative PR, SU8-100, was first spin-coated on a silicon wafer. The Cr mask con-
taining the microfluidic pattern was then placed on the soft-baked PR coated wafter and
UV-exposed for patterning. It was then baked to consolidate the pattern and cooled down to
ambient temperature before developing the PR by EC-solvent. The finished SU8 mould was
then rinsed with isopropanol alcohol and deionised water, and blown dried with nitrogen gas.
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150 µm 
(2000 rpm)
(i) 65˚C for 20 min
(ii) 95˚C for 50 min
(i) 65˚C for 1 min
(ii) 95˚C for 12 min
UV
(1) Spin coat & pre-bake (2) Exposure (3) Post-exposure bake (PEB)
Photoresist (SU8-100)
Chrome mask
Silicon wafer
(4) Developing (5) SU8 mould
Developing solvent
Figure 2.5: SU8-100 master mould fabrication. A 150 µm thick PR layer (SU8-100, viscosity:
51500 cSt) was spin-coated on silicon wafer at 2000 rpm, UV-patterned and developed by EC-
solvent to form a master for PDMS moulding.
Finally, the surface was vapour silanised using trichloro(1H,1H,2H,2H-perfluorooctyl)silane
(97%, Sigma-Aldrich, 448931) for 6 hours before use.
PDMS device fabrication
The PDMS (Sylgard 184, Dow Corning, USA) prepolymer and curing agent mixed at a 10:1
ratio was degassed, poured onto the SU8 mould and cured at 65 ￿ for 4 hours. The fully
cured PDMS was then delaminated, and holes were punched in the PDMS to add the fluidic
inlets and outlets.
10  :  1PDMS:catalyst
65?C  for  4  hr
(2)  Delaminate  
          cured  PDMS
(3)  Punch  holes  
            for  inlet/outlet
(1)  De-­gas  and  cure
Figure 2.6: PDMS microfluidic device fabrication. PDMS and catalyst were mixed at a ratio
of 10:1, the mixture was then de-gassed and baked in an oven at 65 ￿ for 4 hours. The cured
PDMS was then separated and inlet holes with approximate diameter of 1 mm were punched.
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2.2.2 Planar chromium/gold electrodes
Photoresist patterning of the electrode on glass slide
Microscope glass slides (76×38mm; MNK-130-050S) were used as substrates for the elec-
trodes. The slides were first sonicated in acetone for 1 minute, then immersed in deionised
water immediately to avoid development of water marks which could make the surface im-
perfect. They were then blown dried with nitrogen gas, baked at 95 ￿ for 20 minutes for
complete dehydration. The substrates were cooled down to room temperature for approxi-
mately 10 minutes before spin coating with PR.
Positive PR (AZ 4562, Microchemicals GmbH, Germany) was spread evenly on the
dehydrated substrates, taking care to avoid air bubbles and good coverage over the entire
slide. It was worth noting the expiry of the PR, as the solvent content in expired PR were
reduced due to evaporation, making it more viscous and diﬃcult to spread, and eventually
failure to develop. To achieve a PR layer thickness of 1.4 µm, it was first spread at 500
rpm for 10 seconds followed by spin-coating at 3000 rpm for 30 seconds. The spin-coated
substrates were soft baked at 90 ￿ on a hot plate for 8 minutes. The Cr mask with the
electrode pattern was then carefully aligned with the substrates and exposed at UV (20
mW/cm2) for 20 seconds. The samples were then developed in AZ 400K developer and
deionised water (ratio of 1: 5) for 6-7 minutes, following by rinsing with deionised water.
The samples was then inspected under microscope using the dimmest light settings for
quality.
PR:  1.4µm  
(3000  rpm)
90?C  for  8  min
(1)  Spin  coat  &  soft  bake
UV
(2)  Exposure
Cr  mask
(3)  Developing
(4)  PR  patterned  glass
AZ  400K  :  dH2O  (1:5)
Positive  photoresist  (PR)
Glass  slide
Figure 2.7: Photoresist patterning of the electrode.
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Sputter deposition of chromium and gold
A Cr layer of 15 nm followed by a 100 nm thickness of gold were sputtered on the photoresist
patterned glass slides by physical vapour deposition.
Cr-­sputtered PR-­patterned
Figure 2.8: Chromium sputtered samples. The PR patterned sample before and after Cr
deposition. The samples were covered with aluminium foil during transit to avoid further exposure
by light.
Lift-oﬀ
The metal-sputtered samples were placed flat in a beaker of acetone, gently shaken until
all the excess metal came oﬀ and only the electrode pattern was left. The sample was then
rinsed with deionised water, dried with nitrogen gas, and inspected under a microscope.
Glass
PR Cr
Au
After metal deposition
Glass
Cr
Au
After lift-o!
Glass
Cr
Au
During lift-o!
Figure 2.9: Schematic of the lift-oﬀ process.
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Spin coating PDMS layer on planar electrodes
Parafilm (Parafilm M, USA) used to cover electrode areas that do not required PDMS
insulation. It was stretched fully and wrapped tightly around the electrode pads several
times, or it would fly oﬀ during spinning and PDMS could leak into the pads. De-gassed
PDMS (Sylgard 184, elastomer to curing agent ratio: 10:1) was spread on the sample,
avoiding the Parafilm covered area and bubbles. For a 5 µm thick PDMS layer, it was first
spread at 500 rpm for 30 second and then spin-coated at 5000 rpm for 5 minutes. The
Parafilm was removed and if PDMS creeps into the electrode pads, remove by tapping very
gently with tissue soaked with acetone.The PDMS-insulated substrate was then cured at 65
￿ for 1 hour.
(a)  Parafilm  to  cover  electrode  pads (b)  PDMS-­covered  substrate
Figure 2.10: Spin coating PDMS insulation on electrodes. Stretched Parafilm was tightly
wrapped around the electrode pads to avoid PDMS coverage. The prepared substrate was then
positioned at the centre of the spin coater, noting that the side with the Parafilm was now heavier
so the centre of mass had shifted towards one side. The pictures were taken in the cleanroom and
hence in yellow.
Plasma bonding and vapour silanisation
The electrode substrate and the microfluidic channel were bonded using oxygen plasma
(Plasma cleaner, Model: PDC-002, Harrick Plasma, NY, USA). The surfaces were treated
in the plasma chamber for 1 minute, and the two components were aligned and bonded
under microscopic guidance. The bonded device was first heated on a hot plat at 65 ￿
for 15 minutes to strengthen the bond and then vapour silanised (Trichloro(1H, 1H, 2H,
2H-perfluorooctyl)silane, Sigma-Aldrich, 448931) in a vacuum for 6 hours.
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Making electrical connection to the devices
Electrical contacts to the device were made using fresh silver loaded epoxy adhesive (10 g,
cat. no. 186-3616, RS, Northamptonshire, UK). The conductive adhesive and hardener were
mixed at a ratio of 1:1 for 2 minutes, then applied to the electrode pads using a non-beveled
23-gauge hypodermic needle. Each of the gold pads were first tested for continuity using a
voltmeter. The silver epoxy mixture was applied to cover the entire rectangular pad area
and parts of the line to ensure conduction. A 10-way brass pin with pitch size 2.54mm
(Molex KK range, cat. no. 467-582, RS, UK) were then placed on the pads, followed by
application of the silver epoxy mixture. The device was cured at room temperature for 24
hours and the cured silver epoxy had a resistance of 0.2 Ω. Once set, a non-conductive
epoxy was applied over the electrical contact to insulate and strengthen the bond.
(a)  Assembled  device
(b)  Making  electrical  contact
Figure 2.11: Electrical contact of the droplet detection device.
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2.3 Rapid-sampling microdialysis
The rsMD system provided online measurement of extracellular glucose and lactate on a
minute-basis, and had been utilised in animal studies [48,67] and clinical applications, such
as monitoring of brain [41,56,87], gastrointestinal [57] and free flap surgeries [58].
Details of the system had been published previously [60]. Briefly, the dialysate, at a
flow rate of 1.6 - 2 µL min−1, entered the custom built sampling valve with a 200 nL sampling
loop and mixed with ferrocene buﬀer. The dialysate was then injected at a 30-second interval
into the two paths, glucose and lactate, both of which had a dual enzyme reactor in-line
with a 3 mm disk glassy carbon electrode. Amplitude of the reduction current measured at
the electrode is proportional to glucose or lactate concentration. This is summarised into
the three parts in figure 2.12 and the details are explained in the following text.
Lactate  bedGlucose  bed Radial  flow
electrode
Radial  flow
electrode
Ferrocene  (Fc(III))
buffer  at  200µL/min
Waste
aCSF
electrode
e-­
Fc(III)
Fc(II)
Fc(III)Fc(II)
H2OH2O2
PS
O2
Fc(II)
O2
S
HRPSOx
0V
10  s
4  µA
(1)  Microdialysis  
probe
(2)  Injection  valve
(3)  Enzyme  reactor
(3)
Figure 2.12: Rapid-sampling microdialysis system. (Top) Schematic of the setup when used
in clinical monitoring. The system is hosted on a mobile clinical trolley. (Bottom) The substrate
(S), either glucose or lactate, is mixed with the ferrocene (Fc(II)) buﬀer in the sample loop at
the injection valve. The substrate is then catalysed by the oxidase (SOx) into its product, giving
out hydrogen peroxide (H2O2) as a by-product. Using a second enzyme, horseradish peroxidase
(HRP), H2O2 is converted to water at the same time as Fc(II) to ferrocenium (Fc(III)). Fc(III)
is then reduced back to Fc(II) at the glassy carbon electrode held at 0V. The amplitude of this
reduction current is proportional to the concentration of H2O2, and, therefore, to the concentration
of the substrate present in the sample.
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1. Microdialysis probes
Three diﬀerent types of MD probes were used in this project and their specifications are
given in table 2.2. The clinical probes and the animal probes used in the Cologne study
were commercially available.
Clinical probes In clinical patient monitoring, an FDA-approved brain MD probe (CMA
70, CMA, Sweden) was used. It has a gold tip for locating the probe on CT scans.
Animal probes
(a) The Cologne study The commerically available MD probe (MAB 6.14.2, Micro-
biotech, Sweden) was used in the animal studies carried out at the Max Planck Institute for
Neurological Research, Cologne, Germany.
(b) The Pittsburgh study In house concentric style MD probes were made with hol-
low fibre membranes (13 kD MWCO, Specta/Por RC, Spectrum, Ranco Dominguez, CA)
4 mm in length and 280-300 µm in outer diameter. Polyethylene tubing (ID: 0.38 mm,
OD: 1.09 mm, length: 75 cm, Becton Dickinson, NJ, USA) was used as the inlet tubing
and the outlet tubing was fused silica capillary (ID: 75 µm, OD: 150 µm, length: 38 cm,
Polymicro Technologies, AZ, USA). A slit was cut in the side of the polyethylene tubing
0.5 cm from the end and a fused silica capillary was fed through the slit and out the end
of the polyethylene tubing. The capillary was fed through a 4 cm long stainless steel tube
(Small Parts Inc., FL, USA) and then through a hollow fibre membrane. The end of the
membrane was glued with 2-ton epoxy (Devcon, MA, USA) and the top of the membrane
was fed into the stainless steel tube and glued in place. The top 1 mm of the stainless
steel tube was fed into the polyethylene tube and glued in place. The slit made previ-
ously for the capillary was also sealed with epoxy. The inlet tubing was connected to a 1
mL gas tight syringe driven by a microliter syringe pump (Harvard Apparatus, MA, USA)
at a perfusion rate of 1.6 µL min−1. Altogether, 15 MD probes were fabricated for this study.
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Property Clinical probe Animal probe (Cologne) Animal probe (Pitt)
Length / mm 10 2.0 4.0
Outer diameter / mm 0.6 0.6 0.3
Molecular cutoﬀ / kDa 20 15 13
Material polyamide polyamide polyamide
Table 2.2: Specifications of diﬀerent types of microdialysis probes
2. Sample injection
The output from the MD probe, termed the dialysate, flowed into the custom built injection
valve with a sampling loop of 200 nL (4-way Cheminert valve, Valco, Switzerland). Two of
the 4 ports into the valve were connected to dialysate and ferrocene (Fc(II)) buﬀer, driven
at 200 µL min−1 with a standard HPLC pump, whilst the other two were connected to the
enzymatic reactors - namely glucose oxidase (GOx) and lactate oxidase(LOx). The valve
switched every 30 second, diverting the dialysate flow into each of the enzyme reactors,
giving rise to a 60-second analysis period.
3. Enzyme reactor
Once diverted, the dialysate was then mixed with Fc(II) buﬀer, driven by a standard HPLC
pump at 200 µL min−1, before catalysed by the respective oxidase enzymes immobilised in
the enzyme reactors. The enzyme reactor was an assembly two 6 mm-diameter nitrocellulose
membranes (Pore size: 0.025 µm, diameter: 6 mm, Millipore, UK) loaded with GOx or LOx,
and horseradish peroxidase (HRP), according to concentrations given in table 2.5.
The order of the catalytic reactions was first by the oxidase (GOx and LOx) then
by the HRP. At the oxidase membrane, the substrates were converted into their respective
products, in the presence of oxygen producing hydrogen peroxide (H2O2) as a by-product.
At the GOx membrane, glucose is converted to gluconolactone; at the LOx membrane,
lactate is converted to pyruvate. The H2O2 is then converted to water by the HRP, and the
HRP is regenerated by the oxidation of Fc(II) to ferrocenium (Fc(III)). Upon reaching the
electrode surface, a 3 mm glassy carbon disk (Unijet, BASi, USA), Fc(III) is reduced back
to Fc(II) at 0V. The reduction current is therefore proportional to the concentration of the
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substrate. The current was measured in a three-electrode system with a pseudo-Ag/AgCl
reference electrode (UniJet, BASi, USA) and custom-build electronics.
2.4 Solutions and reagents
Chemicals were obtained from Sigma-Aldrich. All solutions were prepared with deionised
water (>18 MΩ).
Artificial cerebrospinal fluid
Components of the artificial cerebrospinal fluid (aCSF) is given in table 2.3. Diﬀerent aCSF
compositions are available and their eﬀects has been investigated by McNay et al. [?]. To
be consistent with clinical results, I have used the same aCSF composition as the clinical
aCSF solution provided by CMA (CMA, Sweden). The prepared aCSF solution is filtered
with membrane with 0.02 µm pore size and is normally unbuﬀered, in order not to interfere
with the natural buﬀering action of the brain. For buﬀered aCSF, 2.0 mM NaH2PO4 is also
added, and the solution is pH-adjusted to 7.40.
Chemical Concentration / mM
Magnesium chloride (MgCl2) 0.85
Calcium chloride (CaCl2) 1.2
Potassium chloride (KCl) 2.7
Sodium chloride (NaCl) 147
Table 2.3: Composition of artificial cerebrospinal fluid.
Calibration standards
All calibration standards were prepared in an aCSF background, unless stated otherwise.
Serial dilution from a stock solution was used to obtain the desire concentrations.
Ferrocene buﬀer
The dissolution of ferrocenecarboxylic acid is found to be dependent on the batch. Batches
where its colour was a dull orange tend to dissolved in 1-2 hours at room temperature,
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whereas the bright yellow batches needs heating and stirring for over 3 hours to become
fully dissolved. Therefore, ferrocene (Fc) buﬀer was filtered with membranes with pore size
of 0.1 µm and 0.02 µm to remove undissolved particles before use.
Chemical Concentration / mM
ferrocenecarboxylic acid 1.5
EDTA 1.0
Sodium chloride 150
Sodium citrate 100
Table 2.4: Composition of ferrocene buﬀer
Enzymes
All the enzymes were obtained from Genzyme (USA) and were stored at -20 ￿.
Enzyme Activities/ units mg−1 Concentration / mg mL−1
Glucose oxidase (GOx) 200 1.0
Lactate oxidase (LOx) 20-60 2.0
Horseradish peroxidase (HRP) 200 0.5
Table 2.5: Enzymes and their activities
Oil
Water-in-oil segmentations were carried out using a clear colourless perfluorocarbon oil
(FC40, 3M, USA), and a summary its specification is given below.
Properties FC40
Molecular weight 650
Density 1855 kg m3
Kinematic viscosity 2.2 centistokes
Absolute viscosity 4.1 centipoise
Dielectric constant 1.9
Electrical resistivity 4.0×1015 Ωcm
Table 2.6: Properties of the FC40 oil
Chapter 3
The mini K+ ISE and microfluidic flow
cell
In order to measure the dialysate potassium changes associated with depolarisation events,
I have chosen to use ion-selective electrodes (ISE). This chapter describes:
• the background on ISE
• the development of a miniaturised K+ ISE (mini ISE)
• the development of a microfluidic flow cell for MD studies, and
• a feasibility test of the mini ISE with oﬄine analysis
3.1 Background of ion-selective electrode
In this project, a liquid solvent PVC-based K+ ISE is used. This technique is chosen over
other analytic techniques for the following advantages:
• It does not aﬀect the test solution, as its working is based on equilibrium of the ion
with a small number of binding sites on the electrode.
• It is portable and works with small volumes.
• It is suitable both for direct determination and as a sensor for titrations.
• It is inexpensive and yet very stable.
• It has a large dynamic range, 1 to 10−6 M.
41
42 Chapter 3. The mini K+ ISE and microfluidic flow cell
3.1.1 Definition and principle
An ISE is a potentiometric sensor with a membrane whose potential indicates the activity
of the ion being determined in a solution. The membrane separates the sample solution and
the inner filling solution of the ISE, generating a potential diﬀerence across it. Inside the
membrane, electrical contact is made through an internal reference electrode immersed in
the inner filling solution. The potentiometric cell consists of an ISE, or a working electrode,
and a reference electrode that are immersed into the sample solution and connected to the
two terminals of a voltmeter. A schematic of the setup is shown in figure 3.1.
Reference
Electrode
Working
Electrode
emf
ISE membrane
Sample
K+
ΔE
Internal reference electrode
Internal filling solution
Figure 3.1: Anatomy of a typical ISE measurement system. The potential across the ion-
selective membrane is related to the activity of ion of interest. The potential is measured against
a reference electrode, typically, a Ag/AgCl reference.
3.1.2 Diﬀerent types of ISEs
ISEs are usually categorised according to the membrane, or the ion-selective membrane,
into two main categories.
Liquid solvent polymeric membrane
In this category, the membrane is a water-immiscible liquid of high viscosity that is com-
monly placed between two aqueous phases, the sample and the internal filling solution.
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Traditionally, especially in the field of intra- and extra-cellular ionic measurements, the liq-
uid membrane is cast into the tip of a glass electrode body (e.g. a pulled glass capillary).
In order to retain the membrane reliably and to avoid leakage current short circuiting the
membrane potential, the capillary needs to be silanised so that it becomes hydrophobic. The
introduction of a PVC-based membrane matrix by Shatkay [88] has enabled the membrane
to be cast onto virtually any electrode shape. It has also made ISEs simple to use with
low cost for experimentation. To date, it still remains the standard matrix for carrier-based
ISEs [89,90].
Liquid membranes are based on a permselective membrane containing an ionophore –
a liquid soluble molecule that can "carry" a particular ion – and mobile ion-exchange sites
supported by a polymer matrix. Its sensitivity is related to the equilibrium constant of the
exchange reaction between the target and interfering ions in the organic and aqueous phases.
The working mechanism is illustrated in figure 3.2. The inside of the membrane equilibrates
with the internal filling solution while the outside of the membrane equilibrates with the
sample solution. As the target or primary ion, I, is selectively transferred from the sample
solution into the hydrophobic membrane phase, a potential diﬀerence is generated between
the two sides of the membrane. Ideally, this potential is a linear logarithmic function of the
activity ratio of primary ions in the two solutions which are in contact with the membrane.
To prevent extraction of the counterions into the membrane while maintaining electro-
neutrality in the membrane, charged mobile lipophilic salts are added to the polymeric
membranes. These salts are referred to as ion-exchanger sites in the ISE literature, and
represented by R− in figure 3.2.
L
IL+
R-
I+
A-
I+
A-R-
R-
L
L IL+
IL+
Sample Internal filling solutionPolymeric membrane
Figure 3.2: Working mechanism of polymeric membrane with neutral carriers. This
schematic illustrates the equilibrium between the sample, ion-selective membrane and inner filling
solution for the case of equal sample and inner electrolyte. The sample solution is composed of the
salt, IA, with I+ being the primary cation and A- as its counterion. I+ selectively binds with the
neutral ligand, L, to form positively charged complexes, IL+. Lipophilic anionic exchangers, R-,
protect against anionic interferences from A- in the sample solution.
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Solid state membrane
The limitation of liquid membranes is their internal filling electrolyte, that prevents minia-
turisation of the devices. This has led to the development of solid state ISEs. They diﬀer
from the previous ISEs, as they lack the internal filling solution, and hence the membrane is
directly sandwiched between the sample solution and the internal reference electrode. The
challenge here is the transduction of the ion detected at the membrane to a measurable
signal.
The first generation of solid state ISEs were the coated wire electrodes. As the name
suggests, these involved direct coating of the internal reference electrode by the membrane.
This type of electrode was found to be very unstable, since the junction potential was
undefined [91]. Since then diﬀerent strategies has been proposed, with conducting polymers
being the most favourable candidate. A wide range of conducting polymers have been
studied [92–95]. Recently, the use of single-walled carbon nanotubes and graphene as the
solid contact has also been explored [96,97].
3.1.3 Membrane components
A typical, and our own, polymeric ion-selective membrane is comprised of the following
components:
Polymer matrix : 33% PVC
Plasticiser and solvent : bis(2-ethylhexyl)sebacate (DOS) and tetrahydrofuran (THF)
Ionic additives : 10% anionic sites of potassium tetrakis (4-chlorphenyl) borate (KT-
ClPB)
Ionophore : Valinomycin
The fabrication method of the membrane is described in chapter 2. Here, I will look at each
of the components.
The polymer matrix
The role of the inert polymer matrix is to provide mechanical support and elasticity, al-
lowing the ionophore, the ion-sensing element, to move within the polymer [90]. PVC is
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the most common polymeric matrix for ISE membranes because of the high flexibility of its
polymer chain. It allows a suﬃciently high mobility of the incorporated ionophore, there-
fore resulting in reversible reaction processes [98]. Typically, polymeric membranes contain
approximately 33 wt % PVC [89, 99]. The polymer matrix can influence the overall polar-
ity of the membrane, its resistance (which increases with PVC content), and the diﬀusion
coeﬃcient of the ionophores and other components in the membrane phase. Since PVC has
a glass transition temperature at ≈ 80￿, it is used with a plasticiser.
The plasticiser and solvent
The plasticiser and solvent usually make up 66% of the matrix of a polymeric membrane.
This ensures relatively high mobilities of the membrane constituents and optimal physical
properties [90]. In order to give a homogeneous organic phase, the plasticiser and solvent
must be physically compatible with the polymer, i.e. exhibit excellent plasticiser properties;
they have to be a swelling agent for the polymer, which is held in place by solvation forces.
Therefore, properties of the plasticiser and solvent such as polarity, viscosity and dielectric
constant will influence the resistance, response time and working range of the ISE.
Ionic additives
The prerequisite for obtaining a theoretical response with ISE membranes is their permse-
lectivity, which means that no significant amount of counterions may enter the membrane
phase. To achieve this so-called Donnan exclusion with electrically neutral carriers, coun-
terions (ionic sites) confined to the membrane must be present [90, 100]. This is the main
role of the ionic additive. As well as reducing interferences, the ionic additives also im-
prove the electrical resistance, reducing noise [101] and thus the temporal response of the
membrane [102]. However, the ionic additives are ion exchangers by nature. This means
that they will induce a selective response if an insuﬃcient amount of ionophore is present.
Therefore, their concentration must be adjusted accordingly.
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3.1.4 Ionophore: Valinomycin
At the heart of the ion-selective membrane, the ionophores are lipophilic complexing agents
capable of reversibly binding ions. They are also known as ion carriers for their ability to
catalyse ion transport across hydrophobic membranes.
Ionophores are either charged or electrically neutral in their uncomplexed, or unasso-
ciated, form. The first neutral ionophores used in ISE membranes were antibiotics. The first
ISE was born as a result of the discovery of ion transport in the mitochondria induced by
the antibiotic, valinomycin. [103]. Stefanac and Simon showed that valinomycin selectively
forms complexes with K+. Valinomycin induces similar in vitro and in vivo selectivity and
was used in the first neutral-carrier based liquid membrane ISE [104]. Since then, a large
number of natural and synthetic, charged and uncharged ionophores have been developed
for anions and cations, leading to an exponential growth of the field. As I am interested in
the measurement of K+, the focus of this section is on valinomycin.
Valinomycin is a macrocyclic ionophore – it has a ring structure so that K+ is fully
enclosed in its internal polar cavity, as shown in figure 3.3. This cavity is of the same size
as a potassium ion. The outer surface of the complex is hydrophobic [105]. This enables
valinomycin to translocate within the polymeric membrane in its free and complexed forms,
in the process of transporting the ion from a region of high to low concentration. This is at
the origin of the potential response of the valinomycin based K+ ISE.
(a) Uncomplexed (b) Complexed
Figure 3.3: Structure of valinomycin. X-ray stereoview of valinomycin in (a) free uncomplexed
form and (b) from when complexed with potassium. [90]
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3.1.5 Response mechanism - the phase boundary model
The electromotive force (emf) across this cell is the sum of all individual potential contri-
butions. Many of these are sample dependent, and the measured emf is expressed as:
emf = Econst + EJ + EM (3.1)
where EJ is the liquid junction potential at the sample/bridge interface at the reference electrode, EM is
the membrane potential, and Econst represents all the constant contribution from the cell.
It is important to note that it is this liquid junction potential that prohibits the true
assessment of single ion activities with ion-selective electrodes; the role of the reference
electrode on the overall emf measurement should, therefore, not be overlooked.
EM
EPBint = const
EPB
Ediff = 0
organic
aqueous
µI (aq)
µI (org)
EPB
RE ISE
emf
Sample
EJ EM
(a) Cell emf (b) Membrane potential (c) Membrane phase boundary
Figure 3.4: The phase boundary potential model.
On closer examination, illustrated in figure 3.4, EM is comprised of three separate
potential contributions:
EPB : the interfacial potential between the membrane and sample solution
EPBint : the interfacial potential between the membrane and the internal filling solution.
This potential can be assumed to be independent of the sample, and can be lumped
with the Econst term in equation 3.1.
Ediff : the diﬀusion potential within the membrane. This potential is assumed to be zero,
and this holds in the absence of an ionic concentration gradient within the membrane
phase, which is often the case for a Nernstian response. Empirically, this potential
has been proven to be negligible.
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Therefore, the formal membrane potential, EM , can be reduced to:
EM = Econst + EPB (3.2)
The phase boundary potential, EPB, can be derived from thermodynamic considerations.
According to the Guggenheim concept of the electrochemical potential, µ˜I ,
µ˜I = µI + zIFφ = µ
0
I +RT ln(aI) + zIFφ (3.3)
Symbol Physical meaning
µ Chemical potential; µ0 refers to the chemical potential under standard conditions
zI Valency of the ion
aI Activity of the uncomplexed ion I
φ Electrical potential
R Gas constant, R = 8.314 J K−1 mol−1
T Absolute temperature in Kelvins (K)
F Faraday constant, F = 96485 C mol−1
Table 3.1: Symbols in the Guggenheim equation of electrochemical potential
It is assumed that the interfacial ion transfer and complexation processes are relatively
fast. Therefore, an equilibrium exists at the interface so that the electrochemical potentials
for both phases are equal, i.e. µ˜I(org) = µ˜I(aq), where org and aq refer to the organic
membrane phase and the aqueous sample phase. The membrane phase boundary potential,
equation 3.2, can be expressed as
EM = Econst +
µ0I(aq)− µ0I(org)
zIF
+
RT
zIF
ln(
aI(aq)
aI(org)
) (3.4)
Under the condition that aI(org) remains constant, it can be lumped with all other sample
independent potential contributions into a single term, E0. Therefore, we obtain the Nernst
equation for the primary ion I,
EM = E0 +
RT
zIF
ln aI(aq) = E0 +
2.303RT
zIF
log aI(aq) (3.5)
The potential response of an ISE is therefore proportional to the logarithmic activity of the
primary ions in the sample. The proportionality constant is 59.14zI mV decade
−1 at 25 ￿.
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3.1.6 The working range
When the ISE starts to lose sensitivity to the primary ion and deviates from the Nernstian
response, it has reached its detection limit. Its working range is therefore defined as the
range of activity bounded by the upper and lower detection limits. This is shown graphically
in figure 3.5.
Lower 
detection 
limit
Upper 
detection 
limit
log aI
e
m
f
Working range
59/zI mV dec
-1
Figure 3.5: Detection limits of an ion-selective electrode. By International Union of Pure
and Applied Chemistry (IUPAC), the detection limit is defined as the cross-section of the two
extrapolated linear calibration curves [106].
Upper detection limit The Donnan potential, originating from the diﬀerent distribution
of ions on both sides of the membrane, partially excludes the interfering coions from the
membrane. It is dependent on the ionic concentrations (and activities) and valences. At
high concentration, the gradient between the membrane and the sample solution is steeper,
there is a greater tendency of the counter ions to diﬀuse out into the solution and hence a
reduction of the Donnan potential. Since the lipohilic anionic exchangers cannot leave the
membrane, they redistribute along the membrane-sample interface. At the same time, the
ligands are bounded with the analyte ions. This results in a co-extraction of the analyte ion
and its interfering coions from the sample into the membrane, leading to a loss of membrane
permselectivity, also known as the Donnan failure [90].
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Lower detection limit Two possible explanations for the loss of sensitivity in the lower
range are interference by competing sample ions and the perturbation of the interfacial
sample activity by the membrane. The latter is due to the continuous release of small
amounts of primary ions from the membrane, inducing a local non-zero activity at the
interface [107]. Competition from an interfering ion is the basis of determination of the
selectivity coeﬃcient using the Nicolskii-Eisenman equation.
3.1.7 Selectivity: The Nicolskii-Eisenman model
The selectivity is clearly one of the most important characteristics of a sensor, as it often
determines whether a reliable measurement in the target sample is possible. Equation 3.5
describes the electrode response under the ideal condition, where only the primary ion (I) is
present in the sample. In the presence of interfering ions (J), it is modified to the empirical
Nicolskii-Eisenman equation, where the activity term in the Nernst equation is replaced by
a sum of selectivity-weighted activities.
E = E0I +
RT
zF
ln[aI(aq) +
￿
J
KpotI,JaJ(aq)
zI
zJ ] (3.6)
where KpotI,J is the Nikolskii selectivity coeﬃcient of the membrane for the interfering ion J relative to the
primary ion I.
For an ideal ion-selective electrode, KpotI,J is very small. Primarily, the selectivity of
an ISE depends on the ionophore. Other constituents of the membrane, in particular the
additional lipophilic anionic sites, also have an important role in shaping its selectivity.
One of the uses of the selectivity coeﬃcient is to optimise the ratio of ionophore to anionic
additives. Intuitively, the selectivity coeﬃcient can be considered as the equilibrium con-
stant of the extraction of the primary ion I (in the aqueous phase) into the membrane, by
complexation with ligand L, in competition with the interfering ions J.
ILzI+n (org) + J
zJ+(aq)
KpotI,J−−−￿￿ − IzI+(aq) + JLzJ+n (org) (3.7)
For the simple case of an equal charge on the primary and interfering ion, and equal sto-
ichiometry (n) of their complexes, that is zI = zJ and nI = nJ , the selectivity coeﬃcient
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behaves indeed as an equilibrium constant, where
KpotI,J =
βJL
βIL
(3.8)
where βIL and βJL are the equilibrium constants for the complexation of ion I and J respectively, with
ionophore L.
Therefore, in an ideal case, the ion selectivity of neutral carrier membranes is completely
governed by the complex formation properties of the carrier.
Determination of selectivity coeﬃcients
Experimentally, the Nikolskii selectivity coeﬃcients are determined through calibration of
the ISE using one of the following methods:
• Separation solution method: this involves ISE measurement using two solutions,
each containing a salt of the primary ion and interfering ion only. The selectivity
coeﬃcient is then calculated from the emf values.
• Fixed interference method: this involves calibration for the primary ion in a con-
stant background of interfering ions.
Limitations
In practice, huge discrepancies in the experimental values ofKpotI,J have been reported for sim-
ilar ISE membranes. The Nicolskii-Eisenman formulation relies heavily on the assumption
that both the primary and interfering ions exhibit a Nernstian response, i.e. the interfering
ion completely displaces the primary ion from the interfacial layer of the membrane. This
assumption falls apart in reality, as interfering ions often show non-Nernstian behaviour, for
reasons such as the constant low-level release of primary ions from the membrane and the
Donnan failure. As the non-Nernstian responses are not readily reproducible, the Nicolskii
coeﬃcients depend heavily on the experimental conditions, such as concentration, character-
istics of previously measured solution (memory eﬀect), stirring, etc. Two approaches have
been proposed to obtain the empirical selectivity coeﬃcients:
• Match potential method: This involves calibrating the ISE with successive addi-
tion of the primary ion to a reference solution, then repeating the process with the
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interfering ion until the membrane potential matches that of the primary ion [108,109].
• Conditioning: Unlike conventional conditioning practice, the membrane is prohib-
ited from being in contact with its primary ion and is conditioned instead in a solution
of its discriminating interfering ions [110, 111]. This enables a Nernstian response for
strongly discriminating ions and the assumption for accurate determination of the
Nicolskii selectivity to be established.
Selectivity of the valinomycin polymeric membrane
For a valinomycin polymeric membrane with the same formulation as used in this project,
the following selectivity coeﬃcients have been reported [110]:
Interfering ion, J log(KpotK+,J)
Sodium, Na+ - 4.5
Magnesium, Mg2+ - 7.5
Calcium, Ca2+ - 6.9
Table 3.2: Selectivity coeﬃcient of potassium over interfering ion using valinomycin
In extracellular brain fluid, Na+ is present at 147 mMwhile K+ is at 2.7 mM. According
to equation 3.6, Na+ will have to increase to 3550 mM to be equivalent to a K+ change of
0.1 mM from the physiological normal. Therefore, these selectivity values are suﬃcient for
my application.
3.1.8 Temporal response of ISEs
The most popular method of characterising the dynamic response of ISEs is by their response
time or T90%. For a step change in activity, the potential will rise from the initial level of
E0 to the potential at final steady state, E∞. The T90% is defined as the time taken for it
to reach 90% saturation, i.e. 0.9× (E∞−E0) [106,112,113]. Throughout this thesis, I have
used T90% to characterise the response time of my ISEs and flow cells.
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Formally, Morf et al. established a model for the dynamic response of a neutral carrier
ISE to a step change in activity of the primary ions I from a0I to aI [114,115].
E(t) = E∞ + S log[1− (1− a
0
I
aI
)
1￿
t
τ + 1
] where τ =
DorgK2δ2aq
D2aq
(3.9)
where D is the diﬀusion coeﬃcient of the ion I, K is the partition parameter of the ion I between the
sample and the membrane, δaq is the Nernst boundary layer at the interface, and S is the slope of the
electrode determined experimentally.
It can be seen that the time constant, τ , is characteristic of the ISE, and its magnitude
is related to the response time. It also depends on the diﬀusion of the primary ion I within
the membrane phase. The time response of an ISE depends on τ , but also on the magnitude
and direction of the activity change [114]. Their model has given important insights to the
practical implementation of ISEs:
Minimisation of K: The use of non-polar membrane components. For example, PVC-
based ISEs were shown to be twice as fast as a silicon rubber matrices.
Minimisation of δ: By thorough stirring, and reduction of the membrane area and thick-
ness, as confirmed by previous results within our group [85].
3.1.9 Lifetime of ISEs
Lifetimes of ISEs can be short and inherently unstable due to mechanical defects, leaky
membranes and hence aberrant electrical pathways, and contamination of the membrane
surface. Drifts and leaching of membrane components into the sample solution are also
major contributors to the short lifetimes of ISEs [98,105]. Studies have also found that the
lipophilicity of the ionophore and the ionic additives are major influences on the lifetime
of the ion-selective membrane [116]. For our membrane, the lipophilicity of valinomycin
(log(pTLC) = 7.8 - 8.6, by thin-layer chromatography) means that an estimate of the lifetime
of our ISE membrane should be over three months of continuous operation, according to
previous reports [116,117].
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3.1.10 Activities and concentrations
During calibrations and ISE use, often we are dealing with concentrations rather than
activities of the ion of interest. In my case of using an ISE to detect extracellular brain
K+, the presence of a background electrolyte (aCSF), and the variation of concentrations
in response to physiological changes, will aﬀect the activity of the K+.
With the aCSF background electrolyte, the solutions were not diluted enough to be
considered ideal solutions. Therefore, the activity coeﬃcient needs to be considered, in order
to take into account the chemical interaction between charged species in the sample.
The activity coeﬃcient is given by:
aI = γIcI (3.10)
where aI is the activity of ion I, cI is the molar concentration, and γI is the activity coeﬃcient (0<γI<1).
The activity coeﬃcient can be determined theoretically using Debye-Huckel theory. In
particular, the extended Debye-Huckel limiting law with Davies modification, which takes
into account the ion-solvation eﬀect, was used to calculate the mean activity coeﬃcient.
log γI = − Az
2
I
√
I
1 + BdI
√
I
+ Cz2I I (3.11)
where
• A and B are temperature and solvent dependent parameters, equal to 0.51 and 0.33
respectively for water at 25 ￿
• C is a solute and solvent specific parameter characteristic of the solvation of the ions
and equal to 0.1 for water at 25 ￿
• dI is the radius of ion I, for potassium the hydrated radius is 1.38 Å [118]
• I is the ionic strength of the solution which is given by
I = 0.5
￿
cIz
2
I (3.12)
The activity coeﬃcients for our primary ion, potassium, for a range of concentrations of
potassium chloride (KCl) in a fixed aCSF background electrolyte were computed and are
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presented in table 3.3. The activity coeﬃcients diﬀer from 1, clearly non-ideal, and devi-
ate further with increasing concentrations. Despite the solution being non-ideal, a plot of
the activities against concentration, figure 3.6, shows that their relationship is linear for
the physiological range, justifying the substitution of activity with concentration for the
following work with the K+ ISE.
Concentration, cK Ionic strength, I Activity coeﬃcient, γK Activity, aK
mM mM mM
1 154.15 0.6534 0.6534
2 155.15 0.6526 1.3052
3 156.15 0.6518 1.9553
4 157.15 0.6509 2.6038
5 158.15 0.6501 3.2506
10 163.15 0.6461 6.4613
50 203.15 0.6172 30.8615
75 228.15 0.6015 45.1102
100 253.15 0.5871 58.7102
Table 3.3: Activity of potassium in aCSF background electrolyte
Figure 3.6: Activity and concentration of potassium in aCSF background electrolyte.
The linear relationship allows the use of concentration in ISE measurements in the physiological
range.
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3.2 Development of a K+ ISE
3.2.1 The pipette tip ISE
The pipette tip ISE was the first generation of ISEs fabricated. The hydrophobic surface
of the pipette made it an ideal choice for electrode bodies with a PVC-based valinomycin
membrane. By dipping the pipette in the re-dissolved membrane, capillary forces drive the
membrane mixture up, forming a thin liquid layer at the tip. The thickness of this liquid
layer, and hence the PVC membrane once the solvent has evaporated, is related to the
response time, based on observations across a population of fabricated ISEs. By reducing
the time the tip is submerged and controlling the viscosity of the membrane mixture, a
thinner membrane can be formed.
Polymer pipette tip
Electrical 
contact
Thermal
glue
Figure 3.7: Pipette tip K+ ISE. A polymer micropipette tip was used as the electrode body for
the first generation of ISEs.
I found experimentally that a good protocol to control the viscosity was:
1. Re-dissolve the PVC ion-selective membrane in 1 mL of THF.
2. Stir until the mixture becomes homogeneous.
3. Continue to stir for about 3 minutes such that the mixture becomes more viscous due
to the evaporation of the solvent.
4. Dip-cast the membrane onto the pipette tips.
The variability of this protocol was then dependent only on the dipping time, which
was subsequently dependent on the reaction of the operator. On average, membrane thick-
ness of <1 mm was achieved. Once cast, the membranes were left at ambient temperature
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for 24 hours for the solvent to evaporate. This process could be sped up to 6 hours if
carried out in a well ventilated area (e.g. a fume hood). The orientation of the electrode
body during drying aﬀected the formation of the membrane – leaving the membrane down-
wards vertically resulted in the formation of a smooth flat film at the tip, whilst leaving
the membrane to dry facing upward resulted in a recess in the pipette. This is shown in
figure 3.8.
The membrane-cast electrode bodies were then filled with an internal filling solution
(aCSF), using fine fused silica tubing (MicroFil, 28 gauge, OD: 350 µm, ID: 250 µm; World
Precision Instruments, USA). The tip of the fused silica tube was placed in close proximity
to the membrane to avoid air bubbles becoming trapped at the membrane. The pipette
tip ISE was then completed with the insertion of a Ag/AgCl reference electrode (nominal
diameter: 200 µm). The Ag/AgCl wire was also placed close to the membrane, but not in
contact with the membrane, to minimise the risk of an air bubble creating an open circuit.
A major advantage of the pipette tip electrode body was its high success rate (>99%),
fast turnover (1 day) and long lifetime (>1 year). Therefore, this protocol was used for
training and proof-of-principle testing. However, the disadvantage of this electrode body
was the diﬃculty in integrating it with in-line flow measurement. The cone shape of the
pipette tip made it incompatible with most fluidic fittings and meant that forming a good
seal was very challenging. Furthermore, due to its liquid internal filling solution, the ISE had
to remain upright to prevent air bubbles rising to the membrane, resulting in an open-circuit
response.
1  mm
K+  membrane
(a) Smooth membrane
1  mm
(b) Reccessed membrane
1  mm
(c) Membrane on the exterior
Figure 3.8: Microscope images of the membrane cast on the pipette tip ISEs. (a&b)
The orientation of the membrane-cast pipette tip during evaporation of the solvent aﬀected the
formation of the membrane. If left to dry facing up, as in (b), a recessed membrane was formed
inside the lumen of the tip, and resulted in poor temporal response due to passive diﬀusion across
the dead volume. (c) It was important to wipe the outside of the tip immediately after dip-casting
to avoid attachment of the membrane onto the exterior wall. Although this did not aﬀect the
sensitivity of the ISE, the membrane tended to detach from the electrode body when used in a flow
cell due to the mechanical interaction between the membrane and the wall.
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3.2.2 The agar tube ISE
To circumvent the problem with the liquid internal filling solution, and the geometry of
the electrode body, a piece of polymeric tubing was used next. The transparent polymer
tubing (Radel R, polyphenylsulfone, OD: 1/32”, ID: 0.02”, IDEX Health & Science, USA)
has an outer diameter that is compatible with available HPLC fittings, allowing an easy and
leak-free interface with the flow. The Radel series were chosen based on their transparency.
This allows easy filling with the internal solution and placement of the Ag/AgCl wire. Agar
aCSF gel replaced the liquid internal filling solution to allow for diﬀerent orientations of the
electrode, e.g. upside down. Similarly, the external reference electrodes were also fabricated
this way.
Preparation of aCSF agar as the internal filling medium for ISEs
1. Add 4 wt% of agar (approx. 0.4 g in 10 mL) in aCSF.
2. Cover the mixture and stir, while heating the mixture to 100 ￿.
3. Let the mixture to boil for 20-30 minutes.
4. Inject the agar into the electrode body, as close to the membrane as possible, using the
MicroFil silica tubing.
5. Insert the internal reference electrode into the agar gel while the gel is not yet set, and seal
using thermal glue.
6. Leave the gel to set at ambient temperature for 2 hours, before conditioning the electrodes
and storing at 4 ￿.
However, this type of ISE, compared to the pipette tip style, had a smaller success
rate and a shorter lifetime, due to shrinking of the agar gel. Significant shrinking of the
agar gel was observed after fabrication and cool storage. The agar gel separated from the
membrane, and most prominently detached from the silver wire. This discontinuity resulted
in a short working life of the ISE.
3.2.3 The miniaturised polymer tube ISE
The ineﬃciency of the two previously described ISEs had led to the development of a
miniaturised ISE, using a standardised polymer tubing with a small outer diameter, allowing
easy coupling to the flow and the microfluidics.
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3.3 The mini K+ ISE
In our microfluidic system, we wish to monitor K+ and glucose simultaneously using a
microfabricated PDMS flow cell. Details of the flow cell will be given in a later section.
The area for housing the electrode was limited to approximately 500×1000 µm, and this
imposed a limit on the dimensions of the electrode body.
In the search for smaller electrode bodies, diﬀerent types of tubings were tested –
fused silica, FEP, PTFE and PFA (perfluro-alkoxy alkane). Despite being available in a
wide range of diameters, the hydrophilic surface of fused silica tubing made it unsuitable
for the PVC-based ion-selective membrane. The hydrophobic FEP and PTFE were both
deemed suitable, but the range of sizes available was limited. Therefore, the PFA tubing
(OD: 360 µm, ID: 150 µm, IDEX Health & Science, USA) was the best choice.
Contact  pin
Conduction  wire
Thermal  glue
Electrode  
body
Membrane
Internal  Ag/AgCl  RE
(a) First generation mini-ISE
Contact 
pin
Conduction
 wire
Electrode 
body
Sleeve
(b) The optimised mini-ISE
Figure 3.9: Mini-ISE. (a) The first generation of the mini ISEs was mechanically unstable, re-
sulting in a short life-time (approximately limited to 2 or 3 times use). (b) The addition of the
polymer sleeve in the final version improved its life time dramatically.
3.3.1 Filling strategy: how to fill tubing with a dead end?
With the ion-selective membrane cast at one end, the electrode body was eﬀectively a piece
of tubing with a dead end. The next step was to fill it with the internal filling solution. Due
to the small internal diameter of the tubing, new filling strategies needed to be developed.
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Trial 1 - failed
Since filling a tube with a dead end and a small inner diameter, 150 µm, was diﬃcult,
the reverse protocol was attempted – the tubing acting as the electrode body was filled
before the membrane was cast. Since the presence of water during the casting process has a
detrimental eﬀect on the membrane, we used the agar gel as the internal reference solution.
The PFA tubing was threaded inside and glued to a syringe needle. The tubing was then
filled with the agar gel, left to set at 4 ￿, before dip casting was attempted. However, this
method did not produce a successful cast, probably due to the poor cohesion between the
hydrophilic agar and the hydrophobic membrane. In addition, the insertion of the Ag/AgCl
wire pushed the agar piece with the membrane out.
Trial 2 - successful
The ion-selective membrane was cast on the PFA tubing as described before. The electrode
bodies were then submerged in a beaker of internal filling solution with the membrane side
upward. The beaker was then placed in a vacuum, which pushed out the air inside the
tubing. When the vacuum was released, aCSF solution was forced into the electrode body.
This method successfully filled the electrode body without damaging the membrane. It was
noted that the filling was not 100% eﬃcient after a single application of the vacuum. The
aCSF would go up inside the tubing, but tended to stop before reaching the membrane. One
way to improve this was to repeat the process several times. The most eﬀective way was
found to be storing the partially filled electrode bodies in the solution at a cold temperature
for a period of time. It was also found that the duration of the vacuum and the rate of
release were not correlated to the filling eﬃciency, i.e. releasing the vacuum really quickly
did not improve the process nor did it damage the membrane.
3.3.2 Mini-ISE: the refined protocol
For the fabrication of the ion-selective membrane, all the glassware and tools were cleaned,
oven-dried and free from all traces of water. Syringes and glassware were also flushed with
alcohol or THF before use.
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(a) Ion-selective membrane cast on electrode body
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(b) SEM image of the cast membrane
Figure 3.10: Ion-selective membrane on PFA tube electrode body. (a) Using the drop
casting method, a membrane thickness of approximately 100 µm could be easily achieved. (b)
Apart from blocking the lumen, the membrane also formed a film on the cross-section wall of the
tubing, making it more robust. The tiny spots on the zoomed-in images are likely to be air bubbles.
1. Drop casting a thinner membrane Instead of dip-casting the electrode body into
the membrane mixture, a thinner membrane can be achieve by drop-casting. A small drop
(approx. 2 µL) of the well-mixed membrane solution was transferred to a clean glass slide.
By holding the polymer tubing electrode body close to the drop, capillary action drives
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the membrane solution up the lumen of the tubing. The small drop spread on the glass
slide restricts the "thickness" of the membrane. With this method, the membrane thickness
could be reduced down to approximately 100 µm. The membranes were examined under
a microscope for quality, and membranes which were not fully formed or which had dust
particles infused were discarded.
2. Internal solution filling The cast electrode bodies were placed in a small, covered
beaker of aCSF with the membrane side facing upward. It was preferred that the diameter of
the beaker was smaller than the length of the electrode bodies. A small hole for ventilation
was made on the cover. It was then placed in a desiccator and a vacuum was applied for 2-3
minutes. The vacuum was then released slowly. The aCSF solution filled up to a level close
to the membrane, and the filled electrode bodies were stored at 4 ￿ overnight to ensure
filling of solution upto the membrane surface.
3. Internal reference electrode The internal reference electrode was a silver wire
(Nominal diameter: 75 µm, Advent Research Materials, UK) soldered to a larger diameter
wire and electrical contact pins. The silver wire was chloridised to Ag/AgCl with an oxidising
reference solution (Unijet, BASi, USA). The internal reference electrodes were conditioned
in aCSF for 2 hours before used.
4. Assembly & mechanical stability The first generation of mini ISEs had a short
life-time, solely due to mechanical failure. The heavy weight of the electrical contact made
secure connection of the electrode body to the wire challenging, and tended to pull the wire
out from the electrode body, damaging the electrodes. This weak joint also made the use
of the ISEs very diﬃcult. The use of a plastic sleeve was found to significantly improve the
robustness of the mini-ISE. The sleeve was made of a polythene tube (OD: 0.8 mm, ID:
0.4 mm, length: 15 mm approx., Portex, Smiths Medical, UK). It was threaded over the
internal reference electrode to cover the joint between the thin silver wire and the larger
diameter wire, which allows electrical conduction. The sleeve was slightly stretched by the
larger wire so it was held in place. The PFA tube electrode body then rested inside the
sleeve, secured by two-part epoxy glue (Araldite, RS, UK). This step improved the life-time
of the mini-ISE enormously. Besides, it had also enabled re-use of the electrode body and
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the internal reference electrode, as the two parts were not permanently glued, by simply
removing the sleeve.
5. Storage & conditioning The assembled electrodes were conditioned in aCSF and
stored at 4 ￿ when not in use. It was found that conditioning of more than 24 hours
significantly improved the response time of the ISEs.
3.3.3 Mini-ISE: Response and characteristics
To check the performance of the mini-ISE, they were calibrated in the physiological con-
centration range, between 2.7 mM and 50 mM. Two methods of changing the concentration
during a calibration were tested: injection and dipping. The dipping method was found
to be better. Therefore, this method was consistently used for calibrations. A typical cal-
ibration involved the use of five concentration steps in ascending order (for example: 2.7
(aCSF), 4.3, 6.5, 10, 30 or 50 mM) . The concentrations were chosen so that they fell within
the physiological range of interest. The unevenly spaced concentration steps were chosen so
that, when converted into a logarithmic scale, they produced a potential diﬀerence of ap-
proximately 10 mV. This allowed a quick assessment of the ISE performance. The sequence
was then repeated three times to obtain the average response.
3.3.4 Calibration method: injection
Starting at 2.7 mM, varying volumes of stock KCl (50 mM) were injected to achieve step
changes in concentration for calibrating the mini-ISEs. The result is shown in figure 3.11.
The injection method for calibrating the ISEs was preferred initially, as I envisaged that the
data trace would be uninterrupted, resulting in an easier and better determination of the
time response of the ISE. In practice, I found this method diﬃcult to implement for two
reasons: noise and volume.
As the resistive membranes of the ISEs are inherently susceptible to electromagnetic
noise, a stirrer was avoided in the calibration setup. To compensate for the lack of mixing,
the bolus was injected rapidly, creating turbulence and resulted in a more homogenous
solution. However, air bubbles also occurred, which led to artefacts in the signal, hindering
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the determination of the time response of the ISE. On the other hand, slow injection created
a concentration gradient, and a long mixing time of the bolus with the bulk masked the
true response time of the ISE.
Due to the logarithmic dependence of the ISE, the volume to be added increased with
each step, as shown in table 3.4. This made covering a wide range of concentrations very
cumbersome. To get from 2.7 mM to 10 mM, less than 1 mL of stock was needed, but to
get to 30 mM, an extra 5 mL was needed. A range of instruments had to be used – from
micropipette, to pipette, to measuring cylinders – and the error in their measurements also
varied.
Injection Initial concentration Injection volume Final concentration
mM mL mM
1 2.70 0.18 4.34
2 4.34 0.26 6.53
3 6.53 0.48 10.05
4 10.05 0.85 15.07
5 15.07 1.00 19.56
Table 3.4: Volume of 50 mM KCl required for injection calibration
4.3   6.5 15.1 19.610.02.7[KCl]
mM
Figure 3.11: Raw traces of calibration of the mini ISE by the injection method. The
arrow represents the addition of 50 mM stock KCl to obtain the new concentration. The numbers
represent the new concentration in mM. The starting concentration and volume were 2.7 mM KCl
and 5 mL. Two ISEs were calibrated simultaneously.
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3.3.5 Calibration method: dipping
The ISEs and the reference electrode were submerged in small beakers (≈ 2.5 mL) of diﬀerent
concentration of KCl. By clamping the electrodes on to a micro-manipulator, it was easy to
lift them up, change the beaker, submerge them again in a short amount of time, minimising
the break in the data collection. Up to three ISEs were tested simultaneously. An exemplar
calibration trace is shown in figure 3.12. Spikes occurred when the solution was changed,
due to a combination of an open circuit response when the ISEs were in the air and the
opening of the Faraday cage. Despite the discontinuous signal, the response time of the
ISEs could still be measured by zooming in.
4.3   6.5 102.7 30 50 100 2.7[KCl]  /  mM
Figure 3.12: Calibration by dipping. Two K+ ISEs were calibrated simultaneously. The top
trace presents the response from a faster ISE.
3.3.6 Sensitivity
The sensitivity of the ISE is defined by the slope of its calibration curve. Figure 3.13 shows a
typical calibration plot, where the potential, measured against Ag/AgCl, is plotted against
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the logarithmic concentration or activity of potassium. At a temperature of 25 ￿, the
slope should be 59.14 mV decade−1 according to the Nernst equation. Overall, across the
population of mini K+ ISEs, the response is Nernstian with a mean sensitivity of 58.9 mV
decade−1 (n = 71). The intercept is determined by the sum of junction potentials in the
system. Experimentally, whilst all parameters were kept constant, e.g. reference electrodes
and internal filling solution, I have found that the intercept was dependent on the membrane;
ISEs fabricated using the same batch of membrane tended to have similar intercepts.
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Figure 3.13: Calibration curves of mini-ISE. A typical calibration curve of the mini K+ ISE
in (a) concentration and (b) activity. The ISE was calibrated at ambient temperature of 25 ￿.
A small diﬀerence , ≈ 1 mV dec−1, in the sensitivity was observed when plotted
against concentration or activity. Given the linearity, as explained previously, I felt that it
was justified to substitute activity with concentration.
Figure 3.14: Histogram of sensitivity of mini-ISEs. The mean slope was 58.9 ± 3.0 mV
decade−1 (n = 71).
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3.3.7 Temporal resolution
In order to capture dynamic events, such as SDs in my case, it is important that the ISEs
have a fast response time, so that all characteristics of an SD can be resolved. The time
response of the mini ISEs are defined by the T90% as recommended by the ISE report by
IUPAC [113]. The majority of the mini ISEs fabricated have a response time of less then
5 seconds, which is suﬃcient to capture SD events, as they propagate at 3-5 mm min−1.
Electrodes with a response time of >10 seconds were not used.
(a) T90% definition (b) Histogram
Figure 3.15: Temporal resolution of the mini ISEs. (a) Determination of T90% from the
calibration data. (b) The statistical mode of T90% was 5.1 seconds for the entire popular of mini
ISEs. Within the 5 second time bin, the average response was 2.9 ± 0.9 s.
3.3.8 Long-term stability
As I intended to use the ISEs in continuous clinical monitoring, two important factors
regarding its long term performance needed to be considered. Firstly, due to the nature of
clinical monitoring, there is often very little advanced notice, e.g. only a couple of hours. It is
therefore important to have a stock of working ISEs that can be immediately deployed when
a case arises. Therefore, it is imperative that the sensitivity of the ISE does not degrade
significantly with storage time. Secondly, during monitoring, the ISEs will be continuously
used for hours, if not days. It is possible to replace the ISE if it fails, but the frequency of
this will aﬀect the quality of the data. Therefore, it is important to check its performance
with long term continuous use.
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Sensitivity degradation
An ISE was calibrated after fabrication (t = 0), before being stored for future use. Calibra-
tions were then repeated at diﬀerent time intervals to assess the variation of its performance.
The result is shown in figure 3.16 and table 3.5. Given the right storage conditions, i.e. the
membrane is conditioned in solution and at a cool temperature, the sensitivity of the ISE
does not degrade significantly.
Figure 3.16: Long term sensitivity variation of mini-ISE. Repeated calibration of ISE over
diﬀerent time interval revealed its sensitivity was stable with time.
Time/ day 0 1 3 7 30 90 270
Slope/ mV dec−1 58.4 58.6 58.9 58.6 58.2 58.6 56.8
Table 3.5: Long term sensitivity of mini-ISE
Continuous use period
To check its performance with continuous use, the ISE was submerged in 0.5 mM KCl and
its potential was measured against a Ag/AgCl reference. Over the course of 9 hours, the
voltage drift was approximately 0.39 mV, shown in figure 3.17.
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Figure 3.17: Voltage drift with 9-hour continuous use of the ISE. The drift was found to
be 0.39 mV.
3.3.9 Sodium ISE
In contrast to brain K+ movements, extracellular Na+ level drops during a spreading de-
polarisation event. Therefore, it is complementary to measure both K+ and Na+ in the
dialysate, giving an undisputed SD marker. A PVC-membrane sodium ISE was also devel-
oped using a similar protocol with a sodium ionophore (ETH 227, Fluka) and a modified
ionophore-to-additive ratio. Preliminary tests showed a good sensitivity, although not as
good as the K+ ISE. One of the reasons could be the fact that measuring Na+ is more
challenging. Due to the high Na+ background of 150 mM in the extracellular fluid, small
changes on a logarithmic scale are harder to detect.
Figure 3.18: Calibration curve of a sodium ISE. The PVC-membrane sodium ISE shows a
near Nerstian response when calibrated in the physiological range of 10-150 mM NaCl in aCSF
background. The potential was measured against a saturated Ag/AgCl reference.
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3.4 Development of a microfluidic K+ flow cell
3.4.1 Continuous flow microfluidics
In order to interface the K+ ISE with online MD, a flow cell was needed. Microfluidics were
an attractive option due to their characteristics of small sample handling. When operating
in segmented flow, digital microfluidics can eliminate the lag time and dispersion.
Microfluidics refers to the manipulation of fluids in channels with dimensions of tens
to hundreds of micrometres. Their ability to handle very small volumes of samples and
reagents, typically in nanolitre range, has made microfluidics a very popular technique
in many fields, including analytical chemistry [65, 119, 120], cell biology [121–123], organ
function reconstitution [124,125], and information technology [126,127].
Most microfluidic devices are fabricated in glass; polymers, such as PDMS [128],
Poly(methyl methacrylate) (PMMA) [129], and thermoset plastic [130,131]; and paper [132–
134] . In the curable polymer domain, PDMS remains a popular material choice for rapid
prototyping, due to its attractive properties, such as optically transparent, gas permeable,
flexible, easy to handle and cheap [128, 135]. In a clinical setting, it is desirable to have
devices that are readily available, in case of mistakes, and disposable as it reduces the risk
of contamination. For this reason, PDMS was used in the microfabrication of the flow cell.
3.4.2 The microfluidic flow cell
The microfluidic flow cell, shown in figure 3.19, was fabricated in PDMS by soft lithography
according to methods described in section 2.2 in chapter 2. The flow cell consisted of solution
inlets and outlets, and a 73.4 nL (dimensions: 1360×540×100 µm) analysis chamber which
housed the ISE and reference electrode. In addition, it is capable of operating in both
single-phase and two-phase flow. More information regarding its operation in segmented
flow is given in chapter 5.
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Figure 3.19: The microfluidic K+ flow cell. (a) Size of the PDMS flow cell. (b) The mini-ISEs
were placed in line with the flow in the analysis chamber of volume approximately 70 nL. (c) The
flow cell has a built-in T-junction that serves as a calibration inlet for continuous flow and droplet
generator in two-phase flow. The reference electrode was connected via a side channel that acts as
a salt bridge.
In continuous single-phase operation, the MD stream enters the chip through the
inlet port via connection tubing, flows past the serpentine, and finally reaches the analysis
chamber where electrochemical measurements are made. The outflow can also be coupled
to our rsMD system for flow injection analysis of glucose and lactate.
The small dimensions and volume of microfluidic devices has made it an attractive
technique for our clinical MD application. The slow flow rate used in online MD results in
a small sample volume and the concentrations of this small sample can be easily diluted
or "lost" with dead volume. Traditionally, expensive instrumentation, such as an injection
valve, is often required to handle small sample volumes. In comparison, our fluidic chip
can be made for a few pounds, while the sampling valve in our rsMD system costs typically
thousands of pounds.
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Electrode access
To place the electrodes in the analysis chamber, holes were punched out manually during
the fabrication process using a 22 gauge non-bevelled needle. This created two holes on
the ceiling of the chamber with diameter matching that of the electrode body. Microscopic
inspection of the chamber revealed rough edges were formed due to ripping of the PDMS
by the needle. In addition, careful alignment of the hole with the chamber was required
in order not to perturb the channel geometry. Nonetheless, this method has proven to be
reliable.
ISEs
Chamber  wall
Electrode  
body
Figure 3.20: Electrode access to the analysis chamber. Although rough edges around the
access holes were formed, they were not detrimental to the measurements.
3.4.3 The mini-Faraday cage
Potentiometric measurements were susceptible to interference, and our goal was to operate
the sensors in a clinical environment, which has a lot of interference (e.g. equipment and
movement of people). To minimise the eﬀect of electromagnetic interferences, a Faraday
cage was needed. The commercially available cages were huge and impractical for our
microfluidic flow cell. So a mini-Faraday cage was fabricated.
Making of the little black box
The aluminium box was obtained from RS (dimensions: 114×64×28 mm) and holes for
fluidic and electrical connections were drilled manually on the wall of the box. The fluidic
inlets were made of 22s gauge stainless steel needles (ID: 0.140 mm, OD: 0.710 mm, Hamilton
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Company, NV, USA) to minimise dead volume and time lag. The needles were first cut down
to the desired lengths (approximately 150 mm) and then filed to obtain a smooth surface.
Conductive epoxy glue was used to secure the needle inlet port to the mini-Faraday cage, and
to allow solution grounding through the box. Electrical connections between the electrodes
and the cables were made through the box. This prevented the heavy cables from pulling
the delicate electrodes. Pins (Gold, crimp contact, size 22, RS, UK) with female and male
configurations were secured to the Faraday cage by non-conductive epoxy. To minimise the
risk of the electrical signal shorting with the box, the contact pins were first insulated with
heat-shrink silicon tubing before being permanently secured to the box. The epoxy glue was
set at 65 ￿ for 3 hours. Electrical continuity was tested with a multimeter and the fluidic
ports were rinsed with deionised water and methanol. The box was then rinsed with water
and isopropanol to remove any residue from the fabrication process.
Figure 3.21: The mini Faraday cage. (a & b) Electrical connection between the electronics and
the ISEs was made through the contact pins mounted on the wall of the box. (c & d) Calibration
of the K+ flow cell in the open air and inside the mini-Faraday cage revealed a 10-fold improvement
in the noise. For scale, the box was 11.4 cm long.
74 Chapter 3. The mini K+ ISE and microfluidic flow cell
3.4.4 The flow cell: response
Using a manual liquid switcher (Microbiotech, Sweden), the flow cell was calibrated by
alternating between two concentrations of KCl, namely 2.7 and 10 mM. A range of flow
rates was used to assess its performance.
Sensitivity
The results in figure 3.22 show that the sensitivity, or the magnitude response, of the flow
cell is independent of the flow rate and is mass-transport independent. This was as expected
since the ISE is not based on the consumption of K+ ions but on their equilibrium.
Temporal resolution
The temporal response of the flow cell, however, is flow rate dependent, as shown in fig-
ure 3.22. As mentioned before, the time constant was aﬀected by experimental conditions,
such as stirring [136, 137]. At fast flow rates, the concentration adjacent to the ion-sensing
membrane is maintained closer to that in the middle of the channel, i.e. a thinner boundary
layer, hence faster equilibration and a faster response time of the flow cell [136].
6.2s
10.4s
16.2s
16.9s
2.7 mM 10 mM
10 mV
Figure 3.22: Temporal response of K+ flow cell. Step change of concentration from 2.7 mM
to 10 mM KCl at various flow rates. Although the sensitivity was unaﬀected by the flow rate, the
time response was dependent on the flow rate. This is due to the dependence of the time response
of the ISE on experimental conditions.
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3.4.5 Limitations
Despite its usefulness, there are a few limitations of the flow cell:
Air bubbles Air bubbles can get trapped in the microfluidic flow cell, especially between
the electrodes and can cause an open circuit response.
Soft plastic PDMS was used to construct the flow cell mainly for its fast prototyping
capability. Its compliant nature ensured connection tubings were held tightly at inlets and
outlets, and a good seal was formed. However, this also led to problems with stabilisation
– a change in flow rate would take longer to achieve due to compression of the PDMS,
analogous to electrical reactance.
Placement of electrodes The electrodes were placed in the analysis chamber manually.
Given their micro scale, judgement of their location in the chamber was diﬃcult. If the
electrode was at the bottom of the channel, an open circuit response resulted. If it was
recessed in the wall of the channel, the slow diﬀusional transport across the dead volume
resulted in a very long time response. Filling the channel with a coloured dye can assist
with the correct placement of the electrode.
In summary, my flow cell has shown good sensitivity and time response for capturing phys-
iological changes.
76 Chapter 3. The mini K+ ISE and microfluidic flow cell
3.5 Analysis of oﬄine microdialysis brain samples
3.5.1 Challenges
As a result of a chance opportunity, oﬄine MD samples from neurosurgical patients (sub-
arachnoid haemorrhage patients in Leeds) were collected by the clinical team and stored at
-80 ￿ for an extended period of time (>2 months) before sending for analysis. The samples
were collected at 6-hour intervals at a perfusion rate of 0.3 µL min-1 in covered vial, render-
ing each sample volume to be approximately 100 µL. A total of 186 samples were collected
from 11 patients. Each sample was first assessed for metabolic markers, namely lactate
and pyruvate, before being preserving at -80 ￿, awaiting further analysis. Therefore, the
sample volume remaining for K+ measurement was lower, and in some cases was as low as
15 µL. Due to freezing, some samples had crystallised, making them impossible to analyse.
Overall, samples from 6 patients were analysable.
The small sample volume made the measurements very challenging. The sample was
not big enough for conventional analysis where the ISEs and reference electrodes would be
submerged in the solution. Using the flow cell, the dead volume from the tubing during
sample loading and in the switcher valve could easily dilute the samples. These challenges
called for a diﬀerent design of the flow cell or measurement platform.
3.5.2 The pipette tip reservoir approach
Given its characteristic ability to handle small volumes, a microfluidic approach was first
tested. However, potential dead volume made the usual closed-channel continuous phase
K+ flow cell unsuitable. Instead, a flow-injection approach with air as the carrier fluid was
proposed.
In a preliminary experiment, a simple PDMS channel was used as a flow cell to house
the electrodes, and its inlet and outlet were connected to a micropipette tip and a syringe
pump respectively. The pipette tip formed a good seal with the PDMS channel, and acted
as a sample reservoir. The setup is shown in figure 3.23.
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Figure 3.23: The pipette tip reservoir. (a) The reservoir was made of a plastic micropipette
tip and was easily attached to the PDMS microfluidic chip. (b) Suction from the outlet drove the
sample plug from the reservoir into the chip, passing through the measurement electrodes. (c)
Despite the constant flow rate of 2 µL min−1, the intervals between the samples were inconsistent
due to the compressible nature of air.
The sample was loaded into the reservoir by a micropipette, and the minimum volume
was determined to be 2 µL. Suction applied at the outlet drew the sample plug into the
PDMS flow cell and past the electrodes where the measurement was made. Finally, the
sample plug flowed into the outlet tubing to the syringe. Whilst preliminary tests showed
the feasibility of this method of analysis, it proved unsuitable for our analysis. Compressible
air and mechanical pumping caused pressurisation of the PDMS chip and instability in the
flow rate. This is shown in figure 3.23c by the diﬀerent analysis times taken for 2 µL samples
flowing at 2 µL min−1 and their intervals.
Another challenge with this method was sample contamination. Although the pipette
tip can be easily replaced between samples, in practice this was not desirable as the flow
would need to re-stabilise and would make the analysis time-consuming. Furthermore, the
longer the sample is in the open-air, the bigger the eﬀect of evaporation on the 2 µL volume.
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3.5.3 The open "flow cell" or testing platform
The free solution beaker approach remains the best in measurement, and the question
became whether it was possible to miniaturise the beaker to suit the µL samples. In theory,
the separation between the ISE and the RE determines the lower limit of the sample volume.
My miniaturised ISE has an outer dimension of 360 µm, as does the reference electrode.
The PDMS flow cell has paved the way for housing the electrodes in a minimum confined
space, and I can exploit this property for small volume analysis.
An open "flow cell" approach was adopted - a small slab of PDMS held the electrodes
in place, as in the normal flow cell but lacking the backing layer. The direction was also
inverted with the sensing plane facing upward, making it a miniaturised testing platform. A
small droplet of the sample was loaded manually onto the platform where it overlapped with
the electrodes, and the response was monitored continuously. The overlap was a requirement
for measurement, otherwise, an open circuit response was observed. Apart from the overlap,
the inherit hydrophobicity of PDMS also aﬀected the minimum sample volume. Due to the
small volume of the sample, evaporation can be significant. Measurements were carried out
inside a Faraday cage to reduce noise as well as the eﬀect of wind.
3.5.4 The reference electrode problem
Configuration 1: pseudo-RE
In the first configuration, a Ag/AgCl pseudo RE with an outer diameter of 360 µm was used
to minimise the sample volume. The setup is shown in figure 3.24. The device consisted of
two ISEs and a reference electrode; the minimum sample volume was found to be 2 µL. The
Ag/AgCl pseudo RE relies on a constant chloride concentration for a stable reference, and
this is normally provided by the aCSF which consists of 150 mM chloride ions. However,
in physiological fluid, the chloride concentration can vary, leading to an unstable reference.
The problem is shown in figure 3.24b by the super-Nernstian response of the K+ and Na+
ISEs. A concentration change from 147 to 100 mM NaCl should give rise to a potential
diﬀerence at the Na+ ISE of approximately 10 mV. However, due to the concurrent drop of
chloride, and thus the reference potential, a potential diﬀerence of 20 mV was observed.
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Figure 3.24: The measurement platform with a pseudo reference electrode. (a) A droplet
of the sample was transferred to the PDMS testing platform using a micropipette. Measurement
was made when the droplet overlapped with the working and reference electrodes. (b) A covariation
of KCl and NaCl in the calibration standard revealed erroneous super-Nerstian sensitivity of the
ISEs. The expected potential diﬀerence for the Na+ ISE was 10 mV when the concentration was
dropped from 147 to 100 mM.
Configuration 2: conventional Ag/AgCl RE
A conventional commercially available glass RE (internal filling solution 3 M KCl) was
used instead. Due to its large dimensions, it was placed above the sample droplet, making
a top-bottom connection with the ISE. Figure 3.25 shows a schematic of the setup and
the results obtained. When tested in free solution, the glass RE provided a stable reference
potential that was independent of the chloride concentration. However, its bulky and fragile
nature made it cumbersome; diﬃculties in positioning and hindrance to sample loading made
measurement very challenging as shown in figure 3.25b.
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Figure 3.25: Conventional Ag/AgCl reference electrode (a) The glass RE was placed on
top of the sample droplet, forming a top-bottom electrical pathway. (b) Mechanical instability
associated with the usage of the larger RE resulted in noisy measurement.
Final setup - Agar salt bridge
To combine the advantages of miniaturisation from the pseudo RE with stability from the
glass RE, a salt bridge solution was sought. An aCSF-based agar filled tube acted as a salt
bridge connecting the pseudo Ag/AgCl RE resting in a vial of aCSF (≈1 mL) to the sample,
as shown in figure 3.26.
Agar was preferred to aCSF solution for the prevention of air bubbles in the tubing.
Briefly, 4% weight of agar was dissolved in aCSF at 100 ￿ and stirred for 30 minutes before
filling in PTFE tubing. The filled tubes were then stored at 4￿ to set before use. Shrinkage
of agar occurred at the ends of the tubing, which was cut away (≈2 mm) each time before
use, to ensure a good contact. Figure 3.27 shows the agar salt bridge approach was a clear
improvement from the bare pseudo reference electrode, and its performance was comparable
to a standard glass RE.
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Figure 3.26: Micro-litre sample measurement platform (a) Four electrodes were held by the
PDMS slab. One of which was actually an aCSF-agar filled tube connected to the RE resting in a
vial of aCSF. (b & c) Calibration results of the K+ and Na+ ISEs showed near-Nernstian responses,
unaﬀected by the chloride concentration in the sample.
(a)  K+  ISE (b)  Na+  ISE
Figure 3.27: Comparison of ISE response using diﬀerent reference electrodes (a) The eﬀect
of the RE were not as prominent in the K+ case due to the almost constant chloride concentration
provided by the 147 mM NaCl background. (b) In the case of Na+ ISEs, the majority of the
chloride provided by NaCl now varied with the Na, therefore the eﬀect was significant. It can be
seen that the performance of the agar salt bridge approach was comparable with the conventional
glass RE.
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3.5.5 Analysis of oﬄine samples
The setup shown in figure 3.26 was used to analyse the K+ content of the oﬄine microdialysis
brain samples. The ISEs were calibrated in free solution before being placed in the PDMS
testing platform. Their performance was assessed again with 3-point calibrations of 4 µL
concentration standards. A dialysate volume of 4 µL was used for each measurement and
the entire sample sequence was repeated 3 times for reproducibility. Between samples, the
platform was wiped with tissue to remove all traces of residue. Figure 3.28 shows a typical
trace from the analysis.
Results and insights Due to improper storage conditions and lack of other data to
support the samples, the results were found to be inconclusive physiologically. However,
this served as a feasibility test showing that we can use the ISE to analyse micro-litre
droplets. In addition, I presented here a diﬀerent design which can accommodate single
oﬄine MD sample analysis.
Adaptation of the RE A revelation of these measurements was the eﬀect of the sample
on the miniaturised RE. To mitigate the eﬀect of variable chloride concentrations in the
clinical brain samples, a salt bridge approach was used.
calibration calib calibrationDialysate  samples
C1  -­  10
Dialysate  samples
C10  -­  17
C10 C10
?
Figure 3.28: Potassium analysis of oﬄine microdialysis samples A typical protocol consisted
of a pre- and post-calibration. In the case of uncertainty, e.g. sample C10, a quick calibration was
carried out to rule out ISE failure. The spikes in the bottom raw voltage trace were due to noise
associated with sample loading and opening of the Faraday cage.
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3.6 Conclusion: a ready-to-use flow cell
In this chapter, I have shown the development and characterisation of a miniaturised K+
ISE and microfluidic flow cell, aimed at continuous MD measurement. The mini K+ ISE
has an outer diameter of 360 µm, making it suitable for placement in microchannels and for
small sample measurements. On average, it has a Nernstian response, 59 mV dec−1, toward
K+ in the physiological range, and a good time resolution of under 5 seconds, assessed from
a population of 71 fabricated ISEs. Its long term stability and sensitivity in continuous use
have been found to be satisfactory for clinical detection of dynamic SD events.
The mini-ISE can be placed in a microfluidic device fabricated in PDMS, forming a
K+ flow cell, allowing easy integration with the MD stream. Its performance, evaluated in
similar conditions to clinical monitoring, has been found to be suﬃcient for SD detection.
To minimise the eﬀect of interference with the mini K+ flow cell in a busy intensive care
unit, a mini Faraday cage has been fabricated and used to house the flow cell. This has
reduced the noise by more than 10-fold.
Lastly, the opportunistic K+ analysis of oﬄine MD brain samples has helped to high-
light and, as a result, has solved the pseudo reference electrode problem. The use of a
salt bridge, or a lugging capillary, has helped to maintain a stable reference potential, al-
lowing reliable measurement of ions using ISEs in samples with varying concentrations of
chloride. As an extension, the usage of multiple mini ISEs, for potassium and sodium,
for single-point small volume (4 µL) samples has also been demonstrated using a modified
measurement platform.
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Chapter 4
In vivo use of the microfluidic K+ flow
cell
In this chapter, the microfluidic flow cell is applied in in vivo MD studies for continuous
online detection of SD. First, in animal SD models, the dialysate K+ is validated with tissue
measurement for its performance as an chemical SD marker. Then, it is used with a glucose
biosensor to investigate the metabolic consequences of SD in the rat brains. Subsequently,
the system is moved to the intensive care unit to detect spontaneous depolarisation events
in traumatic brain injured patients. For the first time, dialysate K+ baseline, and changes
due to SD are monitored, confirmed with ECoG recording. Lastly, I investigate the eﬀect
of an anti-inflammatory agent, when applied locally, on the MD signal to SD in the animal
brain, backed up with imaging analysis.
4.1 A multi-modal approach to animal SD model
With the newly developed K+ flow cell, I visited the Graf lab at the Max Planck Institute
for Neurological Research in Cologne, Germany, to test the flow cell in animal SD models.
Unlike clinical monitoring, SD waves were initiated in rat models with control over location
and frequency of events. The pathophysiological response is dependent upon the severity,
location and duration of the ischemia in the brain. Therefore, it was a good test for the
flow cell before clinical applications.
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In this collaborative study, multiple measurement modalities were used, including
imaging for blood flow, parenchymal microelectrodes for tissue depolarisation, online mi-
crofluidic flow cell for continuous dialysate glucose and K+ , and rsMD for glucose and
lactate. This approach has allowed a high resolution capture of dynamic SD events and
their metabolic eﬀects.
4.1.1 Animal and surgical procedure
Male Wistar rats were anaesthesised by isoflurane (5% induction, 1.5% maintenance) in a
1/3-2/3 O2 - N2O mixture. The animals breathed spontaneously during all procedures and
their body temperature was maintained at 37 ￿ using a servo-controlled heating blanket.
The left femoral artery was catheterised for continuous monitoring of blood pressure and
regular blood gas measurements. A tail vein was cannulated for later infusion of propofol
intravenously. Frontal and temporal bones were exposed and drilled out to transparency
under continuous saline irrigation to prevent heat injury. This provided a field of view of
12 × 10 mm2 for laser speckle imaging (LSI) through the thinned skull.
Three small craniotomies were drilled in the left hemisphere:
• in the frontal bone for successive needle pricks,
• in the temporal bone, 2 mm posterior and 3 mm lateral to Bregma for implantation
of the extracellular potassium ion-selective electrode (tissue ISE), and
• in the temporal bone, 2 mm posterior and 4 mm lateral from Bregma for implantation
of the MD probe (MAB 16.4.2, Microbiotech, Sweden).
The tissue ISE and MD probe were both placed equidistant from the SD induction
site such that the wave would arrive at both measuring modalities simultaneously. Positions
varied slightly for each animal in order to avoid major blood vessels. A schematic of the
preparation is drawn in figure 4.1 and an image of the rat brain seen through thinned skull
after ISE and MD probe implantation is given in figure 4.1b.
Laser speckle imaging started directly after surgery to capture the cerebral blood flow
(CBF) baseline before the tissue ISE was implanted in the cortex. Once the blood flow
and extracellular potassium stabilised again, the MD probe was implanted obliquely to full
membrane length so that the maximum, if not the entire, membrane laid in cortex. Due to
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its large diameter, implantation of MD probe was performed very slowly at 0.5 µm sec−1
using a piezo-electric motor (M-663 Compact Linear Positioning Stage, Physik Instrumente
GmbH, Germany) to minimise traumatic injury.
4.1.2 Cerebral blood flow: laser speckle imaging
Laser speckle is a random interference pattern produced by the coherent addition of scattered
laser light with slightly diﬀerent path lengths. When an area illuminated by laser light is
imaged, a granular or speckle pattern is produced. If the scattering particles are in motion, a
time-varying speckle pattern is generated at each pixel in the image. Area of increased blood
flow corresponds to rapid intensity fluctuation of the speckle pattern. Through quantifying
the degree of blurring, for instance, comparing to a baseline, spatial maps of relative blood
flow can be obtained.
Laser speckle flowmetry or LSI was implemented as described in details elsewhere
[30,38]. In brief, the exposed cortex was illuminated through thinned skull and dura mater
by a laser diode (DL7140-201, 785 nm, 70 mW, Sanyo and laser diode controller: LDC 205B,
Thorlabs, USA) and the reflected speckle pattern was collected by a CCD camera (A602f-2
BASLER, Germany).
Raw speckle images were acquired with Speckle Contrast Imaging Software (Andrew
Dunn, University of Texas at Austin, USA). Speckle contrast was calculated with a sliding
window of 7×7 pixels and averaging over 30 frames, resulting in one speckle contrast image
per second. Speckle contrast values in regions of interest (ROIs) of 0.8 mm diameter were
converted to inverse correlation times (ICT) according to Dunn et al. [38]. ICT values are
supposed to be proportional to CBF. Baseline ICT values averaged for 5 minutes prior to
the first needle prick were taken as 100% CBF and we here reported changes in CBF relative
to this baseline.
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Figure 4.1: Location of SD induction and speckle field. (a) The colour circles represented the
three access holes in the thin-skull preparation. (b) A speckle image showing the relative location
of the ROIs to the MD probe and tissue ISE. (c) Relative CBF measured by laser speckle flowmetry
against baseline (0%) before implantation. The colour of the traces corresponded to the ROIs.
4.1.3 Tissue depolarisation: parenchymal microelectrodes
Double-barrelled glass microelectrodes with diameter of 2.5-4 µm were implanted in the
cortex to a depth of 500-600 µm to provide direct measurement of tissue depolarisation. One
of the barrels was a liquid membrane K+ ion-selective electrode (the tissue K+ ISE), while
the other was a silver/silver chloride (Ag/AgCl) reference electrode. The potential diﬀerence
between the two barrels was converted to extracellular K+ (Tissue K+) concentration. The
microelectrodes were provided by the Graf lab.
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Figure 4.2: DC and ECoG response to an SD. As an SD wave hit the microelectrode, the
tissue depolarised as seen in the voltage drop in the DC signal. The narrowing of the ECoG wave
indicated silencing of the normally active neurones.
The potential of the Ag/AgCl reference electrode was also measured against an exter-
nal reference electrode and a ground electrode inserted subcutaneously in the neck of the
animal. This provided a local field potential recording, and resulted in a direct current (DC;
low-pass 0.1 Hz cut-oﬀ) and high frequency measurement (ECoG; high-pass 8 Hz cut-oﬀ)
that are gold standard for electrical SD detection. An exemplar response to SD waves is
shown in figure 4.2.
4.1.4 Metabolism: online microdialysis with microfluidic flow cell
The microfluidic flow cell described earlier was used with the mini K+ ISE and a glucose
biosensor, fabricated by Dr Michelle L Rogers, to continuously assay the dialysate K+ and
glucose concentration. Potassium provides a direct indicator of SD arrival at the MD probe
and glucose is indicative of tissue metabolism. The outflow from the flow cell was then
coupled to our rsMD systems to provide glucose and lactate measurements on a minute-to-
minute basis.
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Figure 4.3: Schematic of the experimental setup. Microelectrodes (ECoG, DC, and tissue
K+) were implanted in the rat’s cortex in close proximity to the MD probe. The dialysis flow rate
was set at 1.6 µL min−1 to allow a suﬃcient recovery. The relative time delays, t1 and t2, was
measured prior to experiment, and were 5 and 8 minutes respectively. Note that the extracellular
[K+] was measured in situ using the glass tissue K+ ISE made by the MPI, and also measure
through the MD probe using the dialysate K+ ISE fabricated in this thesis project.
4.1.5 Experimental protocol
During implantation, CBF, tissue K+ and DC recordings were monitored. The MD probe
was perfused at 1.6 µL min−1 with aCSF and the dialysate was continuously assayed for K+
using the dialysate K+ flow cell, and every minute for glucose and lactate using our rsMD
system. Here the terms "tissue K+" and "dialysate/MD K+" refer to the extracellular K+
concentrations measured by the glass ISE in situ and by the ISE through the MD probe
respectively.
After a stabilisation period, during which baseline levels were recorded, SD waves
were induced by successive needle pricks. To allow the tissue to recover between SD waves,
needle pricks were normally performed at one-hour interval. In most cases, each needle
prick resulted in one single SD wave. The experiment lasted typically 3 hours. Animals
that showed abnormal blood pressure and/or abnormal blood gases were excluded from
further analysis. Upon completion of the experimental protocol, the animal was euthanised
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by intravenous injection of K+ according to the German law, and the extracellular, LSI and
MD responses were monitored for 15 minutes after cardiac arrest.
Time lag and microdialysis recovery
Prior to each experiment, the recovery of the MD probe to be implanted was assessed in
vitro. This allowed comparison of the membrane quality and also the determination of the
time lags due to connection tubings. The distance from the MD probe to the microfluidic
flow cell was kept to a minimum, yielding a typical delay of 3-5 minutes. The connection
tubing from the flow cell to the rsMD assay added a second delay of approximately 8 minutes.
Data processing
Raw signals were denoised in MATLAB using algorithms developed in the group [86]. Volt-
age and current signals were then converted to respective concentrations using calibrations
pre- and post- experiment. The data were then all time aligned, based on the in vitro re-
covery and time zero was defined as the time of the first needle prick or first SD induction.
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4.2 SD induction
Three ways of stimulating SD wave were investigated: embolic stroke (n=1), cotton ball
(n=1) and mechanical trauma (n=2). Our experiments have found that mechanical trauma,
the needle prick method, was the best in terms of control over time (or frequency) and
location. I shall start by presenting the model that produces the largest response – the
embolic stroke model.
4.2.1 Middle cerebral artery occlusion (MCAO)
This model induces a stroke by blocking the middle cerebral artery, occluding the blood flow,
leading to tissue necrosis and ischemia. The necrotic core is surrounding by the penumbra,
or at-risk tissue, survival of which is dependent on the cerebral perfusion. This stroke model
approximates ischemic brain injury in humans.
As MCAO model tends to result in large changes in CBF, glucose, lactate and K+,
it was a good proof-of-principle test for the sensors. Briefly, after the MD probe insertion
followed by a baseline period of 30 minutes, two occlusions were carried out. Each occlusion
was separated by a 40-minute monitoring period. At the end of the experiment, the animal
was terminated by a 3M KCl injection. In previous studies with microdialysis, the MCAO
model was implemented by clipping the artery, thus shutting oﬀ the blood flow [48]. In
this study, an artificial macrosphere mimicking a blood clot was injected into the vessels,
creating an embolic stroke and cortical responses were monitored uninterruptedly [138].
MCAO: The unexpected cardiac arrest
In one MCAO case, during baseline collection period lasted 90 minutes, the rat went into
cardiac arrest and died as a result. Figure 4.4 showed the cortical response. At cardiac
arrest, blood flow stopped and was seen instantaneously on laser speckle. Ischemic necrosis
causes drastic depletion of oxygen, glucose and other trophic factors which are responsible
for maintaining normal cell signalling pathways. This in turn causes the cell to necrose, and
cell contents to leak out into the extracellular matrix, resulting in cytotoxic oedema with an
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Figure 4.4: Cortical response to cardiac arrest. As indicated by the blue lines, cerebral blood
flow stopped instantaneously at arrest. The opposing changes of glucose and lactate, red and green
lines at 1-minute intervals, indicated a switch to anaerobic metabolism. Dialysate K+, purple line,
showed a delay of 9.8 minutes before rising sharply to around 5.6 mM. All the traces have been
adjusted for fluid transit time.
increase intake of Ca2+ and outflux of K+. This explains the sustained increase of K+ and
drop of glucose in the extracellular fluid, as reflected in the dialysate levels in figure 4.4.
The delay in K+ rise could be due to breakdown of astrocytic glycogen, maintaining
the ATP supply for Na+/K+ pump until local glycogen store was completely depleted. This
was also reflected by the decline of glucose and rise of lactate, saturating at approximately
50 and 200 µM respectively. This temporarily maintained the extracellular K+ level. When
all the oxygen and all the glucose were exhausted, even anaerobic respiration had come to
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a halt, resulting in the burst release of K+.
At terminal ischemia, dialysate K+ reached a maximum of 5.6 mM. The decline of
K+ after the peak was due to clearing by the microdialysis probe – it acted as a sink
for excess K+ ions in the surrounding tissue. At death, the extracellular and intracellular
concentrations would equilibrate to 60 mM, due to the break-down of the cell membrane.
However, the dialysate level remained at approximately 6 mM.
The large magnitude response to terminal ischemia provided a good feasibility test for
the online flow cell. It showed the upper limit of signal that could be measured using MD
and served also as a gauge to the response that could be expected of other procedures.
MCAO: Results
Occlusion of the cerebral circulation circuit was induced by injection of macrosphere (OD:
0.315-0.355 mm, TiO2; BRACE, Alzenau, Germany) via the carotid artery. The macro-
sphere travelled up the internal carotid artery and lodged in the inferior part of the brain
in the middle cerebral artery distribution. Unfortunately, our field of view from the laser
speckle was from the superior aspect of the brain, hence, the exact location of the occlusion
had to be determined post-mortem.
Figure 4.5b showed the cortical response during the entire procedure. The baseline
dialysate was composed of 2.7 mM K+ and 550 µM glucose. The first occlusion led to a
decrease in the dialysate glucose of 210 µM and a sharp rise in dialysate K+ concentration
of 4.4 mM. Then, dialysate K+ slowly recovered towards baseline level, reaching 3.6 mM
just before the second occlusion. However, glucose level did not recover. Speckle imaging
monitoring the superficial cortical blood flow in the penumbral area showed that the blood
flow was transiently reduced.
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Figure 4.5: The MCAO model. (a) Postmortem ventral imaging revealed occlusions of the
PCoA and MCA by the macrospheres. Based on the magnitude of the responses, it was thought
that the first occlusion was at the PCoA ipsilateral to the probe. (b) Upon the first occlusion, CBF
dropped by 10%, captured by laser speckle in the ROIs adjacent to the MD probe. Dialysate K+
increased by 4.4 mM, while dialysate glucose dropped by 210 µM. A smaller drop of CBF of 5%
was observed at the second occlusion. Dialysate glucose dropped a further 100 µM. Only a very
small 0.2 mM increase of dialysate K+ was seen. The smaller response supported our theory that
this occlusion happened in the contralateral cortex to the location of MD probe. A delayed rise of
K+ was also observed at euthanasia.
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Contrary to expectation, after the second occlusion, the dialysate K+ merely rose by
0.2 mM whilst the glucose level dropped by another 100 µM. Speckles revealed that the CBF
drop was less than 5 %. This led to questions about the occlusion site. Post-mortem image,
on the right of figure 4.5a, showed the locations of the two occlusions – in the left posterior
communicating artery (PCoA) and in the right middle cerebral artery (MCA) as indicated
by the yellow and blue circles respectively. As the MD probe was located in the left cortex,
we hypothesised, based on the magnitude of the responses, that the first occlusion occurred
in left PCoA while the second was in right MCA.
The small CBF drop at the second occlusion could be explained by collateral arterial
recruitment, for instance from the nearby territory or the circle of Willis. Laser speckle [47]
and ultrasound imaging studies [139] has found blood flow redistribution after MCAO. The
extent of this redistribution is correlated inversely with the size of the lesion and is a natural
response to any ischemic lesions as a protective measure.
At euthanasia, CBF stopped instantaneously and the rat was monitored for a further
30 minutes. Dialysate K+ level saturated at 4.6 mM and glucose level dropped to 0 µM.
4.2.2 Cotton ball method
This method was developed in the Graf lab at the Max Planck Institute to trigger SD waves
by application of a cotton ball saturated with 3M KCl on the surface of the skull. The
gradual K+ diﬀusion through the thinned skull raised the extracellular K+ and elicited SD
waves. SD waves triggered this way diﬀered from the other methods in terms of speed,
much faster, and control. The start and end of the wave could not be predicted, and a
single application could result in multiple or cycling SDs.
Cotton ball: results
In our preliminary experiment, a small cotton ball (approximate diameter of 200 µm) was
attached to a 22s gauge needle, which was connected via fine-bored tubing to a syringe
pump with 3M KCl infusion. The cotton ball soaked in KCl was lowered to the cortex to
stimulate SD waves.
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During the SD stimulation, periodic oscillations of dialysate K+ concentration at 5-
minute intervals were observed, shown in figure 4.6. These K+ movements were accompanied
by anti-phasic glucose oscillations of the same period, in good agreement with our hypothesis
that glucose consumption was linked to the clearance of extracellular K+. The anti-phasic
oscillations of K+ and glucose were synchronised with arrival of SDs at the MD probe as
seen in laser speckle images and blood flow data. This suggested my sensors were capable
of resolving SD events in high time resolution.
However, when converted into concentration, the oscillation amplitude was very small
(around 0.05 mM). This strongly suggested the waves generated using this methods were
diﬀerent, in both time and magnitude, from the other models. On this time scale and magni-
tude, it is clear that capturing the SD with MD has become very challenging, and resolving
its characteristics using the rsMD system on a minute timescale would be impossible. The
continuous microfluidic flow cell solution is therefore the solution. However, the fast cycling
speed and small cortical changes of SD waved induced by cotton ball method were very
diﬀerent to human wave propagations, a diﬀerent SD induction method was used instead.
Figure 4.6: Cotton ball SD induction. The purple and red lines represent dialysate K+ and
glucose (continuous glucose biosensor) responses respectively. Dialysate glucose and potassium
oscillated out-of-phase and were periodic with a 5-minute period. These oscillations synchronised
with SD arrivals at the MD probe as confirmed by CBF measurements by laser speckle flowmetry,
shown in blue and black. The amplitude of the dialysate potassium oscillations was approximately
0.05 mM in concentration.
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4.2.3 The needle prick method
Mechanical SD stimulation involved pricking the brain with a sharp needle to create a
localised area of trauma. In this instance, the cell membranes are broken allowing ions
to leak out into the extracellular space and trigger a massive wave front of depolarisation.
The advantages of this model is the its reliability and control over location and initiation.
Typically, each application of the needle prick (NP) triggers a single SD response. This
model also produces SD waves that are smaller than the stroke model, and was therefore a
more challenging test for my microfluidic K+ flow cell. Figure 4.7 shows the sequential laser
speckle images detailing the changes of CBF as an SD wave was triggered by the needle
prick and propagated across the cortex towards the tissue sampling devices. As the wave
initiated, an intense regional increase of blood flow (in red) originates from the prick site,
corresponding to the increased energy demand associated with an SD wave.
The multi-modal approach allows a complete definition of a dynamic SD wave, as
shown in figure 4.8. The tissue electrical and K+ signals, picked by the parenchymal micro-
electrode, coincided with the hyperaemic response seen on the CBF. The spindling down
on the ECoG signal was an indication of neuronal silencing, characteristics of an SD event.
The extracellular K+ rose to above 30 mM from the physiological normal of 2.7 mM. The
microdialysis or MD chemical signals came after a delay due to fluid transit and have been
time-aligned solely for this reason. It is clear that the rise of the continuous MD K+ coin-
cided with that of the tissue K+, proving that dialysate K+ flow cell can serve as a chemical
SD marker. The glucose biosensor registered a transient drop, of which the start aligned
with the start of the clearance of K+. The rsMD glucose and lactate also recorded transient
decrease and increase respectively. The NP method was carried out five times in two animals
(n=5; Rat 1 - n=2; Rat 2 - n=3).
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Figure 4.7: SD wave induction by needle prick. A time sequence of speckle images shows the
propagation of an SD wave from the prick site towards the MD probe and tissue microelectrode.
The red colour corresponds to increased blood flow.
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Figure 4.8: Multi-modal detection of SD wave. A depolarisation is clearly seen in the ECoG
and DC traces. All the responses are time aligned. The tissue K+ ISE was placed in proximity to
the MD to ensure almost simultaneous SD arrival. The response is matched with a delayed increase
of dialysate K+ and decrease of glucose, indicating use of energy for the depolarisation process.
The tissue K+ increased from the physiological normal of 2.7 mM to over 30 mM during an SD
event. The MD K+ measured a rise of 0.4 mM in the dialysate, together with a transient drop of
glucose measured by the continuous glucose biosensor. The rise in lactate and drop in glucose level
indicate a local depletion of oxygen due to ischemia.
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4.2.4 Validation of dialysate potassium
A key result from this dataset was the validation of dialysate K+ against tissue depolarisation
markers, namely the parenchymal K+, DC and ECoG. Data recording, shown in figure 4.9,
supports the use of the microfluidic K+ flow cell. The rise of dialysate K+ was coincidental
with the tissue K+ rise, and in the case of ECoG, the narrowing of the wave reflective
of the silencing of the neurones due to SD. Both of which serves as gold standard for SD
propagation.
Until now, our clinical rsMD glucose and lactate assay, relied heavily on the fluid
transit time lag to complement the electrical SD signature obtained by ECoG. Due to blood
vessels and surgical challenges, the relative position of the ECoG strip electrodes and the
microdialysis probe was variable. Also, due to the diﬀerent geometry, the strip electrodes
were placed on the surface of the cortex, whilst the cylindrical MD probe was inserted into
the cortex. This spatial uncertainty had made it diﬃcult to quantify the arrival of SD wave
with confidence. As K+ ion is a direct marker of depolarisation, by measuring the dialysate
K+, we have an indisputable method of aligning chemical and electrical data.
In addition, in clinical neuro-monitoring, the number of measuring parameters that
can be monitored directly are constrained ethically – safety and contamination, and phys-
ically – access to the brain. Now proven equally capable, the online microdialysis K+
measurement becomes highly attractive compared to the other methods such as delicate
glass tissue microelectrodes used in this animal study.
Rat SD event ∆ K+ / mM Basal K+ / mM Peak K+ / mM Peak time / min
1 1 0.32 2.88 3.20 1.5
1 2 0.42 2.97 3.40 1.4
2 3 0.54 3.77 4.31 1.2
2 4 0.39 3.16 3.55 1.4
2 5 0.44 2.91 3.35 1.3
Table 4.1: Diaysate potassium response to SD waves in the rat brain (n = 5)
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(a) All SDs
(b) Individual SD
Figure 4.9: Validation of dialysate potassium with tissue depolarisation markers. (a) All
the SD induced by the needle prick method time-aligned. (b) Individual traces of dialysate K+
during SD with either tissue K+ or ECoG.
Attenuation due to dispersion?
Although the dialysate K+ ISE was capable of resolving SD in real-time, comparison of its
magnitude with that of the tissue K+ had revealed that there is a huge attenuation. This
is partially due to MD recovery and concentration dispersion. Microdialysis recovery was
never 100%, in fact, in vitro calibration of the probes had found that the recovery was on
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average 20% at our chosen perfusion flow rate. Tortuous diﬀusion pathways in the tissue
means that in vivo recovery would diﬀer from this value. Nevertheless, as a guide, it showed
the contribution to the signal reduction.
Single-phase laminar flow down a long transfer tubing will inevitably lead to dispersive
broadening of solute concentration. A sharp change at the probe will become smoothened
by the end of a long tubing, and our sensors are seeing a convoluted response. From the
tissue K+ and dialysate K+, we can start to understand the eﬀect of dispersion and to
reverse its eﬀect.
4.2.5 Metabolic consequences of SD
With the online microfluidic flow cell, we began to resolve the relationship between ionic
homeostasis and its metabolic demand [67]. Shown in figure 4.10, the glucose drop was
consistently slower than the dialysate K+ increase (n = 4) . As the glucose biosensor was
placed upstream to the K+ ISE in the analysis chamber and both sensors possessed similar
temporal response, this delay was proven genuine and the deduction was that it was due to
the metabolic eﬀects of the SD. On average, the time delay between the onset of dialysate
K+ increase and glucose decrease was 62.0 ± 24.8 s.
The start of the glucose drop coincided with the peak of the K+ transient, strongly
indicating glucose was utilised in the clearance of the excess K+ ions. During an SD, all
the cells depolarise, causing a high extracellular K+ concentration. To repolarise, the ionic
equilibrium had to be restored. This is done by the Na+-K+ pumps which actively transport
the ions back into the intracellular compartment against the gradient. This process is
extremely energy demanding, therefore consuming ATP and glucose in aerobic metabolism.
In healthy tissue, this increase demand of glucose would normally be met by an in-
crease in delivery of glucose and oxygen by the extensive blood flow network, resulting in
hyperaemia, indeed shown in figure 4.11. Despite the clear hyperaemia the demand for glu-
cose exceeds supply particularly in the phase later in time when the blood flow is returning
to normal levels. Once the ionic balance is restored, the glucose level gradually returns to
baseline level, strongly showing that the demand of glucose is related to the clearance of
K+. Therefore, it can be concluded that the drop in cerebral glucose is the consequence
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of increased energy demand for cell repolarisation, demand which is not met by the local
blood supply.
Figure 4.10: Metabolic consequences of SD. Time zero marks the time where the MD K+
level start to increase, the arrival of the SD event at the MD probe. The onset of the MD glucose
drop coincides with start of the recovery of the MD K+, indicated that the glucose drop is the
consequence of the highly energy demanding repolarisation process of the cells.
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(a) (b)
(c) (d)
Figure 4.11: High resolution assessment of SD-led cortical responses. In each of the
subfigures, the top panel shows the CBF changes during an SD at the 3 ROIs, indicated by red,
green and black traces, surrounding the MD probe. Dialysate glucose and K+ levels were shown
by the orange and purple traces in the lower panel. The change of the dialysate K+ indicated the
arrival of the SD wave at the MD probe. A hyperaemia followed by oligaemia was observed in all
4 SDs. The burst of increase blood flow attempts to deliver more glucose to help the tissue recover
from the massive depolarisation by restoring the ionic homeostasis. In all 4 SDs, it was clear that
the glucose drop coincided with the clearance of K+, implying energy consumption is associated
with the recovery from SD event and tissue repolarisation. Subfigures (a - c) shows the responses
of NPs conducted in the same rat under propofol, (d) shows the response from a diﬀerent rat under
isoflurane.
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4.2.6 Probe insertional trauma
Another possible contributor to the signal reduction was tissue damage. As a result of
foreign body response, Jaquins-Gerstl et al. had found that the implantation of a MD
probe leads to local ischaemia and the formation of a glial diﬀusion barrier around the
probe [77]. Intuitively, the tissue being sampled is separated from the MD membrane, and
the additional diﬀusional length will impede the movement of solute, resulting in a weaker
concentration gradient and recovery. At the same time, the ischemia will slow down the
recovery of the tissue, if it recovers at all.
To minimise the eﬀect of trauma injury, in these experiments the MD probe was in-
serted slowly (0.5 µm s−1) using a piezo electric motor. However, a transient potassium
increase similar in magnitude to the SD response was observed, in figure 4.12. This result
revealed that probe implantation is a micro traumatic brain injury, comparable to an me-
chanical SD trigger. Although the eﬀect was complicated – tissue recovery and interactions
with the probe membrane – it can be detected through an increase of dialyate potassium.
(a) Recovery to baseline (b) Sustained elevation
Figure 4.12: Dialysate K+ increase during probe insertion. (a) A transient increase of
dialysate potassium was observed during probe insertion. Implantation of the large diameter mi-
crodialysis probe inevitably caused tissue damage. The action and response both suggest this was
comparable to an SD wave due to traumatic injury. (b) In one case, the dialysate K+ was elevated
at implantation and did not return to baseline level.
4.2.7 Summary
This section has described the
• diﬀerent SD induction models: MCAO, KCl cotton ball, and mechanical needle prick
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• in vivo use of the mini-ISE and microfluidic flow cell as chemical SD marker
• validation with of dialysate K+ with direct tissue measurements, such as ECoG and
tissue potassium, as SD marker
• multi-modal monitoring of SD waves with cerebral blood flow, tissue depolarisation
and dialysate K+ and glucose
• high resolution metabolic consequences of SD: glucose deficit is related to the energy
demand for cell repolarisation
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4.3 Neuro-surgical patient monitoring
From the success of the experimental SD model, I then used the microfluidic K+ flow cell
in clinical monitoring of TBI patients. This was carried out in collaboration with the
neurosurgical research team led by Professor A J Strong at King’s College Hospital (KCH,
London, UK). Traumatic brain injured patients requiring open-skull surgical intervention
were assessed and recruited by the clinician. Consent was obtained from the patient or
assent obtained from their families. All research was carried out under the COSBID LREC
approvals by the research ethics committee at KCH.
4.3.1 The traditional approach: rsMD
Briefly, SD waves are detected using subdural strip electrodes to monitor the cortical elec-
trical activities, while its metabolic eﬀects are monitored by the online rsMD system. Fig-
ure 4.13 is an exemplar result I obtained using this combination. In this particular patient
the changes in glucose are large compared to the more usual 20-50 µM [41], possibly due to
the patient being diabetic with a relatively high blood glucose. This makes it a very clear
data set.
Studies in the COSBID group have shown a correlation between frequency and non-
recovery of SD events with poor patient outcomes [140]. Due to its massive synchronous
depolarisation of neurons, SDs require a substantial amount of energy to recover. In injured
and ischemic brains, where the tissue health was poor and perfusion network was ineﬃcient,
this demand of energy was not met. Leading to a viscous cycle, and the wave propagating
out, further depolarising other healthy tissue. The result is consistent with our finding that
recurrent SDs have a cumulative eﬀect on glucose depletion.
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Figure 4.13: Dialysate glucose and lactate response during SD waves in human. The
dotted lines signify the start of the metabolic changes. Each SD wave caused a local depletion of
glucose and accumulation of lactate. Three consecutive SD waves with little interval for the local
metabolism to recover, drove the glucose baseline down, consistent with previous findings in the
group [41].
4.3.2 The new approach with microfluidic K+ flow cell
The same setup used in experimental SD model was applied in clinical monitoring. Instead
of parenchymal microelectrodes, subdural 6-contact strip electrodes were used to monitor
the electrical signal in the cortex. The outlet of the microdialysis probe, perfused at 2 µL
min−1, was connected to my microfluidic K+ flow cell. A schematic of the setup is shown
in figure 4.14.
ECoG strip electrodes
Electrocorticography was monitored using strip electrodes and the settings have been de-
scribed in detail elsewhere [41, 141]. The strip electrodes were placed on the surface of the
cortex on the penumbral tissue at the end of the craniotomy procedure. This provided a
real-time measurement of cortical neuronal activity and an electrical marker for SD.
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(a) Schematic of dialysate flow
(b) Setup in the ICU
Figure 4.14: The clinical microdialysis setup. (a) Connection diagram showing the flow of
dialysate from the MD probe to the microfluidic flow cell. (b) The microfluidic flow cell was housed
in the mini Faraday cage and placed on the clinical monitoring trolley behind the bed of the patient.
The red dotted line shows the flow of dialysate from the patient to the flow cell.
Microdialysis probe
A clinical brain MD probe (membrane length: 10 mm) were placed in the penumbral cortex
tissue, tissue around the injury core, by the neurosurgical team at the end of the open-skull
operation. The probe was usually placed in close proximity to the ECoG strip electrodes.
Although the default position was between electrodes number 3 and 4 on the strip, this was
often not possible and a later CT scan would reveal the exact placement of the MD probe.
Once the probe was secured by suture, it was perfused with aCSF (CNS perfusion fluid,
sterile; CMA 106 syringe pump, CMA, Sweden) at 2 µL min−1 to check for occlusion and
to hydrate the membrane. Later in the ICU, the end of the probe was then connected to a
fine-bore tubing (length approximately 1 m, FEP, Microbiotech, Sweden) then fed into the
K+ flow cell.
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Figure 4.15: Locations of MD probe and ECoG strip. (a) In this case, the MD probe was
inserted into the cortex near electrode number 6 of the ECoG strip. (b) The location was in fact
between electrode number 5 and 6 as revealed from the CT scan.
Online mini-ISE and microfluidic flow cell
The mini-ISEs were calibrated at fabrication and stored at 4 ￿ prior to usage. They were
first warmed up to ambient temperature, and calibrated in free solution again to ensure a
good sensitivity. ISEs with a sensitivity lower than 54 mV/decade were not used in clinical
studies. The ISEs were then placed in the microfluidic flow cell and their performance
assessed again by two-point calibration of 2.7 (aCSF) and 10 mM KCl. The K+ flow cell,
housed in the mini-Faraday cage, was then filled with aCSF and the inlet/outlets were sealed
to prevent air bubbles. The flow cell was then transported to the hospital, and re-calibrated
before connection to the patient dialysate stream at the ICU. To minimise the impact of
sensor degradation on the quality of data, frequent calibrations were carried out throughout
the monitoring period.
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4.3.3 Extracellular potassium baseline
Altogether, six patients were monitored using the online dialysate K+ flow cell, totalling to
265 hours of monitoring. In most of the cases, a stable K+ baseline without any depolar-
isation events was recorded. The results are summarised in table 4.3. The mean baseline
across the six patients was around 3.1 mM. Extracellular K+ is tightly controlled in healthy
brains, and small deviation may suggest tissue deterioration and can potentially lead to SDs.
Frequent calibrations of the K+ flow cell was carried out to ensure an accurate baseline. An
exemplar is shown in figure 4.16.
1.0 2.0 3.00 0.5 1.5 2.5 3.5
(a) K+ baseline in human brain
Calibration
(b) K+ ISE calibration
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microdialysate2.7 2.710 10 10
K+ flow cell calibration
Figure 4.16: Dialysate potassium baseline in human patients. (a) Raw voltage trace showing
the dialysate K+ baseline over 3.5 hours. (b) Frequent two-point calibrations were carried out to
ensure the function of K+ flow cell. Typically, two K+ ISEs were used as a fail-safe mechanism.
KCl calibration standards of 2.7 mM and 10 mM was injected alternatively into the flow cell.
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Patient Gender Age GCS Pupil Diagnosis Outcome
1 M 79 5 PEARL TBI Deceased
2 M 24 4 PEARL TBI Deceased
3 F 34 4 Dilated left pupil TBI Right sided weakness
4 F 45 8 PEARL SAH Alive
5 M 65 8 PEARL TBI Deceased
6 M 25 7 PEARL TBI Alive
Table 4.2: Summary of patient demographics and recordings. Abbreviations: F, female; M,
male; GCS, Glasgow coma scale on admission; PEARL, pupils equal and reactive to light.
Patient SD events Monitoring period / hours Baseline MD K+ / mM
1 0 29 3.98 ± 0.11
2 2 68 2.62 ± 0.13
3 0 35 3.04 ± 1.01
4 1 21 2.86 ± 0.23
5 0 43 3.14 ± 0.20
6 0 69 3.02 ± 0.07
Table 4.3: Clinical dialysate potassium baseline
4.3.4 SD detection in human
Three SD-associated K+ transients were detected in two patients, and they are shown in
figure 4.17. The K+ transients in human lasted for a minimum of 5 minutes. In two of the
SD waves detected, events 2 and 3, the dialysate potassium peaked at around 2 minutes
from the start of the event and recovered within 10 minutes. The dialysate K+ of SD event
1 peaked at 5.7 minutes, and recovery was much slower, over the course of 20 minutes. The
magnitude of dialysate K+ changes in human SD, shown in table 4.4, are larger than that
seen previously in the rat model, which was approximately 0.4 mM.
SD event ∆ [K+] / mM Basal [K+] / mM Peak [K+] / mM Peak time / min
1 1.34 2.62 3.96 5.7
2 1.63 2.63 4.26 2.0
3 0.42 2.75 3.17 2.3
Table 4.4: Human brain dialysate K+ levels during SDs
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(a) SD event 1 (Patient 2)
(b) SD event 2 (Patient 2)
(c) SD event 3 (Patient 4)
Figure 4.17: Human SD detection using dialysate K+ flow cell. Three SD waves were
detected chemically through MD in two patients. Time zero of all the traces was defined as the
start of the dialysate potassium rise. (a) The dialysate K+ peaked at 5 minutes after the start of
the SD and its recovery lasted over 20 minutes. This event was much slower compared to events 2
and 3. (b&c) Both SD waves peaked around 2 minutes after the initiation. All of the human SD
traces are noisier than the animals ones, presumably due to electrical interference from the busy
ICU environment.
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Comparison with ECoG data
In one of the SD events, I also had the electrical data from ECoG to compare with dialysate
K+ measurement. In the background of figure 4.18 is the ECoG recording showing the
propagation of an SD wave on the cortex. The electrical signal was measured in a bipolar,
or diﬀerential, configuration, that the potential between adjacent electrodes was measured.
The 6 electrodes were wired to produce the four channels on figure 4.18 (from top to bottom:
electrode 2-3, 3-4, 4-5, and 5-6; electrode 1 was the reference electrode). The SD wave is
visualised by the spindling down of the electrical spikes, or activity, and as it propagates
the spindle shifts with time from electrode 6 towards electrode 1 on the ECoG strip. The
spindling represents the neuronal silencing due to SD where all the cell are depolarised.
Overlaid on figure 4.18, the purple line shows the K+ transient, time adjusted for the
fluid transit only, due to the same SD wave. An increase of dialysate K+ of 1.63 mM can
be seen. The start of the dialysate K+ coincides with the silencing of ECoG signal at the
Figure 4.18: Clinical potassium transient during an SD. The purple trace represents the
dialysate K+ level time-aligned and superimposed on the ECoG traces on the background. The
bipolar ECoG traces, from top to bottom, correspond to channels 2-3, 3-4, 4-5, and 5-6 respectively.
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bottom channel. In this patient, the CT scan revealed that the MD probe was placed indeed
near electrode 6 of the ECoG strip. The K+ transient detected therefore agrees well the
ECoG data and supports the use of the dialysate K+ as a chemical SD marker.
4.3.5 Comparison with animal model
The human SD response, in terms of extracellular K+, was larger than in rats, and its time
scale is also larger. A direct comparison of the dialysate K+ response to SDs in the two
species are shown in figure 4.19 and table 4.5. SD wave is thought to be faster and larger
in human brain, due to its larger size and density of neurones. Assuming the attenuation
factor is constant across the two species, then we are looking at a 66 times larger signal in
human tissue, accounting for a 90 mM extracellular K+.
∆ [K+] / mM Peak time / min
Rat 0.42 ± 0.07 1.2 ± 0.1
Human 1.13 ± 0.63 3.4 ± 2.0
Table 4.5: Summary of the SD-related dialysate K+ changes in the two species.
Figure 4.19: Comparison of SD intensity in human and animal brains. Shown in the
inset, the dialysate K+ transient of SDs in human injured brain are much larger, both in terms of
magnitude changes and duration, then SDs in the animal model. However, when compared to the
tissue potassium, from the animal SD model, there is still a large attenuation.
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4.3.6 Clinical challenges
Failure to detect?
During clinical TBI monitoring, there were occasions where ECoG registered SD events,
but there were no corresponding K+ changes in the microdialysate. An example is shown in
figure 4.20, where ECoG detected two SD events separated by 20 mins, the MD K+ however
did not pick up any depolarisation. In this patient (Patient 2), the MD probe was implanted
at the rear end of the ECoG electrode 6. It was thought that the waves were travelling on
the surface and did not penetrate deep enough into the cortex. Therefore, the MD probe
failed to capture any K+ changes associated with the SD events.
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Figure 4.20: Failure to capture SD waves chemcially. The top 6 channels showed the diﬀer-
ential configuration of ECoG electrodes and the bottom 2 channels showed the MD K+. The boxes
indicated SD events seen on the ECoG electrode with a 20-minute interval. The first SD can be
seen in all 6 channels, while the second SD can only be seen in channel 2-4. The MD probe failed
to capture the SD-associated K+ transients due to its relative displacement from the ECoG. In this
patient, the MD probe was implanted in the cortex past electrode 6. Whilst the propagation of
the waves were bounded to the surface of the cortex, the probe was sampling in the depth of the
cortex. Chemical changes would be much attenuated and lost by the time molecules have diﬀused
through the long tortuous pathways in the tissue to reach the probe.
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The most likely cause was that the displacement between the monitoring devices. The
ECoG strip rests on the surface of the cortex, and consists of six electrodes that spanned
across a distance of approximately 3 cm. The MD probe is implanted into the cortex, and
samples the focal extracellular concentrations, looking at tissues within a radius of a few
mm at most.
An SD wave propagating on the cortex surface will be readily picked up by the ECoG
strip. The ions and molecules associated with the SD will have to diﬀuse through the tor-
tuous pathways through the depth of the cortex, and can be actively taken up by cells in
the way, before reaching the MD probe. The cellular uptakes will weakened the concentra-
tion gradients, and the dialysate signal will be further attenuated due to ineﬃcient recovery
across the dialysis membrane. If the probe were placed too deep into the white matter,
maximum attenuation of chemical signal would occur and the MD probe would not pick up
the corresponding SD events.
Fluid lag time
The length of the tubing varied from case to case, ranging between 0.7 to 1 m depending on
the position of the patient relative to the trolley. This in principle determines the time lag.
In clinical monitoring, the determination of the fluid lag time was very challenging.
The probe was perfused since its implantation in the operating theatre, but its output was
not monitored until the patient was fully set up in the ICU. During this time, the diﬀusional
transfer of neuromolecules across the MD membrane had been uninterrupted. We therefore
lack the start sequence to determine the exact time lag from the membrane to our online
assay. Instead, the fluid lag time was estimated from the probe outlet to the online sensors,
and was in the order of 12-15 minutes for a dialysis flow rate of 2 µL min−1.
It is however possible to determined the exact time lag. This can be done either
by restarting the flow or pausing the flow for a duration of time. The built-in start-up
sequence of the portable MD pump (CMA 106, Sweden) will flush the probe at 15 µL min−1
for 5 minutes before adjusting to the desired flow rate. At this high flow rate, the relative
recovery of the membrane was much lower, resulting in a signal decrease which can be used
to estimate the time lag. A major pitfall was that the cortex responses were stable, e.g.
if the tissue K+ level is at equilibrium with the perfusate then no change in signal would
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be seen. A drawback of this method was the flow rate change was not instantaneous due
to the compliance tubing circuitry, leading to an unknown time constant due to flow re-
stabilisation. In contrast, pausing the flow at the MD membrane have the eﬀect of a 100%
recovery of solutes, resulting in an increase signal from the sensors. Again, this method was
diﬃcult to implement clinically due to the long waiting period and the issue with restarting
the pump.
Monitoring period
The typical monitoring period is around 3 - 5 days. However, due to patient progress,
monitoring could terminate earlier. Surgical intervention during the monitoring also arose
according to the patient’s development, and monitoring was paused during those times.
4.3.7 Summary
Briefly recapping, in this section, I have shown
• Human SD detection through MD and microfluidic K+ flow cell
• Determination of extracellular K+ baseline
• Use of dialysate K+ as SD marker confirmed with ECoG signal
• Comparison of human SD response with animal model
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4.4 Probe implantation injury model
In the previous sections, I have demonstrated the use of the K+ flow cell in the online
detection of SD in both rat and human. The high resolution of the microfluidic flow cell has
led to the exploration of the metabolic consequences of SD wave. However, when compared
to the tissue response, the dialysate signal was very weak, and this attenuation could not
be fully explained by MD recovery. This has led me to consider that the brain tissue itself
may be a contributor to the signal attenuation.
4.4.1 Microdialysis: sampling the brain or sampling the injury?
The probe injury model was first proposed by Benveniste in 1987, when they noticed a
general decrease in blood flow and glucose phosphorylation, while small areas around the
dialysis fibre showed increased glucose phosphorylation and decreased blood flow. This ef-
fect was most significant in the 2-hour following the implantation of the MD probe. The
local changes of metabolism and blood flow was thought to be the result of a focal K+
release, analogous to the induction of SD event by mechanical needle stab [45]. Benveniste
et al. concluded with the recommendation of a longer recovery time, 24 hours following im-
plantation but warned that gliosis formation during that time may lead to misinterpretation
of MD data.
Since then, many studies have been carried out to examine the probe insertional injury
and also its extent of injury. Imaging studies have found that tissue disruption up to 1.4 mm
from the probe site, as well as axonal damage and loss of neuronal densities. [142]. Gliosis,
odema and swollen astrocytic processes was consistent with an inflammatory response to
probe insertion. Tissue disruption distant from the probe was also observed. Release of
cytokine has been reported following the implantation of a MD probe [76], evident of an
foreign body response triggered by the probe.
At the same time, voltammetric neurochemical studies showed a diminishing dopamine
response from dialysate when compared to direct tissue measurement [143], consistent with
the theory of gliosis hindering the diﬀusion of neurochemical towards the sampling device.
Subsequent fluorescence microscopy studies by Jaquins-Gerstl et al. has found a correlation
between the magnitude of the injury and dimension of the implanted devices, illuminating
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the diﬀerence in the observed signals from voltammetry and microdialysis [77]. Signs of
ischemia and opening of the blood brain barrier near the probe tracks was prominent with
dialysis probe (Typical diameters of MD probe and electrodes for voltammetry are 600 µm
and 7 µm respectively).
In summary, the implantation of a MD probe has been associated with local tissue
damage, namely ischemia, gliosis and loss of neuronal density. These findings have called for
a rethink on the interpretation of microdialysis data and strategies to minimise the damage
and its consequences.
Dexamethasone – the pharmacological remedy to probe injury
Studies from the Michael lab have demonstrated that the powerful steroidal anti-inflammatory
drug dexamethasone prevents ischemia and gliosis of the probe the site [144, 145]. In these
studies, dexamethasone (DEX) was added to the MD perfusion fluid so it was directly deliv-
ered to the probe site. Retrodialysis of DEX eliminated all signs of ischemia, dramatically
reduced gliosis, and stabilised NeuN labelling of neurones.
DEX is a synthetic glucocorticoid known to attenuate delayed edema and inflammation
in human brain [146]. Its protective mechanism may be linked to the suppression of pro-
inflammatory cytokines and related molecules [147], which are produced in response to brain
injury by microglia and astrocytes. DEX has been reported to inhibit directly activation of
microglial cells [148], and several studies have demonstrated that gliosis at brain implants
is inhibited by DEX-releasing coatings [149, 150]. Furthermore, Stenken’s group recently
reported that DEX inhibits the immune response to subcutaneous MD probes [151].
4.4.2 Our proposal
In collaboration with the Michael lab in University of Pittsburgh, the goal of this study
was to investigate whether retrodialysis of DEX would significantly enhance the metabolic
monitoring of brain SDs using rsMD. I visited the Michael lab at the University of Pittsburgh
(Pennsylvania, USA) to carry out the animal experiments. The mini K+ ISE, microfluidic
flow cell, and rsMD system was shipped from our lab and the setup was identical to previous
animal experiments. SD events were triggered mechanically using the needle prick model,
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and cortical responses were monitored continuously. The results was examined by comparing
the magnitude of the response from a normally perfused (aCSF) group and a DEX-perfused
group.
4.4.3 Methods
Animal and surgical procedure
All procedures involving animals were performed under approval of the Institutional Animal
Care and Use of Committee of the University of Pittsburgh. Adult male Sprague-Dawley
rats (250-350 g) were anaesthetised with isofurane (0.5 % by volume, Baxter Healthcare,
Deerfield, Il) intubated and placed in a stereotaxic frame. Anaesthesia was maintained
throughout the duration of the experiment. The skull was exposed and holes were drilled
into the skull to access the brain. An MD probe was lowered at a 51° angle into the cortex
using the coordinates 4.2 mm posterior to bregma, 2.5 mm lateral to midline, and 4 mm
below dura. Probes were perfused with either aCSF or 10 µM DEX (dissolved in aCSF). All
probes were pretreated with the perfusate for at least one hour prior to implantation into
the brain. Potassium and glucose were continuously monitored during probe implantation
and throughout the remainder of the experiment. After two hours of implantation, an 18
gauge needle was used to prick the surface of the cortex to induce SD events. There were
a total of four pricks: three in the ipsilateral hemisphere anterior to bregma and one in the
contralateral hemisphere posterior to bregma, see figure 4.21. Glucose levels were allowed
to stabilise before the next prick was performed.
Immunohistochemistry and tissue processing
The immuno-histology procedure was carried out by Dr Andrea Jaquins-Gerstl in the
Michael Lab. The tissue was fixed by transcardial perfusion with 200 mL of 0.2 g mL−1
phosphate buﬀer saline (1× PBS: 155 mM NaCl, 100 mM phosphate, pH 7.40) followed
by 250 mL of 4 % paraformaldehyde (PFA) in PBS and 50 mL of 0.1 % fluorescent green
nanobeads (Invitrogen, Eugene, OR). After the brains were removed, the tissue was post-
fixed for 2 hours in 4 % PFA, soaked overnight in 30 % sucrose at 4 ￿ for cryoprotection,
and stored at −80￿ until sliced. Saggital tissue sections were cut at 30 µm using a cryostat.
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Sections were stored at−20￿ prior to staining. Next, sections were washed three times in 1x
PBS, incubated with Triton-X 100 in PBS for 15 min, washed in 0.5% bovine serum albumin
(BSA), and soaked in 2% BSA for 45 min. Then, the sections were incubated with TUNEL
(TdT-mediated dUTP-biotin nick end labelling) for 1 hour at room temperature, Sections
were rinsed in PBS 3 times and counterstained with DAPI (4’,6-diamidino-2-phenylindole)
for 1 min and washed with PBS 5 times. Sections were then covered with gelvatol and cov-
erslip. Fluorescence microscopy was performed using an Olympus Fluoview 1000 Confocal
Microscope.
4.4.4 Experimental setup and protocol
The setup was similar to previous experiments. The in-house style MD probes with 4 mm
membrane were perfused with either aCSF or 10 µM DEX in aCSF background at 1.67 µL
min−1 prior to experiment to hydrate the dialysis membrane and to flush out air bubbles.
The outlet of the probe was first connected to the K+ flow cell and then to the rsMD system
via fine bore fluoropolymer tubings. Figure 4.21a showed the experimental setup.
The probe was mounted on a stereotactic arm and lowered into the rat cortex at the
specified coordinates manually with a manipulator. A stabilisation period of 2 hours were
allowed for the tissue around the probe to "recover" before any SD was initiated. Spreading
depolarisation was triggered mechanically by the needle prick (NP) model – pricking the
surface of the brain with the tip of an 18 gauge hypodermic needle. This triggered an SD
wave that would propagate outward from the injury site to healthy tissue, and reaching
the MD probe residing in the ipsilateral hemisphere. A total of four NPs, three on the
ipsilateral and one on the contralateral hemisphere, were carried out in approximately 30-
minute intervals. Overall, this experiment was repeated in 7 rats (3 in the aCSF group and
4 in the DEX group).
Probe recovery and system time lag
A new MD probe was used for each experiment. It was checked with an in vitro recovery
experiment prior to probe implantation to rule out membrane leakage or blockage. It also
facilitated the determination of time lag between the probe and the sensor due to fluid
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Figure 4.21: The experimental setup.(a) Positions of the needle prick sites and the MD probe.
The perfused microdialysis probe was lowered at an oblique angle into the cortex such that the entire
length of the membrane, 4 mm, was inside the cortex.(b) The microdialysis probe was mounted
on a stereotaxic frame and the dialysate flowed from the probe to K+ flow cell first then to the
rsMD glucose assay. The connection tubings had a total volume of 14.1 ± 1.2 µL, and equivalent
lag times from the MD probe to the potassium flow cell and glucose assay of 2.47 ± 0.29 min and
8.44 ± 0.69 min respectively.
transit. The probe was immersed in a standard solution, 10 mM KCl and 1 mM glucose
in aCSF background, to create a step change of concentration at the dialysate membrane.
Table 4.6 shows the in vitro probe recovery of K+ and glucose. The MD probes used
had a mean recovery of 56.4 % and 9.2 % for potassium and glucose respectively. The
higher recovery of K+ can be explained by its relatively small size compared to glucose.
The hydrated radius of K+ ion is 152 pm while the diameter of glucose is 1 nm, therefore,
movement of K+ across the semi-permeable membrane is easier. A post-experiment probe
recovery was also carried out to check for variation of extraction eﬃciency of the dialysis
membrane before and after implantation. There was no significant diﬀerence as seen in
table 4.7.
K+ recovery / % Glucose recovery / %
56.4 ± 8.4 % 9.2 ± 3.2 %
Table 4.6: Microdialysis probe in vitro recovery. n = 12
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Pre-implantation / % Post-implantation / %
61.2 61.1
Table 4.7: Probe recovery of K+ before and after experiment. n = 1
Exclusion criteria
Data were excluded if it fell under the following criteria:
1. High basal K+, greater than 4 mM
2. Low basal glucose, lower than 100 µM
3. Suﬃcient time lag between SD induction and response: as the probe was away from
the prick site, it will take time for the SD wave to arrive at the probe, leading to an
additional lag time on top of the fluidic lag time.
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4.5 Penetration injury
4.5.1 Microdialysis probe insertion
Upon implantation of the MD probe, a transient increase of dialysate K+ was observed,
shown in figure 4.22, with magnitude of 4.6 ± 1.2 mM. As the probe was lowered into the
tissue, its large dimension would disrupt the local blood flow and damage cell membranes,
causing K+ ions to flood from the intracellular to the extracellular space. Homeostasis in
the brain would remove the excess K+ and attempt to restore the ionic balance, at the
cost of ATP. A local increased demand of energy is usually met by an increased delivery of
metabolites via blood flow. However, since the blood flow was compromised, a local transient
depletion of metabolite and a delay in recovery was observed. The process described is
exactly the transduction mechanism of an SD event. Therefore, this sharp rise of K+ was
an indication of penetration injury and probe insertion itself was a mechanical trigger for
SD waves.
A transient drop of glucose was also observed, however, as there were no baseline of
glucose to compared with, the results are not shown. Comparison with the response to the
first needle prick SD, shown in table 4.8, revealed that probe implantation caused a much
Figure 4.22: Potassium response during microdialysis probe insertion. The insertion
caused a mean rise of 4.6 ± 1.2 mM (n = 12) dialysate K+ from the basal level of 2.7 mM.
The solid and dashed traces show the mean value and the standard deviation.
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∆ MD K+ / mM
mean standard deviation
Probe insertion 4.60 1.22
First SD 1.67 0.47
Table 4.8: Dialysate potassium response to probe implantation and SD
larger increase of K+, 2.75 times on average, probably due to diameter and intensity of
the action. This suggested the insertion trauma in the tissue could not be ignored. The
dialysate K+ peaked at around 1 minute after probe insertion and returned to baseline or
near-baseline level after two hours of stabilisation period.
Impact on experimental protocol
Comparison of the probe implantation response of the two perfusion groups, aCSF and
DEX, had shown no significant diﬀerence as expected (results not shown). This implies
that DEX did not have an immediate eﬀect on the tissue, and the initial injury and initial
tissue condition could be assumed identical across all experiments. As a result of the injury,
a stabilisation period of two hours after probe insertion was allowed for the surrounding
tissue to ”recover” to a basal equilibrium, and for the DEX to take eﬀect. This has been
proven to be suﬃcient from figure 4.22. The K+ level at 2 hours was indiﬀerent to the
physiological baseline of 2.7 mM.
4.5.2 Repeated microdialysis
On one occasion, the implanted MD probe was found to be leaky, so a replacement probe was
inserted into the same location four hours later. The dialysate K+ response to the repeated
implantation was much smaller than the first one, shown in table 4.9 and figure 4.23. Signal
attenuation due to probe recovery was ruled out – the relative recovery of first and second
probe were 55.5 % and 55.4 % respectively.
The failure of the second probe insertion to evoke a similar response strongly suggests
the tissue at the site had been permanently damaged at the first implantation. With time,
the tissue merely established itself into a new equilibrium, but did not fully recover to the
initial healthy state. In addition, as a result of the foreign body response, the tissue recedes
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Figure 4.23: Repeated microdialysis probe insertion. A repeated probe implantation at
the same location failed to trigger a similar response to the first attempt, suggesting the scarred
tissue had formed a diﬀusional barrier around the probe. The sharp spikes on the grey trace were
movement artefacts. Duration between the two insertions was 4 hours 18 minutes.
Probe insertion Basal MD[K+] MD [K+] ∆ MD [K+] Maximum rising slope
mM mM mM mM s−1
First 2.83 7.98 5.14 0.13
Second 2.67 3.27 0.61 0.03
Table 4.9: Dialysate potassium response to repeated probe insertion
from the probe forming a diﬀusional glial barrier further separating the probe from sampling
from the healthy tissue [77], leading to an attenuated response at the second implantation.
4.5.3 Diameter matters?
So far, we have seen tissue scarring due to the implantation of a large microdialysis probe
and its resulting SD response, we now wished to investigate the eﬀect of diameter on the
penetration injury. A carbon fibre with nominal diameter of 7 µm, commonly used in in
vivo voltammetry studies of neuromolecules, was implanted into the cortex of a rat, in close
proximity to the MD probe. This did not trigger an SD wave, as shown in figure 4.24. A
subsequent needle prick showed the tissue was still viable for SD conduction.
As the distance between capillaries was about 60 µm, minimal damage occurred due
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to the small size of the carbon fibre. The blood-brain barrier was not opened during the
insertion of the carbon fibre. This was supported by the imaging study by Jaquins-Gerstl
et al. [77] which had shown that carbon fibre only produced a diﬀused injury, whereas with
MD probe, a clear probe track and disruption to vasculature were observed.
Paradoxically, the implantation of a tissue sampling device causes damage to the
tissue, masking the true condition of the local tissue. The damaged tissue eﬀectively filters
the response from the nearby healthy tissue. Given that the dimensions of the MD probe
were minimised and constrained, the question then is how we can reduce the range of this
"damage filter" and obtain high quality data. The Michael lab has found that the chronic
delivery of DEX can reduce glial scarring near the microdialysis probe. In the next section,
I investigated the eﬀect of acute, or short term, retro-dialysis of DEX and its mitigating
eﬀect on tissue damage.
Figure 4.24: Cortical response to implantation of carbon fibre. A carbon fibre with nominal
diameter of 7 µm was inserted into the cortex of an aCSF-perfused rat. pre-and post- implantation
prick shows that the tissue was normal and not altered by the carbon fibre. Needle prick and
carbon fibre insertion were denoted by NP and CF respectively.
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4.6 Retrodialysis of DEX and SD
4.6.1 aCSF versus DEX
Spreading depolarisation waves induced by needle prick were detected in both aCSF- and
DEX-perfused groups. After adjusting for fluid lag time, the coincidental dialysate K+ and
glucose changes indicated the arrival of SD waves at the MD probe.
Figure 4.25 compares the average response of the two perfusion groups and it is obvious
that responses are clearer in the DEX-perfused group. This supports that the application
of DEX reduces local tissue inflammatory response, and prevents the formation of a glial
barrier. In essence, the damage filter created at probe insertion is reduced, bringing the
healthy tissue closer to the MD probe. Table 4.10 shows the mean dialysate K+ and glucose
responses during all SD events. Overall, the responses are larger in the DEX group, consis-
tent with our hypothesis. The larger magnitude of dialysate K+ implies that the SD wave
was better captured. Glucose recovery after an SD wave was faster in the DEX group. This
(a) aCSF (b) DEX
Figure 4.25: Cortical response to SD from aCSF- and DEX- perfused groups. Overall,
the DEX group showed a larger response in both dialysate K+ and glucose levels. A faster recovery
of glucose was also observed in the DEX group. These are the average response from the first SD
wave.
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suggests a reduction of the glial barrier formation, lowering the diﬀusional distance, allowing
a more eﬃcient delivery of metabolite for repolarisation and hence a quicker recovery to the
ionic and metabolic homeostasis.
4.6.2 Sequential eﬀect of SD
In each experiment, three SD waves in the hemisphere ipsilateral to the MD probe were
stimulated in 30-minute interval. I have chosen to group the SD by their order, rather than
averaging them all together. This is because the state of the tissue had altered since the
first SD.
The first SD was initiated when the tissue at the prick site was healthy and undamaged.
After the first prick, the tissue had been damaged and this could aﬀect the transduction
and metabolic response to the subsequent SD waves. It was also noted that the time delay
between prick and K+ response lengthened with each subsequent SD, and this is shown in
table 4.11. This time delay was not due to fluid transit but purely from the propagation
of SD wave from the prick site to the MD probe, indicating challenging signal transduction
likely due to tissue damage.
Again, the eﬀects are bigger in the DEX perfusion group then the aCSF group, the
sequential eﬀect however is less prominent in DEX group. Figure 4.26 showed the average
response of three consecutive SD waves in both groups. It is obvious that in the aCSF
group there is a trailing response in magnitude changes of both dialyate K+ and glucose
with SD waves. Results of individual SDs from both perfusion groups can be found in the
appendix A.1.2.
aCSF DEX
SD ∆K+ / mM ∆Glucose / µM ∆K+ / mM ∆Glucose / µM
1 1.24 ± 0.29 - 49.65 ± 28.03 1.66 ± 0.59 - 53.38 ± 34.60
2 0.79 ± 0.36 - 26.03 ± 18.74 1.28 ± 0.62 - 60.36 ± 38.64
3 0.63 ± 0.30 - 23.52 ± 17.33 1.36 ± 0.63 - 77.48 ± 17.58
Table 4.10: Cortical response during spreading depolarisation. n = 3 for the aCSF group
and n = 4 for the DEX group.
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(a) aCSF
(b) DEX
Figure 4.26: Cortical responses from three consecutive SD. The solid and dashed lines
represents the mean and standard deviation of the response, and the order of the SD is from the
left to the right. Overall, the DEX group has larger magnitude of cortical dialysate changes than
the aCSF group. A clear trailing trend in both dialyate glucose and K+ with successive SDs can
be seen in the aCSF group. However, in the DEX group, this is not so clear. In the aCSF group,
the K+ changes of all three SDs are tightly grouped, shown by the smaller standard deviation. In
contrast, a larger variation of dialysate K+ is seen in the DEX group. The same also holds for
dialysate glucose.
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MD K+ time lag / min
Rat (perfusion) First SD Second SD Third SD
aCSF 1 2.07 2.15 2.27
aCSF 2 2.57 3.38 2.22
aCSF 3 1.98 2.67 2.78
DEX 1 4.08 4.50 3.68
DEX 2 1.98 1.50 1.37
DEX 3 1.73 2.93 4.43
DEX 4 1.50 2.13 3.32
Table 4.11: Time lag from prick to MD K+ increase
4.6.3 Signal-to-noise ratio: aCSF VS DEX
The DEX group appears to have more variability. To examine this, I looked at the signal-
to-noise ratio (SNR) of the K+ response and the results is shown in table 4.12. Overall, the
SNR is very similar, suggesting all of the SD waves are similar. In the DEX group, the SNR
is consistent throughout the three SDs, suggesting all the waves are similar and that tissue
has changed very little. In the aCSF group, the SNR for the first prick is bigger than the
subsequent ones, suggesting significant tissue change.
SNR =
∆[K+]
std
where std stands for standard deviation.
SD aCSF group DEX group
1 4.27 2.81
2 2.19 2.06
3 2.10 2.15
Table 4.12: Signal-to-noise ratio of SD responses in aCSF- and DEX-perfusion groups
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4.6.4 Contralateral SDs
A needle prick was also performed in the contralateral hemisphere to the location of mi-
crodialysis probe to investigate if an SD could propagate across the longitudinal fissure. In
all cases, we did not see any responses in dialysate K+ and glucose, shown in figure 4.27,
suggesting that SDs are solely limited to the hemisphere from which it was derived.
Figure 4.27: Cortical responses from needle pricks in the contralateral hemisphere In all
cases (n = 7), the SD wave triggered in the contralateral hemisphere did not propagate across the
longitudinal fissure.
4.6.5 Fluorescence imaging
The improvement in the cortical dialysate response to induced SDs in the DEX-perfused
group was due to reduced tissue scarring as supported by imaging analysis of the brain
tissue. Fluorescence microscopy was performed on tissues that included the probe tracks
in both aCSF and DEX perfusion groups, and the result is shown in figure 4.28. Three
fluorescent labels were used: DAPI for nuclei (blue), nanobeads for blood vessels (green),
and TUNEL for cell damage. The asterisk marked the centre of the void indicative of the
MD probe track.
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Figure 4.28: Fluorescent microscopy of tissue perfused with and without DEX. Brain slices
was labelled with DAPI (blue) highlighting the nuclei and TUNEL (red) showing signs of apoptosis.
Blood vessels were represented in green using fluorescent nanobeads. The asterisk indicated the
centre of the MD probe. (a) In the aCSF-perfused brain, immunohistological staining revealed
signs of cell death and lack of blood flow indicating profound ischemia and cell damage in the
tissue surrounding the probe. (b) In contrast, in the DEX-perfused brain, there was minimal cell
damage and an intact blood flow network, indicating the local delivery of DEX can protect the
tissue by reducing the inflammatory response and preventing ischemia.
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As DAPI stains for all nuclei, glia and neurones, its abundance in the aCSF case may
suggest proliferation of microglia near the probe track. In the absence of anti-inflammatory
agents, microglia becomes rapidly activated in response to injury, migrating to the lesion
site, triggering inflammatory response and multiplying in numbers.
In the aCSF case, there is a near total loss of the green bead-laden blood vessels
surrounding the probe track, showing profound ischemia. Since the MD probe has a diam-
eter an order of magnitude larger than the distance between capillaries (300 µm compared
to the 60 µm), the implantation of the probe can cause disruption to the blood flow by
obstructing or occluding vessels at the probe track, resulting in ischemia in the adjacent
tissue. On the contrary, an intact blood vessel network was present surrounding the probe
and appeared minimally disturbed in the DEX case, suggesting that DEX may also play a
role in preventing ischemia.
Cell death was indicated by positivity of the TUNEL staining. A commonly used
marker for apoptosis, TUNEL detects DNA fragmentation that results from apoptotic sig-
nalling cascade [152], however, DNA fragmentation is common to diﬀerent kinds of cell
deaths, making TUNEL also a marker for severe cell damage [153]. Although apoptosis has
been demonstrated in traumatic brain injury and ischemia [154], TUNEL is used purely as
a cell death/necrosis marker due to the short time scale and the lack of morphological data
in our case. Widespread necrosis can be seen in the tissue in the aCSF case through the
intense red staining, whilst cell death is detected only at the rim of the probe track in the
DEX case.
Evidently, DEX decreases the tissue inflammatory response to the insertion of the
probe, by preventing edema and preserving the blood flow. The tissue near the probe site
was minimally altered from its original state prior to probe implantation [77], indicated
by a good blood flow network surrounding the probe site and reduced cell damage. This
in turn allows a better transduction of chemical signals to the probe and hence yields an
improvement to MD output.
4.6. Retrodialysis of DEX and SD 137
4.6.6 Enhanced microdialysis
In order to examine the potential of DEX in enhancing MD output, the SD induced dialysate
cortical responses from both aCSF and DEX perfusion groups were plotted in figure 4.30.
Despite a limited population size, we can start to notice two features: a linear relationship
between dialysate glucose and K+, and the two distinct perfusion groups.
As SD arises from an ionic imbalance between the extracellular and intracellular com-
partments with K+ as a key ion involved, the magnitude change of dialysate K+ reflects
the severity of the SD. Glucose utilisation is linked to the clearance of the excess K+ and
the recovery of the tissue from an SD event. A severe SD wave will results in a higher
extracellular K+ concentration and, hence, more energy is required for recovery. Therefore,
a linear proportionality between glucose consumption and dialysate K+ can be expected;
from our preliminary data, a weak linear relation starts to emerge. For the two perfusion
groups, the dialysate glucose drop is plotted against the dialysate K+ in figure 4.29, and
linear regression is used to determine the slope between the two variables. The slopes are
found to be the same across the two groups.
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Figure 4.29: Cortical response to SD in aCSF and DEX groups. The dialysate glucose
drop was plotted against the dialysate K+ response for each SD, and a straight line was fitted by
linear regression. The slope of the regression line and its standard deviation of (a) aCSF group is
−52.5 ± 26.3, and that of (b) DEX group is −52.8 ± 22.9. Statistical comparison of these slopes
indicates that these are not significantly diﬀerent (t = 0.001; critical t = 2.85 for p = 0.01 and
degrees of freedom = 20). This trend that larger depletion of glucose is linked to larger increase in
K+ is consistent in both groups.
Besides, the two perfusion groups can be identified from figure 4.30. The data points
lying on the upper left portion of the graph, where the cortical glucose and K+ changes
were both smaller, belongs to the aCSF group as highlighted by the orange box. The DEX
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group is responsible for the larger magnitude cortical response, highlight by the blue box,
and supports the tissue protective potential of DEX. The distinction of the two perfusion
groups is found to be statistically significant (p = 0.0043; unpaired t test).
In each group, the width of the coloured box corresponds to the degree of impact of
the SD wave on the MD probe. A maximum response is attained when the SD wave hits the
probe directly, as illustrated by position B and D in figure 4.30; whilst a minimum response
is recorded when the SD wave marginally passes by the probe, indicated by position A and
C. These two extreme cases define the dynamic range of MD. The dynamic range of the
DEX group is larger than that of the aCSF group as seen by the rightward shift of the blue
box towards the higher magnitude cortical response region.
During MD probe implantation, the tissue surrounding the probe was damaged. Mi-
croglia are activated and rapidly migrate to the injury site, triggering an inflammatory
response and eventually resulting in gliosis. As the diameter of the probe is much larger
than the distances between capillaries, local blood flow was disrupted and the tissue be-
comes ischemic. This layer of passive damaged tissue surrounding the probe can be thought
of as a damage filter, preventing eﬃcient sampling of the healthy tissue through MD.
Consider the case where an SD wave passes the probe marginally resulting in small
cortical changes. In the aCSF group, as illustrated by position A, the large damage filter
hinders the movement of molecules towards the probe and makes the detection of these
small changes very challenging. However, in the DEX group, the same response can be easily
detected. The anti-inflammatory action of DEX helps better preserve the tissue surrounding
the probe, resulting in a minimised damage filter and improving dynamic range of MD. This
can be seen in the figure that the magnitude of response at position C is comparable to that
of the aCSF group when the SD wave hits the probe directly at position B. This result
supports the local application of DEX to reduce inflammatory response caused by the MD
probe and its improvement of the dynamic range of the MD output.
aCSF group DEX group
∆ MD [K+] / mM 1.0 ± 0.3 1.6 ± 0.5
∆ MD [glucose] / µM -38.2 ± 23.8 -80.7 ± 37.0
n 10 12
Table 4.13: Average dialysate responses of the two perfusion groups
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SD MD probe
Damaged zone - aCSF
Damaged zone - DEX
A BC D
Figure 4.30: Magnitude of dialysate glucose and potassium during SD event. The cortical
responses from NP induced SDs fell into two distinct groups âĂŞ aCSF and DEX perfusion charac-
terised by orange and blue respectively (p = 0.0043; unpaired t test). For an SD wave propagating
directly towards the MD probe (position B and D), the dialysate glucose and K+ changes seen in
the DEX group were bigger than that of the aCSF group, due to the anti-inflammatory action of
the steroid, reducing the damaged zone surrounding the probe, and thereby improving the dynamic
range of MD sampling. This enhancement is amplified in the case where an SD marginally passed
the MD probe (position A and C), where detection becomes more challenging due to the minimum
overlap of the wave and the probe.
140 Chapter 4. In vivo use of the microfluidic K+ flow cell
4.6.7 Summary
DEX: Tissue damage mitigator
A surprising result from this study was the acute eﬀect of DEX. Although the probe induced
tissue damaged minimisation eﬀect of retrodialysis of DEX has been previously reported,
it involved prolonged application over the course of 5 days [144]. In this study, DEX was
applied for 2 hours prior to the first SD induction and was applied for a maximum of 4-5
hours overall. Our results suggest that the tissue protective benefits of DEX are realised
almost immediately upon application. Firstly, DEX reduces the inflammatory response of
the tissue, better preserving the tissue in the first instance of insult. Secondly, upon the
continuous infusion of DEX, the health of the initially preserved tissue is maintained, making
it less likely to deteriorate over time. Therefore, I conclude that a local application of DEX
may prevent inflammation and possibly necrosis associated with probe implantation injury,
preserving the tissue around the probe, thereby improving the MD output.
Limitations of the study
A variable unaccounted for in this study was the propagation path of the induced SD
waves, which is unpredictable. Previous animal studies with parenchymal microelectrodes
and speckle imaging has shown that when an SD wave misses or marginally hits the MD
probe, it results in a minimal or a very attenuated dialysate response. In the absence of
any direct depolarisation markers, I relied on the dialysate potassium to indicate the arrival
of SD wave at the probe. The use of dialysate K+ as SD marker has been verified against
tissue K+ microelectrodes in animal SD studies carried out in Cologne.
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4.7 Conclusions
In a series of collaborative and multimodal in vivo studies, I have shown the capability of
the microfluidic K+ flow cell as a dialysate SD marker. Firstly, animal models were used,
as they allow the controlled initiation of SDs. Three SD initiation models were tested:
MCAO, KCl-saturated cotton ball, and mechanical needle prick. The needle prick method
was preferred as it allows better control over the location and the frequency of SDs. The
multimodal approach employed in the animal study has allowed the validation and evalua-
tion of the dialysate K+ against tissue levels and neuroelectrical activity. The K+ flow cell
is proven capable of detecting SDs. The microfluidic flow cell has allowed a high resolution
interrogation of the metabolic consequences, which would have been impossible with the
minute-sampling rsMD. For the first time, it can be seen that the onset of the glucose drop
is associated with the onset of the K+ decrease, indicating that that increase energy demand
is associated with the repolarisation of the cells.
Then, in the clinical monitoring study, SD waves were detected in real time using the
microfluidic K+ flow cell, and backed up by corresponding ECoG signal. Baseline dialysate
K+ was also obtained for human for the first time. Apart from the lack of control (as SDs
are spontaneous, and not all patients will develop SD), SD occurrence detected by MD was
lower than expected, this can be partly explained by the diﬀerence in locations of ECoG
electrode and MD probe. Often the probe was implanted too deep, into the white matter.
As SD waves propagate on the cortex, the long diﬀusional pathway of the chemical changes
on the cortex to the white matter would prevent pick-up at the probe.
Finally, I look at the eﬀect of tissue damage caused by the probe and its minimisation
by a local delivery of an anti-inflammatory drug, DEX. To compare the eﬀects, SD waves
were generated using needle prick methods in two perfusion groups, aCSF and DEX, of
animals. In the DEX group, the magnitude of response is larger, suggesting the tissue
surrounding the probe has been better preserved. This was backed up by fluorescence
imaging of the brain slices – blood flow and cell death was minimised in the DEX group.
Therefore, the results of this study support the use of DEX to enhance MD.
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Chapter 5
Droplet microfluidics and PSS-PL ISE
In this chapter, I will first present the development of the necessary tools in droplet-based
microfluidics that will empower clinical MD. The second half of the chapter will be spent
on the understanding and potential improvement of clinical data when droplet microfluidics
is employed.
5.1 Droplet microfluidics
In microfluidic or miniaturised systems, practical issues such as solute surface interaction,
Taylor dispersion, cross-contamination, long channel geometry for good mixing has made
continuous flow regime less attractive. To overcome these problems, an alternative method
of fluid manipulation emerged – droplet microfluidics.
Droplet microfluidics refers to the manipulation of discrete fluid packets in a minia-
turised or lab-on-a-chip system. This technique is especially beneficial for conducting bio-
logical and chemical assays for the following reasons.
1. Reduction of sample volume Allows better handling and repeated probing of scarce
samples. Can also capture cells [121].
2. Reduction of reagent consumption Hence, lowering the cost of assays, especially in
biological analysis where expensive antibodies are required [123].
3. Free from contamination Sample droplets are insulated from each other by immisci-
ble phases, such as in water-in-oil and water-in-air arrangements.
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4. Enhancement of reaction speed By reducing the volume over which processes such
as heating, diﬀusion and convective mixing occurs.
5. Parallel processing With minimum sample requirement, and complete isolation of
samples, multiple analytes can be assessed simultaneously [155].
This technique has taken shape using two primary platforms: digital microfluidics and
segmented flow microfluidics.
5.1.1 Digital microfluidics
In digital microfluidics, manipulation of droplets on a planar surface is achieved through
the activation of arrays of on-chip, integrated electrodes or elements. Diﬀerent droplet-
actuation forces have been investigated for digital microfluidics, including surface acoustic
wave [156], dielectrophoresis [157, 158], thermocapillary forces [159], magnetic forces [160,
161], opto-electrowetting [162], and the most popular strategy of electrowetting-on-dielectric
(EWOD) [163–169]. These systems are capable of performing most of the essential lab
procedures, such as droplet motivation, merging, splitting, and dilution. In particular, the
highly reconfigurable and flexible EWOD technology has attracted a lot of research interest
as well as utilisation in a variety of applications, detailed by many papers and reviews on
EWOD [170,171].
5.1.2 Segmented flow microfluidics
In segmented flow microfluidics, droplets are generated by combining two immiscible phases,
typically water and oil. The formation of droplets is a spontaneous process and is normally
a result of shear force and interfacial tension at the liquid-liquid interface. Depending on
the wettability of the channel surface one of the phases will form discrete plugs, or droplets,
within a continuous phase possessing an aﬃnity for the channel surface [172].
Spontaneous generation of microdroplets was first observed in a capillary format [173]
and subsequently implemented within microfluidic channels [174, 175]. Two main channel
geometries in segmented flow microfluidics are: T-junction and flow-focussing. In this thesis,
I will focus on segmented flow microfluidics.
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5.1.3 Flow physics: important dimensionless numbers
Flow behaviour in microfluidic devices can be classified by a group of dimensionless param-
eters, which are commonly defined by the experimentally conditions, such as the interfacial
tension, the volumetric flow rates and viscosities of the fluids. Two commonly used dimen-
sionless numbers are the Reynolds number and the capillary number.
Reynolds number
This is the most important and widely used dimensionless number in fluid dynamics. The
Reynolds number (Re) compares inertial forces to viscous forces,
Re =
ρuL
µ
or Re =
UDh
ν
(5.1)
where ρ is the fluid density, u is the velocity, µ is the dynamic viscosity, L is the characteristic length of
the flow system, U is the mean fluid velocity, ν is the kinematic viscosity, andDh is the hydraulic diameter
given by:
Dh =
8hw
2h+ w
where w and 2h are the channel width and height respectively.
Usually, Re is used to determine whether flow is laminar or turbulent. However, for mi-
croflows, the characteristic length is usually small, so Re is small. This indicates that the
inertial forces are relatively not important compared with the viscous forces. Typically, Re
is in the range of 10−6 and 1 for microfluidic devices. So the flows are laminar and the
inertial forces may be neglected. For the microfluidic flow cell used in this thesis project,
described in section 3.4, Re was found to be 0.208.
Capillary number
As viscous eﬀects dominate in microsystems, the usually ignored interfacial tension in con-
ventional free surface/interfacical flows becomes essential. The capillary number (Ca) com-
pares surface tension forces with viscous forces. For Ca ￿ 1, viscous forces are negligible
compared to interfacial forces, and capillary forces dominate when Ca < 10−5. In droplet
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microfluidics, where two or more immiscible phases are involved, Ca is more important in
defining the behaviour of the system.
Ca =
µcuc
σ
=
µcQc
σwh
(5.2)
Variable Physical meaning Units
µc Dynamic or absolute viscosity [centipoise] or [1x10-3 N m-2 s]
uc Velocity of the continuous phase [m s-1]
Qc Volumetric flow rate of the continuous phase [m3 s-1]
γ Interfacial tension between the continuous
and dispersed phase
[mN m-1] or [1x10-3 N m-1]
wc Inlet channel width of the continuous phase [m]
h Channel height [m]
Table 5.1: Parameters that influence the capillary number
5.1.4 Flow physics: Surface tension, contact angle and segmenta-
tion
Surface tension
Consider a droplet in air, as shown in figure 5.1a, the molecule near the interface will ex-
perience a diﬀerent molecular interaction than an equivalent molecule in the bulk fluid. A
molecule in the bulk is attracted by neighbouring molecules from all directions, so the re-
sultant forces are balance. However, due to the sparse molecular population of the gas, a
molecule at the interface will experience a net inward attraction. As a result, the surface
contracts to a minimum energy state and surface tension arises. An interesting daily en-
counter of surface tension is the coﬀee ring eﬀect. It is a phenomenon due to a geometrical
constraint that leads to the formation of a dense ring-like perimeter when a spilled drop of
coﬀee dries on a surface [176]. Evaporative flux will reduce the height of the drop. However,
as the contact line of the drop is pinned to the surface, the radius of the drop cannot shrink.
To compensate for evaporative losses from the edge, there is a capillary flow from the interior
carrying all the dispersed material to the edge, resulting in the ring-like deposition.
The surface tension (γ) can be defined as a force per unit length or a surface free
energy per unit area, and decreases with increasing temperature. It can also be altered by
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Figure 5.1: Surface tension and contact angle. (a) The net inward attraction of molecules at
the interface induces the surface to contract and results in surface tension. (b) The contact angle
between a liquid and a surface is determined by the relative surface free energies.
surfactants, which preferentially position themselves at the interface and thereby lowering
the interfacial tension. By definition, the term surface tension is applied when one of the
phases is air, and is known as interfacial tension when both phases are liquid. Due to the
dominance of interfacial forces in microchannels, and large surface-area-to-volume ratio of
microdroplets, surface tension often plays an important role in the determination of the
droplet behaviour.
Contact angle
Contact angle (θ) describes the wetting property at the liquid-solid interface of the microsys-
tems. The surface free energy at the three interfaces – solid-gas (γSG), solid-liquid (γSL)
and liquid-gas (γ) – determine the contact angle according to the Young’s relation, and is
illustrated in figure 5.1b.
γSG − γSL = γcosθ (5.3)
γSG − γSL
γ
= cosθ
In non-wetting situation, θ = 180°, the liquid adopts a shape that minimises contact
with the solid. In total wetting situation, θ = 0°, the liquid will form a film completely
covering the solid. Between these two extremes, there is a "partial" or preferential wetting
situation determined by the relative energies. For example, a low surface tension droplet,
i.e. low γ, on a high energy surface, i.e. high γSG, will result in small contact angles, as
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Figure 5.2: Liquid-liquid segmentation and contact angle. (Left) For immiscible liquids,
e.g. oil and water, two forms of segmentation can occur depending on the surface. A water-in-oil
emulsion is formed on hydrophobic surface where the oil, typically has lower surface energy forms
a lubricating skin between the aqueous drop and the surface, hence creating a slip condition and
removing dispersion. The vice versa is true for hydrophilic surface. (Right) As the solid surface
becoming increasingly hydrophobic, the surface free energy lowers and the contact angle between
the liquid and the surface improves.
Interface Surface tension / mN m−1
Water - Air 73
Water - PDMS 38
Water - PFD (fluorinated fluid) 55
Water - PFD with surfactant (10%,
1H,1H,2H,2H-perfluoro-1-octanol)
12 - 14
Table 5.2: Surface tension of common interfaces in microfluidics.
illustrated on the right of figure 5.2. By improving the cohesion of the molecules of the
liquid, for instance, raising γ by surfactant, the contact angle will improve and wetting will
be reduced. In water-oil segmentation, we can exploit the contact angles of the microchannel
between water and oil to achieve diﬀerent wetting conditions and segmentation.
Droplets or plugs?
Strictly speaking, the term ”droplet” refers to the disperse phase emulsion where it is spher-
ical in shape and with diameter much smaller than the dimension of the channel cross
section. When the diameter of disperse segment was restricted by that of the channel, it is
known as a "plug". Both terms refers to segments engulfed in the carrier phase, and wetting
between the channel wall and carrier fluid only. Therefore, the two terms are generally used
equivocally. In addition, ”slugs” refer to the liquid segments separated by gas pockets.
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5.2 Tools of the trade - the passive droplet
In this section, I will look at the diﬀerent passive techniques that can be applied in liquid-
liquid segmented flow microfluidics. Passive techniques was preferred over active control,
e.g. use of external fields, as it minimises the size and requirement of equipment.
5.2.1 Droplet generation
This usually involves the injection of the two immiscible phases in perpendicular arrange-
ments, namely the T-junction and the flow focussing geometry.
T-junction
T-junction or tee is one of the most frequently used microfluidic geometries to produce
immiscible fluid segments. The disperse phase is injected through the side channel while the
carrier phase is injected through the main channel. Droplets are formed at the intersection.
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(b) Passive droplet generation
Figure 5.3: Droplet generation at T-junction. (a) in typical water-in-oil emulsion, the oil flows
in the main channel and the aqueous phase enters from the side channel. The subscripts "c" and
"d" refer to the continuous and dispersed phase respectively. (b) Each frame were separated by 0.5
ms.
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The underlying mechanisms of droplet formation are influenced by capillary number,
flow rate ratio, viscosity ratio, contact angle and channel geometrical configurations. Three
distinct flow regimes have been identified – squeezing, dripping and jetting [177]; and their
transition is characterised by the capillary number [178].
As jetting occurs at very high flow rates or capillary number, this regime is often
irrelevant in microfluidic applications. In both squeezing and dripping, the droplet emerges
from the side channel and deforms before detachment, and the necking of the dispersed
phase is initiated once the continuous phase fluid intrudes into the upstream side of the side
channel. In squeezing regime. the breakup process is dominated by the buildup pressure in
the upstream of an emerging droplet which blocks or partially blocks the main flow channel.
In dripping regime, both buildup pressure and viscous shear stress are important to the
droplet breakup. The definitive identification between the two regimes is the location of the
droplet breakup: at the intersection for the squeezing regime (Ca is small), and downstream
of the intersection for the dripping regime (Ca is large).
Flow focussing
Droplet generation by flow focussing geometry or cross-junction, shown in figure 5.4, are
similar to that by T-junction [179]. Again, the same coupled factors, e.g. interfacial tension,
flow rates, etc, applies to this type of geometry. A power-law dependence of the droplet
length on the capillary number has been observed [180] and a mathematical prediction has
been postulated [181].
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Figure 5.4: Schematic of a flow focussing device. The disperse phase is squeezed by the
continuous phase, causing thinning of its neck, and a droplet eventually breaks oﬀ.
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5.2.2 Mixing
Characterised by the low Re number, streams of reagents are organised in laminar flow in
single-phase microfluidic systems. Diﬀusive mixing across laminar streams is slow because
the mixing time (tmix) is proportional to the square of the initial striation length (stl), the
distance over which the mixing can occur by diﬀusion. This is illustrated in figure 5.5 where
a co-flowing patterning was observed with minimal mixing across the boundary, even when
the aqueous streams were introduced perpendicularly and into a serpentine design.
tmix =
stl2
2D
(5.4)
where D is the diﬀusion coeﬃcient.
Aqueous 1
(clear)
Aqueous 2
(green)
Figure 5.5: Poor mixing in continuous laminar flow. There were little mixing between the
two aqueous phases, both deionised water with 10% colouring, due to the slow diﬀusive exchange
in laminar flow regime.
In contrast, eﬃcient mixing was observed in droplet based microfluidics. As the droplet
moves in a channel, liquid moves from the centre of the plug and adheres to the walls at
the front end of the droplet. At the receding end, liquid moves from the wall towards
the centre of the drop. This exchange of liquid at the boundaries and the continuity of
liquid within the drop give rise to closed streamlines within a moving discrete drop [182].
Handique and Burns has shown that the recirculating streamlines allows inter-layering of
fluid concentration, and with each drop length lowering the striation length (stl(d)) for the
solute to diﬀuse, resulting in rapid mixing time [183].
stl(d) = stl(0)× L
d
(5.5)
where L is the droplet length, d is the distance travelled by the droplet.
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One complete cycle of recirculation occurs when the droplet has travelled its length,
i.e. d = L, and with increasing d, the striation length reduces inversely with the number of
cycles. Smaller droplets will therefore mix thoroughly in shorter time and shorter distance.
This non-chaotic mixing is inherent to segment flow, but its eﬃciency is highly dependent
on the initial locations of the two reagents. By utilising geometry, reorientation, folding and
stretching of the droplets can be induced. This leads to delocalisation of the recirculating
halves and results in rapid mixing. The two types of mixing are shown in figure 5.6.
Efficient recirculation Inefficient recirculation
(a) Non-chaotic mixing
Reagent B
Reagent A Reagent C
Carrier
oil
(b) Chaotic mixing
Figure 5.6: Mixing mechanisms in droplet. (a) The shearing interactions of the fluid inside
the droplet with the stationary wall causes recirculating flow within the moving droplets, indicated
by the white arrows, therefore enhancing mixing. If the two reagents are initially located in the
front and back halves of the plug, then recirculation eﬀectively reduces the striation length and this
results in eﬃcient mixing. However, if the two solutions are localised in the left and right halves of
the the plug, then the striation length is not aﬀected by recirculating flows and therefore mixing is
ineﬃcient. Reprinted with permission from Langmuir [175]. Copyright (2003) American Chemical
Society. (b) By introducing bends in the micro-channels, a chaotic mixing of droplet content can
be achieved. Reprinted with permission from Applied Physics Letters [184]. Copyright (2003), AIP
Publishing LLC.
5.2.3 Dosing
Passive injection, or dosing, into a moving droplet stream can be achieved with a surface
modified side channel that is preferentially wetted by reagent fluid, for instance, hydrophilic
channel for aqueous reagents [185]. As a droplet is formed from the injection of the reagent
from the side channel into the main channel, wetting property of the side channel will
prevents this growing droplet from breaking oﬀ. When an aqueous plug passes by the side
channel, this droplet was then unloaded into the plug. This is a useful technique in bio-
analysis as this allows addition of reagents, such as enzymes, to trigger reactions on chip,
and control over reaction time and measurement of kinetics.
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t = 0 s
t = 0.2 s
t = 0.4 s
t = 0.6 s
t = 0.8 s
Reagent A
Reagent BOil
Figure 5.7: Droplet dosing using a double T-junction. Both reagents were deionised water
with food colouring. The PDMS channels were untreated and had a dimensions of 250 µm (width)
and 150 µm (height). Also noticeable here is the non-chaotic mixing eﬀect.
Dosing in a droplet stream was tested and the result is shown in figure 5.7. The first
T-junction created an aqueous target drop, and the second side channel injected an equal
amount of aqueous phase to the target. This double T-junction was initially designed to
create alternating reagents droplets, and the inherently hydrophobic PDMS surface was also
not modified. To our surprise, droplet dosing worked reliably – the two aqueous streams
seemed to synchronise despite the huge eﬀort that was spent on creating alternating droplets.
Although droplet dosing worked well in our un-modified channels, the two aqueous
streams used were essentially identical (90% deionised water : 10% food dye), surface mod-
ification is recommended to minimise contamination.
5.2.4 Splitting
Splitting a droplet into identical satellite droplets is desirable for parallel processing. Using
a simple Y-junction, a mother droplet was divided passively into two daughter droplets at
the bifurcation, shown in figure 5.8a. To maintain constant velocity throughout the device,
the channel width of the branches were half of the main channel.
154 Chapter 5. Droplet microfluidics and PSS-PL ISE
t = 0 s
t = 0.5 s
t = 1 s
t = 1.5 s
t = 2 s
(a) Synchronous
t = 0 s
t = 0.5 s
t = 1 s
t = 1.5 s
t = 2 s
(b) Asynchronous
Figure 5.8: Passive droplet splitting. The angle of bifurcation was 15°, the main channel width
was 250 µm and the bifurcated channel widths are both 150 µm.
Bifurcation angle
From my experiment, it was found that droplet splitting occurred at the bifurcation inde-
pendent of the angle (θ). A single phase flow model was created in COMSOL (COMSOL
Multiphysics, USA) to assess the eﬀects of angle variation on the pressure and velocity
at the two branches. Pressure provides information on the mechanical stability – if the
pressure was too high, the microfluidic chip would burst and a diﬀerent material will need
to be considered. Velocity will aﬀect the downstream manipulation and measurement –
if the droplets were moving too fast, reaction may not reach completion. Results of the
simulation, shown in figure 5.9, shows that as the branching angle increases, the velocity
slightly decreases, by approximately 2% while the pressure gently increases (note the mil-
lipascal scale). Therefore, the influence of the branching angle on the outlet pressure was
not significant.
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Figure 5.9: Outlet variation with bifurcation angle. (a) The geometry of the device used.
The dimensions are reported in mm and degrees. (b) As the bifurcation angle increases, the outlet
pressure increases in the millipascal range, and the outlet velocity decreases. (c) A colour plot of
the pressure and velocity in the device. A single phase model was created instead of a two-phase
flow due to computation constraints.
Pressure eﬀect
It was observed experimentally that uneven splitting occurred at the two branches. This
was due to uneven exit pressures at the two branches. I then assessed the pressure eﬀect
on velocity using our COMSOL model, result shown in figure 5.10. It was found that the
pressure variation has a linear eﬀect on the relative velocities of the two branches.
To ensure an even exit pressure of the branches, a convergent approached was adopted.
A single stream first bifurcated to achieve droplet splitting, the branches were then converged
back resulting in a single outlet stream. The pressure at each branch was exactly half of
the merged branch. Again, instability in the dividing process was observed, in figure 5.11.
Initially, synchronisation of the splitting was achieved at the bifurcations. As time went
by, the pressure of fluidic resistance of each branch changed, resulting in uneven droplet
splitting.
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Figure 5.10: Branch velocity variation with pressure. The velocity ratio, V2/ V1, varied
linearly with relative pressures of the two branches, P2/P1. The subscripts refer to the branch 1
and 2. The colour plots showed the velocity profiles of the two branches at diﬀerent pressure ratios.
As the exit pressure of branch 2 increased, velocity dropped due to the increased resistance and the
flow diverted to the less resistive path of branch 1. (Inset) Velocity profiles of the main channel
and the two branches when pressure ratio of branch 2 to branch 1 was 0.5.
(a) Stable at start (b) Instability
Figure 5.11: Instability of passive splitting. A droplet stream entered the chip from the right,
it then split into two branches with half width before splitting again quartering the width.
Recapping from figure 5.9b, the pressure of the two outlets was normally in the milli-
pascal range. This low baseline pressure means that a tiny imbalance of pressures between
the two outlets will a huge eﬀect on the flow splitting. Balancing the pressure of each bifur-
cation channels in the millipascal scale is vital for even flow division, hence making passive
droplet splitting a very challenging, if not an impossible, task.
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Choice of path – A mind of its own?
Instead of splitting, alternate entrance of droplets from the main channel into two bifurcating
branches occurred in a similar design, shown in figure 5.12. The channel width throughout
the device was kept constant, as a result, the velocity of the branches were halved at each
intersection. A droplet approaching from the main channel would slow down near the
intersection, only to be swept into the faster flowing branch reflecting the less resistive path.
Once it has entered this path, it increases the flow resistance in that branch. In turn, the
oil flow rate in the occupied branch would decrease, and that in the other branch would
increase. Consequently, the choice of the current droplet will influence that of the next
droplet. Whitesides et al. has shown the feedback between successive droplets results in a
nonlinear system that exhibits bifurcations and irregular, aperiodic behaviour, and can be
used to encode and decode droplet trains [127].
0 s 0.3 s 1.8 s1.2 s0.6 s 0.9 s 1.5 s
Figure 5.12: Droplet choosing path depending on resistance. Each droplet that approached
this intersection chose the branch through which the oil flowed more rapidly, equivalent to the path
with smaller fluidic resistance. It subsequently raised the resistance of its newly occupied path,
forcing the next droplet to enter the alternative branch.
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5.2.5 Droplet merging
Similar to cleaving droplets, it is also desirable to merge droplets – many conventional
analysis systems have a minimum volume requirement. By merging droplets into a large
volume, we can couple digital microfluidics with more traditional analysis systems. Passive
merging or coalescence of droplets can be achieved by geometry. Due to the diﬀerence in
surface tension of the two phases, pillar structures, such as in figure 5.13, can be utilised to
filter the oil intervals and fuse neighbouring droplets.
Once it reaches the region of the channel with the pillars, the first droplet will decel-
erate due to expansion of the channel. Since the separation between pillars are smaller than
that of the channel and also the diameter of the droplet, surface tension will keep the droplet
in the main channel, while the oil is drained into the side channel. This action gradually
brings the next droplets closer, and when the last of the oil is drained, the menisci of the
two droplets will merge and they fuse together.
Droplets
Pillars Oil
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Figure 5.13: Passive droplet using pillars. The first droplet decelerated at the pillar region,
due to channel expansion, and waited for the next droplet. Due to diﬀerence in surface tension,
the oil segment was drained into the side channel, bringing the two droplets closer and eventually
merging them.
5.2. Tools of the trade - the passive droplet 159
The analysis chamber
The passive droplet merging geometry shown in figure 5.13 did not work reliably due to
asymmetry. A second symmetric version was therefore introduced. This design, which we
termed the analysis chamber, consisted of pillars present on both sides of the channel. The
channel then widened into a chamber which was filled up by merged aqueous droplets. This
chamber excluded carrier phase, and allowed electrochemical measurements without surface
passivation. Figure 5.14 shows the working of the chamber. Studies of electrode placement
inside the chamber and dispersive processes in the continuous phase have concluded that
the optimal measuring position is at the entrance of the chamber [186].
Figure 5.14: Passive droplet merging in the analysis chamber. CCD imagery showed the
merging of a dark colour drop with the clear drop held stationary in the chamber. As a drop
entered the chamber, an equal volume drop was propelled, reforming a droplet stream at the exit.
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5.2.6 Siphoning
Most conventional analyses require a single phase sample. The oil segments in digital mi-
crofluidics can interfere with measurement, for instance, fouling of electrode surface in elec-
trochemical detections. I have experimented with the possible extraction of single phase
from the droplet coalescence chamber on our analysis chip. A hole was punched at the
chamber during the fabrication steps. A non-bevelled needle was used as the siphoning out-
let and was connected to a syringe pump with suction via a piece of tubing. By operating
at a slower flow rate than the droplet stream, a continuous stream of the aqueous dialysate
was extracted.
Despite sounding feasible, the implementation of this technique was challenging. First,
the suction rate must be slower than the chamber filling rate, or oil would be siphoned as well.
Secondly, since suction was applied, air in the stream would create compressible pockets,
leading to inaccuracy of flow rate control. Lastly, due to the combination of push and pull
actions from pressure driven pumps, and the compliancy of the PDMS, a long stabilisation
period (>10 mins) was required.
Flow
Droplet 
generation
Suction
(a) The setup
Analysis
chamber
Suction
Droplets
(b) Siphoning path
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(c) Volume evolution during siphoning
Figure 5.15: Droplet siphoning. The aqueous phase was deionised water with 10% green dye.
Suction of 1 µL min−1 was applied to extract a continuous aqueous stream from the analysis
chamber. (c) To highlight the eﬀect of suction, the contour of the droplet was traced with the
green line. The aqueous droplet held in the chamber contracted as its volume was gradually
siphoned from the top of the chamber.
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5.2.7 Summary
So far, I have demonstrated and built a set of passive techniques applicable to droplet
microfluidics, potentially improving clinical microdialysis. They are:
• droplet generation
• dosing
• splitting
• merging
• siphoning
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5.3 ISE in droplet stream
Given the advantages of segmented flow system, such as discretisation of samples and reac-
tions, elimination of dispersion, and minimisation of time lag, especially relevant to biological
and chemical assay, it is desirable to apply it in our current clinical monitoring. But first, I
must test if the sensors are compatible with this new flow regime.
5.3.1 The oil problem
My microfluidic K+ flow cell was applied in the segmented flow regime directly, shown in
figure 5.16. Briefly, a stream of aCSF droplets suspended in oil was fed into the flow cell,
set up as described in previous chapters.
Oil was attracted to the highly hydrophobic PVC potassium-selective membrane. The
presence of oil on the membrane insulated the electrode from completing the circuit with
the external reference electrode, and led to an open-circuit response. In addition, by specifi-
K+
K+
K+ K+
Oil
Saline Oil
K+ K
+
K+
K+
PVC 
membrane
Oil sticking to 
PVC membrane
aCSF aCSF
Figure 5.16: ISE directly in droplet stream. Initially, when the ISE was sensing an aqueous
segment of aCSF, the typical stable response was achieved. As the aqueous segment passed and
the ISE came into contact with the oil segment, an open circuit response was observed as expected.
However, when the next aqueous droplet arrived at the ISE, the open circuit response was retained,
resulted from adsorption of oil onto the hydrophobic PVC ion-sensing membrane. Further rinsing
of ISE membrane did not restore the original traits, confirming that the FC40 oil had permanently
altered the state of the membrane. The reference electrode is not shown in this schematic.
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cation, FC-40 oil is not compatible with plasticised elastomers, which was also a component
in our membrane. This was evident after use in segmented flow, when even rinsing the
electrode surface did not return the ISE to its previously working state.
5.3.2 Microfluidic analysis chamber
As the mini ISE was not compatible in oil, I then used it in analysis chamber introduced
in section 5.1. Briefly recapping, the pillar structure of the chamber will exclude the oil,
allowing only the aqueous phase to enter, therefore, preventing electrode fouling by the
carrier oil. However, initial test with it showed the ISE could not function properly in the
analysis chamber. The analysis chamber required pre-conditioning with oil. Preferential
wetting between the oil with the channel and corner flow means there will be a thin film or
oil residues. The highly hydrophobic ion-selective membrane is susceptible to attract these
residues and lead to its breakdown.
5.3.3 Hydrophilic coatings
Due to the aforementioned problems, there was a need to modify the surface of the ISE
such that it became more favourable to detection of aqueous droplets in carrier oil. As
a start, I looked into coatings commonly used in electrochemical bioanalysis and tissue
culture. Two coatings were tested: Nafion and poly(styrene-sulfonate)/poly(L-lysine) (PSS-
PL). My results has found PSS-PL suitable for modifying the ISE membrane surface for use
in segmented flow system.
5.3.4 Nafion
Nafion is a perfluorinated anionic polymer. It has been widely used as coatings for enzyme
immobilisation and electrodes for in vivo and bioanalysis [187–189], and is also eﬀective in
excluding anionic interferents [190]. Its negative charge make it practically impermeable to
interferents in biological samples, such as ascorbic acid and anionic biogenic amine metabo-
lites. Its hydrophilic backbone makes it suitable for coating the ISE for segmented flow use,
and its negatively charge "pore" will work in favour with potassium.
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Coating protocol A 1% Nafion in ethanol mixture was prepared. This diluted form was
found in our lab to produce thinner film when cured, therefore improving the time response
of the electrodes. The electrode body with the potassium ion-selective membrane was dip
coated in the mixture. The Nafion coating was then cured in the oven at 200 ￿ for 2
minutes. The mini ISE was then assembled according to the usual protocol.
Results The performance of Nafion coated ISE was disappointing with sub-Nernstian
slopes of 34.7±11.9 mV dec−1 and a mean time response of 145.6 s. This was a marked
degradation when compared to the non-coated ISEs prepared in the same batch (slope =
60.2±0.9 mV dec−1, T90% = 8.14 s; n = 3 in both groups). The hot curing was thought to
have caused this degradation. As the response of the Nafion coated ISE was unstable and
highly variable, Nafion coating was not used.
5.3.5 Poly(styrene-sulfonate)/poly(L-lysine)
This is a biocompatible coating that is commonly used in insulating surfaces and electrodes
for tissue or cell measurement. Due to its amphipatic characteristics, it was predicted that
when applied to my ISE, a good coating could be formed. Indeed, preliminary results from
PSS-PL coated ISEs have shown Nernstian sensitivity as their non-coated counterparts. The
time response was however, longer, presumably due to the extra diﬀusional layer. Details
about this coating and results are given in the next section.
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5.4 The PSS-PL coated ion-selective electrode
5.4.1 Background on PSS-PL
Poly(styrene-sulfonate)/poly(L-lysine), or PSS-PL, is a biocompatible polyion complex layer
displayed good permselectivity based on solute size, and is found to eﬀective in preventing
fouling from large biomolecules or from the cells themselves [191–193]. PSS/PL is a copoly-
mer with a hydrophobic polyvinyl block and a hydrophilic polypeptide block. Its lamellar
organisation, with successive layers of PSS and PL, is similar to the amphipatic behaviour
of membrane structural proteins [194,195]. This has made it particularly useful for coating
electrodes for tissue culture or cell analysis.
It was thought that the hydrophobic block (PSS) will attached strongly to the hy-
drophobic PVC ion-selective membrane, whilst the hydrophilic block (PL) will deter the
carrier oil from binding with and causing irreversibly damage to the membrane. In addition,
Billot et al. has found that, in aqueous medium, the hydrophilic PL layer swells as water
is absorbed, and the hydrophobic PSS shrinks because of water repulsion [194]. Most of
the time, PSS/PL is used by layer-by-layer deposition for the immobilisation of molecules,
like enzymes [196] or nano-beads [197], although Trouillon et al. has demonstrated that
equivalent eﬃcacy when applied as a mixture on gold electrodes. For my application, the
layer-by-layer deposition method was adopted, as shown in figure 5.17.
(a) PSS (b) PL
PVC 
membrane
PSS
PL
(c) PSS-PL coating on ISE
Figure 5.17: The PSS-PL coating. (a) Structure of Poly(styrene-sulfonate) (PSS). (b) Structure
of poly(L-lysine) hydrobromide (PL). (c) The layer-by-layer deposition of PSS-PL on the PVC-
membrane K+ ISE.
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5.4.2 Preparation and application of the PSS-PL coating
Coating preparation
The two separate unreacted polymer solutions for the series layer coating were prepared
according to the protocol described by the groups of Kobatake [191] and O’Hare [192].
• A 25 mM solution of poly(sodium-4-styrene-sulfonate) (PSS): molar mass of 206 g
mol−1, molecular weight ≈ 70000
• A 25 mM solution of poly(L-lysine-hydrobromide) (PL): molar mass of 146.188 g
mol−1, molecular weight ≈ 23400
The solutions were stored at 4 ￿ when were not in use.
Dip-coating
A 1-2 µL drop of PSS solution was transferred to a glass slide, rinsed with alcohol and blown
dry with nitrogen gas. Spreading the droplet on the glass surface allowed the formation of
a thinner membrane. The ion-selective membrane casted electrode body was lowered to
the PSS droplet, until capillary forces drew the droplet to the membrane and coated the
electrode. The coated electrode was then left to dry, with the membrane side up, at room
temperature for approximately 1 hour. The above process was then repeated with PL
solution, and the coating was left to dry for 24 hours before the electrodes were assembled
and used. The same coating procedure was also applied to the reference electrodes.
5.4.3 Two-phase versus single-phase
The performance of the modified ISEs was evaluated by single and two-phase calibrations.
The electrodes were first calibrated as normal, in aqueous solution by dipping into diﬀerent
concentration standards. Then it was calibrated by dipping into oil in between calibration
standards. A slight reduction in temporal response was found, due to the extra diﬀusional
length introduced by the coating. However, sensitivity remained constant, supporting the
eﬀectiveness of the PSS-PL layer.
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(a) Raw trace (b) Calibration curve
Oil2.7 4.3 6.5 10 30 50 2.7
Figure 5.18: Calibration curve of PSS-PL coated ISE. (a) Raw voltage response of the
coated ISE shows that an open circuit response was obtained when the ISE was dipped in oil. (b)
Comparison of the calibration response of a coated ISE in single phase (purple line) and two phases
(orange line) shows that the sensitivity is practically the same.
5.4.4 Droplet test using Tee
Next, the modified K+ ISEs were tested in segmented flow stream. A PDMS T-junction
was used to passively generate droplets of calibration standards, which were then fed into
our analysis chip housing the ISEs. A manual liquid switcher was used to change the
concentration of the droplets. Instead of a step change, a gradual concentration variation
was created due to the internal dead volume of the switcher and also the connection tubing
from the switcher to the T-junction. This gradual concentration change was then segmented
at the tee and captured in droplets. Droplet size was controlled by the relative flow rates of
the two phases; at the same time it also aﬀected the transit velocity of the droplet, and thus
the "contact" or measurement time between the droplet and the ISE. At higher flow rates,
the contact between the electrodes and the droplet was too short, leading to insuﬃcient
Perfused at 
1 µL/min
1m long tube with KCl droplets
K+ ISE RE
PDMS channel Outlet27.0 mM KCl
2.7 mM KCl
Figure 5.19: Modified ISE in segmented flow. Droplets with gradual concentration change
from 2.7 to 27 mM were fed into the flow cell housing the modified K+ ISE through a 1-metre
length tubing.
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time for measurement and for the response to reach a plateaux. In order to operate at high
flow rates, an improvement of the temporal response was required.
(a) 10 µL min−1
(b) 1 µL min−1
Figure 5.20: Response at diﬀerent flow rate of droplets. The signal was saturated at upper
or lower out-of-range when an oil segment was present at the electrodes, creating an open-circuit
response.(a) At fast flow rates, combined with the slow response time of the ISE, the voltage
response within a single droplet could not reach a steady state. There was insuﬃcient time for the
K+ ions from the sample droplet to equilibrate with the ligand site on the ion-selective membrane.
The measurement was interrupted by the oil segment before the true concentration characteristics
were extracted from the droplet. (b) For the same ISE, when the flow rate was slowed down, the
response within each droplet reached a plateau. This emphasises the need of a fast responding ISE
for high throughput segmented flow operations.
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5.4.5 Active droplet generation by robot
A robot was developed by Dr Xize Niu (University of Southampton, UK) to actively generate
droplets. This gave precise control of the droplet stream, such as frequency, volume, water
fraction. This method was also better suited for characterisation of the modified ISE to a
step change in concentration. A 1 m long tubing (PTFE, ID 203 µm, OD 406 µm, cross-
section area 0.03236 mm2, Cole Parmer, USA) was connected to a 1 mL plastics syringe on
a syringe pump. Suction drew the solution into the tubing from the sample wells. Up-and-
down movement of the motor joined to the tubing and the rotation of the sample well, results
in a segmented aqueous stream with a step concentration profile. Whilst the flow rate was
controlled by the syringe pump, parameters of the segmented stream, such as frequency and
water fraction, were controlled by software (LabView 2011, National Instruments, USA).
Once the tube was filled with droplets, it was removed from the robot. The segmented
stream was then connected to the K+ flow cell, and perfused for measurements. A diﬀerent
perfusion flow rate to droplet generation could also be used to control the measurement
time.
Droplet 
stream 
Rotation of 
sample wells
Alternate 
between 
oil and sample
Suction
Aqueous 
sample
well
Oil
(a) Droplet stream production
(b) Storage of droplet in tubing (c) The robot
Figure 5.21: Active robotic droplet generation. (a&c)Suction by syringe pump at the tubing
outlet drew solution into the tubing, and alternating movement of the tubing inlet between the oil
and aqueous phases created a segmented stream. (b) The droplets were stored in a 1m long tubing
and perfused back in opposite direction to the modified K+ flow cell.
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Results
Using the robot, a true step change response was established, and this allowed the character-
isation of the PSS-PL coated ISE in the segmented flow regime. Shown in figure 5.22a, when
an aqueous segment was in contact with the ISE, a plateaux response was attained, whilst
the ISE tended to open circuit behaviour (seen by it jumping towards the upper and lower
range of the electronics) when an oil segment passed. Although the time response of the hy-
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Figure 5.22: Response of PSS-PL-coated ISE to step concentration changes in droplets.
Two concentrations of KCl were used: 2.7 mM and 27 mM. (a&b) Droplet volume was approxi-
mately 290 nL and was played back at diﬀerent flow rates. (c) Droplet volume was approximately
130 nL. Q and f denote the flow rate and droplet frequency respectively.
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drophilic modified ISEs are inferior to their non-modified format, they could reach a steady
state within one droplet. Diﬀerent droplet properties were experimented with the robot,
such as the frequency, proportion of the aqueous phase, and droplet size. The detectable
droplet size was constrained by the distance between the ISE and reference electrode, as
well as their dimensions.
Storage of droplets
Droplet streams created by the same method were also stored in the tubing at 4 ￿ for 3
months and retested. The droplets had slightly broken up into smaller satellite droplets at
the aqueous-oil interface. With the exception of some noise during electrochemical measure-
ment, caused by the small oil segments within each aqueous drop, there was no degradation
of the concentration. Despite the slight changes to the droplet stream, it was feasible to
store samples for long period of time before analysis. Surfactants could be used to further
stabilise the droplets for long-term storage. This is highly advantageous in clinical monitor-
ing where an online measurement is not possible due to equipment breakdown. In this way,
an oﬄine remedial analysis of the collected samples could still be carried out.
(a) At generation (b) Three-month cool storage
Figure 5.23: Droplet break-up after cool storage. A comparison of the droplet stream before
and after storage for 3 months revealed the formation of smaller satellite droplets at the water-oil
interface. The droplet tube was sealed at the ends, storage in a sealed Petri dish at 4￿ to minimise
eﬀect of drying. The streams were gradually warmed up to ambient temperature before analysis.
Partitioning of K+ into the oil
In a separate experiment (results not shown) where the two immiscible phases, aqueous KCl
standard and FC40 oil, was put in a beaker vigorously shaken in an attempt to create an
emulsion. The emulsion was then left to settle, separating out the two phases again. Testing
with a PSS-PL K+ ISE showed that there was no partitioning of potassium into the oil.
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Summary
• PSS-PL coated K+ ISE was compatible with segmented flow with sensitivity compa-
rable to the unmodified ISEs
• Tested in droplet streams
• Storage of droplets for later analysis was also proven feasible
• Can now be used in microdiaysis
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5.5 Microdialysis signal
In the validation of dialysate K+ with tissue K+ measurement, a marked attenuation of
the dialysate signal has been observed. Initially, this problem was identified as the relative
recovery due to the diﬀusional processes at the MD membrane. Now, with all the tools
developed, I can examine this signal reduction in detail.
5.5.1 Signal attenuation
In the animal SD model presented in chapter 4, the tissue ISE registered an increase of K+
of 30 mM whilst the dialysate ISE only saw a response of 0.4 mM – just a little over 1
% of the tissue response. Normalising the changes to the tissue K+ magnitude, shown in
figure 5.24, this eﬀect is emphasised.
Figure 5.24: Normalised potassium transients of a spreading depolarisation. The dialysate
K+ level accounted for 1.3 % of the tissue concentration, when normalised to the tissue K+ ISE
measurement. (Inset) Not only the magnitude of the dialysate K+ smaller than that of the tissue,
the width of wave was also broader indicating dispersive eﬀects.
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5.5.2 Microdialysis recovery eﬀect
Recovery experiments of MD probe in vitro at our chosen perfusion rate of 2 µL min−1 has
shown extraction eﬃciency was at approximately 20 %. Taking that into account, despite
diﬀerences between in vitro and in vivo MD, the signal improved as shown in figure 5.25.
However, it is clear that recovery eﬀect was not the sole explanation of the attenuation.
Figure 5.25: Microdialysis recovery eﬀect. Even with a 20% relative recovery at the probe,
the dialysate signal was still very weak, suggesting other factors were involved. The grey line
indicated the normalised level before adjustment of probe recovery. Recovery value from in vitro
experiments had been used, but it should be noted that this would diﬀer from the in vivo value
due to the tortuous diﬀusion pathway in tissue.
5.5.3 Partial membrane eﬀect
Since the MD probe consisted of a 2 mm long membrane while the thickness of a rat cortex
was only 1 mm, the eﬀective membrane length, i.e. portion that was sampling the brain,
was reduced. Assuming for the worst scenario, where 50% of the membrane was submerged
in the cortex, this helped explaining the signal attenuation, again, only partially.
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Figure 5.26: Partial membrane eﬀect. Assuming the dialysate membrane was inserted per-
pendicularly to the cortex, the eﬀective membrane length was halved, this further explained the
weakened signal.
5.5.4 Tissue eﬀect
In the previous chapter, we have studied the penetration injury and foreign body response
related to MD probe implantation, and the pharmacological intervention with DEX - an
anti-inflammatory glucocorticoid that has been studied to reduce glial scarring resulted from
penetration injuries [145]. Retro-dialysis of DEX has shown to reduce the inflammatory
response and formation of a glial diﬀusional barrier around the probe. This eﬀectively
brings the healthy tissue closer to the membrane, improving the sampling condition and
quality. A comparison of cortical response to SD wave with and without DEX is reiterated
in the inset of figure 5.27.
The parenchymal electrode was only 5 µm in diameter, a dimension approximately
1 order of magnitude smaller than distance between capillaries, and caused minimal tissue
damage and disruption to the local vasculature. In contrast, the large dimensions of the
MD probe caused inflammatory response, triggered the formation of a glial barrier around
the probe, excluding healthy tissues from its proximity. Our experiments have shown an
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Figure 5.27: Tissue damage eﬀect. After adjustment with tissue eﬀect, the MD K+ signal
was about 20 % of the tissue response. (Inset) Microdialysis and tissue fluorescent microcopy
comparison of the eﬀects of a local delivery of DEX (10 µM). The orange and blue traces represented
the mean dialysate K+ response in the DEX- and aCSF-perfused group respectively. Cell death
and blood flow disruption were both minimised in the DEX group. The SD-related K+ changes
were also on average 34 % larger in magnitude.
average improvement of 34 % in MD output in the DEX-perfused group than the aCSF-
perfused group. Taking into account the tissue damage factor, a further, but still insuﬃcient,
improvement to the signal can be seen in figure 5.27.
5.5.5 Dispersion
At the probe end, we have examined the eﬀects of MD recovery, partial membrane and tissue
damage, and we are still 80 % below the tissue response. Although 20% recovery is closer
to that of the dialysis probe, further improvement would help better resolving dynamics
events in the injured brains.
Away from the probe, dispersion sets in. In a recovery experiment, an MD probe and
an ISE were placed first in aCSF and then in 50 mM KCl, mimicking the concentration
magnitude of an SD event. A second ISE was connected to the probe outlet by a 1 m long
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Figure 5.28: Dispersive broadening in continuous flow. After adjustment for the lag time
due to 1m long fluid transit, the response time (T90%) of the ISE in the beaker was 5 second, but
that increased to 68 seconds for the flow cell.
connection tubing. The results are shown in figure 5.28. The ISE in the beaker provided a
step change response, whereas the K+ flow cell placed one meter away showed a "filtered"
response that reflects Taylor dispersion.
Dynamic microdialysis recovery
As SD is highly dynamic, depolarisation and repolarisation occurs in that time scale, I
wanted to investigate how well MD could capture these transient waves. Building on from
the previous recovery experiment, the MD probe was submerged in the high KCl con-
centration for various period of time, from 5 to 300 seconds, exposing the membrane to
concentration pulses.
Unlike a step change, where there is infinite time for the dialysate to equilibrate with
the bulk solution, a concentration pulse has only limited contact time with the dialysis
membrane, therefore achieving only a transient response. Also, the pulse will evolve into a
Gaussian with a rising and trailing edge under dispersive broadening. As the duration of
pulse decreases, the trailing curve shifts to the left, merging with the rising edge, intersecting
at lower recovered concentration of K+. Therefore, dispersive eﬀect is intensified when
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Figure 5.29: Dynamic microdialysis recovery. Transient step concentration change, 2.7 to 50
mM KCl, minicking SD events were used to study the eﬀect of dispersion on the dialysate output.
A typical SD event propagates at a velocity of 3-5 mm min−1, equivalent to approximately 5-10
seconds in contact with the MD probe. The times are the duration of the higher concentration
pulse.
compounded with dynamic MD recovery, and is shown in figure 5.29.
Based on a propagation speed of 3 mm min−1 and a probe diameter of 600 µm, it was
calculated that the contact time of an SD wave with the MD probe is around 10-20 seconds.
This contact time range is represented by the blue to purple colour curves in figure 5.29,
meaning that single phase MD at our clinical perfusion rate of 2 µL min−1 can capture at
most 40% of the concentration change at the dialysis membrane. This means that single
phase flow MD struggles with fast-changing events.
Flow segmentation approach
Moving to a segmented flow system, and using the PSS-PL coated K+ ISE , the eﬀects of
dispersion is eliminated, as seen from the purple trace in figure 5.30. The response time
has dramatically dropped from 68 seconds to 6 seconds – a ten-fold improvement. The slow
rising edge in single-phase flow, the light blue trace, is compressed into a single and the
first droplet. A steady state response is already achieved in the second droplet. This is
rather impressive in two ways: Taylor dispersion is very powerful, and segmented flow is
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Figure 5.30: Removal of Taylor dispersion in segmented flow system. As before, the
flow rate was at 2 µL min−1 and the MD probe outlet was connected to the online flow cell via
the same 1-metre length tubing. The time response is dramatically improved in segmented flow
regime, as seen by an over 10-fold reduction of T90%. Dispersive broadening was eliminated as the
segmented flow response (purple trace) is nearly identical to the step concentration change at the
probe membrane (orange trace). The light blue trace represents the continuous phase response.
also very powerful at removing Taylor dispersion. A steady state, which requires a 4 µL
sample segment and over 2 minutes in continuous flow, can be compacted into a 300 nL
droplet and achieved in under 20 seconds with flow segmentation.
5.5.6 Summary: the ideal system
The attenuation of the continuous flow MD signal comes from multiple sources – MD recov-
ery, partial membrane, tissue eﬀect, and concentration dispersion – with dispersion being
the dominating factor. We have seen that flow segmentation can eliminate dispersion, whilst
the local application of DEX can minimise the adverse tissue eﬀect caused by the implanta-
tion of the probe. Therefore, it can be envisaged that, the application of these two strategies
will improve clinical MD.
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5.6 Conclusions
At the beginning of this chapter, I have looked at droplet based microfluidics and its char-
acteristics and potentials. By breaking up a continuous stream of dialysate into discrete
volume droplets insulating by an oil, contamination of the droplet with the channel walls as
well as mixing between droplets are eliminated, therefore, better preserving the concentra-
tion traits of the MD sample. In addition, many droplet manipulation can be carried out
passively, such as fast mixing, splitting, and merging of droplets, to improve detection by
allowing parallel processing and controlling duration of reactions.
Next, a droplet flow compatible ISE was developed. The carrier oil in segmented
flow causes the mini-ISE to fail by insulating the ion-sensing membrane and interference
with the plasticiser in the PVC-based membrane. Instead, a hydrophilic coating, PSS-PL,
was deposit on top of the ion-sensing membrane. The resulting PSS-PL coated ISE is
compatible with droplet flow, with identical sensitivity and comparable time response with
the non-modified ISEs.
Lastly, the eﬀect of flow segmentation on MD has been investigated. The signal
attenuation seen in in vivo studies is a result of multiple factors, namely, recovery, partial
membrane eﬀect, tissue disruption and concentration dispersion. Tissue damage caused by
MD probe implantation can be minimised by the local application of DEX, as backed up
by in vivo studies and imaging data. Taylor dispersion can be eﬀectively eliminated by the
use of droplet flow. Therefore, it is envisaged that the combination of these two strategies
can bring about an improvement to the existing clinical MD.
Chapter 6
Contactless droplet detector: design and
development
Characteristics of droplet microfluidics, such as small sample handling, reagent consumption,
fast reaction time, and elimination of dispersion have made it an attractive technique for
chemical and biological analysis. Our goal is to apply this with clinical MD to segment
the flow stream into discretised microdroplets, speeding up fluid transit and analysis time
whilst preserving the concentration characteristics. As well as measuring the content of the
droplet, the ability to detect the presence of the droplet is a necessary step in realising our
goal. This information will not only aid downstream electrochemical measurement of the
droplet content but also enable further manipulation, such as dosing, sorting, and merging.
The most straightforward and popular, but expensive, way to achieve this is through
optical detectors, such as microscopy and fluorescence. However, bulky dimensions, high en-
ergy consumption, and sample pre-treatment (such as adding fluorophores for fluorescence)
are some of the characteristics of optical measurements that render it unsuitable for clinical
use. In this chapter, I present a miniaturised contactless device for reliable electrical detec-
tion of droplets in a segmented stream based on the solution conductivity. The evolution of
the device from first prototype to the final microfabricated design, preliminary results and
design evaluation are also presented.
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6.1 Background of C4D
Contactless conductivity detection was first reported in 1928 by Zahn [198]. It then enjoyed
a brief popularity in the 1960s as electromigration detection for isotachophoresis of ions,
before being phased out by instrumentation advances for chromatography. The independent
reports in 1998 by Zemann [199] and Fracassi da Silva [200] on its application in capillary
electrophoresis (CE) has since triggered a second and sustained wave of popularity of the
contactless technique.
Historically, conductivity measurement has always been a popular coupling detec-
tion technique with CE. It has evolved from galvanic contact conductivity detection, to
contactless inductively coupled detection, and finally to capacitively coupled contactless
conductivity detection (C4D). Unlike the aforementioned conductivity detection methods,
C4D has advantages in fabrication, instrumentation and miniaturisation. It has since en-
joyed long-lived popularity and has been used for a wide range of detection applications,
ranging from ions [199–203], beverages [204], enzymatic reactions [205–207], to dangerous
chemical agents [208–210].
6.1.1 Detection principle
A C4D system consists of two electrodes, an excitation and a detection electrode, which are
separated by a gap, the detection region, and placed in direct contact with, or in close prox-
imity to, the exterior surface of a capillary in which the electrolyte flows. Conventionally,
an axial arrangement is adopted, shown in figure 6.1a, where the electrodes are cylindrical,
eﬀectively wrapping around the capillary and acting radially.
When an oscillation frequency voltage is applied at the excitation electrode, a ca-
pacitive transition occurs transversally between the excitation electrode and the electrolyte
inside the capillary. The signal then transits longitudinally, and ohmically through the liq-
uid, across the detection gap. A second capacitive transition between the electrolyte and the
detection electrode then occurs. This chain of events can be modelled and represented by a
capacitor, a resistor, and another capacitor connected in series and illustrated in figure 6.1c.
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The axial arrangement maximises the contact area of the electrode with the capillary,
and thus enables maximum coupling of signal to the solution and a symmetrical field. De-
spite its 3D conformation, the axial electrode configuration can be eﬀectively modelled as
virtual parallel plate electrodes [211] as illustrated in figure 6.1b. This model implies that
the ohmic resistance remains approximately the same regardless of the electrode length,
allowing the actual cell to be characterised by the electrode separation (d) and the cross-
sectional area of the capillary lumen (A). Empirical data has found that varying the length
and material of the electrode required diﬀerent amplification to achieve equal signal inten-
sity, but has little eﬀect on the electrophoregram [199,211]. The implication of this is that
the cell signal can be improved by changing the electrode length, without compromising its
sensitivity. Given that the cell capacitance can be treated as a coaxial capacitor, with a
linear dependence on the electrode length, it can be increased by lengthening the electrodes,
thereby improving the coupling of the signal through a larger surface area and lowered cell
impedance.
Excitation  or  
actuator  electrode Detection  electrode
Capillary
Flow
(a)  Detection  region
(c)  Simplified  equivalent  circuit
RC1 C1
(b)  Parallel  plate  approximation
d A
Figure 6.1: Principle of C4D. (a) Schematic of the electrodes and the setup as reported by
[199, 200]. An oscillatory signal is supplied at the excitation electrode. The signal then passes
through the capillary wall capacitively, carried by the solution, and then once again transduces
capacitively to the detection electrode, where the signal is picked up by electronic amplifiers. (b)
The detection cell can be approximated by a pair of parallel plate electrodes with area A separated
by a distance d. (c) The detection region can be simplified by a series of solution resistance and
capillary wall capacitance.
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6.1.2 Direct contact versus contactless conductivity detection
A comparison between direct and contactless detection is illustrated in figure 6.2. In both
cases, a transimpedance circuit is used to measure the output current, which is converted
into a voltage with a gain defined by the resistance of the amplifier. The current reflects the
total admittance (the inverse of the impedance), which is a function of all the capacitive
reactance in the system and the resistance of the solution, and hence yields the conductivity
of the electrolyte.
Direct contact
In direct conductivity measurement, a small amplitude low frequency signal is applied to
two inert electrodes which have galvanic contact with the electrolyte as shown in figure 6.2.
As the electrodes make contact with the electrolyte, an electrical double layer is formed
at its interface and has capacitance (CH), typically a few µF cm2, associated with it. This
relatively high CH means that a low frequency signal can be used to achieve a low impedance
signal transmission. The use of an alternating signal minimises the electrolysis eﬀects on
the conductivity measurement.
Contactless
In contactless detection, the electrodes are placed outside of the reservoir, the wall of which
has a small capacitance (Cwall). This imposes a high impedance, and hence, high capacitive
reactance to the signal transmission. Since the reactance is inversely proportional to the
operating frequency and the wall capacitance, a high frequency signal must be applied
at the electrodes to overcome this reactance of the reservoir wall, in order to obtain a
signal from the electrolyte. Despite the advantageous higher sensitivity of direct electron
transfer, direct galvanic contact suﬀers from passivation of the electrode surface, bubble
formation due to electrolysis, and a limited range of applicable CE separation potentials.
Contactless detection mitigates all these problems, however, it suﬀers from low sensitivity
arising from two phenomena: the absence of charge transfer on the electrode surface, and
direct capacitive coupling between the electrodes, generating a parasitic or stray capacitance.
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Three strategies can be used to improve the signal: (i) increasing the detection area, (ii)
decreasing the dielectric thickness, and (iii) minimising the stray capacitance.
+
RV
t i(t)
Vo(t)  =  -­  R  i(t)
E
le
ct
ro
de
inner  
Helmholtz  
layer
outer
Helmholtz  
layer
CH
+
R
i(t)
V
t
Vo(t)  =  -­  R  i(t)
E
le
ct
ro
de
CWall
Wall
(a)  Direct  contact
(b)  Contactless
Figure 6.2: Direct and contactless conductivity detection. (a) The electrodes are in direct
contact with the electrolyte. A double layer is formed at the electrode surface with a high CH of
approximately a few µFcm2 in magnitude. (b) In contactless sensing there is no formation of an
electrical double layer, instead there is a low Cwall. Therefore, a high frequency signal is needed.
6.1.3 C4D and CE
In principle, the signal from electrophoretic mobility is related to and arises from the equiv-
alent conductivity of a solute. This characteristic has made CE very suitable to couple
with C4D. Analyte ions displace background coions during electrophoretic separations ac-
cording to their charges. Thus, the response arises from the diﬀerence in conductivity
between the analytes and background electrolyte coions. For optimum signal-to-noise ratio,
the diﬀerence between the conductance of the analyte and of the electrolyte needs to be
as large as possible. Pumera et al. demonstrated the first microfluidic integration of C4D
with CE on poly(methyl methacrylate) (PMMA) microchips, also called microchip capil-
lary electrophoresis (MCE) [129, 208, 209, 212]. The most remarkable diﬀerence between
C4D instrumentation when coupling to conventional CE or to MCE is the electrode format.
Tubular electrodes in an axial arrangement is the de facto configuration in CE, whilst a
planar electrode format is the preferred, if not the only geometry, in chip-based devices due
to microfabrication technology and easy integration [213,214].
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6.1.4 Detection cell configurations
Electrode configurations
Whilst the electrode material has no eﬀect on signal sensitivity, variable configurations and
orientations have been researched in the quest for a better signal-to-noise ratio.
Axial electrodes
The original application of C4D in CE by Zemann et al. and Fracassi da Silva and do
Lago describe the use of conducting silver varnish [199, 200] and syringe needles for the
construction of electrodes [199]. Silver varnish can be painted directly onto the surface of the
capillary, making perfect contact. Syringe needles allow good contact as well as adjustable
electrode positions and easy replacement of the capillary. The removable ring electrode
approach has proven to be very popular [199, 215] as it allows optimisation of separation
resolution and eﬃciency, depending on the application. The price of this flexibility, however,
is some degree of sensitivity loss as well as increased noise.
Simulation by Alves Brito-Netoet al. has shown decreased wall capacitance for a
removable ring electrode, loosely threaded around a fused silica capillary, when compared
with a tight electrode [216]. This reduction is caused by the series addition of capacitance,
arising from the air gap, and leads to lower signal sensitivity, as observed by Kuban and
Hauser [211]. The simulation has also shown that the cell capacitance can change by as much
as 50% in the exemplified case where the capillary is free to swing inside the electrode. If
this happens periodically or randomly, the impedance of the cell will be constantly changing,
resulting in a noisy signal. To avoid air gap formation between removable electrodes and
the capillary, strategies such as wire coiling [217] and conductive silicon moulding [218] have
been proposed.
Tuma et al. have proposed semi-tubular electrodes, which can be placed along the
capillary either face-to-face on opposite sides (anti-parallel), or in a row alongside the cap-
illary (parallel) [215,219]. This arrangement has the advantage of avoiding an air gap while
allowing a flexible use of the detector with respect to capillary exchange. Their successful
demonstration of semi-tubular, instead of cylindrical, electrodes has since encouraged the
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use of microfabricated planar electrodes and aided the integration of C4D with microfluidics.
Planar electrode design in microchip applications
The first planar C4D electrodes were reported by Wang et al. [129] where aluminium film
electrodes were placed on the outer side of a PMMA microchip lid, measuring the impedance
of the solution flowing in the microchannel. Due to its simplicity in fabrication and its
sensitivity, the design has since been widely adopted in the field of MCE. In the planar
electrode design, Mahabadi et al. have attempted to address the non-uniform coupling of
the electric field, specifically in the plane adjacent to the electrodes, by adopting a dual top-
bottom cell configuration [220]. Despite a reported improvement in the limit of detection,
their design has not been widely used, possibly due to the complexity in fabrication and
alignment.
Parallel and anti-parallel orientation
The first microchip use of C4D places electrodes in an antiparallel orientation, presuming
that it minimises the stray capacitance between them [129]. The topic was studied by Kuban
et al. in great detail, who indeed found the original presumption to be correct [221].
Ground plate
From a theoretical point of view, the inclusion of a ground plane or shielding plane between
the electrodes could reduce the stray capacitance, and minimise parasitic current leakage by
ensuring the least resistive path is through the solution inside the capillary. In practice, the
ground plate is often omitted for practical reasons, namely fabrication and alignment issues,
and diﬃculties in simultaneous conductivity and optical detection [202]. The eﬀectiveness
and eﬃciency of the ground plane was studied in detail by Brito-Neto et al. [216]. Their
simulation shows that the ground plane greatly attenuates the stray capacitance by one
order of magnitude, in the femto-Farad range, however, at the same time also introduces
new capacitances that are comparable to stray capacitance in systems without a ground
plane. Fortunately, due to the low output impedance of the excitation signal, a default of
most function generators, and the high stray capacitance of most operational amplifiers,
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typically in the pico-Farad range, these new capacitances are eﬀectively minimised. Whilst
the ground plane does not completely eliminate stray capacitances, it minimises them.
Detection gap
The detection gap between the electrodes can also be utilised for photometric detection
using fibre optics [202], allowing for multi-modal detection. The optimum distance of the
electrodes should generally be as small as possible, but this may then raise problems with
respect to a capacitive transition via air between the electrodes.
Eﬀect of capillary material
The choice of the capillary material is influenced by its applications, but more importantly,
through its dielectric property, it has a direct impact on the wall capacitance, which in
principle should be maximised.
In the axial arrangement, fused silica tubing (SiO2, dielectric constant ￿ = 3.9) is
a popular choice of capillary, due to a wide range available, in terms of both diameter
and lumen surface functionalisation, which renders it suitable for CE-coupled detections.
Polyether ether ketone (PEEK, ￿ = 3.2) capillaries are also found to be compatible with
CE-C4D and could achieve fairly good detection limits for inorganic ions in the range of
10−7M [222]. PMMA (￿ = 2.6) is another material commonly used in MCE. A thin layer of
silicon carbide (￿ = 9.6) has also been used to insulate electrodes in order to improve wall
capacitance, by its favourable dielectric property [223, 224]. Lima et al. have reported an
enhancement of dielectric strength, and hence, improvement of sensitivity, by doping the
insulation layer with nanoparticles of TiO2 [225].
Deficiency in dielectric strength can be compensated for by reducing the thickness
of the capillary wall and by changing the geometry of the electrodes, by the definition of
capacitance.
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Excitation waveforms and voltage
Whilst the sine wave is the dominant waveform in C4D, use of other waveforms is also
possible [226]. The response of C4D has been found to be highly dependent on the waveform
of the applied voltage [208]. Chen et al. and Wang et al. investigated the eﬀects on
the output signals of diﬀerent excitation waveforms – sine, square and triangular [208,
227]. They both concluded sine waves are the most favourable in terms of signal-to-noise
characteristics. The square and triangular waves resulted in a higher signal and more stable
baseline respectively, but were also associated with amplified noise levels, distortion and
broadening of the sample peaks.
Most of the publications dealing with C4D use voltage amplitudes in the range from
20-30 Vpp (peak-to-peak voltage) and frequencies in 10-100 kHz. In fact, a much wider range
can be applied to obtain the desirable signal-to-noise ratio. Fracassi da Silva et al. reported
that sinusoidal signal amplitudes of as low as 2 Vpp could render the same limits of detection
as with 20 Vpp [217], whilst Tanyanyiwa et al. demonstrated sensitivity enhancement by the
use of an AC voltage with elevated peak-to-peak magnitude of several hundred volts [228].
6.1.5 C4D and digital microfluidics
Inherently, the diﬀerence in conductivity between the aqueous and carrier fluids in a seg-
mented flow system can be exploited to diﬀerentiate between the phases. Droplet de-
tectors based on conductivity or impedance of the solution have been proposed in recent
years [218,229,230], and the designs are summarised in figure 6.3.
Niu et al. proposed embedded direct contact electrodes to measure the capacitance
induced by the aqueous droplets in the carrier oil [229]. Their resonance measurement
shows excellent spatial and temporal resolution. However, the fabrication of silver doped
PDMS electrodes buried in PDMS microfluidic channels is complicated and cumbersome.
The non-contact capacitive measurement of droplets proposed by Ernst et al. has shown
the application of C4D detection on nanolitre droplets dispensed by a commercial droplet
dispenser [230]. The dispensed droplet has a diameter smaller than that of the electrodes,
eﬀectively insulated by air, therefore operating in the contactless sensing mode. The open
plate capacitor approach, however, cannot be readily used for droplets in segmented flow.
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Figure 6.3: Currently available droplet detector designs. (a) Resonance detection using
direct contact electrodes embedded in PDMS fluidic channels had an excellent temporal resolution
of 10 kHz [229]. (b) A contactless detector for dispensed droplets, using air as the electrode
insulation, can measure in 20-65 nL range, with a resolution of 2 nL [230]. (c) An axial contactless
conductive silicon electrode approach with impedance measurement had a temporal resolution of
22 droplets per minute [218].
An axial C4D approach was used by Cahill et al. [218] to detect a droplet stream. The large
droplet volume and modest temporal resolution was due to the dimensions of the moulded
conductive silicon electrodes. Nonetheless, they demonstrated for the first time the direct
use of C4D on a segmented flow system.
6.1.6 The proposal
I intend to apply the C4D technique to in-line aqueous droplet streams and to measure
properties, such as droplet volume, velocity and dispersity. Resistivity (ρ) of deionized water
is 1.8× 105 Ωm, whilst that of fluorocarbon oil, a common choice of carrier phase, is 4.0×
1013 Ωm, implying a diﬀerence of 8 orders of magnitude. Given that conductivity (σ) is the
reciprocal of resistivity, I proposed to monitor the conductivity change by transimpedance
circuitry, as published by Fracassi da Silva et al. [200]. The application of an alternating
signal at the excitation electrodes will be capacitively coupled, first into the solution, then
to the detection electrodes and electronics. When an aqueous electrolyte droplet overlaps
with the excitation and detection electrodes, it will form a more conductive path compared
to the carrier oil, causing an ohmic drop and will result in an increase in voltage signal.
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6.2 First generation droplet detector prototype
As a proof-of-principle, the first prototypes of the C4D droplet detector were based on
fused silica tubing with silver electrodes and were fabricated by hand. Despite its inherent
hydrophilicity, fused silica tubing was used due to its popularity in C4D-CE as well as its
availability and flexibility. In the initial models, droplet generation was not integrated;
droplets were generated passively by a separate microfluidic T-junction chip, and fed into
the fused silica tube for detection.
6.2.1 The first design
The very first design was a cross-junction in PDMS with a perpendicular orientation of the
fused silica tube and the electrodes, shown in figure 6.4. The cross-junction was formed by
punching two holes perpendicularly through a small PDMS block. A fused silica tube was
threaded through horizontally, bisecting the vertical access for the excitation and detection
electrodes. The electrodes were silver disc electrodes with a nominal diameter of 200 µm,
sealed in hypodermic needles with an outer diameter of 635 µm.
This design allowed easy fabrication and assembly, and was versatile in terms of the
dimensions of the electrodes and the tubings. However, its flexibility also contributed to
its failure. The contact between the electrodes and the tubing wall was very poor, leading
to a loss of signal transduction. The lack of ground plane may have also accounted for its
failure.
Fused  silica  tube  
OD:  0.68  mm
Electrode
access
Silver  electrode  
in  needle  barrel
OD:  0.64  mm  
Figure 6.4: The very first prototype of the droplet detector. The poor contact between the
the electrodes and the tubing was a major cause for its failure to detect droplets.
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6.2.2 The first working prototype
The first working prototype, shown in figure 6.5, consisted of three pieces of silver wire, with
a nominal diameter of 200 µm, threaded through a PDMS base that acted as a holder. Three
holes were punched through of a slab of PDMS with a thickness of approximately 5 mm. The
holes were roughly equidistant apart, allowing equal spacing between the electrodes. Silver
wires were thread through, forming three looped electrodes on one side of the PDMS slab
and electrical contacts on the other side. A fused silica tube was then threaded through the
wire loops, which were then adjusted such that they tightly held the tubing to the PDMS.
This arrangement was versatile as it allows the use of diﬀerent diameters of fused
silica tubing. Due to the large bore of the fused silica tubing and the distance between
the exciting and detecting electrodes, large droplets were needed to test the device, greatly
680
200
909 704
Electrical  
contacts
Silver  
electrodes
Fused
silica  tube
(a) (b)
(c) (d)
Figure 6.5: The first hand-made prototype of C4D droplet detector. (a) The detection
region was made up of three silver ring electrodes that wrapped around a fused silica tube, through
which the segmented flow travelled. The silver wires were stripped of their insulation only where
they were in contact with the tubing. (b) Side view of the device reveals that the electrode loops
held the fused silica tubing tightly to the PDMS backing block. (c) The electrode loops were
adjustable to suit a range of tubing diameters. (d) The separation distance were variable due to
the hand-made fabrication. The dimensions are reported in µm.
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limiting its use. The flexibility of the looped electrodes also caused problems with the device
as movement artefacts were a major source of noise.
Despite the noise and the stringent requirements, this device proved capable of de-
tecting droplet in real-time, as shown in figure 6.6. An alternating voltage was supplied
at one of the electrodes, namely the excitation electrode, and the signal was measured at
the detecting electrode. A third identical electrode, situated between them, acted as the
ground plane, ensuring the least resistive signal path was through the solution inside the
tubing. Conductivity diﬀerences between the dispersed and continuous phases, de-ionised
water dyed red and FC40 oil, gave rise to an ohmic drop in the detection region equivalent
to a voltage diﬀerence of 279.1 ± 13.4 mV.
Fused silica tube OD: 680 µm, ID: 400 µm approx.
Silver electrode Nominal diameter: 200 µm, Teflon coated
Excitation signal Sine wave, 1 Vpp at 600 kHz
(b) Irregular droplets
(a) Large regular droplets
Figure 6.6: Droplet detection using the first prototype. The device was capable of distin-
guishing the two phases in a segmented flow system in real-time. (a) The large inner bore of the
fused silica tube with greater electrode separation required larger droplet volumes for stable mea-
surement. (b) The detector struggled with small and fast droplets, as the resistance increased with
droplets shorter than the separation.
In the next set of experiments, I wished to test the droplet size and the precision of
the detection. A new version of the detector with a smaller diameter fused silica tube and
194 Chapter 6. Contactless droplet detector: design and development
finer electrodes was fabricated by hand. The use of smaller diameter tubing and shorter
electrode separation mitigated the need for large droplets.
6.2.3 The second prototype
In a second prototype, the dimensions were reduced and the assemblies were sealed onto a mi-
croscope glass slide for mechanical support and to minimise the movement artefacts. Pieces
of silver wire were wound around the fused silica tube to form the excitation, grounding and
detection electrodes. The assembly was sealed in place with non-conductive epoxy (Resin
(RX771C/NC) 3: hardener (HY1300GB) 1, Robnor Resins Ltd, UK). Diﬀerent electrode
widths were experimented with either using diﬀerent diameters of silver wire or winding
the silver wire multiple times to form a coil with width that was integer multiples of the
diameter of the wire, as shown in figure 6.7.
Fused silica tube OD: 360 µm, ID: 250 µm
Silver electrode Nominal diameter: 75 µm
Excitation signal Sine wave, 800 mVpp at 600 kHz
Electrodes sealed
in epoxy
Fused silica tube
(a) Overview
(b) 75 µm rings (c) 75 µm coils
(d) 125 µm rings (e) 125 µm coils
328 21
0
20
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Figure 6.7: C4D droplet detector prototypes with variable electrode width and separa-
tion. (a) The electrodes and tubing were sealed using epoxy resin to a microscope glass slide for
mechanical stability. All dimensions are shown in µm. (b)-(e) The four electrodes configurations
that were tested.
Both types of electrodes, coil and ring, were capable of detecting droplets, and an
exemplar result is shown in figure 6.8. As the aqueous droplet enters the detection region,
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an ohmic drop is observed with the duration proportional to the droplet size. A range
of droplets size was used to characterised these handmade devices and to investigate their
minimum detectable droplet volume. As expected, the ring electrodes were better suited
for small droplet volumes, shown in figure 6.9.
(a) Zoom-in of a droplet
(b) Raw signal
Figure 6.8: Droplet detection using a 75 µm ring-electrode device. (a) As the blue droplet
enters the detection region, the signal increases sharply to reach a plateau. The steep rising edge
reflects the fast response time of the device. The droplet had a volume of 0.131 µL and was
travelling at 7.5 µL min−1. (b) The signal was reproducible over a chain of identical droplets
generated in real-time.
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(a) Droplet volume (b) LOD
Figure 6.9: Limit of detection of the handmade droplet detectors.(a) The range of droplet
volumes that are detectable with the four electrodes. (b) As expected, the limit of detection
(LOD) of the droplet detector improved with smaller electrodes and shorter separation distance.
The smallest detectable droplet had a volume of 17.6 nL using the 75 µm rings design with a
separation distance of 0.328 mm.
Using the 75 µm ring droplet detector, I investigated the properties of the droplets.
Preliminary results are shown in figure 6.10, such as volume and reproducibility of the
droplets. The preliminary results showed that the devices were capable of detecting droplets
through the changes in conductivity in the two-phase system. To improve its performance
and robustness, miniaturisation and microfabrication were considered. Two design crite-
ria were influential in the fabrication process: choice of materials and orientation of the
electrodes.
Figure 6.10: Comparison of droplet volume measured by C4D and by optical method.
The electrodes were 75 µm rings. A range of flow rates for both the continuous and dispersed
phases (Qc and Qd) were used to achieve diﬀerent droplet volumes.
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6.2.4 Polymer tube prototype
Soft photolithography was a preferred choice for rapid prototyping. It is relatively simple,
inexpensive, and has a fast turn-over time of typically 1-2 days. Channels fabricated on
PDMS could be bonded to a range of materials, including glass substrates with sputtered
metallic electrodes. Besides, PDMS is inherently hydrophobic which is a pre-requisite for
water-in-oil emulsions. In a hydrophobic channel, aqueous droplets are isolated from the
channel wall by a thin layer of the carrier phase. In contrast, in a hydrophilic channel, as
in my tests so far using fused silica tubing, an oil-in-water emulsion was formed meaning
that the aqueous fluid was in direct contact with the channel wall. A quick experiment was
carried out to determine the eligibility of hydrophobic materials for the droplet detector.
A transparent polymer tube was used. Transparency was preferred for visualisation of the
droplets, as the semi-transparent brown polyimide coating of fused silica had proven to be
diﬃcult. The results showed that the device was capable of droplet detection.
Polymer tube OD: 360 µm, ID: 150 µm, perfluoroalkoxyalkane (PFA)
Silver electrode Nominal diameter: 75 µm.
Excitation signal Sine wave, 1 Vpp at 600 kHz
HPFA tube
OD: 360µm
Figure 6.11: Polymer tubing based droplet detector. Device based on hydrophobic polymer
(PFA) tube instead of fused silica tube also proved capable of droplet detection. The voltage
diﬀerence due to the two immiscible phases, deionised water and FC40 oil, was 216.1±4.3 mV.
The most popular electrode format among the C4D community is the ring electrodes
wrapped tightly around the tubing. This axial design maximises contact area, and hence,
signal transduction, and ensures an isotropic electrical field throughout the diameter of the
tube. However, microfabrication of 3D electrodes or metal deposition around the perime-
ter of a channel is complicated. In practice, this electrode format is usually implemented
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by hand-painting silver-loaded paint around the exterior tubing wall. Precise control and
minimisation of the electrode separation is diﬃcult to achieve.
Other options to create 3D micro-electrodes were explored, including using metal
planes with holes drilled in for the capillary to pass through, but they were complicated and
expensive. In contrast, 2D planar micro-electrodes have been well-studied, widely used and
are relatively inexpensive. However, a reduction in contact area may aﬀect the performance
of detection and therefore we wished to test whether a planar electrode approach was feasible
for droplet detection.
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6.3 Second generation droplet detector
6.3.1 The finger electrode design
Figure 6.12 shows the design and a picture of the microfabricated droplet detector. The
finger-like multiple-electrode configuration allows multi-point droplet detection. Altogether
there were 10 electrodes, with two electrodes serving as either the excitation and grounding
electrodes, there were 8 electrodes reserved for detection.
Although simultaneous detection at only two electrodes was possible given our elec-
tronics, the redundancy allows flexibility of detection locations, future expansion, as well
as maximises the probability of working electrodes per device. For instance of a 50% suc-
cess rate, this would mean one working electrode for a two-electrode device, but 4 working
electrodes for an 8-electrode device. In addition, it also allows velocity measurement by
detection at two locations. For simplicity, the excitation electrode spanned across all the
detection electrodes, ensuring simultaneous excitation.
Figure 6.13a and b show the top view of the device. For simplification, the ground
electrode has been omitted and only the excitation and detection electrodes are shown. The
bottom layer consists of gold (Au) electrodes on a glass substrate, which were insulated
with PDMS. The device was completed with a microfluidic channel resting on the insulated
electrode, with flow perpendicular to the length of the electrodes.
(a)  Microfabricated  droplet  detector (b)  Electrode  and  microfluidic  designs
Figure 6.12: Microfabricated contactless droplet detector. (a) Gold electrodes were sput-
tered onto a glass substrate and insulated by a thin layer of PDMS. The top PDMS layer consists
of a microfluidic cross-junction for on-chip droplet generation. (b) Mask designs using AutoCAD.
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The spin coating resulted in a PDMS insulation with thickness d1 filling the space
between adjacent electrodes, which contributed to the stray capacitance (C0). Resting
between the electrode and the microfluidic channel, the PDMS layer of thickness d2 created
wall capacitances (CW1 and CW2) which were dependent on the overlapped areas as shown
in figure 6.13c.
Parameter Value / µm Description
h1 0.115 Height of deposited Au electrode
w1 100 Width of electrode
w3 75 Length of electrode
l 100 Length of overlap of electrodes
h2 150 Microfluidic channel height
w2 250 Microfluidic channel width
d1 100 Distance between excitation and detection
electrodes
d2 5 Thickness of PDMS insulation between elec-
trode and microfluidic channel
Table 6.1: Dimensions of the finger electrode droplet detector
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Figure 6.13: Schematic of the C4D droplet detector and its equivalent circuit. (a) Layer
by layer exploded view. (From top to bottom) Portion of the microfluidic channel was made of
PDMS that overlapped with the electrodes forming the detection region. The electrodes were
insulated by a PDMS layer to avoid direct contact with the segmented flow. The detection region
consisted of a excitation and detection electrode, both made of gold, separated by distance. The
ground electrode of the same dimension, equidistant from both electrodes, has been omitted in the
drawing. (b) Assembled view of the device. The red shaded area denotes the detection region.
(c&d) Cross-section view of the device and its equivalent circuit.
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6.3.2 Parallel plate capacitance approximation
Given that a dielectric is sandwiched between two electrodes, we can consider it as a parallel-
plate capacitor with capacitance (C) defined by
C = ￿0￿r
A
d
(6.1)
where ￿0 is the permittivity of space, ￿r is the relative permittivity of the material or the dielectric constant,
A is the area overlapped by the plates and d is the separation between the plates.
6.3.3 Stray capacitance
The stray capacitance (C0) is also the leakage capacitance between adjacent electrodes
through the PDMS dielectric layer (d1), and is given by
C0 = ￿0￿P
A1
d1
(6.2)
where A1 = w1 × h1
and ￿P is the dielectric constant of PDMS.
6.3.4 Wall capacitance
The wall capacitance (CW ) is the overall capacitance at the electrode-electrolye interface,
i.e. between the gold electrode and the channel. It is dominated by the thickness of the
PDMS dielectric layer d2 and is given by
CW1 = CW2 = ￿0￿P
A2
d2
(6.3)
where A2 = w1 × w3
6.3.5 Double layer capacitance
Actually, the electrode-electrolyte interface comprises two interfaces: a solid-solid (electrode-
dielectric) and a solid-liquid (dielectric-electrolyte) interface with respective capacitances
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Cd and CH . In arriving at equation 6.3, the capacitance contribution due to the latter was
assumed negligible, i.e. CW ≈ Cd. We will now look at this assumption in more details.
If the electrodes were in direct contact with the conductive liquid or electrolyte, the
formation of a electrical double layer at the solid-liquid interface would give rise to a ca-
pacitance due to the electrical double layer. The specific capacitance, capacitance per unit
area, of the electrical double layer is given by
CH =
￿0￿b
λD
(6.4)
where ￿b is the relative permittivity of the conductive liquid, and λD is the Debye screening length.
Usually, the electrical double layer has a relatively high capacitance. With the in-
troduction of a PDMS dielectric layer, the electrode-electrolyte interface can be eﬀectively
modelled as two capacitors in series, namely, the capacitance due to the electrical double
layer, CH , and the capacitance due to the dielectric layer, Cd, which is given by
Cd =
￿0￿P
d2
(6.5)
where ￿P is the relative permittivity of the dielectric, and d2 is the the thickness of the dielectric layer.
Comparing the two equations lead to equation 6.6. With d2 ￿ λD, and ￿b ￿ ￿P ,
therefore, CH ￿ Cd. Since they are in series, the total wall capacitance (CW ) is given by
equation 6.7.
CH
Cd
=
￿b
￿P
d2
λD
(6.6)
1
CW
=
1
CH
+
1
Cd
(6.7)
This simplifies to CW ≈ Cd, and equation 6.3 holds. In actual fact, the thickness
of the insulation is much greater than the electric double layer that forms at the surface.
Therefore, any eﬀects resulting from the presence of the double layer can be ignored.
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6.3.6 Solution resistance
Our aim was to detect droplets in a segmented flow system by distinguishing the diﬀerence
in conductivities of the two phases. Since conductivity (σ) is the reciprocal of resistivity
(ρ), which is related to the solution resistance (Rb), we can measure the Rb instead,
Rb =
ρlr
A
and ρ =
1
σ
(6.8)
where lr is the length of the resistor.
6.3.7 Overall equivalent model
The capacitances were calculated with respect to the cross-section of the device in fig-
ure 6.13c. In the flow channel, the bulk solution behaves like resistor (Rb) with its resistivity
dependent on the solution. The parallel CW1 and CW2 were summed as a single CW term
and resulted in the simplified equivalent circuit shown in figure 6.13d.
In AC operation, a capacitor with capacitance (C) has an electrical impedance (ZC)
ZC =
1
jωC
=
1
j2πfC
(6.9)
where j, ω and f are respectively the imaginary number, angular frequency in radians per second, and
frequency in Hertz (Hz).
From the simplified equivalent circuit shown in figure 6.14, the impedances of the top
branch (ZA), the bottom branch (ZB), and the total impedance (Ztot) are respectively
ZA = Rb + ZCW = Rb +
1
j2πfCW
(6.10)
ZB = ZC0 =
1
j2πfC0
(6.11)
1
Ztot
=
1
ZA
+
1
ZB
(6.12)
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Figure 6.14: The simplified equivalent circuit. (a) Branch A represents the PDMS insulation
layer and the microfluidic channel and branch B the electrode substrate. The current in branch A
is indicative of the solution resistance, and, thus, its conductivity. The current in branch B was a
constant contribution due to the impedance arising from the material and the geometry. (b) The
total impedance model of the device.
The measured current is therefore the sum of the currents from branch A and branch
B, iA and iB respectively,
itot = iA + iB =
Vtot
ZA
+
Vtot
ZB
(6.13)
Signal optimisation
My aim is to measure the conductivity or current change associated with the solution, i.e.
iA; iB can be thought of as the background current arising from the geometry and material
of the device. Firstly, we want to maximise the signal contribution from branch A, which is
the droplet sensing path. This can be done by adjusting the relative impedances of the two
paths, such that the least resistive path is through branch A.
ZB ￿ ZA (6.14)
⇒ iA ￿ iB
Two strategies are available to do this:
1. Reduce stray capacitance: ↓↓ C0 ⇒ ↑↑ ZC0 ⇒ ↑↑ ZB
2. Increase wall capacitance: ↑↑ CW ⇒ ↓↓ ZCW ⇒ ↓↓ ZA
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Relative sensitivity
The signal intensity of the device is described by the overall admittance (Y ), which is the
reciprocal of Ztot,
| Y |= 1| Ztot | (6.15)
Ultimately, we are interested in the signal arising from the solution resistance. A useful
way to evaluate the response of the device is to compare the signal contribution from the
solution resistance to the overall signal. From figure 6.14, we can compare the current from
branch A with the total measured current, and we term it the relative sensitivity (r.s.).
r.s. =
iA
I
=
Ztot
ZA
(6.16)
It is a ratiometric measure of the solution signal to the background, and lies within the range
of 0 to 1, where 1 is the maximum. When plotted against conductivity, an ideal galvanic
conductivity detector would give a constant sensitivity equal to 1.
Summary
• A new design and its circuit analysis has been presented.
• Eﬀects of stray and wall capacitances have been studied, concluding that the former
should be minimised whilst the latter should be maximised
• A measure of relative sensitivity has been proposed and is used in the next section to
evaluate the design.
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6.4 Design Evaluation
Simulations were carried out to evaluate the performance of our device in terms of the
geometry, materials, and solution resistivity. The excitation frequency was 1.4 MHz.
6.4.1 Eﬀects of dielectric materials
Throughout, PDMS was used for simple fabrication of the device. Diﬀerent dielectric ma-
terials could be employed to enhance the signal through their capacitances. Materials with
a higher dielectric constant, and energy storing capacity, can improve the signal coupling
between the electrodes and the solution. Substitution of PDMS with glass and silicon car-
bide (SiC), ￿ of 4.7 and 9.6 respectively, leads to an increase in the total admittance (| Y |)
of the device and a slight narrowing of the detectable resistivity range, as illustrated in
figure 6.15a.
Because of the existence of two capacitances, the wall and stray capacitances, there
were potentially two choices of dielectrics and the eﬀects of diﬀerent combinations were
explored in figure 6.15b. A higher dielectric material for ￿2, which constituted the wall
capacitance, had a more prominent eﬀect in raising the total admittance of the device,
reinforcing the design criterion of maximising wall capacitance for improved signal intensity.
6.4.2 Electrode separation
The signal could also be improved through the geometry of the electrodes, such as the
separation distance. Varying the separation distance between the excitation and detection
electrodes will have a direct eﬀect on the stray capacitance, as given by equation 6.2. As the
separation decreases, the stray capacitance increases, leading to a reduction in its associated
impedance, and an improved overall admittance.
At first glance, the right panel of figure 6.15c shows increased device admittance at
the higher resistivity range as the electrode separation is decreased, appearing to make
detection more favourable for more resistive species. However, closer examination of the
relative sensitivity, left side of figure 6.15c, reveals that the the range of resistivity that
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could be optimally detected has got narrower with decreased electrode separation. Reduced
separation has made signal flow directly from the excitation electrode to the detection
electrode easier, reducing the signal contribution from the fluidic sensing path, therefore
narrowing the range of detectable species.
6.4.3 Electrode area
Another way to minimise C0 is through the area of the capacitor, A1. It can be minimised
by reducing either the width or the height of the electrodes. As shown in figure 6.15d, as
the electrode width (w1) decreases, the total admittance of the detector shifts downwards,
whilst the relative sensitivity improves for higher resistivity, widening the detection window
for more resistive species. A similar trend was observed for variation of the electrode height.
It should also be noted that, due to the device geometry, changing w1 also aﬀects
area A2, which contributes to the wall capacitance CW . In order to minimise C0, we need to
reduce w1, but this will have the knock-on eﬀect of reducing A2, and is therefore undesirable
in our aim to maximise CW . Ideally, we could detect smaller droplets by dropping w1.
Practically, however, there is a limit of minimising w1 imposed by the fabrication method.
6.4.4 Insulation thickness
The PDMS insulation thickness, d2, separates the fluid from the electrodes and forms CW .
From the circuit analysis, it was concluded that a thin insulation of the electrode, and
hence, a high wall capacitance would lead to improved signal intensity. This eﬀect is shown
in figure 6.15e, and is amplified especially for the lower resistivity range.
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Figure 6.15: Relative sensitivity and overall admittance of the droplet detector. (a)
Improvement of the dielectric will improve the admittance of the device and leads to a slightly nar-
rower detectable resistivity range. (b) Raising ￿2, a constituent of CW , has a more prominent eﬀect
in improving the overall admittance and hence signal intensity.(c) Although a reduced electrode
separation will allow the detection of shorter droplets, the range of detectable species is narrowed.
(d) As w1 is reduced, the detectable range is improved due to minimised C0. However, the admit-
tance exhibits a downward shift due to the concomitant contribution of w1 to CW . (e) A thinner
electrode insulation layer will improve the admittance of the device and hence the signal intensity.
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6.4.5 Solution resistivity
Finally, and most importantly, we need to check if our design is capable of distinguishing
the two phases of our segmented flow system. The continuous phase was a fluorocarbon oil,
FC40, whilst the aqueous phase was either deionised water or physiological saline. Their
diﬀerence in conductivity, or resistivity, results in a change in the output, forming the
basis of droplet detection. The output signal is a function of the total admittance, or the
reciprocal of impedance, of the system, which is the sum of the stray capacitance (ZC0),
wall capacitance (ZCW ) and solution resistance (Rb) as shown in section 6.3. Only the term
Rb is reflective of the droplet.
For the finger electrode design, figure 6.16 shows the variation of its absolute total
admittance with resistivity. It shows that our chosen segmented flow system worked in
favour of the design – water droplets in FC40 oil induced a change of total impedance by
approximately two orders of magnitude, and improved to four orders of magnitude for aCSF.
Similarly, the detection of water droplets in air was also favourable with this design.
Material Resistivity, ρ / Ωm Dielectric constant, ￿
Air 1.3× 1016 1
PDMS 4.0× 1013 2.3
FC40 4.0× 1013 1.9
Deionised water 1.8× 105 80
aCSF 6.3× 10−1 71
Gold 2.4× 10−8 –
Table 6.2: Resistivity and dielectric constants of the materials used. The resistivity for
artificial cerebrospinal fluid (aCSF) was extracted from [231] and based on a composition of (mM):
125.0 NaCl, 3.0 KCl, 2.0 CaCl2, 1.0 MgCl2, 26 NaHCO3, and 1.25 NaH2PO4.
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Figure 6.16: Total admittance of the device with resistivity. The labels show the resistivity
of the materials in terms of their orders of magnitude. The admittance of the detector was very
low for FC40 oil and air.
6.4.6 Practical considerations
One of the influences on the device geometry was the fabrication method, photolithography.
It was chosen for its rapid prototyping capability with one to two days for a working device.
A major limitation though was its resolution – the film mask used for the pattern had
a resolution of 5 µm by specification. Due to the developing and etching processes, we
assumed a feature resolution of 15 µm to minimise failure.
The detection principle is based on transduction of the signal from one electrode to
another through the aqueous droplet. The closer the electrodes are, the smaller the droplets
that the device can detect. However, the resolution of the fabrication presented a constraint
on the electrode width and separation, and thus on the minimum detectable droplet size.
On the other hand, for a fixed volume, we could make the droplet longer, spanning
across farther electrodes, and hence easier to detect, by narrowing the fluidic channel width.
Fluidic channels were fabricated using standard SU-8 protocol with a height of 150 µm for
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eﬃcient fabrication.
In spite of the two-channel electronics for the recording, a serial arrangement of eight
to ten electrodes, with constant spacing, was used. This allowed variation of the electrode
spacing within a single device. In addition, the redundancy maximised the fabrication
success rate and also the capability for expansion.
6.5 Summary
In summary, a proof-of-concept study of a contactless droplet detector based on conductivity,
the device optimisation and a final miniaturised design have been presented. Results from
the first prototypes have shown its capability for reliable in-line detection of aqueous droplets
without interfering with the chemistry of the droplet stream. Simulations also support the
final miniaturised finger electrode design.
In the next chapter, I will present the fabrication, implementation and evaluation
of the microfabricated device. I will also show results from probing the droplet stream
characteristics, e.g. velocity, size and periodicity, using the device together with developed
analysis tools.
Chapter 7
Contactless droplet detector:
implementation and evaluation
In this chapter, the performance of the microfabricated contactless droplet detector, de-
scribed previously is evaluated, first with single phase flow then with water-in-oil segmented
flow, over a range of flow conditions. As well as being used for reliable droplet detection, the
device is also used in studying the characteristics of the droplet stream, such as size, velocity
and dispersity. Cross-validation with optical data is also carried out to assess the accuracy
of the electrical measurement. This chapter also described the analysis tools developed for
the C4D and optical data.
7.1 Device operation
The miniaturised contactless droplet detector, shown in figure 7.1 was fabricated accord-
ing to the protocols in the microfabrication section. Briefly, gold planar electrodes were
deposited on a glass substrate and insulated by a 5 µm PDMS layer. The microfluidic chan-
nel, also in PDMS, was then bonded to the electrode substrate under microscopic guidance.
As the electrodes were insulated by PDMS, surface fouling was eliminated. The device was
flushed with FC40 oil and stored at room temperature after experiments.
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Figure 7.1: Device outlook and the electrode configuration. (Left) Dimensions of the device.
(Right) Zoom-in of the detection region. The bottom electrode is the excitation electrode, the
eight electrodes on the top are the detection electrodes, and the middle electrode is the ground
electrode. The excitation electrode spans across the eight equally spaced detection electrodes to
allow simultaneous multi-position droplet detection. Dimensions are reported in µm.
7.1.1 Experimental setup
The excitation electrode was driven by a sinusoid with Vpp of 700 mV, at a frequency of
1.4 MHz – this operating waveform and frequency was found to be the optimum from
preliminary tests, in terms of temporal resolution, sharpness of the detected peaks and the
background levels.
The conductivity change brought about by the segmented flow system was measured
using in-house built electronics based on the C4D circuit published by Fracassi da Silva
et al. [200]. The circuits and the device were both housed in Faraday boxes to minimise
the eﬀect of electromagnetic interference. The signal was recorded by PowerLab 16/35
Rb
CW
Vin
t
Vout
t
channel
Figure 7.2: Signal pathway of the droplet detector. An alternating signal was supplied at the
excitation electrode. The signal then passed through the channel wall capacitively, carried by the
solution and then once again transduced capacitively to the detection electrode.
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data acquisition unit and the software LabChart 7.0 (ADInstruments, New Zealand) at a
sampling rate of 20 kHz and with a low pass filter of 10 Hz. Synchronised video was recorded
with a USB camera (VMS-004D, 400x USB microscope, Veho, UK) at 16.6269 frames per
second.
7.1.2 Materials and solutions
The liquid-liquid segmented flow system consisted of aqueous electrolyte droplet, the dis-
persed phase, carried by oil, the continuous phase. Fluorocarbon oil (FC40, 3M, MN, USA)
with 10% surfactant (1H, 1H, 2H, 2H-Perfluoro-1-octanol, 97%, Sigma-Aldrich, UK) was the
continuous phase. Filtered artificial cerebrospinal fluid (aCSF) was used as the dispersed
phase. For visualisation purposes, a blue food colouring was added to the aqueous phase at
a ratio of 200 µL per 10 mL of aCSF. A diluted concentration of the dye was used in order
not to disturb the interfacial properties of the aqueous phase [175]. The two phases were
perfused with syringe pumps (PHD 2000, Harvard Apparatus, USA) in 1 mL disposable
plastic syringes with 25 gauge hypodermic needles. The inlets and outlets of the microflu-
idic device were connected using polythene tubings (OD: 1.09 mm, ID: 0.38 mm, PORTEX,
Smiths Medical, UK).
7.1.3 Droplet generation
A cross-junction device was placed 7.375 mm upstream of the electrodes to passively gen-
erate droplets of variable sizes and velocities. Figure 7.3 shows the device geometry and
its dimensions. The subscripts "c" and "d" denote the continuous and dispersed phase
respectively. We have chosen to operate in the squeezing regime, i.e. the droplet break-up
happens at the cross junction rather than downstream, characterised by a critical Ca =
0.018 [178,181].
Ca =
µcuc
σ
=
µcQc
σwh
(7.1)
where the symbols are explained in table 7.1
216 Chapter 7. Contactless droplet detector: implementation and evaluation
Variable Physical meaning Units
µc Dynamic or absolute viscosity [centipoise] or [1x10-3 N m-2 s]
uc Velocity of the continuous phase [m s-1]
Qc Volumetric flow rate of the continuous phase [m3 s-1]
σ Interfacial tension between the continuous and
dispersed phase
[mN m-1] or [1x10-3 N m-1]
wc Inlet channel width of the continuous phase [m]
h Channel height [m]
Table 7.1: Parameters that influence the capillary number
3.5  mm
250  µmwc
wd
w
Qc
Qc
Qd Qtot
Figure 7.3: Droplet generation in a cross-junction microfluidic channel. Aqueous droplets
carried by FC40 oil were generated upstream of the detection region. The interfacial tension between
FC40 oil and water is 54 ± 1 mN m-1 [232, 233]. (Inset) Schematic of the PDMS micro-channel.
The crosses on either side of the channel aided alignment with the electrode substrate.
Two schemes had been used to generated droplets of variable sizes and velocities for
downstream detection.
1. Constant flow rate ratio The flow rate ratio, Q, is given by
Q =
Qd
Qc
(7.2)
Variation of the droplet size and velocity was achieved by incrementing the total flow
rate (Qtot) from 1 to 12 µL min−1 whilst keeping Q = 1.
2. Constant total flow rate
Qtot = Qd +Qc (7.3)
The second method involved keeping Qtot constant while varying the flow rate ratio.
By keeping Qtot at 2, 5 and 10 µL min−1, Q varied from 0.33 to 9.
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7.2 Droplet detection
7.2.1 Single phase response
The C4D droplet detector performance was evaluated using single phases of either aCSF,
FC40 or air. They have diﬀerent resistivity, and according to the circuit analysis and
figure 6.16, they should produce diﬀerent signals.
V1
Vin Ground
aCSF
FC40
Air
Figure 7.4: Single phase responses. Response of the droplet detector to three diﬀerent fluids:
aCSF, FC40 and air. The flow rate was kept constant at 10 µL min−1. Voltage outputs from air
and FC40 in the channel were not significantly diﬀerent to each other.
Resistivity, ρ/Ωm Mean voltage / V Standard deviation / V
aCSF 6.3× 10−1 3.21459 0.00032
FC40 4.0× 1013 3.18138 0.00017
Air 1.3× 1016 3.17473 0.00023
Table 7.2: Single phase response of the C4D droplet detector
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Figure 7.5: Response of the C4D droplet detector with varying resistivity. The large resis-
tivity of air and fluorocarbon oil makes diﬀerentiation between these two phases very challenging,
with this combination producing a potential diﬀerence of less than 10 mV whilst the aCSF-FC40
pair produces a potential diﬀerence of 30 mV.
Air-in-oil segmentation
From the single phase response shown in figure 7.4 and from the device analysis, it can be
deduced that detection of air-in-oil segmentation would be challenging, as the diﬀerence in
resistivity between oil and air is small compared to oil and water. The resulting signal would
be hard to distinguish from the background, and would pose a challenge for the electronics.
This was confirmed by preliminary tests with air droplets carried in an oil stream, as shown
in figure 7.6. Better electronic amplification would be required for the droplet detector to
operate in this regime.
V1
Vin
(a)  Air  droplets  in  oil (b)  Raw  signal (c)  Magnitude  comparison
Figure 7.6: Detection of gas-liquid segmentation. (a) In this regime, air droplets were carried
by the FC40 oil. (b) The signal of air droplets compared to the background oil was 1.07±0.23 mV
and was barely detectable by our electronics, as seen from the discretisation steps. (c) Apart from
the 8 times voltage diﬀerence between air and aCSF droplets compared to the diﬀerence in air and
oil, air-in-oil segmentation causes the signal to deflect negatively, when detecting a droplet, due to
the higher resistivity in air than oil, as opposed to the positive voltage deflection in water-in-oil
segmentation.
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Water-in-oil segmentation
In contrast, water-in-oil segmentation worked better with the droplet detector, as shown in
figure 7.7. Before the droplet entered the detection region, there was a constant background
potential corresponding to the carrier oil. As the meniscus of the droplet advanced into the
detection region, the response rose sharply, and reached a plateau as the entire droplet was
inside the detection region. Similarly, the response dropped rapidly as the droplet moved
out of the detection region, and returned to the baseline carrier oil level when the trailing
meniscus of the droplet was out of the detection field.
Vin
V1
Ground
Figure 7.7: Droplet detection in action. (Left) The blue line shows the contour of the droplet as
it enters the detection region. The bottom excitation electrode supplies an AC signal simultaneously
to all eight detection electrodes positioned across the top. (Right) The corresponding voltage
response. The two humps in the voltage trace suggest that the shape of a moving droplet may
resemble that of a dumbbell, as opposed to the sauage shape seen with a static droplet. Droplet in
rectangular channel acts as a leaky piston, allowing the carrier liquid to bypass the droplet through
corner flow. Besides, the liquid also flows by pushing the droplet. This results in a non-uniform
liquid film around the droplet and deformation on its contour [234].
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Instead of a step change, the response triggered by a droplet appears like one that
has been smoothened by windowing – starting with a rising edge, followed by a steady state
response, and ending with a trailing edge back to the baseline potential. This is due to
the fact that the droplet has a rounded head and tail, the menisci, as shown in figure 7.8.
The rising and trailing edges represent the portion of the droplet where the diameter was
continuously expanding or shrinking, as indicated by position 1 and 2 in the figure. The
area overlapped by the droplet and the electrodes steadily grew in this region, leading to
a gradual decline in Rb. When its diameter ceased to expand or became limited by the
PDMS
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(A)  Side  view
h2
123
(C)  
(i)  Position  1  
(ii)  Position  2  
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Figure 7.8: Eﬀect of droplet position on detection. (a) Positions 1, 2 and 3 are chosen
to represent three cases of the droplet-electrode overlap: (i) initiation, (ii) expansion, and (iii)
saturation. (c) As the droplet enters the detection region, the proportion of the aqueous phase
compared to the oil phase in the cross-sectional area grows. This has a compound eﬀect on the
signal. First, as the area of the aqueous phase increases, the solution resistance drops. Second, the
insulating oil skin gets thinner, raising the capacitance and hence lowering its associated impedance,
leading to enhanced detection and bigger signals.
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channel dimensions, as indicated by position 3, Rb reached the minimum and the voltage
response approached a steady state. These eﬀects are illustrated in figure 7.8c.
Single phase versus segmented flow
Comparison of the signal amplitude of the aqueous droplet with single-phase measurements
revealed a marked attenuation. When measured alone, as shown in figure 7.4, the dispersed
and continuous phase recorded potentials of 3.2146 V and 3.1814 V respectively, and gave a
voltage diﬀerence of 0.0332 V. In the segmented flow system, the droplet only contributed
to a rise of 0.0088 V.
This attenuation can be explained by insulation of the droplet with oil inside the
channel through two phenomena - film flow and corner flow. The carrier phase preferentially
wets the hydrophobic channel wall, forming a thin film between the wall and the contour
of the droplet. For channels with rectangular cross-section, in order to satisfy the contact
angle wetting condition, the carrier fluid will curve along the perimeter of the interface by
minimising interfacial areas, thus achieving a lower energy state [235]. The carrier fluid
forms menisci in the corners and a thin liquid film on the walls, which can account for a 5%
coverage of the microchannel cross-section [234, 236]. Intuitively, we can think of it as the
droplet being wrapped in an oil skin. This oil skin acts as a dielectric and contributes an
extra capacitance term (Coil) to the wall capacitance (CW ).
1
CW
=
1
CPDMS
+
1
Coil
(7.4)
Assuming that the PDMS insulation and the oil film behaves as parallel-plate capacitance,
with thicknesses d2 and doil respectively and equal area A2, then
CPDMS = ￿0￿P
A2
d2
(7.5)
Coil = ￿0￿oil
A2
doil
(7.6)
1
CW
=
d2
￿0￿PA2
+
doil
￿0￿oilA2
(7.7)
Given that the dielectric constants of PDMS and oil are similar, 2.3 and 1.9 respectively,
we can approximate the following relations,
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(1) for doil ￿ d2: 1CW ≈ 1Coil ⇒ CW ≈ Coil
(2) for d2 ￿ doil: CW ≈ CPDMS
(3) for d2 ≈ doil: CW ≈ CPDMS2
A quick calculation reveals that a 5% coverage of the channel cross-section would
result in doil = 6.3 µm. Therefore, the droplet detector was operating in case (3), with
the thickness of the oil film similar to that of the PDMS insulation, as d2 = 5 µm. This
would explain observed signal attenuation in droplets, as the overall wall capacitance is
approximately halved.
7.2.2 Droplet characteristics
Beside its use for droplet detection, the device has also enabled characterisation of the
segmented stream from electrical data. In the next few sections, I will look at how this
information can be extracted from the droplet stream, namely,
• droplet velocity (vdrop)
• droplet length (Ldrop), and
• periodicity and duty cycle
Figure 7.9: Raw signal from an aqueous droplet stream. (a) Signals from individual droplets
were isolated and overlaid to show the average response. With some analysis, droplet information
such as velocity length and frequency can be extracted. (b) The average droplet response and its
standard deviation shown in red.
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7.3 Droplet velocity
The motivation for droplet velocity measurement is two-fold. Firstly, the ability to predict
droplet arrival on chip is highly desirable for applications such as droplet sorting, dosing,
and for chemical reactions. Secondly, velocity is a pre-requisite for droplet size estimation –
by simply multiplying velocity by the signal "high" time for a droplet. Normally, this can be
easily obtained as the user controls the flow rates or velocities of the pumping system. The
accuracy of this information is, however, questionable, and relies heavily on frequent and
careful calibrations. Pressure-driven pumping methods commonly used in microfluidics are
often pulsatile and result in diﬀerences between the defined flow rates and the actual flow
rates. Gas-tight glass syringes are preferred in order to optimise the pumping conditions,
but they are often substituted for disposable plastic syringes for convenience, availability
and easy handling. The compliant nature of plastic syringes means the plungers are likely
to experience friction, causing the eﬀective flow rate to be diﬀerent.
In this section, I will demonstrate on-chip electrical measurement to determine the
true droplet velocity. The results are compared with pump defined flow rates and optical
data to assess its accuracy and reliability.
7.3.1 Dual electrode configuration
The most straight forward way to calculate the velocity involves measuring the time taken
for a droplet to pass by two detection electrodes, which are separated by a fixed distance.
Figure 7.10 shows the device being used to measure droplet velocity (vdrop). When a droplet
reaches the first electrode, it leads to an ohmic drop. Similarly, another ohmic drop is
recorded, after a duration of time, when the same droplet passes the second detection
electrode. The time elapsed (∆t) is measured between the maximum ascent times (trg) of
the signals at the first and the second detectors. The droplet velocity is then calculated
using the following equation
vdrop =
∆x
∆t
=
∆x
trg(V2)− trg(V1) (7.8)
where trg(V1) and trg(V2) are the maximum ascent times of the droplet signal at the first and second
detection electrode respectively.
224 Chapter 7. Contactless droplet detector: implementation and evaluation
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V1 V2
Figure 7.10: Dual channel configuration for velocity measurement. The excitation signal
was simultaneously supplied to the two detection electrodes, V1 and V2, separated by 1.4 mm.
(a) Total volumetric flow rate. (b) Continuous phase flow rate.
Figure 7.11: Droplet velocity and volumetric flow rate. A range of flow rates were used to test
droplet detection with our contactless droplet detector. (Left) Droplet velocity measured electrically
correlates linearly with the pump flow rate as expected. (Right) Droplet velocity variation with
continuous phase flow rate. Each of the line graphs shows the diﬀerent conditions used to test the
device.
7.3.2 Droplet velocity validation
Two independent measures of droplet velocity, the syringe pumps and video, were used to
validate and evaluate the droplet velocity measured by the C4D method (vdrop). The sum of
the velocities set by the syringe pumps to perfuse the dispersed and continuous phase was
assumed to be the velocity of the droplet, as well as the flow in the downstream channel,
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denoted vch. An in-house written droplet tracking algorithm in MATLAB, details of which
can be found in section 7.6, extracted the droplet velocity from the optical data, denoted
vmat, by measuring the number of frames, and hence the time, for a tracked droplet to travel
a fixed distance.
Parity plots were used to examine the correlation between velocities measured by the
diﬀerent methods. In theory, the data points should lie on the parity line, indicating a
perfect correlation. Data points lying to the left of the parity line indicate overestimation
and those to the right underestimation. The residual plot is shown in figure 7.13. The sum
of the squared residuals (SSR) was calculated using equation 7.3.2, and the results were
shown in table 7.3.
SSR =
n￿
i=1
r2i (7.9)
Both the optical and C4D measurements found the droplets to be moving at a slower speed
than described by the pumps, and this deviation worsens with increasing velocity, as shown
in figure 7.12a and b. This strongly suggests that the eﬀective droplet flow rate deviates
from the user-specific inputs to the syringe pumps and, therefore, caution should be taken.
A good correlation was found between the C4D and video method; the majority of
the data points lies on the parity line, as shown in figure 7.12c. This implies that both
methods give a better estimate of the true droplet velocity and this velocity should be used
instead of the value stated by the pumps. Both methods require only a scale to define the
absolute displacement, and are independent of the pumping methods. Figure 7.13 compares
the results by the three methods and their residuals. Together with table 7.3, it confirms the
validity of the optical and electrical measurements of droplet velocities. It should therefore
be these velocities we use to estimate droplet length.
MATLAB, vmat C4D, vdrop
Pumps, vch 7.0796 8.4211
MATLAB, vmat – 0.2851
Table 7.3: Sum of squared residuals of droplet velocity measured by diﬀerent methods.
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(a) MATLAB against pumps
(b) C4D against pumps
(c) C4D against MATLAB
Figure 7.12: Parity plot of droplet velocities between the three measurement methods.
The solid line represents the line of parity. By observation, it is clear that the velocities estimated by
(a) C4D and (b) the MATLAB algorithm were both lower than the velocities defined by the syringe
pumps. (c) The best correlation occurred between C4D and the MATLAB tracking algorithm.
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(a) Droplet velocities (b) Residuals
Figure 7.13: Correlation of droplet velocities by the diﬀerent methods. The minimum
residual was achieved by the electrical and optical combination, suggesting that the droplet detector
would give a better estimate of the true velocity.
7.3.3 Pump flow rate evaluation
Figure 7.12 suggests that the nominal flow rates of the pumps are lower than the real flow
rates, as measured by C4D and optical methods. To investigate this, the syringe pumps
used was calibrated. Deionised water (density: 1 g mL−1) was perfused using 1 mL plastic
disposable syringes. The syringe pump was set to deliver the correct flow rate using the
specified syringes. Three volumetric flow rates, 2, 5 and 10 µL min−1, were used, and
the fluid dispensed was collected in covered vials, to avoid evaporation, over a period of
typically 1 to 2 hours, for a suﬃcient mass to accumulate for weighing. The mass was
measured using an analytical balance and the actual flow rate was therefore calculated. The
results are shown in table 7.4 and figure 7.14.
The results show that the real flow rate of the pump was lower than the specified flow
rate, or the nominal flow rate. Although the error was lower than that estimated by C4D
and optical measurements, it is possible that when two pumps were used simultaneously the
error was amplified.
Nominal flow rate /
µL min−1
Real flow rate / µL min−1 Error / %mean std
2 1.89 0.02 5.42
5 4.72 0.01 5.58
10 9.75 0.03 2.55
Table 7.4: Nominal and real flow rates of the syringe pumps
228 Chapter 7. Contactless droplet detector: implementation and evaluation
Figure 7.14: Real and nominal flow rates of the syringe pumps. The error bars were too
small relative to the marker to be visible. The real flow rate was found to be slower than that
specified by the pump.
7.3.4 Summary
• On-chip electrical droplet velocity measurement was demonstrated
• Droplet velocity measured electrically was validated optically and against the pumping
system
• True droplet velocity was obtained by our device
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7.4 Droplet length
Whilst the voltage increase as the droplet traverses the electrode tells us the arrival of a
droplet, the duration of this increase (tdrop) can be readily related to the droplet length
(Ldrop) and volume (Vdrop).
Ldrop = vtot × tdrop (7.10)
Vdrop = Qtot × tdrop (7.11)
where vtot and Qtot are the total velocity and volumetric flow rate respectively. In this
section, methods of estimating the droplet length are presented.
7.4.1 Length or volume?
Measurement of the length of the droplet was preferred over volume for two reasons. Firstly,
the length of the droplet can be directly measured from both the video and voltage data,
and can be readily converted into volume, given the channel dimensions and the flow rates.
The video provides a 2-dimensional projection of the droplet and its length can be extracted
directly. In the electrical recording, the duration associated with droplet can be multiplied
by the fluid velocity to give an estimate of the droplet length.
Secondly, volume estimation involves the 3-dimensional rendering of the droplet from
(a)
(b)
Figure 7.15: Cross-sections of a droplet in a rectangular channel. Cuboidal estimation of
droplet volume will lead to an overestimation due to the presence of the oil coating around the
aqueous drop. A droplet in a rectangular channel behaves like a leaky piston, and the fluid can
either push the droplet or bypass the droplet through the corners. A cross-sections of (a) a moving
droplet and (b) a static non-wetting droplet [236].
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2-dimensional data. It is assumed that a droplet is a cuboid, whilst in fact the droplet is
bounded by menisci. As the exact volume of the droplet cannot be described accurately,
this assumption would lead to an overestimation.
7.4.2 Analysis methods for length estimation
The half-maximum method
As the voltage increase associated with each droplet is not a step but a smoothened pulse, it
is diﬃcult to identify the start and end of the change accurately. Instead, the half amplitude
(V50%) points on the rising and trailing edge of the droplet signal are located and the duration
between them defined as tdrop. Figure 7.16a and b show the theory and application of this
technique. It has made it easier to standardise the start and end of a droplet, but a limitation
of this method is its application to a shifting baseline, as shown in figure 7.16c. Depending
on whether the rising or trailing edge is used, the shifting baseline can give rise to two
possible V50%, shown in red and green in figure 7.16c, as well as uncertainty in determining
tdrop.
Vout
t
V100%
V0%
V50%
tdrop
t50% t50%
(a) Definition
tdrop
V50%
V50%_upper
V50%_lower
tdrop_upper
tdrop_lower
(b) Data with stable baseline (c) Data with shifting baseline
Figure 7.16: Half-maximum approach for droplet identification. (a&b) The V50% points on
the rising and trailing edges were used to estimate tdrop and hence Ldrop. (c) This method has
helped to standardise the beginning and end of a drop, but is not suitable for shifting baselines.
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The gradient method
Another approach, the gradient method, was explored. The voltage signal (Vout) is diﬀer-
entiated with respect to time to give Vout’. Local maxima and minima of Vout’ correspond
to the maximum rising and trailing slopes of Vout, whilst the zero-crossings indicate the
start and end of the voltage change caused by the aqueous droplets. Figure 7.17 shows the
application of this technique to the raw voltage signal. This method was implemented in
MATLAB and was used to analyse the data.
Rising  edge Trailing  edge
Vout
Vout’
tr tf
tgrad
tr1 tr2 tf1 tf2trg tfg
0
t
tr tf
tgrad
Rising  edge Trailing  edge
Figure 7.17: The gradient approach for identifying droplets. (a) The time points associated
with the maximum rising and trailing slopes are labelled trg and tfg respectively. The duration
between trg and tfg gives an estimate of the droplet transit time, tgrad. tr1 and tr2 indicate the
start and end of the rising slope, and tr the rise time. Similarly, tf1 and tf2 marks the start and
end of the trailing slope, and tf the fall time.(b) The application of the gradient method in the
real signal.
7.4.3 Droplet length measurement
Liu and Zhang postulated that the size of droplets or plugs formed at microfluidic cross-
junctions follow the equation [181],
L
wc
= (￿¯+ ω¯Q)Cam¯ (7.12)
232 Chapter 7. Contactless droplet detector: implementation and evaluation
where wc is the inlet channel width of the carrier phase, and ￿¯, ω¯ and m¯ are fitting parameters that depend
on the channel geometry.
The length of the droplets is linearly dependent on the flow rate ratio (Q) and obeys
power-law behaviour on the capillary number (Ca).
In order to compare my data with their model, it was necessary to find out the
geometry-influence fitting parameters. To determine the three fitting coeﬃcients, L, Q and
Ca, a step-by-step approach was adopted. First, I need to find the exponent, m¯. Forcing
the flow rate ratio to unity, e.g. Q = 1, equation 7.12 reduces to
L
wc
= (￿¯+ ω¯)Cam¯
L
wc
= A¯ Cam¯ (7.13)
where A¯ is the lumped coeﬃcient.
The MATLAB curve fitting toolbox, cftool, was used to fit the experimental data with
the above equation and to evaluate the fit. The result, figure 7.18, shows that the measured
non-dimensional droplet length exhibited a power-law dependence on the capillary number.
For a constant flow rate ratio, i.e. Q = 1, as the flow rate of both dispersed and continuous
phases increases, the capillary number increases, and the droplet length decreases.
Figure 7.18: Droplet length dependence on the capillary number. The flow rate ratio
was kept constant at Q = 1. A power-law dependence of the non-dimensional droplet length on
the capillary number is observed, with the exponent found to be -0.4161.The goodness of fit was
characterised by R-square of 0.9853 and an SSR of 0.2418. The channel width, wc was 250 µm.
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Since the fitting coeﬃcients are geometry-dependent, the exponent found is valid for
experiments carried out with the same design and is independent of flow conditions. It
was also necessary to find the other two coeﬃcients, ￿¯ and ω¯, in equation 7.12. In another
experiment, I varied the water fraction, i.e. QdQc+Qd , to achieve a range of Ca and Q. The
result, shown in figure 7.19, concludes that the droplet length increases with the flow rate
ratio Q. In Liu’s experiments, where a linear dependence of the droplet length on the flow
rate ratio was observed, the capillary number was kept strictly constant. In contrast, the
results shown in figure 7.19 covered a range of capillary numbers, 1.49×10−5 to 3.037×10−4.
Given the small range, with an order of magnitude of 1.3, when plotted on the same curve,
it still shows the linear dependence of droplet length on the flow rate ratio. Overall, my data
has shown good agreement between the actual droplet length and the model prediction.
(a) Droplet length by C4D against flow rate ratio
(b) Residual plot
Figure 7.19: Droplet length dependence on the flow rate ratio. (a) The fitting coeﬃcients
￿¯ and ω¯ are 0.052 and 0.025 respectively, and the model prediction is shown by the red line. The
blue line is the best fit line described by the experimental data. The two lines practically overlap,
indicating a good fit between the experimental data and the model. (b) The SSR is 8.9908.
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7.4.4 Droplet length validation
In the previous section, I have shown good agreement between the measured droplet length
and the model [181], now I proceed to examine the accuracy of the data.
Two-channel C4D
First, reproducibility was tested using two-channel C4D measurements. Droplet lengths
measured by two detecting electrodes were compared, and the result is shown in a parity
plot in figure 7.20. A good agreement between the two channels is reflected by the majority
of data points lying on the parity line.
Figure 7.20: Cross-validation of droplet length measured by two-channel C4D. Ldrop1 and
Ldrop2 denote the measurement by the first and the second detection electrodes respectively. The
two detection electrodes were separated by 1.4 mm.
Optical method 1: manual droplet measurement using ImageJ
The video provided an independent measure of droplet length for validation. Using ImageJ,
each droplet was indexed and its length was measured manually. For a particular droplet,
its droplet lengths measured by C4D (Ldrop) and by ImageJ (LImageJ) were compared and
the mean result is shown in figure 7.22.
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Because a diluted dye was used in the dispersed phase, it was diﬃcult to distinguish
the boundary of the droplet in the raw colour video. To aid identifying the boundary,
the video was first converted to grey-scale, and the length was measured as the maximum
distance from the menisci. The length in pixels was then converted into millimetres by using
the dimensions of the electrodes.
Optical method 2: automated droplet tracking in MATLAB
Manual quantification of droplets from optical data has proven to be very challenging. The
definition of droplet boundaries was subject to human bias, and the process was time-
consuming; a one-minute recording required an average processing time of at least 30 min-
utes. An algorithm was written in MATLAB by me to automatically detect, track and
measure the properties of the droplets (section 7.6). The computation time is linearly
dependent on the droplet frequency, and a significant saving on the processing time was
observed, especially with lower droplet frequency. A downside of this algorithm is the de-
pendence of its resolution on the video frame rate. The results were cross-validated with
the manual ImageJ measurements and are shown in figure 7.21.
(a) MATLAB against ImageJ (b) Residual plot
Figure 7.21: Cross-validation of droplet length measured from optical data automatically
and manually. (a) LImageJ and Lmat refer to droplet lengths measured manually using ImageJ
and automatically using the MATLAB droplet tracking algorithm respectively. (b) The SSR was
1.1386.
At first glance, a better correlation exists between C4D measurements and the manual
ImageJ method. The automated MATLAB method appears to underestimate the droplet
length. However, the C4D measurements are expected to be underestimates, as it takes
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the droplet time from maximum ascent to maximum descent, and excludes the initial part
of the droplet. Both optical methods measure the droplet length from the menisci, and
should present the real droplet length. Therefore, the underestimate seen in the optical
measurement, compared to C4D, was expected. A better correlation with the MATLAB
method over ImageJ was also expected, as the human bias factor was eliminated. Two
reasons may have contributed to the better correlation between C4D and ImageJ: (i) human
bias, and (ii) the reliance on the pump velocity.
(a) C4D against ImageJ (b) Residual plot
(c) C4D against MATLAB (d) Residual plot
Figure 7.22: Cross-validation of droplet length. Ldrop, LImageJ and Lmat are droplet lengths
measured using C4D, ImageJ manually, and the MATLAB automatic droplet tracking algorithm
respectively. Each droplet was measured twice, denoted by V1 and V2, using two detection elec-
trodes separated by 1.4 mm. The SSR of droplet length measured by V1 and V2 against ImageJ
were 0.9492 and 0.3328 respectively, and that measured by V1 and V2 against MATLAB were
0.6224 and 0.6208 respectively.
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V1, Ldrop1 V2, Ldrop2 MATLAB, Lmat
ImageJ, LImageJ 0.9492 0.3328 1.1386
MATLAB, Lmat 0.6224 0.6208 –
Table 7.5: Sum of squared residuals (SSR) of droplet length measured by the diﬀerent
methods
7.4.5 Velocity eﬀect on droplet length
So far, the velocity of the pump, or the nominal velocity (vch), was used to estimate the
droplet length. However, I concluded in the previous section that vch was inaccurate, and
that measurement of the real velocity was achieved by the device (vdrop). The choice of
velocity measurement in the quantification of droplet length is examined in figure 7.23.
The automated droplet tracking method extracts droplet length directly from the
optical data, and therefore provides a closer approximation to the true value. The apparent
better correlation using the nominal velocity, vch as shown in figure 7.23b and d was largely
due to the fact that vch was an overestimate of the true droplet velocity as proven in the
previous section. As the droplet length from C4D was estimated from only part of the
droplet, an underestimation would be expected, as shown by the blue traces in figure 7.23,
implying that the use of vdrop is more appropriate. In conclusion, the automated method is
superior to the manual method in accurately deducing droplet length, and vdrop should be
used to approximate length from the electrical data, thereby reinforcing the need for on-chip
velocity measurement.
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(a) Eﬀect of velocity on droplet length model
(b) C4D against ImageJ (c) Residual plot
(d) C4D against MATLAB (e) Residual plot
Figure 7.23: Comparison of droplet length using nominal and real droplet velocities.(a)
The yellow and blue traces represented droplet length estimated using the pump vch and the C4D
vdrop respectively. The inaccuracy of the pump flow rates shown in previous section had resulted in
the overestimation of the true velocity and hence Ldrop. (b & d) As Ldrop using C4D was calculated
from only part of the droplet using the gradient method, an underestimation as shown by the blue
data points was expected.
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7.4.6 Dispersity
Instead of error bars showing the absolute standard deviation of the droplet length, a ratio-
metric approach is better for visualising the variation. Dispersity is defined as the standard
deviation of the droplet length relative to the average droplet length. It normalises the eﬀect
of variation in the size of the droplet.
dispersity =
standard deviation
mean
(7.14)
Overall, all three measurement methods estimated the dispersity of the segmented flow was
below 15%, as shown in figure 7.24. Increasing dispersity with flow rate ratio suggests that
the eﬀect of variation was dominant at small carrier phase flow rate, presumably due to the
inaccuracy imposed by the syringe pumps.
(a) Measurement methods (b) Capillary number (c) Flow rate ratio
Figure 7.24: Droplet dispersity. (a) All three methods (C4D, ImageJ, and MATLAB) produced
similar dispersity which was below 15% overall. (b) Dispersity increased with decreasing capillary
numbers, suggesting the eﬀect was flow rate dependent. (c) The carrier flow rate might have a
dominating eﬀect on droplet dispersity.
7.4.7 Summary
• Droplet size information was extracted from the droplet detector signal.
• Voltage measurement was validated against optical measurement, and proven to be
an accurate approximation.
• The eﬀect of nominal and real droplet velocities on length estimation was examined,
reinforcing the importance of on-chip droplet velocity detection.
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7.5 Droplet frequency and duty cycle
Droplet frequency
Our device could measure droplets at a maximum frequency of 3.6 Hz. For higher through-
put, the droplet passed the detection region before registering an response, a limitation of
the electronics, resulting in a less stable signal.
Figure 7.25: Droplet frequency against continuous phase flow rate. The frequency of
droplets produced is a linear function of the continuous phase flow rate for a constant flow rate
ratio of Q = 1. (Inset) Droplet frequency as detected by C4D plotted against the capillary number.
The two trends are essentially identical, given the relationship between the capillary number and
the carrier phase flow rate.
Duty cycle
Another criteria that aﬀects detection is the duty cycle, that is the proportion of aqueous
to carrier fluid. The duty cycle (D) and water fraction (w.f.) are defined as
D =
τ
T
and w.f. =
Qd
Qd +Qc
(7.15)
where τ is the time of the dispersed phase in contact with the detection electrode and T is the period.
In section 7.4, we have seen that the droplet size became more variable with decreasing
carrier oil flow rate. A similar trend was observed in figure 7.27, where dispersity increased
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with large duty cycle, confirming this finding. Longer aqueous segments separated by short
oil intervals had made the detection conditions very challenging for the C4D detector.
(a) Q = 1 (b) Variable Q
(c) Q = 1 (d) Variable Q
Figure 7.26: Duty cycle of segmented flow with flow rate ratio. (a & b) Droplet voltage
response for diﬀerent flow rate ratio Q. The time scale was normalised to 1.5 times the period. (c)
For a constant flow rate ratio of Q = 1, the duty cycle stayed around 50%. (d) For variable Q, the
duty cycle depended linearly on the water fraction.
Figure 7.27: Droplet length dispersity with duty cycle. The droplet dispersity increases with
increasing duty cycle, reflecting a detection limitation when the interval between aqueous segments
gets too short.
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Gradient matters?
It can be seen from figure 7.26a that the gradient of the rising edge, associated with the
droplet signal, appears to vary with the total flow rate. Figure 7.28 examines this relation-
ship. An exponential dependence of droplet velocity, as well as an inverse proportionality
of droplet volume, on the gradient was found. This could potentially form a basis for
single-electrode velocity and volume measurement.
Figure 7.28: Droplet velocity and volume with maximum rising gradient of the droplet
signal. The flow rate ratio was kept at Q = 1.
Summary
• Properties of the segmented stream such as frequency, period and duty cycle were also
studied using our contactless device
• Gradient detection could form a basis for single-electrode detection
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7.6 Automated optical droplet tracking
Optical recordings have given a direct measure of the size and velocity of the droplet, and
have acted as a standard for cross-validation with the voltage data. However, extracting
information from the video has proven challenging; manual visual extraction was time-
consuming, susceptible to human bias. In the light of this, a homemade MATLAB algorithm
was developed to automate the analysis and extraction of information, such as length,
velocity, and periodicity, from the droplet stream.
7.6.1 Tracking principle
Briefly, the algorithm consists of two phases: the conditioning phase and the tracking phase,
illustrated in figure 7.29 and 7.30. In the tracking phase, the trichromatic (RGB) colour
video was first loaded and the intensities of the primary colours were separated. Since the
dispersed phase was dyed blue in our case, the blue colour (represented by the red colour
space) was isolated. The intensity was then normalised and converted to grayscale for easy
identification of each droplet. Droplets were tracked in a window, or region of interest (ROI),
specified by the user. The image was then eroded, to sharpen the boundary of the droplets
and to remove noise pixels.
In the tracking phase, the video was played frame-by-frame, and the droplets were
tracked as they entered the ROI. When the entire droplet first appears inside the ROI, it is
identified; its centroid is determined and it is enclosed by a bounding rectangular box. The
dimensions of the bounding box give information about the droplet size. Once the droplet is
identified, its centroid, and hence its movement, is tracked until it moves out of the ROI. By
converting from pixels to distance, the number of pixels moved and frames elapsed allows
the calculation of the droplet velocity. The details and the codes are given in the appendix.
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(e) Eroded ROI
Figure 7.29: Image conditioning for droplet tracking. (a & b) Still frames in RGB and
grayscale showing the location of the ROI, the red dashed rectangle, relative to the electrodes. (c,
d & e) The raw ROI was first eroded using a disc with a diameter of two pixels, to eliminate noisy
pixels which could complicate the identification of a droplet. Note that the axes refer to the rows
and columns of the image matrix.
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(b) Tracking
Figure 7.30: Automatic droplet tracking. (Left) When the entire droplet appears inside the
ROI, it is identified. When a droplet is successfully identified, its centroid is marked with a blue
asterisk and its perimeter bounded by a black rectangle. (Right) The droplet is tracked frame-by-
frame as it moves across the ROI, indicated by a yellow centroid marker and a green bounding
box.
7.6.2 Limitations
Although the algorithm has greatly improved the analysis, there are limitations. It only
allows tracking of a single droplet at a time; a large ROI, with the simultaneous presence of
multiple droplets, would confuse the algorithm, so a smaller ROI was preferred. However,
using a small ROI, with fast droplet streams and the slow capturing frame rates of the
camera, meant a droplet could only be tracked for a few or even a single frame. This
would impact on the uncertainty of the measurements, especially on the droplet velocity.
Therefore, careful selection of the ROI was key. Other limitations were video-specific, such as
the erosion of the image and the droplet having to be tracked ahead of the electrode detection
region. These increased the steps needed afterwards to compute the results. However, these
could be avoided in other cases by careful selection of materials and recording conditions.
7.6.3 Summary
• An automated droplet tracking algorithm in MATLAB for optical data is presented.
• The algorithm extracts information about the segmented stream and provides a vali-
dation for the C4D droplet detection.
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7.7 Potential applications
7.7.1 Application based specifications
Depending on the application, the geometry of the device can be altered, according to the
simulation results, to optimise the detection performance. For instance, smaller droplets can
be detected by reducing the spacing between electrodes. However, this will also aﬀect the
signal intensity, and poses a requirement for better and more flexible electronic amplifica-
tion. Similarly, high-throughput applications will also require electronics with fast temporal
response.
Although the device itself was microfabricated, the whole system was more of a chip-in-
a-lab with all the supporting bench-top equipment, such as the signal generator, electronics
and data acquisition unit. Integration and miniaturisation of the signal generation and
detection circuitry are needed to make it a true lab-on-chip device.
7.7.2 Control of downstream manipulation
Furthermore, a comparator can be included to give an "all-or-nothing" signal, indicating
the presence of droplets. It can then output a TTL logic for control of valves or pumps, for
sorting and dosing droplets with reagents.
7.7.3 Detection of cells
As the signal from our device derives from changes in the resistivity of the solution between
the two electrodes in the flow channel, it can in principle detect media other than pure
liquid, such as particles and cells. Cells and particles will influence the impedance of their
suspension, leading to a ohmic drop as they travel past the detection region.
Cell identification is a crucial step in stem cell research, and is usually carried out
using flow cytometry. Conventional flow cytometry, using fluorescence and magnetic fields,
requires labelling of the cells, therefore interfering with the cell properties and perfor-
mance. Since the demonstration of single cell detection based on dielectric properties [237],
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Figure 7.31: Encapsulation of cells in a droplet. The cells (10 µm in diameter) did not cluster
or stick to the PDMS channel wall.
impedance cytometers have become a popular choice in the field. Recently, the use of con-
tactless electrodes in impedance flow cytometry, for cell detection in a resources limited
environment has been demonstrated [238]. The detection mechanism was identical in prin-
ciple to that of C4D, with the addition of a micropore on the PDMS microfluidic channel.
The contactless nature has allowed for re-use of expensive electrodes. Moreover, Myers et al.
have shown label-free cytometry, based on electrophysiological responses to a stimulus [239].
Their use of flanking sheath flow also eliminated the need for the micropore, fundamental
to the Coulter counter phenomenon, simplifying the fabrication of the device.
Preliminary tests, exploring the possible use of our device in cell detection, have shown
that further optimisation of the device is required for this application. The combination
of a large detection region and small cells had made detection extremely diﬃcult, in both
single and dual phase flows, presumably because the conductivity in the detection region
was dominated by the cell culture medium.
7.8 Conclusions
The principle of C4D has been successfully applied in a segmented flow system to identify
aqueous droplets from changes in conductivity. A typical water-in-oil system has an 8-order
magnitude diﬀerence in conductivity, and hence worked well with contactless detection,
where the coupling of the signal is inferior to that of galvanic detection methods. Contact-
less electrodes are desirable in a multi-phase flow system, not only because they mitigate
problems such as surface fouling and bubble formation (from the use of a high potential),
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but also because they enable re-use, hence extending lifetime of the device and reducing
fabrication costs.
Simulations have been carried out to assess the response of the device to solution
resistivity under a range of design conditions, such as varying dielectrics, electrode area
and insulation thickness. The relative sensitivity of the final design was optimised for our
desired water-oil segmentation. Results from the simulation predict an indistinguishable
response from air-oil segmentation, due to their similar resistivities, which was confirmed
by experimental data.
The evolution of the diﬀerent prototypes has shown an improvement in signal inten-
sity, as well as functionality – from droplet detection only, to size and velocity measurement,
and finally towards a complete characterisation of the segmented stream, such as the water
fraction, dispersity, and periodicity. Validation of the detector response with video record-
ings has shown that its resolution is similar, if not equivalent, to that of optical detection.
This technique has allowed me to probe the properties of the segmented flow system.
Two-phase segmented flow showed an attenuation in signal intensity when compared to
single-phase flow, suggesting the existence of extra impedance between the aqueous droplet
and the channel wall, providing evidence for the wetting condition and complete insulation
of the droplet. My device also provided an independent measure of the true droplet velocity,
which diﬀered from the nominal velocity stated by the pumping system, to be used for the
estimation of the droplet size.
For the first time, I have shown that electrical measurement is capable of resolving
droplet stream properties. As a by-product, an automated droplet tracking algorithm was
developed, in order to provide an independent measure of the droplet stream from optical
recordings. In summary, our contactless droplet detector compared favourably with the
available conductivity based devices, and its specification was:
• Maximum frequency: 3.6 Hz
• Maximum velocity: 4.4 mm s−1
• Minimum droplet length: 0.26 mm
• Minimum droplet volume: 9.6 nL
Chapter 8
Discussion
8.1 Overview
The goal of my thesis project is to capture in real-time the neurochemical dynamics of
spreading depolarisations, severe events that occur spontaneously in the injured human brain
in the intensive care unit. The ultimate aim is to improve understanding and identification
of the development of secondary injuries, allowing a timely clinical intervention that would
improve patient outcome.
8.1.1 The status quo
Although invasive, microdialysis is a clinically approved sampling method that allows simul-
taneous extraction (and delivery) of multiple analytes from the extracellular space through
a single device. Despite being immensely popular amongst pathophysiological and neuro-
chemical research, MD imposes a trade-oﬀ between adequate sample volume, solute recovery
and sampling frequency. Traditionally, oﬄine MD involves collection periods in the order
of hours.
The current rsMD system in the Boutelle group can assay the sample on a minute time
resolution with a moderate flow rate of 2 µL min−1. Despite a significant improvement from
conventional oﬄine MD, it is operating at its limits for dynamic physiological detection, for
an event such as SD in injured brain. The rsMD system aims to measure the metabolic
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consequences of SD, however, a precise identification and definition of start of an event was
lacking. Subdural ECoG strip, a gold standard for electrical SD detection and provides us
with an electrical signature of SD, is placed in diﬀerent location to the MD probe. Therefore,
uncertainty in relating the electrical response with the metabolic consequences arose.
8.1.2 The obstacles
Three reasons attributes to this uncertainty, namely, the time lag, discretised sampling
and dispersion. The unknown time lag between the electrical signal (start of SD) and
the chemical signature (consequences of SD) arises from the relative locations between the
two aforementioned measuring modalities. Discretisation of sample, injection at 1-minute
intervals, means that we are not capturing the entire chemical characteristics of a highly
dynamic depolarisation event. That, combined with the prevailing Taylor dispersion in
continuous laminar flow regime, has made the quantification of analytes in the dialysate
much more challenging.
8.1.3 Summary of achievements
Chemical marker for SD Ionic imbalance is the underlying source for the electrical
characteristics seen in SD waves. By measuring the dialysate K+, an ion closely involved
with depolarisation, using the newly developed miniaturised flow cell, I now have a chemical
marker for SD. This dialysate SD marker was validated, first with tissue K+ measurement
in rat cortex (Figure 4.9, Section 4.1), and then with ECoG measurement in the hu-
man brains (Figure 4.18, Section 4.3). It has since eliminated the uncertainty caused by
the unknown time lag between chemical and electrical signals, allowing precise identifica-
tion of SD through MD and a high definition interrogation of the metabolic consequences
(Figure 4.11, Section 4.1).
Originally, it was thought that the energy debt associated with SD would be more
than covered by the very large hyperemia. In fact, work in the group has shown that the
SD caused a depletion of glucose [41]. In this thesis, for the first time, we have been able
to support this with evidence that glucose depletion was directly linked to the clearance of
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K+, and, in particular, this depletion takes place when blood flow has returned to normal
level.
Dialysate K+ can now serve as an independent SD marker in the absence of other
electrical detection methods, as demonstrated in the in vivo MD experiments carried out
at Pittsburgh. Here, the MD probe, which samples multiple analytes simultaneously, is ca-
pable of detecting both the metabolic and the equivalent electrical signal, through the high
resolution dialysate K+, removing the need of the ECoG strip electrodes. This is particu-
larly useful in clinical monitoring, where the ethics and physical restraints limit the number
of devices that can be implanted, a single device capable of resolving multiple analytes will
reduce the risk of infection as well as streamlining the equipment. Furthermore, through
measuring the basal extracellular K+ concentration, we are able to look at the underlying
tissue excitability. This information is not available through electrical measurements, be-
cause they are inevitably AC-coupled to deal with electrical drift, and hence cannot reveal
the absolute tissue biopotential.
Strategies to improve microdialysis output Compared to the tissue changes in re-
sponse to an SD, the dialysate K+ was drastically attenuated. This attenuation was due to
a combination of factors: MD probe recovery, membrane area available for exchange, tissue
response and concentration dispersion. Since the first two factors are innate to the probe,
we focus on the tissue state surrounding the probe and the dispersive eﬀects of laminar flow
on concentration. Two strategies of improving the MD output were explored.
Firstly, a pharmacological anti-inflammatory agent, DEX, was applied locally to the
tissue via the MD probe to minimise the eﬀects of probe induced tissue trauma. The
implantation of the probe creates a local injury to the surrounding tissue, triggering the
rapid activation of microglial and inflammatory response, resulting in the formation of a
glial barrier separating the tissue from the sampling probe (Figure 4.28, Section ??).
Preliminary animal studies has shown that DEX is a promising strategy, leading to larger
response magnitudes in the dialysate (Figure 4.25, Section 4.4) and hence an improvement
of the MD dynamic range (Figure 4.30, Section 4.4). Secondly, concentration dispersion
can be eliminated by operating in segmented flow regime. Single phase laminar flow in a
fine-bore tube at slow velocities develops into Poiseuille flow with a parabolic velocity profile.
Concentration equilibration along this parabolic profile results in Taylor dispersion. This
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means a sharp change in concentration at the MD probe membrane will transformed into a
dampened distribution after travelling even a short distance to the detectors. In segmented
flow regime, the dialysate will be broken up into small discrete volume droplets carried by
an immiscible oil. There is no mixing between the droplet and the tubing wall as well as
between adjacent droplets. Concentration dispersion is eﬀectively eliminated, preserving
the original concentration traits of the analytes (Figure 5.30, Section 5.5).
Droplet flow operation The two-phase droplet flow is highly advantageous at improving
the MD output, provided that it can be detected. Due to hydrophobic attractions, the
immiscible carrier oil causes electrode surface passivation resulting in detection failure and
permanently destroyed the K+-sensing membrane. A hydrophilic coating, PSS-PL, is then
used to modified the mini K+ ISE, making it capable in the water-in-oil stream (Figure 5.20,
Section 5.4). Besides, potential droplet manipulation techniques, such as dosing, splitting,
and merging, have been experimented (Figure 5.14, Section 5.1). These techniques can
be implemented to allow parallel processing of MD stream to detect multiple analytes.
Visualisation of droplets A contactless electrical droplet detector, based on the princi-
ple of C4D, has been developed to complement the segmented flow operation. It provides an
inexpensive, non-interfering and portable mean of "visualising" the droplets compared to the
optical methods commonly used in microfluidics. Apart from real-time reliable identification
of droplets in a flow stream (Figure 7.7, Section 7.2), other characteristics of the droplet
stream can also be extracted, such as volume, velocity and periodicity. The performance
of the device has also been evaluated against optical detection (Figure 7.12, Section 7.3).
The output signal can potentially be used to control other droplet manipulation processes,
such as dosing and sorting.
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Segmented flow microdialysis
Taylor dispersion, a dominant cause of dynamic MD signal attenuation, can be eliminated
by segmenting the MD stream into droplets. Experimental result with the modified K+
ISE has shown that original sharp concentration characteristics are preserved in the isolated
droplets. With all the tools developed, it is possible to implement a droplet-based MD
system. By connecting a T-junction at the outlet of the MD probe, the dialysate stream
can be passively broken up into discrete droplets isolated in a carrier oil. The dialysate
droplet can then be rapidly delivered to the online detectors by using a faster oil flow rate,
whilst the aqueous phase flow rate can be kept small, in order to maintain the recovery
fraction of molecules across the dialysis membrane. This way, not only is concentration
dispersion removed, but time-lag between pick-up at the membrane and detection is also
minimised.
As dispersion set in at very short distance, at 2 µL min−1 the entrance length for
a fully developed Poiseuille flow is just 2.6 µm 1, a distance much shorter than the probe
outlet tubing, an alternative is to segment the flow before it enters the MD probe. The T-
junction can be placed instead at the MD probe inlet, producing a blank droplet stream that
flows into the probe. The polyamide membrane used in most MD probes are hydrophilic,
so the blank droplet will wet the membrane as it enters, and molecular exchanges can
occur eﬃciently. When the analyte droplet leaves the membrane for the hydrophobic outlet
tube, the wetting condition is reversed, the droplet is once again wrapped in a thin oil skin
shielded from dispersive mixing. With the PSS-PL coated sensors, the droplet streams can
be measured directly without further manipulation. Besides, the segmented dialysis stream
can be coupled to other microfluidic techniques, such as dosing, splitting and merging, to
enable parallel detection of multiple analytes.
Dexamethasone: a viable clinical approach?
Results from our preliminary animal studies suggested that DEX has played a role in pre-
serving the tissue surrounding the MD probe, allowing the true tissue response to dynamic
1Entrance Length (Le), Led =
1
16Re, where d is the diameter of the tube and Re = 0.208 in our case.
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SD events to be extracted. Although more repeats are needed to statistically establish and
quantify this enhancement in MD output, DEX could potentially be beneficial in clinical
MD studies.
Corticosteroids, such as methylprednisolone and DEX, have been routinely used to
treat head injury for more than 30 years, with 65% of the trauma centres in the USA
reported to use them in the intensive care management of patients [240]. As post-traumatic
inflammatory changes are believed to cause secondary neuronal degeneration [146], the anti-
inflammatory action of corticosteroids has rendered them a potential neuro-protective agent.
Despite widely used, the eﬃcacy of systemic corticosteroid in head injuries is un-
der debated. Early small scale clinical studies on systemic infusion of corticosteroids has
reported no eﬀects following severe head injury [241–243]. The CRASH (corticosteroid
randomisation after significant head injury) trial, a multi-centre, international, randomised
placebo-controlled trial, has, however, reported an increased risk of mortality in the 2-week
period following an early administration of 48 hours of methylprednisolone [244], and the
trial was stopped early because of the apparent harmful eﬀect of steroids. Although the
cause to the rise of risk of death remains unclear, given that DEX is 5-6 times more potent
and longer-lasting than methylprednisolone [245], the results of the CRASH trial set a huge
barrier to the potential use of DEX in TBI patients.
On the other hand, as we are proposing the use of DEX for the enhancement of MD
output from the surrounding tissue, the conditions are diﬀerent from the aforementioned
clinical trials, in terms of dosage and delivery method.
Firstly, the proposed dosage of the steroid is very much smaller than that used in the
clinical trials. A systemic infusion of 0.4 g of methylprednisolone over 48 hours, excluding
the loading dose, was used in the CRASH trial. In our animal study, 10 µM of DEX was
delivered through the MD probe over the entire experiment which on average lasting 4 hours.
This is equivalent to a total of 2.1 µg DEX, a 5 orders of magnitude reduction compared
to the CRASH dosage. In addition, retro-delivery of DEX across the MD probe membrane
is ineﬃcient, as demonstrated by a 20 % probe recovery at the currently used flow rate of
2 µL min−1. The overall eﬀect is that the actual DEX delivered is even smaller than the
stated dose.
Besides, DEX will be administered locally instead of systemically infused. As our
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aim is to preserve the tissue from damages caused by the insertion of the MD probe, DEX
is delivered locally through the MD probe, in contrast to the intravenous infusion in the
clinical trials. Imaging studies using radioactive-labelled DEX in subcutaneous tissue has
shown that its distribution is limited to a 3 mm region surrounding the injection site [246].
Therefore, the targeted delivery of DEX through the MD probe will lower its impact on
other regions of the brain as well as other organs.
Based on these diﬀerences, the proposed small-dose targeted delivery of DEX could
potentially pose a minimum risk to patient outcome, whilst being eﬀective in reducing tissue
damage from the MD probe and enhancing MD output. However, more repeated studies
and evidence from the animal model will be required to confirm this.
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Appendix A
A.1 in vivo SD studies
A.1.1 Parenchymal microelectrodes used in the animal SD study
in Cologne
Double-barrelled potassium ion-selective electrodes were fabricated by the research team
at the Max Planck Institute for Neurological Research in Cologne. Briefly, double-barrel
borosilicate theta Clark glass capillary (OD: 2.0 mm, length: 150 mm, Septum: 0.22 mm,
Harvard 30-0118) were pulled to obtain blunted tips with diameter of 2.5-4 µm. The tip of
one barrel was silanised by vaporisation, rendering the surface hydrophobic required to hold
the liquid ion-selective membrane. The tip of the silanised barrel was then filled with an
ionophore mixture (potassium ionophore (Fluka 60402) 5 wt%, 1,2 dimethyl-3-nitrobenzene
(Fluka 40870) 93 wt%, potassium tetrakis(4-chlorophenyl)borate (Fluka 60591) 2wt%). Fi-
nally, the barrel was filled up with 100 mM KCl internal reference solution, and Ag/AgCl
wires were then inserted in both barrels and the electrodes were sealed with epoxy glue.
During the in vivo experiment, extracellular K+ concentrations (silanised barrel),
local field potential recordings (non-silanised barrel) were acquired at 250 Hz with an in-
house high-impedance amplifier against a reference electrode and a ground electrode inserted
subcutaneously in the neck of the animals. The voltage diﬀerence between the two barrels
was converted to extracellular K+ concentrations using the calibrations performed before
and after each experiment. Direct current (DC) was extracted with a low-pass filter (0.1 Hz
cut-oﬀ) and high-frequency changes (ECoG) with a high-pass filter (8 Hz cut-oﬀ).
A.1.2 Spreading depolarisations in the aCSF- and DEX-perfused
groups
In the probe implantation injury studies carried out in collaboration with the Michael Lab
at the University of Pittsburgh, a total of three SDs were induced by needle prick in each
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animal of both perfusion groups. The average response is shown in figure 4.25 and 4.26 in
section 4.4. Here, the individual responses are shown.
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Figure A.1: Cortical dialysate response to SDs in the aCSF-perfusion group.
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Figure A.2: Cortical dialysate response to SDs in the DEX-perfusion group.
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A.2 MATLAB analysis tools for droplet detection
This section describes the tools developed in MATLAB to aid the data analysis of the
contactless droplet detection using C4D given in chapter 6 and 7.
A.2.1 Analysis of the raw voltage traces
This was a simple algorithm to detect droplets using the gradient method. Apart from the
raw voltage data, the user needed to input the period of the droplet. Briefly, the raw voltage
data, Vout was diﬀerentiated with respect to time using the built-in function gradient().
Then, the algorithm would seeked from the diﬀerential, V ￿out, within the period of a droplet
the maximum, minimum and their nearest zero-crossings as illustrated in figure 7.17. Finally,
it would return the times corresponding to the turning points and zero-crossings in two
output variables:
• risepara which contained tr, tr1, tr2, and trg.
• fallpara which contained tf , tf1, tf2, and tfg.
The times were directly related to the droplet length (Ldrop) and velocity (vdrop).
A.2.2 Automated droplet tracking: the principle
Briefly, the algorithm consisted of two phases: the conditioning phase and the tracking
phase. In the tracking phase, the trichromatic (RGB) colour video was first loaded and
the intensities of the primary colours were separated. Since the dispersed phase was dyed
blue in our case, the blue colour, represented by red, was isolated. The intensity was then
normalised and converted to grayscale for easy identification of each droplet. Droplets were
tracked in a window, or region of interest (ROI), specified by the user. The image was then
eroded to sharpen the boundary of the droplets and remove noise pixels.
In the tracking phase, the video was then played frame by frame, and the droplets were
tracked as they entered the ROI. When the entire droplet first appeared inside the ROI, it
get identified - its centroid was determined and it was enclosed by a bounding rectangular
box. The dimensions of the bounding box gave information about the droplet size. Once
the droplet was identified, its centroid, and, hence, its movement, was tracked until it moved
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out of the ROI. With a conversion from pixels to distance, the number of pixels moved and
frames elapsed allowed the calculation of the droplet velocity. Here are a list of parameters
and output variables.
User-specified parameters:
• rowLim and colLim: Dimensions, in rows and columns, of the tracking window or
region of interest (ROI).
• Centroid_Boundary_Colmn_Left and Right: Lower and upper limits for location of
centroid of droplet. Exploiting the prior knowledge that the droplets moved unidirec-
tionally, by forcing the search of a centroid within certain bounds, we are minimising
the searching time for a droplet and also the error of detecting noise.
• TrackingAreaDiff: Area deviation of the same droplet in subsequent frames. If the
deviation of areas of a droplet in consecutive frames lay within this allowance, it would
be assumed to be the same droplet and tracking of it would continue. This was built
in to allow for diﬀerences due to the recording condition, such as light at an angle,
and the interfaces of the channel.
• PixFromBoundary: Number of pixels from the bound of ROI when tracking of a droplet
would stop. When a droplet approached certain pixels away from the ROI, but before
exiting it, the tracking of this particular droplet would finish. This was an important
condition to ensure accurate tracking. Otherwise, a partial droplet with decreasing
area would be continuously tracked as it moved out of the ROI. Decreasing area and,
hence, changing centroid location, would cause error in determining the true droplet
size and velocity.
• newDropletFrameCount: Interval in number of frames between assignment of droplets.
In a way, it is like hyperpolarisation. Once a droplet was identified and assigned
an index, identification of further droplets would be temporarily disabled for certain
number of frames to allow the newly labelled droplet to move out of the ROI. This
could avoid giving the same droplet multiple indexes.
• erodeStrength: Number of pixels used to clean up image. The image in ROI was
eroded by a disc with diameters in pixels to remove noisy pixels and sharpen the
droplet boundary. This number of pixels was added back to account for the actual
size of the droplet.
Output variables:
• Tracked droplet: Index of each tracked droplet
• Area: Droplet area estimated by the bounded rectangular whose length and width
were the Majority axis and Minority axis
• Majority axis: Length of the droplet, Ldrop, in pixels
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• Minority axis: Width of droplet in pixels
• Start frame: Index of the frame when the droplet was first tracked
• Frames moved: Number of frames that the droplet was tracked within the ROI
• Pixels moved: Number of pixels moved by the centroid of the droplet within the ROI
• Frames per second (fps): Frame rate of the video in frames per second
• Pixels moved per second: Velocity of droplet in pixels by the following relations
pixel moved per second =
pixels moved
tpixel
(A.1)
tpixel =
Frames moved
fps
(A.2)
A.2.3 Automated droplet tracking: the code
%% Droplet measurement & tracking from video %%
close all; clear all; clc;
%—– Load video file —–%
xyloObj = mmreader(’ConstantRatio/Oil2Aq2.mov’);
%—– Variables —–%
nFramesVid = xyloObj.NumberOfFrames; % Total no. of frames of video
vidHeight = xyloObj.Height;
vidWidth = xyloObj.Width;
fps = xyloObj.FrameRate; % Video frame rate
nFrames = nFramesVid;
nFrameDetect = 0;
SumFramesMoved = 0;
SumPixelsMoved = 0;
regionDetect = [ ];
drop_no = 0;
%—– Debug or tracking mode —–%
debug = 1; % 0 for tracking; 1 for debug mode for setting tracking window
%—– Parameters —–%
rowLim = 244 : 345; % Height of tracking window (y)
colLim = 190 : 320; % Width of tracking window (x)
Centroid_Boundary_Colmn_Left = 45; % Lower limit, in x, to look for centroid of droplet
Centroid_Boundary_Colmn_Right = 55; % Upper limit to look for centroid of droplet
TrackingAreaDiﬀ = 120;
PixFromBoundary = 5;
newDropletFrameCount = 5;
erodeStrength = 2; %Pixels used to clean up image; add back on each side of the drop for accurate length
% —– Info extraction during tracking —–%
if (debug)
h_fig = figure;
fid = fopen(’Oil2Aq2.txt’, ’w’);
fprintf(fid, ’\nTracked Droplet: \tArea: \tMajority Axis: \tMinority Axis: ...
\tStart Frame: \tFrames Moved: \tPixels moved: \tFrames Per Second: \n’);
fprintf(1, ’\nTracked Droplet: \tArea: \tMajority Axis: \tMinority Axis: ...
\tStart Frame: \tFrames Moved: \tPixels moved: \tFrames Per Second: \n’);
else
disp(’DEBUG MODE !’)
end
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%—– Start droplet tracking frame-by-frame —–%
for nframe = 1 : nFrames %To track frame-by-frame
test_img = read(xyloObj, nframe);
test_r = test_img(:, :, 1);
test_g = test_img(:, :, 2);
test_b = test_img(:, :, 3);
test_sum = (test_r+test_g+test_b);
test_m_r = test_r./test_sum;
test_m_g = test_g./test_sum;
test_m_b = test_b./test_sum;
if (debug) % in debug mode - check the first frame
figure; imagesc(test_img); % Display the raw image (first frame)
figure; imagesc(test_m_r);colormap(gray) % Display the blue colour only
end
%—– Tracking window —–%
test_im = test_m_r(rowLim, colLim);
test_im_colr = test_img(rowLim, colLim,:);
test_im = test_im;
if (debug) % In debug mode: display tracking window or ROI
figure; imagesc(test_img(rowLim, colLim,:));
figure; imagesc(test_im); colormap(gray);
end
%—– Erode the image to clean up —–%
se = strel(’disk’, erodeStrength); % The number of pixel used to erode the image
erodedBW = imerode(test_im, se);
if (debug) % In debug mode: erode the first frame to check
figure;imagesc(erodedBW);colormap(gray); % Display eroded image
error(’END DEBUG’);
end
%—– Using regionprops to extract info of each droplet —–%
stats = regionprops(erodedBW, ’Area’, ’BoundingBox’, ’Centroid’,’MajorAxisLength’, ...
’MinorAxisLength’);
areas = [ ];
for i=1: length(stats)
areas = [areas; stats(i).Area];
end
[siz,idx] = max(areas);
region = stats(idx);
figure(h_fig);
imagesc(test_im_colr);
if isempty(regionDetect) % If a droplet has identified, then track its movement
if ( (abs(region.Area - regionDetect.Area)<TrackingAreaDiﬀ) && ...
((region.Centroid(1) - regionDetect.Centroid(1))>0) && ...
((size(test_im,2) - (region.BoundingBox(1) + region.BoundingBox(3))) ...
> PixFromBoundary))
SumFramesMoved = SumFramesMoved + (nframe - nFrameDetect);
SumPixelsMoved = SumPixelsMoved + ...
(region.Centroid(1) - regionDetect.Centroid(1));
PixelsMovedPerSec = SumPixelsMoved / (SumFramesMoved / fps);
hold on
plot(region.Centroid(1), region.Centroid(2), ’y*’);
rectangle(’Position’, region.BoundingBox, ’EdgeColor’, ’g’);
hold oﬀ
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nFrameDetect = nframe;
regionDetect = region;
else
regionDetect = [ ];
fprintf(fid, ’\t%d \t%3.2f \t%4.2f \n’,SumFramesMoved,SumPixelsMoved,fps);
fprintf(1, \t%d \t%3.2f \t%4.2f \n’,SumFramesMoved,SumPixelsMoved,fps);
end
end
if isempty(regionDetect) % If no droplet has been identified, find one
if (((round(region.Centroid(1))<Centroid_Boundary_Colmn_Right) && ...
round(region.Centroid(1))>Centroid_Boundary_Colmn_Left) && ...
((nframe - nFrameDetect > newDropletFrameCount) || (nFrameDetect==0) ));
drop_no = drop_no + 1; % if a droplet is found, increment the counter
% Display the data on the screen and save them in a text file
fprintf(fid,’\n%d \t%5.2f \t%4.2f \t%4.2f \t%d’, ...
drop_no, region.Area, region.MajorAxisLength, ...
region.MinorAxisLength, nframe);
fprintf(1,\n%d \t%5.2f \t%4.2f \t%4.2f \t%d’, ...
drop_no, region.Area, region.MajorAxisLength, ...
region.MinorAxisLength, nframe);
hold on
% Mark the centroid of the droplet with a blue asterisk and ...
the bounds of it with a rectangle
plot(region.Centroid(1), region.Centroid(2), ’b*’);
rectangle(’Position’,region.BoundingBox);
hold oﬀ
pause(0.5);
nFrameDetect = nframe;
regionDetect = region;
SumFramesMoved = 0;
SumPixelsMoved = 0;
end
end
end
fclose(fid);
A.3 Summary of permission for third party copyright
works
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9 Figure 1.3 Journal of Cere-
bral Blood Flow &
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Nature Publishing Group,
2010
Permission to re-use; license:
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10 Figure 1.4 Nature Medicine Nature Publishing Group,
2011
Permission to re-use; license:
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152 Figure 5.6a Langmuir American Chemical Soci-
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Permission to re-use granted
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152 Figure 5.6b Applied Physics
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AIP Publishing LLC, 2003 Permission to re-use; license:
3323081151253
