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Abstract 
The Climatic Wind Tunnel (CWT) is a facility used by the motor industry to test 
vehicles under climatic extremes without the need for expensive overseas test 
programs. 
This work focuses on the application of computer simulation to the Heating 
Ventilation and Air Conditioning (HVAC) plant that makes up a CWT facility. The 
objective being to reduce its operational costs through the identification of energy 
saving operational strategies. 
When in operation the CWT has a peak power consumption of 3MW. The 
implementation of any measures that would reduce this peak load would give rise to 
considerable savings in the operating costs of the facility. 
Computer simulation is an accepted technique for the study of systems operating 
under varying load conditions. Simulation allows rapid analysis of different strategies 
for operating plant and the effectiveness of achieving the desired effect without 
compromising the buildings performance. 
Models for the components of the CWT have been developed and coded in Neutral 
Model Format. These models have then been linked together in a modular simulation 
environment to give a model of the complete plant. The CWT plant naturally 
decomposes into four major subsystems these being the test chamber, the soakroom, 
air make-up and reffigeration system 
Models of all the primary and secondary HVAC plant are described as is how they 
constitute the systems that make up the CWT. Validation tests for individual 
components as well as for the systems have been carried out. 
To illustrate the potential of the application of computer simulation into finding 
improved modes of operation that would reduce the energy consumption of the 
facility, four studies have been carried out. The studies involve the possibility of 
scheduling the operation of condenser fans as a function of refrigeration load and 
outside ambient temperature, methods for the pre-test conditioning of a vehicle, a 
reduction in the secondary refrigerant flow temperature and an increase in the 
thickness of the insulated panels from which the facility is constructed. The studies 
carried out showed that there was potential for moderate energy savings to be made 
in the operation of the facility and that extended simulation runs would allow for the 
in-depth assessment of a large range of possible modes of plant operation in order to 
identify the areas where the greatest savings are possible. 
Keywords: Modelling, simulation, energ Neutral Model Format, Climatic Wind I'Y' 
Tunnel, chiller modelling, vehicle modelling. 
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Chapter I 
Introduction 
The expectations of today's motorist are higher than ever. Not only do vehicles need 
to be safe and efficient but also they need to be comfortable and rewarding to drive. 
In order for manufacturers to keep pace with reduced product time cycles [I), ever 
tightening legislation concerning emissions and safety and yet still deliver a vehicle 
that the motorist will regard as value for money, they must have an ongoing program 
of research and development. The Climatic Wind Tunnel (CWT) is a key facility in 
this program. It allows vehicles to be tested under the influence of a range of extreme 
climatic conditions, therefore reducing the need to carry out expensive and time 
consuming overseas testing. 
The CWT is a significant user of energy. The systems needed to work the tunnel have 
a total capacity of 3MW, which leads to a annual runnin costs in the region of 9 
; E100,000, a cost of approximately E500 per 16 hour shift. With the scarcity of earth's 
natural resources increasing the cost of their extraction and supply increases and 
inturn. the cost of operating machinery that depends upon their usage grows. With the 
reluctance of the motorist to pay ever-increasing car prices it is up to the 
manufacturers to keep costs low. With cost reduction in mind the manufacturers will 
not allow for price increases from their suppliers. In order for these suppliers to 
remain competitive and still maintain the profit margin they require in order to 
survive, they must reduce costs through increased efficiency be that through the 
workforce or the machinery on which they rely. If improvements in the operating 
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efficiency of the CWT plant could be found large savings in energy costs could be I- 
made. 
This thesis describes an investigation into the modelling and simulation of the 
thermal systems that make up a Climatic Wind Tunnel and the subsequent 
application of the model to identify improved operational strategies that would'%ield 
savings in energy. 
1.1 Modular simulation environments 
The only technique available that allows the analysis of systems under varying load 
conditions is computer simulation. It has been shown in previous studies [2,3,4,5, 
6], that simulation has been used to model the performance of Heating, Ventilation ID 
and Air Conditioning (HVAC) systems and reduce their operating costs through 
improved control strategies and plant configurations. 
Many building simulation environments have been developed all of which contain 
some degree of HVAC system simulation which is essential if they are to accurately 
estimate the buildings overall energy usage. As these building analysis tools give the 
user a list of pre-defined HVAC systems that may be included in the buildin2 under 
consideration they are inflexible when the need arises for analysing different or 
innovative designs. 
To overcome this limitation a number of design and research tools have been 
developed that employ a modular approach to system simulation and are commonly 
referred to as Modular Simulation Environments. 
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The Modular Simulation Environment allows the system to be resolved into its 
constituent parts, each of which is represented by an individual model. The system is 
then assembled in much the same way as an engineer would draw a schematic 
representation of the system. The advantages of this approach in terms of increased I 
flexibility are obvious, as different plant configurations can be assessed. 
Other advantages of this approach include: 
* The solution method is separated from the model and is effectively in the hands 
of experts in numerical techniques. 
* Allows the modeller to concentrate on the modelling issues and not expend time 
on the solution method. 
9 The model code is more transparent, more portable and reusable by others. 
9 If problems with the solution of the equation set exist an alternative solver may 
be available. 
e Allows for extension into the areas of part load performance analysis, plant sizing 
and optimisation. 
A number of Modular Simulation Environments have emerged a list of which has 
been compiled by Sahlin [7]. Most of these tools are aimed for use by quite 
sophisticated users who have good grounding in mathematical modelling. Yet if 
these tools are to successfully cross over into mainstream design use, more user- 
friendly interfaces and comprehensive model libraries need to be developed. 
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1.2 The Climatic Wind Tunnel 
The Climatic Wind Tunnel provides the motor industry with the opportunity of 
conducting research, environmental tests and product development of vehicles and 
components, under a whole range of climatic conditions. Typical tests that are carried 
out are: 
" Engine cooling performance 
" Air conditioning system development 
" Hot fuel-handling tests 
" Analysis of city driving 
" Heater system development 
" Cold start and drive away test 
" Dernist / defrost test 
The vehicle testing is carried out in the facility's two temperature controlled areas, 
the soakroorn and the test chamber. The soakroorn is used to pre-condition a vehicle 
before it is moved into the test chamber where its performance at the test conditions 
can be analysed. 
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Figure 1.1 Vehicle test process diagram 
Figure 1.1 illustrates how the vehicle moves between the temperature controlled 
zones of the CWT. Each area shown has its own independently controlled 
conditioned air supply and extract system and test data is only recorded from the 
vehicle in the wind tunnel test chamber. 
1.3 Thesis objectives 
The objectives of this research are to: 
* Model the components that make up a Climatic Wind Tunnel facility. 
* Using an existing Modular Simulation Environment assemble the models in a 
configuration that represents the Climatic Wind Tunnel thermal systems. 
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Validate the model performance against empirical data recorded from the existing 
plant. 
Use the models of the CWT plant to carry out simulations configurations of 
different operating strategies in order to identify areas where it is possible to 
reduce energy consumption without compromising the performance of the 
facility. 
1.3.1 Research methodology 
The approach to the research is to characterise and document the existing CWT plant. 
Using the information gained of what the major CWT components are, compile of a 
library of plant models used in the CWT thermal systems. Review existing NIodular 
Simulation Environments to enable selection of an appropriate platform in which to 
model the CWT. Search for existing available HVAC plant models that are 
applicable to re-use in the modelling work. The component models are to be linked 
together in an appropriate Modular Simulation Environment to form a representation 
of the CWT systems. Simulations using the plant models are to be carried out over a 
range of operating conditions and validated against empirical data recorded from the 
CWT whilst it is operating at the same conditions as are being simulated. The final 
analysis is to implement the models in varying plant operating strategies in order to 
gain insight into areas where energ can be saved without effecting the operational Z'y 
performance of the facility 
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1.3.2 Thesis structure 
The major components of this thesis are: 
A review of published literature on Heating, Ventilation and Air conditioning 
(HVAC) simulation. HVAC component modelling, chiller and compressor 
modelling, the thermodynamic analysis and modelling of motor vehicles and the 
effect of frost formation upon heat exchangers with extended surfaces. A Revie", 
of existing Modular Simulation Environments and the reasons leading to the 
selection of one that lends itself to the problem of simulating the CWT thermal 
systems (chapter 2). 
" Development of models that are particular to the Climatic Wind Tunnel project 
(chapter 3). 
"A description of the systems that make up the Climatic Wind Tunnel and their 
modes of operation. The description of the development of a control strategy for 
the effective control of the heater and modulating valve(chapter 4). 
" Validation of the simulation against empirical data recorded from the existing 
plant (chapter 5). 
Conduct an investigation into different plant operating strategies. Compare the 
effect of these alternative operational strategies to the strategies that are currently I 
employed. Identify from comparison where a change in the mode of operation 
would lead to cost savings through reduced energy consumption (chapter 6). 
Draw conclusions from the research and suggest areas for continuation of the 
work (chapter 7). 
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Chapter 2 
Literature Review 
The computer-based simulation of buildings and the systems that service them has 
long been established within the research community. Whilst the value of simulation 
in the research field has long been proven it is only recently that modelling and 
simulation techniques have begun to be made use of in industry. Computer modelling 
and simulation are the only tools that allow engineers the opportunity to rapidly 
analyze different system designs operating under non-design conditions. A review of 
previous work in the field of HVAC simulation has been carried out. 
A simulation tool is of no use unless it has a library of models to allow simulation to 
take place. A modelling language that allows models to be expressed as equations 
and used in a number of different simulation tools is reviewed and its salient points 
highlighted. 
The Climatic Wind Tunnel is used exclusively for the testing of motor vehicles. For 
simulation work to have realism a vehicle model needs to be included. Previous work 
into the development and modelling of vehicles is reviewed. The review pays 
particular interest to the heat transfer from the engine to its surroundings. This is 
because it is the engine that is the largest heat source / sink used within the Climatic 
Wind Tunnel and an effective model of the heat transfer of an engine needs to be 
developed. 
At the heart of the Climatic Wind Tunnel is the refrigeration system. An 
investigation into previous chiller modelling work has been carried out. 
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A feature of heat exchangers operating at low temperatures is the build up of frost 
and ice upon their surfaces. As the heat exchangers in the Climatic Wind Tunnel can 
be operated at very low temperatures a review into the formation of frost and its 
modelling is presented. 
The simulation work is to be carried out using an existing Modular Simulation 
Environment. A review of a number of existing environments has been conducted 
and comparison against a list of required criteria that the final selected platforrn will 
ideally posses has been made. 
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2.1 HVAC System Modelling and Simulation 
With the evolution of computer programs since the 1960's the design and analysis of 
building performance has been revolutionised. Yet their widespread application in 
the design of building and Heating Ventilation and Air Conditioning (HVAC) design 
is still to be realised. 
Building HVAC systems generally consist of primary plant i. e. boilers and 
refrigeration plant and secondary plant, which includes air handling units and pumps. 
An ASHRAE Task Group [1] defined system simulation applicable to "Energy 
Requirements for Heating and Cooling of Buildings" as: 
"... predicting the operating quantities within a system (pressures, 
temperatures, energy andfluidflow rates) at the condition where 
all energy and material balances, all equations ofstate of working 
substances and allperformance characteristics of individual 
components are satisfied. " 
The same Task group also reports: 
"It is essential that the dynamic characteristics of the building 
be considered in the calculation of the thermal loads, but the 
dynamic response of most systems is much more rapid than that 
of the building. For this reason a steady-state simulation is 
adequatefor most energy calculations. " 
The above acknowledges that plant components react much faster than the building 
fabric; typical response times are in the order of seconds and minutes as opposed to 
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hours. The effect of the HVAC models on the total system performance is limited 
and therefore steady-state simulation is adequate for energy calculations. Yet if the 
performance of a system that is subject to rapid changes in load or the analysis of a 
control system is required then dynamic plant modelling is essential. 
The original building energy analysis programs only allowed the user to model 
HVAC system configurations chosen from a set menu, under steady-state conditions. 
DOE-2 and BLAST [2,3] are examples of this approach. This approaclýis inflexible 
and does not allow the user to analyse innovative one off designs more suited to the 
building under consideration. 
One of the first dynamic modelling and simulation environments to emerge was 
TRNSYS in the mid 1970's [4]. TRNSYS broke away from the constraints imposed 
on HVAC modelling by the building energy analysis programs by allowing the user 
to build thermal systems component by component, in much the same way as a 
schematic diagram of a system is constructed. This type of simulation is often 
referred to as modular, which means that components and sub-systems are modelled 
as objects that can be interconnected to specify the model of the entire system, 
TRNSYS was originally developed for the simulation of solar energy systems but has 
since been successfully used on other studies in the HVAC field. Hackener et al [5,6, 
7] used it for the ASHRAE research project "HVAC System Dynamics and enerav 
use in existing buildings". The aims of the project were to investigate the potential of 
energy saving HVAC operating strategies and the availability of "reliable" equipment 
models. The project modelled a number of water chillers and the air-handling units 
that they served. The results from the simulation showed that in the building in 
question a revised operational strategy would yield energy savings in the region of 
8%. The project highlighted that the use of dynamic simulation could further reduce 
energy consumption by allowing a full exploration of control strategies available. 
Braun [8] used TRNSYS to model and simulate a central chilled water cooling plant 
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and develop subsequent methodologies for its optimal control. Bourdouxhe [9] also 
developed large central chilled water cooling plant models that were used to anaIvSe 
the energy consumption for a real chiller plant. 
Silverman et al [10], acknowledged that in order for better systems to be developed a 
program that allowed the system designer to have the ability to define the system's 
components and the way in which they are interconnected was needed. From this a 
computer program similar to TRNSYS was developed that allowed the User to select 
a "node" representing an HVAC component and link it to another "node" 
(component). The resulting system could then be solved to give the resulting state- 
variables and allowed partial energy optimization. 
Clark et al [11 ], in an effort to understand the dynamic interactions between a 
building shell, an HVAC system and control system developed a building system 
simulation program called HVACSIM+. HVACSIM+, stands for HVAC SlIMulation 
PLUS other systems. The program employs the same methodology of a modular 
approach as used by TRNSYS, from which many of the ideas on which HVACSIN1+ 
is based. It allowed the user to simulate the dynamic performance of the whole 
building / HVAC / control systems with control dynamics being modelled second - 
by - second. The HVAC system and building zone dynamics are calculated minute - 
by - minute and the heating / cooling loads being calculated on a 15 minute to I hour 
basis. This method of simulation avoids the error prone process of trying to simulate 
the entire building at a time step dictated by the fastest dynamic response in the 
system, usually the control system. As HVACSIN4+ employed a better equation 
solver that TRNSYS it proved to be far better at simulating control systems. 
A simulation environment is of no use unless it has access to well-developed 
component models. Component models may be regarded as mathematical statements 
describing the region under consideration [ 12]. The form in which the component 
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model equations are written can be classified as algoi-ithmic, i. e. equations which 
will give a solution representing the component behaviour for a given set of inputs. 
In which case the model produces coefficients which are then passed onto external 
differential equation schemes; a simulation environment that uses this approach is 
ESP [86]. 
Component models can be broken down into categories of description: 
Fundamental models: These are models that are adequately described by established 
theoretical principles; numerical data requirements are limited to such quantities as 
thermo physical constants, which are usually reliable. Fundamental relationships 
feature strongly in internal component relationships such as discrete nodal schemes, 
but when applied globally to components they do not give a complete description. 
For example, mass and enthalpy balances describe the main functions of a mixing tee 
but some semi-empirical treatment is necessary if heat loss and pressure drops are to 
be modelled. 
Semi-empirical models: These are widely available, very useful and generally 
incorporate reliable experimental data. Component behaviour is modelled as far as is 
possible from first principles, but empiricism is resorted to where theoretical 
treatments are unavailable or would be inappropriate. An example of where this 
approach may by used, is in the modelling of an air-water heat exchanger where 
empirical correlation's are used to determine the heat transfer coefficients and air and 
water pressure drops. 
Empirical models: These are often referred to as "black box" models. This means that 
they are able to predict the response of a component to changes in operating 
conditions but lack any internal description of the component. Empirical models are 
used in many system simulations to model complex mechanical plant such as 
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chillers, generally by curve fitting of manufacturers data. The level of output from 
this type of model may be considered adequate for most simulation purposes, but 
particular care is required in their formulation particularly when they are forinulated 
through curve fitting. The accuracy of data on which the model is based is often in 
doubt, as the data on which they are based may not have been obtained under realistic 
operating conditions. An example of this is perforinance curves for refrigeration 
compressors. These are often obtained under standard sub-cooling and superheat 
conditions that are unlikely to be encountered in real life operation and hence the 
accuracy of the model is compromised. 
Black box models can also be derived from direct measurements from an actual 
installation, this is often done in fault detection and diagnosis (FDD) work. 
Algorithmic models: This type of model can be further subdivided: 
Steady state: Steady state models are widely used due to their simplicity and have 
been proven adequate for a large number of applications. Many system simulations 
are based upon steady state models even when the output is used in the dynamic 
context, for example, where the input is based on a sequence of hourly weather 
periods. The justification for this technique is that if control process dynamics are not 
of interest then the response of the plant is usually much more rapid than the changes 
in the forcing functions (weather) so that a quasi-steady state analysis is sufficient. 
Dynamic models: Originally this type of model was only used for studies into control 
system dynamics rather than predictions of component performance. Dynamic 
models address the transient behaviour of a component. Several typical situations 
that call for dynamic analyses are the investigations of- 
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i. Effects of disturbances to the system. 
H. System start-up transients. 
iii. Control system stability. 
An example of an algorithmic model is one for TRNSYS. The model shown in 
Figure 2.1 is for a steady-state evaporator (type 210). 
I a. Seccnclary ftt, 4ici 
i outlet 
Re;, ge-a-t: ng TYPE 210 evaporator I temp. Tout 
model, paraineters Illo. - Heat transFer 
P 
Temperature gradient For UA K rate 
0 
Seccnosey lu; ci II- Base value For JA 1j'A_0 
; nle'ý T; n Spec; Fic heat capac; ty OF seconclary Ftu; ci CpL; q 
0. Cvapcrat; ng 
Temp. T; r; g 
Ftuýýi -ass--Ic. 
rate Mcic- Flu; cl mass Flow 
rate Mdot 
Figure 2.1 Information flow diagram for TRNSYS type 210 
A fully annotated model description can be found in Appendix C. 
The model is a specific algorithmic formulation to calculate evaporating temperature 1. 
(Tfrig) from the refrigerating effect (Q). Some of the variables are passed through the 
model for interconnection with other models or for including in the output 
Numerical models: This type of component models are quite different from the more 
familiar algorithmic type in that they cannot yield a solution representing component 
performance in their own fight. They are better described as generators of 
coefficients that are passed onto a remote formalised solution process. 
Clark et al [ 14] outline the development of dynamic plant models for use in the 
HVACSIM+ simulation tool. Dynamic models for pipes, ducts and heating / cooling 
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coils are outlined and their output was shown to give good agreement with 
experimental data taken from actual plant. 
Wright ( 15] suggests that if simulation software is to be of real use to the engineer, 
then component models must reproduce the performance of the components as 
measured by the manufacturer and give the designer the "look and feel" that they are 
used to. As each manufacturer produces performance data in their own format this 
influences model development, as the data produced must be convertibl& into a 
format for use in models. A steady-state model of a fan and its development using 
manufacturers data is then described. 
Hanby [16] describes a technique for using component models to produce 
performance maps of the components under differing load conditions. This data is 
typically unavailable from manufacturers but would be of great benefit to the design 
process. 
gn of HVAC systems relies upon the analysis of the performance The 
desig 
requirements of the system at agreed design parameters, usually peak loads [ 17]. As 
the desig gn process is still largely a manual task it would be impractical to use manual 
analysis to consider differing solutions to the problem and a "standard" system 
solution based upon the load criteria is employed. With advances in the simulation of 
the dynamic thermal performance of buildings and of HVAC plant, there is now a 
opportunity to alter the basis of HVAC plant sizing from the load calculation to an 
assessment of the ability of the plant to meet an installed performance specification 
[18]. 
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2.2 Chiller modelling 
Many studies have been carried out into the modelling and simulation of vapour 
compression refrigeration systems. The vast majority of these studies have 
concentrated upon the use of reciprocating compressors [19,20,21,22]. 
The models vary greatly in complexity depending on whether the developers required 
the model to be steady state or dynamic. The steady-state models allow the 
investigator to see the state variables within the system for given evaporating and 
condensing temperatures. Whereas the dynamic model allows the investigator to 
follow the changes occurring as the system works to achieve a set final condition. 0 I'D 
Following its origin at the Swedish Royal Institute in 1934 when AJ. R. Lysholm 
built the first prototype of the rotary screw compressor [23], it took until the late 
1950's until the screw compressor was in widespread use within the refrigeration 
industry. Between 1946 and 1956 a great number of designs for screw compressors 
were produced but it was with the advent of rotor cutting machines in 1956 that gave 
the essential repeatable accuracy required in rotor production that a new program of 
development began [24]. 
Trulsson [251 developed an improved rotor profile that gave lower leakage between 
the rotors and was able to operate in an oil-&ee environment, which was a great leap 
forward in respect of efficiency, reliability, noise and maintenance. The main 
advantage to be gained from producing a compressor that ran in an oil-free ZD _n 
environment is the simplification of the cooling arrangements and the elimination of 
the oil reclamation equipment, therefore reducing the size of space required for the 
compressor installation [26]. The capacity control system of a screw compressor and 
how the built-in volume ratio varies under part-load conditions was described by 
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Lundberg [27]. The operation of a twin-screw compressor under full and part-load tý 
conditions was described by Pillis [28]. He showed from testing, that with varying 
condensing temperatures a variable volume compressor offers significant savings in 
energy when compared to a fixed volume machine operating at the same conditions. 
A model to investigate the performance of rotary screw compressors was developed 
by Firnhaber and Szarkowicz [29]. It gave a prediction of the compressors 
performance and evaluated the effects on efficiency of clearances and geometrical 
changes over a range of operating conditions. 
Brdblik [30] developed an analytical model of an oil-free screw compressor. The 
model was built with the aim of observing the process of compression in conjunction 
with the dynamic processes in the discharge piping. The model was used to simulate 
an existing compressor design with the sole purpose of seeking the optimum design 
of the compressor and its operating conditions. 
Similarly S &ngfors [3 1] also produced an analytical model of a helical screw 
compressor for performance prediction. The simulation was developed to reduce the 
costs of experimental work in the design and development of new compressor 
models. It allowed better analysis and greater understanding of the compressors 
probable performance before a prototype was constructed. 
Singh and Patel [32] produced a computer program that predicted the performance of 
oil-flooded twin-screw compressors. The program takes into account all leakage, 
viscous shear losses, oil cooling and inlet and discharge losses. Some empirical 
coefficients were used but through testing were shown to have good applicability. 
The program follows one compressor cavity from the inlet (0") through to discharge 
(360'). The pressure in the cavity is computed from mass and energy conservation 
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equations. The flow through the inlet and discharge ports is calculated as well as the 
various intemal leakage's. 
Jonsson [33] looked not only at the simulation of a twin-screw compressor but also at 
how the addition of an economiser (intercooler) enhances the performance of the 
refrigeration system. The addition of an economiser in a system is shown to improve 
its capacity and Coefficient of Perforinance (Col? ). It is shown that a system utilising 
an economiser arrangement that the pressure ratio increases so does the increase in 
CoP. The effect of the inclusion of a second economiser in a system is also 
investigated. It is shown that not only would there be problems in the manufacture of 
such a device but there are numerical difficulties in its simulation that have to be 
overcome. The results from the simulation of the two-stage economiser show that the 
improvement in CoP is not as great as might be expected. 
Bourdouxhe [9] detailed the development of a twin-screw chiller model for use in the 
ASHRAE Toolkit for Primary Energy Calculation. The chiller is represented by four 
components: 
i. Twin-screw compressor 
ii. Condenser 
iii. Evaporator 
iv. Expansion valve 
The expansion of the refrigerant is assumed to be perfect, no heat exchange between 
the system and its environment is taken into account and no oil circulation is 
considered. The compressor was validated against data provided by manufacturers to 
which it gave very satisfactory agreement. The whole chiller model was validated 
against manufacturers' data and gave results of a maximum deviation of 2.2% from 
the real data. 
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Yik and Lam [34], produced numerical models of chiller plant that were developed 
from a second order curve fit to relevant manufacturers' data. The same method was 
used by Shelton and Weber [35] in their studies into the design flow rates for chiller 
plant. The models developed by Yik and Lam were fon-ned from the relationship 
between power consumption (kW) to the cooling capacity (kW). The model 
development is based upon two assumptions these being: 
i. That the flow rate through the chiller remains constant at all times. 
ii. The chilled water temperature is kept at its respective design values. 
These assumptions are normally the case in chiller plant, although the chilled water 
temperature is often reset to a higher level during times where part load conditions 
prevail, in order to save energy. The models developed were verified by comparison 
with data logged from a number of buildings in which that type of chiller modelled 
was operating. The results comparison showed that the model tended to overestimate 
the energy consumption of the chiller under consideration. The models were 
subsequently used to optimise the sequencing of a buildings chiller control. 
2.2.1 Conclusion 
A number of twin-screw compressor models have been developed all with differing 
degrees of detail. For the CWT project it has been decided to adopt the approach used 
by Yik and Lam as it has been proven to be accurate, easy to implement and is 
appropriate to the type of data that is available for the project. 
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2.3 Thermodynamic analysis and modelling of vehicles 
The dawn of the motor vehicle occurred around 1769 when French militarv enaineer, 
Nicholas Joseph Cugnot, built a steam-driven vehicle for the sole purpose of pulling 
artillery pieces [36]. Over the following decades engineers such as James Watt and 
Richard Trevithick improved upon the design. Trevithick developed a steam coach 
that operated on a route from Cornwall to London. The age of the steam coach was 
abruptly ended in 1865 by competition from the railways and strict new anti speed 
laws were passed. 
It was during the 1860's that the internal combustion engine first became a practical 
reality [37]. Early developments of engines of this type used a mixture of coal gas 
and air at atmospheric pressure - there was no compression before combustion. 
Frenchman Etienne Lenoir was the first to develop a marketable engine of this type. 
The charge was drawn into the cylinder on the first half of the stroke, ignited with a 
spark, the pressure increased and the burned gases delivered the power to the piston 
for the second half of the cycle, Lenoir built about 5000 of these engines. He 
subsequently built a horseless carriage for use on the road, but eventually lost interest 
in the venture and nothing further came of it. 
A method of carrying out the operations of a four-stroke internal combustion enaine 
were described in an 1862 patent taken out by French civil servant, Alphonse Beau 
de Rochas. He lacked the means to develop the patent and offered it to Lenoir, who 
failing to realize its importance and potential turned it down. 
A far more successful development was that made by Nicolaus Otto and Eugen 
Langen in 1867. They used the pressure rise resulting from combustion of the air-fuel 
charge in the outward stroke to accelerate a free piston and rack assembly so its 
momentum would generate a vacuum in the cylinder. Atmospheric pressure then 
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pushed the piston inward, with the rack engaged through a clutch to the output shaft. 
The thermal efficiency of this engine was up to I I%, a big improvement on Lenoir's 
engine that had an efficiency of at best 5%. In order to overcome the engine's low 
thermal efficiency and its weight Otto proposed an engine cycle with four piston 
strokes: 
o Intake 
Compression 
Power 
Exhaust 
The prototype for his four-stroke engine first ran in 1876. The engine gave a great 
reduction in weight and volume and an increase in efficiency; this was the 
breakthrough that founded the internal combustion engine. 
At this time Lenoir, realising his mistake, began to manufacture engines working on 
the same principle. Otto attempted to sue over infringement of his patent rights, but 
Lenoir had no difficulty in proving his engines were made under the now lapsed 
patent of Beau de Rochas. Even though Rochas' writing predates Otto's 
developments by some fifteen years, he never brought these ideas in to practice. Thus 
Otto, in a much broader sense, was the inventor of the internal combustion enaine 
that we know today; the cycle was for many years (and sometimes still is) referred to 
as the Otto cycle. 
After a century of development it might be thought that the internal combustion 
engine (also referred to as spark ignition engine) has reached its peak and there was 
little potential for further improvement. This is not the case. Internal combustion 
engines have continued to show improvements in power output, efficiency and 
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reduced emissions; the modelling and simulation is now a major contributing factor 
in engine development. 
Engines operate in one of two states, transient or steady state. It is the performance 
of components under transient operation that is of greatest interest to engineers, as it 
is at this time that they are subject to the greatest changes in temperature and load. 
Transient operation can be further sub-divided into two different modes of operation, 
short-term transients and long-term transients [38]. 
Short-term transients: These are imposed by the operator or control system in 
response to speed or load changes. They occur continuously during operation and 
may range from I to 20 seconds and may be considered to be made up of four basic 
modes: 
" Increase in engine speed 
" Decrease in engine speed 
" Increase in load (torque) 
" Decrease in load (torque) 
Generally, these will occur in some combination, that is, either one of the speed 
changes occur with either of the load changes or vice versa. A typical example of the 
combination is a car accelerating at full throttle with the speed increasing. The torque 
then varies according to the engine characteristics, the torque first increasing with 
speed and then decreasing slightly toward the next gear change. 
Long-term transients: These occur when a major change in temperature takes place in 
the engine and are of particular concern during the warm-up period. It will obviously 
vary from engine to engine and on the prevailing ambient and driving conditions but I 
a typical value is in the region of eight minutes. They are of particular interest in the 
study of volatile fuel components and cooling systems. The cooling system must be 
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of sufficient capacity that it prevents overheating under hot conditions but allows the 
engine to come up to operating temperature as quickly as possible. 
During combustion the temperature reached by the burning gases is in the region of 
1500 to 2000T. 
The heat of combustion is transferred in all directions to the metal of the combustion 
chamber, cylinder walls and piston by direct radiation and by convection- currents of 
the gas scrubbing against the practically stationary gas film that forms on metal 
surfaces [39]. A thin film of oil exists between the stagnant gas layer and the cylinder 
wall and a thin layer of carbon separates the stationary gas from the piston crown and 
the combustion chamber. Heat then flows through the metal walls with minimum 
resistance. It should be noted that a material with perfect heat conducting properties 
would have no temperature gradient i. e. the temperature on both sides of the wall 
would be equal. A film of corrosion products, scale and contamination from the 
coolant forms on the opposite cylinder wall. Next to this is a stationary contact film, 
which separates the bulk of the liquid coolant from the layer of scale surrounding the 
cylinder barrel. The liquid coolant is circulated around the engine and is passed 
through the radiator where the heat transferred to the fluid from the combustion 
process is expelled to the surrounding atmosphere. Z7 
The flow of coolant around the engine block is regulated by the use of a thermostat. 
The thermostat blocks the coolant circulation to and from the radiator when the 
engine is cold or warming up, so that the trapped coolant in the cylinder block and 
cylinder head passageways absorbs and accumulates the rejected heat of combustion. 
The trapping of the coolant in the engine block causes the engine to reach its normal 
working temperature more rapidly. When the coolant in the thermostat housing 
reaches a pre-set level the thermostat begins to open. It does not open fully until the 
thermostat housing has risen to its designed operating temperature. 
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The effect of different engine coolant mixtures on the heat transfer performance of an 
engine was investigated by Bhowmick, Branchi and McAssey [40]. An experimental 
program was conducted to investigate what the effect of ethylene glycol / Nvater and 
propylene glycol / water had on the overall heat exchange rate. 
The effect of coolant heating in conjunction with lubricating oil heating and fuel 
vaporisation on the overall engine warm-up was investigated by Andrews, Harris and 
Ounzain [41]. Their results showed that the lubricating oil was the slowest 
component in the warm-up and may be the limiting factor in engine warm-up. They 
indicate that for an engine to achieve an optimum working temperature that in the 
region of 15 minutes from start-up must have elapsed. When the engine is not fully 
warmed up they found an increase in fuel consumption, gas emissions, lubricant 
degradation and engine wear. 
An analysis of cyclic variability in combustion energy release was carried out by DaNv 
et al [42]. They produced a model that allowed the rapid simulation of thousands of 
engine cycles that permitted the analysis of the cyclic variations. The model was 
concerned with the differences occurring in each phase of the four-stroke engine 
cycle and how it affected power output. 
Patton, Nitschke and Heywood [43], detail a model that predicts ftiction mean 
effective pressure for a spark-ignition engine. The model is based upon a 
combination of fundamental scaling laws and empirical results. The ftiction losses in 
an engine can be divided into three categories: 
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i. Rubbing ftiction, losses from bearings, piston rings and valvetrain. 
ii. Pumping losses, losses resulting from flow through the intake and exhaust 
valves. 
iii. Auxiliary component losses, includes losses from oil and water pumps and 
altemator. 
The model showed that the use of scaling laws made the results applicable over a 
wide range of operating conditions. At low speeds the friction of the pislons C, 
accounted for 40 - 60% of total engine friction where as at high speed pumping I 
losses accounted for up to 50% of total loss. 
In order to gain a greater understanding of the thermal processes occurring during the 
warm-up period Kaplan and Heywood [44] developed an engine model whose major 
components were based upon lumped thermal capacitance methods. The model took 
into account the exhaust system, coolant and oil flows and their respective heat 
transfer rates as well as friction heat generation relations. 
Heat transfer in the model is as follows: 
The oil reservoir receives thermal energy from the underside of the piston; oil is 
pumped to the cylinder head, where it undergoes a heat transfer (positive or negative 
depending up on the temperature) and returns to the reservoir. Heat is also transferred 
to ambient air at the bottom of the sump. 
The block and cylinder head are separated by a gasket, which is assumed to prevent 
any significant heat transfer between the two components. They are linked by the 
coolant flowing through the block and then up through the head. The coolant 
circulates in the cylinder head until it reaches a predetermined temperature. At this 
temperature the thermostat opens allowing the coolant to flow through the radiator. 
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For the cylinder block, along with heat transferred from the combustion gasses, I 
thermal energy is added due to friction at the piston / liner interface. 
For the cylinder head, additional sources of heat transfer come from the oil flow and 
the exhaust port, where heat transfer from the hot exhaust gas to the head occurs. Z; 
The exhaust model is able to predict the gas and metal temperatures along its length. I 
Since the exhaust pipe is long, gas and metal temperatures change conti-nuously along 
its length, so a simple lumped capacitance model is not sufficient. The exhaust pipe 
is divided into 10 sections each small enough to use the lumped capacitance method. 
The results from the model developed were compared to data taken from similar 
engine and the model's prediction for component temperatures during warm-up were 
found to be accurate. From the predictions given by the model, it can be observed 
that the engine warm-up time is governed by the thennal capacitance of its 
components. The pistons' heat up most rapidly, the thermal time constant depending 
upon the speed and load. The temperatures of the head block and coolant all increase 
at a similar but slower rate during the wann-up period, whilst the temperature of the 
oil reservoir lags behind. 
Jarrier and Gentile [45] also developed a simulation to examine the thermal 
transients during the warm-up period. They developed nodal networks to represent 
the heat transfer processes (conduction, convection and radiation) occurring within 
the engine. Numerical nodes corresponding to the heat exchange surfaces are used to 
represent the physical boundaries within the engine. The simulation allows the study 
of the heat flux throughout the entire engine. 
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2.3.1 Conclusion 
The engine models developed by Kaplan and Heywood, Jarrier and Gentile have 
been shown to give excellent predictions of the various heat fluxes occurring within 
an engine. Whilst either of these models would be applicable for use within the CWT 
simulation work the level of detail each of these models provide in terms of the heat 
flows between each of the individual components is far too great and neither model is 
focussed on the external heat transfer that is of interest in this project. For the CWT 
simulation work it is only necessary to consider the engine as a single mass that acts 
as a heat source or sink, what is occurring within the engine is of no interest. For this 
reason neither of the two previously discussed models are to be used. Secondly 
obtaining the detailed information required for the parameters used in the models 
would prove very difficult. 
2.4 Frost formation on finned heat exchangers 
When a surface is below the dewpoint of the air surrounding it condensation will 
form upon that surface. If the surface is cold enough the condense will form a layer 
of frost. In low temperature cooling applications heat exchangers are often operating 
far below the dewpoint of the air passing over them and are prone to frost build up on 
their surfaces. 
Stoecker [46], Hosoda and Uzuhasi [47], were the first to highlight and carry out 
investigations into the effects of frost build. Both parties found that the frost layer 
caused deterioration in thennal conduction. As a result of this a decline in the overall 
heat transfer coefficient occurred and the cooling capacity of the heat exchanger 
deteriorates. It was found that the owth of frost caused a closing of the air passages gr 1.1) 
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which gives an increased air flow resistance. As a result, it is not possible to maintain 
the required air flow rate and the cooling capacity will further decline. The spacing of 
the fins is of great importance for as the frost builds, a close-finned coil will be 
subject to a greater reduction in airflow and therefore its capacity will be rapidly 
reduced. 
Gatchilov and Ivanova [48] found that when frost begins to form it does so randomly 
on the tubes of the heat exchanger. When the frost layer begins to grow it then 
spreads along the fins of the heat exchanger. They observed that after 20 minutes the 
frost layer was of uniform thickness. 
A number of computer programs have been developed in an attempt to simulate 
frosting process [49,50,51,52,53,54]. The level of sophistication of each model 
differs greatly. The model developed by Sami and Duong [49] takes into account 
water migrating into the frost layer, altering its density as well as its thickness this 
intum alters the heat transfer coefficient of the coil. Senshu et al [51,52], developed 
a heat pump model that had a frost formation simulator integrated into it. The frost 
formation simulator was configured so that it was only operable when operating 
below O'C. the frost formation simulator in the model relies upon two major 
simplifying assumptions: 
0 Frost is deposited evenly on the fin surface 
0 The frost surface layer is as smooth as the fin surface. 
The acknowledged problem with trying to simulate the formation of frost, is that due 
to the nature in which it forms and the uncertainty of its structural nature, which 
intum affects its thermal properties, an accurate simulation of its formation and build 
up is very difficult to achieve. 
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2.4.1 Conclusion 
From the previous work carried into the modelling of frost fon-nation on finned heat 
exchangers, it has been shown that due to the unpredictable nature of frost formation 
and the different way it forms at different temperatures it is very difficult to model. 
As frost build up is only a feature of the low temperature heat exchanger within the 
air make-up plant and the complexities in its modelling, it has been decided that there 
is little to be gained from incorporating it in a heat exchanger model. 
2.5 Modular Simulation 
2.5.1 Component modelling: Equation based models. 
The Neutral Model Format 
Neutral Model Format (NMF) is an equation-based language for expressing models 
for use in existing and emerging modular simulation environments [55,56,57]. 
NMF was first proposed in 1989 by Sahlin and Sowell [55] as a fonnat for the 
expression of component models that could be interfaced with a variety of simulation 
enviromnents. 
Sahlin [56] expressed the basic motivation for the development of NIMF as: 
"Without a comprehensive, validated library of ready made component 
models in a relevant application area most simulation environments 
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are rather useless. To develop all necessary modelsfrom scratch is. in 
many projects, quite unrealistic. And since the cost of developing a 
substantial library easily exceeds the development cost of the 
simulation tool itseý(, it is important to be able to reuse what other 
people have already done. " 
NMF has two main objectives: 
Models can be automatically translated into the local representation of several 
simulation environments i. e. the format is neutral with regard to the target 
solver. 
ii. Models should be easy to understand and express for non-experts 
The first objective allows the development of common libraries. A global NINIF 
component library, SIMONE (SImulation MOdel NEtwork) exists in which 
developers may deposit models they have written. SIMONE can be found at: 
HTTPH: www. brisdata. se/mnf/simone. htm- 
An NMF Translator parses NMF models into the appropriate model environment 
language. Translators have been developed for a number of simulation environments 
including IDA, TRNSYS and HVACSLM- (56]. 
2.5.2 NMF - Basic Constructs 
The following simple example is taken from the NMF Handbook [56] and illustrates 
some of the more important aspects of NNIF. It is a model of a very simple thermal 
conductance Figure 2.2 with a linear relationship between heatflux, Q, and 
temperature difference TI- T2. The NMF model description is shown in Figure 2.3. 
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TI T2 
Figure 2.2 Simple thermal conductance 
:, i., I,, ýT,, 
7 1. 
I1 
*1 
-ý, r- 161k-Iý, I- ý1fI-I - 
CONTINUOUS_MODEL tq_condu 
- 
ctance 
ABSTRACT "Linear thermal conductance" 
EQUATIONS 
/* heat balance*/ 
0= a_u (TI -T2) - Q: 
LINKS 
type name variables*/ 
TQ terminal-I TI, POSJN Q; 
TQ terminal_2 T2, POS-OUT Q; 
VARIABLES 
type 
Temp 
name role 
TI IN 
description*/ 
"I st temp" 
Temp T2 IN "2nd temp" 
HeatFlux Q OUT "flow from I to 2" 
PARAMETERS 
type name role description*/ 
Area aS-P . cross section area" 
HeatCondA u S-P "heat transfer coeff' 
HeatCond a-u a-u C-P I. a*u" 
PARAMETER_PROCESSING 
a_u :=a*u: 
END_MODFL 
Figure 2.3 NMF model of simple thermal conductance 
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2.5.3 NMF comments and reserved words 
Comments used within an NMF model are enclosed within /* and */. There is no 
limit to the number of lines a comment may consist of and they may occur anywhere 
within the model. 
Variable names, parameters and links are known as identifiers and must notexceed 
31 characters in length. The identifier must start with a letter but may contain digits, 
underscores and dollar signs. 
NMF is not case sensitive, but as a matter of convention and to aid readabilitv 
reserved words and variables are written in uppercase, whilst parameters are in lower 
case. 
2.5.4 Global Declarations 
Global declarations define units and variables. This definition assists in the exchance In 
of models between simulation environments. The global declarations are held in a 
file within the translator called globaLnmf. A developer my carry out changes to this 
list as is required. 
Global declarations include quantity types, link types and global constants. 
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2.5.5 Continuous model 
A continuous model operates with continuity -though time i. e. time is a continuous 
variable. This is currently the only type of model available in NMF. 
2.5.6 Abstract 
The abstract section should contain a brief description of what the model is and who 
developed it. 
2.5.7 Equations 
The equation section is for expressing the relationship between model variables and 
parameters. The equations are expressed in their residual form Le. AXI, X2ý X3 .... 
) : -- 0. 
This means that all variables in the equation have equal status and they are merely 
stated in a relationship that is valid at all times. The number of equations within the 
model and their order are of no consequence to the generated algorithm. 
User defined functions and subroutines may be called in the equation section from 
outside the model. The user-defined functions can be of one of four categories: 
i. Functions in the NMF notation 
ii. Functions in Fortran 
iii. Functions in C 
iv. Functions that are available in the target system as binaries i. e. no source 
code. 
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2.5.8 Links 
In the links section of the model, the lines of communication are detailed. The 
thermal conductance model given has two links terminal-] and terminal-2. It is 
important to note that only variables appearing in the links section can interact with 
other models. 
Not all target environments make use of links but they must always be specified 
within an NMF model. In environments supporting links models may bejoined 
collectively or at variable level. 
2.5.9 Variable and parameter declarations 
Variables and parameters must be clearly detailed in an NMF model. Parameters are 
quantities that remain constant throughout every simulation. Each variable or 
parameter must be declared in four respects: 
Type: As for links, variables and parameters are globally typed. As an alternative they 
may be declared GENERIC, which means they are compatible with any other type. 
Name: The name given to the quantity. 
Role: Parameters can be either supplied values, S_P, or they can be computed C_P. 
The user specifies the supplied parameters whilst the computed parameter is 
calculated in the parameter processing section of the model. 
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Variables may have one of four different roles: 
i. IN 
ii. OUT 
iii. LOC 
iv. AS 
The user must specify either a given (IN) or calculated (OUT) variable. The number 
of OUT variables must exactly match the number of equations given within the 
model. Locally assigned (LOC) variables receive their value by assignment Assigned 
state variables (A, _S) are variables 
that retain their value from one time step to the 
next. 
Description: A description of each variable or parameter must be given and must not 
exceed 80 characters in length. 
Parameter processing: The parameter processing section is where computed 
parameters (C-P) are calculated from supplied parameters (S-P). The code is 
executed only once at the start of the simulation. Standard or user-defined functions 
may be referred to, as in the equation section. 
Much development work on NMF has now ceased and efforts are now concentrated 
on a "next generation modelling language" Modelica [58,59,60]. 
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2.5.10 Modelica 
Modelica is an effort to produce a standardised language for the modelling of such 
applications as electrical circuits, drive trains, thermodynamical systems and 
chemical processes [58]. It possesses the same aim as NMF in that it will assist in the 
interchange and reuse of models but is aimed at the entire modelling and simulation 
field rather than certain aspects of it. 
2.5.11 Modelica fundamentals 
In order to give an introduction to Modelica, consider the simple electrical circuit 
shown in Figure 2.4 [59]. 
R2=100 
L=O, l 
Figure 2.4 simple electrical circuit 
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Model Circuit 
Resistor Rl (R=10), R2 (R=100); 
Capacitor C (C=0.01); 
Inductor L (L=O. 1); 
VsourceAC AC; 
Ground G; 
Equation 
Connect(AC-p, Rl-p); Hcapacitor circuit 
Connect (RI. p, C. p); 
Connect (C. p, AC-n); 
Connect(Rl-p, R2. p); 
Connect (R'-. n, L-p); 
Connect (L-p, C-p); 
Connect (AC. n, G-p); 
End Circuit; 
Figure 2.5 Modelica model of circuit in Figure 2.4 
The circuit in Figure 2.4 can be broken up into a set of connected standard electrical 
components. There is a voltage source, two resistors, an inductor, a capacitor and a 
ground point. All these components are standard in all electrical model libraries. 
A Modelica model of the circuit is given in Figure 2.5. The model specifies the 
circuit in terms of components and connections between them. The statement 
"Resistor RI (R=10); " declares a component RI of class Resistor and sets the default 
value of the resistance R to 10. The connections specify the interactions between the 
components. In other modelling languages connectors are referred to as ports or 
terminals. The language element connect is a special operator that generates 
equations taking into account what kind of quantities are involved. 
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A connector must contain all quantities needed to describe the interaction. For 
electrical components the quantities voltage and current are needed to define 
interaction via a wire. The types to represent them are declared as: 
Type Voltage = Real (unit--"V"); 
Type Current = Real (unit--"A"); 
Where Real is the name of a predefinable variable type. A real variable has a set of 
seven restricted classes with specific names, such as model, type (a class which is an 
extension of built-in classes, such as Real), connector (a class which does not have 
equations and can be used in connections). 
There are two possibilities in defining a class. The standard way is shown above in 
the definition of the electrical circuit. A connector class is defined as: 
Connector Pin 
Voltage V; 
Flow Current i; 
End Pin; 
The keyword parameter specifies that the quantity is constant during the simulation 
run, but the value can be changed between runs. 
The above is constructed from an early version of the language (V. 1) [5 8]. There is 
still much development work to be done before the modelling community begins to 
make any use of Modelica. 
Modelica is being developed as a language of description that can be used in any C"P ltý 
simulation area and not slanted towards any particular one, unlike NMF that is 
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directed more towards the building and HVAC simulation fields. It contains elements 
of successful existing languages that have been developed. 
2.6 Simulation Environments 
Stoecker [13] defines system simulation as the calculation of operating 
variables (such as pressures, temperatures and flow rates of energy and fluids) 
in a thermal system in a steady or transient state. A system is a collection of 
components whose perfon-nance parameters are interrelated. 
Modelling and simulation are indispensable when dealing with complex 
problems. It allows analysis of physical systems before they are built and 
alleviates the need for expensive experiments. As well as the analysis of 
systems at their peak design loads, modelling and simulation allow 
assessment of systems operating at a variety of non-design conditions. 
Modelling is the development of a model that represents a real life 
component, whereas simulation is the process of using the model to analyse 
and predict the behaviour of the real component / system [61]. 
Modelling and simulation has been in use since the 1920's, but was the 
preserve of a handful of University groups [62]. It was not until the 1950's 
that advances in digital computers came about and their possible use for 
simulation explored. Selfridge [63], in his paper "Coding a general purpose 
digital computer to operate a differential analyser" showed the possibilities 
for computers in the simulation field. 
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Over the following decade intense activity in the simulation field saw many 
simulation programs become available. It was not until 1967 when the 
Continuous System Simulation Language (CSSL) [64] report was published 
that the concepts and languages of the simulation programs were unified. 
A number of software products for different branches of engineering have 
been developed from the CCSL definition. It is some of these in particular the 
ones developed for HVAC simulation that are examined for their applicability 
to the project. 
2.6.1 SIMULINK 
Originally called SEWULAB [65], SHVIULINK was integrated with the 
general purpose scientific program MATLAB in 1991. 
SDAULINK is a software package for modelling, simulating and analysing 
dynamic systems [66]. SHVIULINK provides a graphical user interface for 
building models as block diagrams, using "drag-and-drop" mouse operations. 
The interface allows the user to construct models in the same way as if 
producing a schematic diagram with pencil and paper 
A model is defined by placing blocks selected from menus onto the work screen and 
then linking them together in order to give a meanin0aful representation of the system 
that is to be simulated. The simulation can be carried out either from within 
SMULE-4K or from the MATLAB command window 
Simulation consists of two distinct phases, initialisation and simulation. 
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Firstly, the block parameters are passed to MATLAB for evaluation. The resulting 
numerical values are used as the actual block parameters. The model hierarchy is 
flattened and each sub-system is replaced by the block it contains. Next, blocks are 
sorted into the order in which they need to be updated. The sorting algorithm 
constructs a list such that any block with direct feed through is not updated until the 
blocks driving its inputs are updated. Finally, the connections between the blocks are 
checked to ensure that the output of each block is the same as the input expected by 
the block it drives. When this is completed the simulation is ready to run. This 
process is known as problem reduction and is a feature of many programs. 
A model is simulated using numerical integration. Each of the supplied integers 
depend upon the ability of the model to provide the derivatives of its continuous 
states. Calculating these derivatives is a two-step process. Firstly, each blocks output 
is calculated in the order determined by the sorting algorithm. Then in a second pass 
each blocks output is calculated based upon current time, it's inputs and its states. 
The resulting derivative vector is returned to the integrator, which uses it to calculate 
a new state. The resulting derivative vector is returned to the integrator, which uses it 
to calculate a new state. Once a new state is calculated, the sampled data blocks and 
scope blocks are updated. 
Through the use of scope and other display blocks, the user is able to vievv the 
simulation results as it is running. 
SUVIULINK contains a comprehensive library of blocks that are used for constructin2 
component models. Example block libraries are sources, which contain sic-,., nal 
generators and sinks that contain output devices such as scopes. It is possible to 
create new blocks for inclusion within the component menus. The main drawback 
with SIMULINK is that it is a general-purpose simulation environment and is not 
particular to the HVAC field. Work is currently in progress [67], to produce a 
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toolbox of HVAC components to be used in the design ands testing of control 
systems. 
2.6.2 SPATS 
SPATS - Simulation of the Performance of Air-conditioning and Thermal Systems - 
is a text-input steady state HVAC simulation tool developed at Loughborough 1.7 
University [68]. 
The user selects the required components to build up the desired network from the 
program's components library. A number identifies the links between the 
components; these links represent the flow of information from one component to the 
next. 
Once the network has been defined to the users satisfaction, the simulation can be 
run. A number of boundary variables need to be specified by the user, these usually 
take the form of temperatures or massflow rates. The number of boundary variables 
that need to be specified within the network is equal to the total number of variables 
less the total number of equations; this ensures that the system is represented by 'n' 
equations in exactly 'n' unknowns, the program checks this to ensure that a well 
posed problem has been defined. The user prior to the beginning of each simulation 
may alter the boundary variables. 
The equations are solved by expressing them in their residual form (i. e. f (x) = 0) and 
then using a reduced gradient optimised search (GRG2) [82]. GRG2 adjusts the 
values of all the unknowns so as to force the vector of residuals close to zero. 
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SPATS allows the user to exercise a limited degree of optimisation to the network; 
this finds the best operating point for one criterion i. e. energy consumption. An 
option exists for the user to carry out simulation of up to twenty-five time periods; 
this is called a load profile. The load profile allows the user to define differing sets of 
variables and see how the system reacts to them. 
Problems that are apparent with SPATS are that if a wrong entry is made at the 
system definition stage, there is no way of editing this and the user has to start again 
which is time consuming especially with large networks. The same problem arises 
when the user is specifying boundary variables, there is no way of correcting a wrong 
input and the simulation has to be run with a wrong set of variables. A drawback with 
the output from SPATS is that it cannot be put directly into a spreadsheet or other 
analysis program 
The major drawback is that the program is steady state, which is adequate when 
coupled to building energy simulation programs, which calculate the building energy 
loads hourly. The HVAC systems that make up the CWT have very short time 
constants. In order to effectively analyse the HVAC systems dynamic simulation 
needs to be used. 
2.6.3 TRNSYS 
TRNSYS - Transient System Simulation program - was developed at the Solar 
Energy Laboratory, University of Wisconsin during the 1970's [69]. It was one of the 
first modular simulation solvers and was primarily developed for the modelling of 
solar energy systems. Its modular approach makes it extremely flexible in the 
modelling of thermal systems of differing levels of complexity. TRNSYS comes with 
a library of pre-compiled component models, which allows the user to construct 
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systems without the need for a compiler. Should the user require to develop their own 
models for specific applications, these maybe compiled and linked into the library. 
TRNSYS: Incorporates a set of stand-alone utility programs, which allow the user to 
develop and test models, model systems and simulate those systems. These programs 
are: 
TRNSHELL: A text based program that captures all the activities that are required 
to use TRNSYS. These activities incorporate file handling, editing plotting, the 
creation of TRNSED files and the running of TRNSYS. 
TRNSED: This is a program that allows a user to run TRNSYS. It provides an 
interface for the user to view/alter information required for the system simulation. 
DEBUG: A utility program that allows a user to test component models before 
incorporation into the component library. 
PRESIM: Allows the user to create TRINSYS input files using a graphical interface. 
To form a system, the user connects icons representing the system components 
together graphically. 
ONLINE: A component routine that plots variables to screen as the simulation 
progresses. 
IlSiBat: The latest tool to be added to TRNSYS was released with version 14.2 in 
1997. IlSiBat roughly translated from French stands for Intelligent Interface for the 
Simulation of Buildings. It is a general simulation environment program, adapted at 
the CSTB in France to house the TRNSYS simulation software [70]. The IlSiBat 
package handles the necessary activities associated with TRNSYS, similar to the role 
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of TRNSHELL. In addition to the normal TRNSYS functions, IlSiBat allows the user 
to graphically create TRNSYS input files by connecting inputs and output of icons 
representing system components. The connections between the icons represent that 
represent the pipes, ducts or wires that connect the physical components the make up 
the system. 
To plot the results of a simulation run the user uses HSiBat's spreadsheet tool, this 
automatically loads the output file generated by TIUNSYS into the spreaasheet, where 
the results can be graphically viewed and manipulated. 
In solving the ordinary differential equations associated with transient simulations, 
TRNSYS has the following solution methods available: 
e Modified Euler Method 
* Non-self-starting Heun method 
*4 th order Adams Method 
The default solver is the Modified Euler Method, but the user may change the 
numerical method. 
With the introduction of TRNSYS 14.1 the user gained the ability to "back solve" 
problems [71]. This means that it does not matter whether input or outputs are 
defined as long as a valid set of simultaneous equations is defined, as the 
corresponding inputs can be calculated from the defined output. The solution method 
allows the use of variable time step, although TRNSYS employs a fixed time step 
throughout a simulation. 
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2.6.4 SPARK 
SPARK [72] - Simulation Problem Analysis and Research Kernel - is a modular 
simulation environment based on a general differential/algebraic solver. This means 
it can be used to solve any kind of mathematical problem that is described in terms of 
differential and algebraic equations. As any physical system can be described in these 
terms SPARK can be used in many scientific and engineering fields, HVAC 
simulation being just one of these. 
The initial prototype of SPARK [72] SPANK (Simulation Problem ANalysis 
Kernel), was developed at Lawrence Berkeley National Laboratory in 1986 (73]. The 
basic ideas were based upon previous work at the IBM Los Angeles Scientific Center 
[74] and later extended to allow the solution of differential equations [75]. In 1992 
Nataf and Winklemann [76] developed the MACSYMA and Maple interfaces as well 
as carrying out many other improvements. During 1995/96 in preparation for its 
public release, SPARK was completely rewritten. In this rewrite a new class and 
problem description language was implemented to improve modelling flexibility, and 
the solver was redesigned to improve solution speed. As well as being rewritten, a 
graphical user interface was developed. 
To describe a problem in SPARK solution begins by breaking it down into its 
component parts. A model must be then developed for each component not available 
in the SPARK library. As there may be several components of the same kind. 
SPARK object models are defined in a generic manner called classes. 
SPARK object class models are described in an equation-based non-procedural text 
language. 
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To solve the differential/algebraic equations associated with dynamic simulation, 
SPARK has five different solution methods ranging from simple explicit formulae to 
complex explicit formulae used in predictor - corrector methods. The available 
methods being: 
0 Euler 
0 Backward - forward difference 
04 th order backward - difference object 
0 Adams - Bashforth - Moulton 
0 Milne 4 
th 
order 
The user may specify different integration methods in differing parts of the same 
problem. 
SPARK differs from other simulation engines in the way it solves problems. Rather 
than solving the problem directly, SPARK first builds a program that carries out the 
solution, an approach that maximises solution efficiency. To generate this program, 
graph - theory methods are used to decompose the problem 
into a series of smaller 
problems, called "components" that can be solved independently. 
Recent work has been carried out [77] to demonstrate SPARK's problem reduction 
techniques and how this reduces execution time 
SPARK comes with a HVAC toolkit based upon the ASHRAE Secondary Toolkit 
[85] for energy calculation and is supplemented with plant models from DOE-2 [2]. 
When SPARK is running there is output to the screen primarily to let the user know 
that the problem is being processed. The results from the simulation are written to an 
ASCH output file that can be opened by conventional spreadsheet programs. 
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Development work on SPARK is still in progress. 
2.6.5 IDA 
IDA is a modular simulation enviroment for the simulation of continuous systems. 
It was developed at the Swedish Institute of Applied Mathematics in co-operation 
with a group at The Department of Building Services Engineering KTH Stockholm 
[78]. Development began in 1987 original versions of IDA being called MODSIM 
[79]. 
IDA has very strong ties with Neutral Model Format (NMF), due to the involvement 
of key personnel being involved with both projects. 
At the heart of IDA is a powerful differential / algebraic equation solver known as 
IDA Solver, (originally called MODSOL [79]). IDA Solver relies on pre-compiled 
models of the system components. The component models are held in Dynamic Link 
Libraries (DLL), which is generated automatically from the relevant component 
models. The interconnection of these components into working systems is carried out 
in a system description file. 
In it's most basic form the IDA environment consists of an NMF translator, a Fortran 
compiler and IDA solver. IDA Solver is it's self-contained in a DLL, which if a hand 
coded system description file is being used, is called from a DOS prompt. 
IDA Solver integrates the equations generated from a dynamic system using a 
variable time step, a method that is regarded as somewhat exotic in building 
simulation [80]. The use of a variable time step gives greater accuracy and 
consistency. 
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BDA allows the user to specify a range of alternative methods for the calculation of 
initial values. Several of these methods can be tried in sequence, the available 
methods being: 
* Newton-Raphson iteration 
e Newton homotopy with circular constant arc length 
" Newton homotopy with tangent constant arc length 
" Line seek with Newton direction 
" Damped Newton iteration 
" Steepest descent 
" Hybrid Powell method (mix Newton and gradient) 
IDA Modeller [8 1] is the graphical user interface of IDA solver. It allows the user to 
construct systems graphically from NMF based models. It allows hierarchical 
modelling, where any system may be used as a subsystem of another system. 
IDA can be linked directly to the Microsoft EXCEL [83] spreadsheet tool and the 
output files from simulations can be opened directly from there. 
EDA allows the dynamic modelling and simulation of systems. Modelling and 
simulation can be carried out by either using it in its basic form of NMF translator, 
Fortran compiler and IDA Solver or by means of the IDA Modeller interface. 
]DA has been in use primarily for the simulation of buildin, and energy systems 
since the early 1990's. During this time it has been used on a number of projects; 
these include natural ventilation, ventilation of road tunnels, refrigeration systems 
and district heating systems. 
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IDA Indoor Climate and Energy (ICE) [84] is a new tool based on IDA Modeller, for 
simulation of thermal comfort, indoor air quality and energy consumption. The 
principal requirement of ICE has been for its usability by non-experts. The user 
interface has been designed to support an infrequent user as well as the simulation 
expert. Wizards provide easy access to key input fields for common simulation tasks 
such as plant sizing. 
BDA ICE may be used for most building types for calculation of- 
e The full zone heat balance, including specific contributions from: sun, occupants, 
equipment, lights, ventilation, heating and cooling devices, surface transmissions, It) 
air leakage, cold bridges and fumiture. 
9 Solar gain through windows with full account for local shading devices as well as 
surrounding buildings and other objects. 
" Air and surface temperatures. 
" Operating temperatures in multiple occupant zones. 
" Directed operating temperature for estimation of asymmetric comfort conditions 
" Comfort indices, PPD and PMV, at multiple occupant locations. 
" Air C02 and moisture levels. 
" Daylight level at and arbitrary room location. 
" Air temperature stratification in displacement ventilation systems. 
" Wind and buoyancy driven airflows through leaks and openings via a fully n 
integrated airflow network model. This enables the study of temporarily open 
windows or doors between rooms. 
a Power levels for primary and secondary system components. 
* Total energy cost. 
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As with IDA the results from simulations can be exported directly into Microsoft 
EXCEL [831. 
2.6.6 Conclusion 
Five equation-based simulation tools, termed Modular Simulation Environments 
have been evaluated for their applicability to the Climatic Wind Tunnel project. 
In order to assess the applicability of each for the environments to the CWT project a 
number of criteria needed to be defined. The criteria around which the final decision 
of which platform would be used were as follows: 
" Availability of existing component library 
" Availability of appropriate NMF translator 
" Source code availability 
" Level of previous use in HVAC modelling 
" Type of equation solver 
" Output and portability to proprietary spreadsheet tools 
" Commercial availability 
" User interface 
" Dynamic or steady-state simulation 
All of the environments with the exception of SMULINK have, to differing degrees, 
a proven level of capability in the modelling and simulation of HVAC systems. 
All the simulation environments at their most basic level are accessed via text input. 
To gain widespread acceptance in the commercial field with non-expert users, 
graphical user interfaces (GUI's) are a highly desirable addition to the package. 
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A steady-state simulation tool is not appropriate for the analysis of the Climatic Wind 
Tunnel systems. This is due to the CWT'S thermal systems being made up of a great 
number of components that have a similar time response. A greater insight into 
possible directions for the reduction of energy consumption is possible by looking at 
the CWT'S systems whilst they are operating in a transient state. 
Three Modular Simulation Environments strongly focused towards HVAC work and 
capable of dynamic simulation were considered for the undertaking of this task, these 
being: TRNSYS, SPARK and IDA. 
TRNSYS developed during the mid 1970's at the University of Wisconsin Solar 
Energy Laboratory primarily for the simulation of solar energy systems. It has been 
used with success on a number of projects that have involved the modelling and 
simulation of HVAC systems and components [8,9]. 
SPARK is a simulation environment that is still currently under development at 
Lawrence Berkley Laboratory. It has been undergoing development work since its 
original conception in 1986. It has at present been used exclusively as a research tool 
and is unproven in a wider commercial setting. The first commercial release 
(WinSPARK 1.0) is due for release in the summer of 1999 - beyond the timescale of 
this project 
IDA Simulation Environment is a product of collaboration between the Sv'-edish 
institute of Applied Mathematics and the Department of Building Services 
Engineering, Swedish Royal Institute of Technology. Development began in the late 
1980's and IDA has been in use in the HVAC simulation field since 1990, during 
which time it has been used and proved successful on a number of projects. A new 
commercial package called IDA Indoor Climate and Energy aimed at the non-expert 
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user is available. ICE is intended to be used in the simulation of thermal comfort, 
indoor air quality and building energy consumption. 
TRNSYS, SPARK and IDA are all able to make use of the Neutral'Model Fon-nat 
(NMF) description language [55] and translators are available for all environments. 
It has been decided that the IDA simulation environment will be used for the 
simulation work. The main reasons for this being that NMF is to be used for the 
description of the Climatic Wind Tunnels component models and there are very close 
ties between IDA and NMF. IDA allows the user the choice of a number of different 
numerical methods for finding the initial system operating conditions; this is likely to 
be a great advantage due to the large number of recirculating fluid loops present 
within the therinal systems. 
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Chapter 3 
Component model development 
Without a comprehensive model library any Modular Simulation Environment 
(MSE) is of no use [1]. 
A great number of component models have been developed for use in specific 
MSE's. These models are generally written in languages and formats that are specific 
to the simulation environment in question; example languages are C and FORTRAN. 
With the increased use of simulation in the design of building then-nal systems and 
the time constraints placed on projects, it is not possible to develop models for each 
component required in a particular system. It is because of this now paramount to 
reuse existing models that have been developed and proved to replicate a components 
real life operation. It was to facilitate this interchange of models across the simulation 
community that the Neutral Model Fonnat (NMF) was proposed [2]. 
Since the original proposal NMF models have been developed for use in fire 
simulation and simulation of airflow through building zones. As well as these models 
the ASHRAE secondary toolkit for energy consumption [3] has been translated into 
NMF and along with the other models is freely available [4]. 
The models used in the Climatic Wind Tunnel (CWT) simulation work are listed in 
Table 3.1. 
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Airzone Fan - single speed 
Capacitance Fan - two speed 
Car Heat exchanger - Drycoil 
Compressor Heat exchanger - CCSIN4 
Condenser Heat flux node 
Conductance Humidifier 
Converging wye Humidistat 
Diverging wye Mixing tee 
Diverging tee Mixing valve 
Diverting valve Proportio al controller - heating 
Duct Proportional controller - cooling 
Evaporator Two port modulating valve 
Table 3.1 Models used in Climatic Wind Tunnel simulations 
Some of the models used are taken from the NNIF ASHRAE Secondary Toolkit [3 )], 
others are translations of existing models [5] (written for other MSE's) into NTvIF. A 
complete list of all models used can be found in Appendix A. 
All models used in the make up of the air circuit use UNIAIR links. This type of link 
contains five tenns: 
a Pressure (Pair) 
* Pollutant fraction(Xair) 
* Temperature (Tair) 
* Mass flow (Mair) 
s Humidity content (Wair) 
A number of models have had to be specifically developed for the project. it is the 
development of these models that is discussed within this chapter. 
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3.1 Airzone and thermal network 
The two test areas (airzones) found within the CWT are composed from lightweight 
steel skinned Polyurethane foam elements and heavyweight concrete floor. The 
airzones formed by the panels are completely internal and are neither subject to 
external climate variations nor solar gain. 
Instead of a specific model to represent an airzones, the approach used was to 
assemble the walls, roof and floor of the zone from a series of conductance and 
capacitance models. This method gives great flexibility in the construction and 
configuration of the fabric of the zone. 
The model has been developed from basic principles of heat transfer as the 
construction of the entire fabric with the exception of the floors is of a thermally 
lightweight "sandwich" with dynamic characteristics far removed from normal 
building constructions. 
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Figure 3.1 Information flow diagram for Airzone model 
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(conr. ect; on to thermat rietwork) 
The user definable parameters for this component are: 
Zone volume (V) m3 
The in/out variables for the model are: 
Mass flow air (M. O kg/s 
Air humidity ratio Mil) k&kg 
Heat flux from temperature node (Q) W 
Temperature difference (deltaT) C 
Air supply temperature (T, upply) C 
Zone temperature (Tz,,,, ý) C 
Environmental temperature (T,,,, ) C 
Air pressure (P. O Pa 
Pollutant fraction (X. i, ) Dimensionless 
The equation for this model is: 
dT 
cp"i, vp ýý ý"=M. CP. i, (T, - T, ) +Q dt 
where: 
CP,, i, =Specific heat of air (J/(kg-K) 
V= Volume (m 3) 
p= Air density (k g/m 3) 
T, = Zone temperature (*C) 
Nl,, = Mass flow rate of air (kg/s) 
T, Supply temperature (*C) 
Q Heat flux (W) 
(3.1) 
Equation 3.1 is a dynamic energy balance about the mass of air in the room. It is 
assumed that the air can be described by a single temperature. 
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3.1.1 Thermal response of composite wall construction 
The walls of the airzone are of a composite construction consisting of an inner and 
outer face of I mm steel (coated in plastisol) enclosing a layer of I 00nim thick bloN, %-n 
polyurethane foam. The thermal response of these composite walls is a significant 
factor in the dynamic thermal response of the overall system. 
The composite construction requires a numerical solution to the heat transfer 
equations and an accurate but computationally economical method of modelling the 
construction needs to be found. 
3.1.1.1 Criterion for method evaluation 
In order to accurately assess each method of modelling, a set of criteria need to be 
laid down in order that they may all be assessed having been subjected to the same 
test conditions. The type of test that they are to be subjected to is also of great 
importance. 
If simplified thermal models are used the optimum configuration of the model will 
vary according to the forcing function which is applied to the test. The common test 
methods used are sinusoidal inputs and step inputs. Sinusoidal inputs are for 
simulations in which diurnal cycles are important, such as the response of buildings 
that are subject to external environmental temperature swings. Due to the nature of 
the CWT it is not exposed to these diurnal temperature swings and a step input test is 
deemed more appropriate. For the carrying out of the test the followina test 
conditions were used in all cases: 
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*A step input temperature rise of IT applied to the inner face of the wall at 
time 0. 
* Constant temperature of O*C maintained in the space in contact with the outer 
surface of the wall. 
9 An initial temperature of O*C was established throughout the construction. 
e The heat flux into IM2 of the inner surface of the wall from the air was used 
to measure the thermal response of the wall, i. e. the dynamics of-the inside air 
temperature were regarded as being of primary concern. 
A benchmark model was used to establish a datum by which the performance of the 
candidate models could be assessed. The assessment was carried out by examining 
visually the time history of the heat flux into the inner wall and secondly by summing 
the square of the deviations of the model from the benchmark at each of the 
computed points [6], which was in this case every 100 seconds. 
As the model is that of a low capacitance construction (being essentially the same as 
a reffigerator construction) the energy balance technique used for its analysis is a text 
book technique [7] for analysing such systems. 
3.1.1.2 Thermal properties of materials 
The properties of the materials (wall and floor) used in the CWT construction were 
obtained from Incropera [7] and the wall surface resistances from the CIBSE Guide 
A (8]. Values used are surnmarised in Table 3.2. 
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Material Conductivity 
(W M-11c) 
Specific heat 
(J kg"IC') 
Density 
(Kg m-3) 
Steel 60.5 434.0 7854.0 
PU foam 0.026 1045.0 70.0 
Concrete 1.4 880.0 2300.0 
Table 3.2 Thermal properties of materials used 
in CWT construction 
The wall and floor surface resistances were taken as 0.12 K in 2 W-1 giving a film 
coefficient of 8.33 W M-2 Ký1. 
3.1.1.3 Model #1 - Benchmark model 
A spatially discretized model consisting of linked thermal resistance and capacitance 
elements was selected as the benchmark [9,10]. The first step in evaluating this 
model was to assess the dynamic thermal behaviour of the steel outer layers. The Biot 
number (equation 3.2) is the ratio of the internal thermal resistance of a solid to the 
boundary layer thermal resistance [ 15] and gives an assessment of whether a lumped 
parameter modelling approach is applicable. For lumped parameter modelling to be 
considered adequate a Biot number less than I must be achieved. The Biot number is 
given by: 
(h. x) 
k (3.2) 
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Where: 
film coefficient of heat transfer 
thickness of metal layer 
k= thermal conductivity of layer 
The Biot number has been calculated for the steel layer only and is low at 1.38e-4. 
This is much less than the value of I required and indicates that a single lumped 
capacitance will give a satisfactory model of its response. Fig 3.2 showE; a schematic 
of the thermal network used to represent the steel layer. 
The Biot number has only been calculated for the inner steel layer due to its dominant 
effect in the dynamic then-nal response of the lightweight walls. The purpose of the 
following study is to assess to what level the polyurethane layer needs to be 
modelled. 
Wall 
Thermal resistance, 
I 
lbennal capacitance, C 
Note: Tl and TO are surface temperatures 
Figure 3.2 R-C model of steel layer 
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In this case the R- element is the inside thermal resistance of the wall and the C- 
element the product of mass and specific heat for I in 2 of the steel. 
The polyurethane (PU) layer was represented by three 'T'resistance-capacitance 
elements, this figure being more than adequate than adequately rigorous for this 
lightweight layer. In this case each resistance element represents one sixth of the total 
thermal resistance of the layer and each capacitance element one third of the total PU 
thermal capacitance. 
R, j R/6 R/6 R/6 R/6 R/6 R/6 R, 
Csteel = -T- C, J3 -7 CpJ3 -7- C, J3 -7 C,, zt:. 
Figure 3.3 Model #1 - benchmark model 
R-C network of the inner steel, PU layer, outer steel 
3.1.1.4 Model #2 - Lumped parameter R-C wall 
This model consists of a single classical R-C configuration [9,10] with the total 
thermal capacity of the wall lumped into one element that is located centrally in the 
total resistance of the PU: 
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Figure 3.4 Model 92 - Lumped R-C model 
Model #3 - Inner capacitance 
In this configuration only the capacitance of the inner steel layer was accounted for, 
the capacitance of the PU layer and the outer steel cladding were ignored. The 
resistance of the PU layer and the outside surface resistance connect this capacitance 
to the inside by the inner surface resistance only, and to the outside. The thermal 
resistance of the Imm steel is negligible. 
FO-1 
Figure 3.5 Model #3 - Inner capacitance 
85 
Model #4 - Pi configuration 
This model consists of, from the inside, the inner surface resistance, capacitance of 
the inner steel layer, the resistance of the PU layer, the capacitance of the outer steel 
layer and finally the outer surface resistance [9]. 
Figure 3.6 Model #4 - Pi configuration 
3.1.1.7 Model #5 - Three capacitance 
The three capacitance model is similar to model #4 (Figure 3.6), excepting that a 
single node representing the capacitance of the PU layer is placed at the mid-point of 
the PU resistance. This also related to the benchmark model, excepting that the PU is 
modelled by one capacitance element instead of three. 
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Figure 3.7 Model #5 - Three capacitance 
3.1.2 Results and model comparison 
The results of the benchmark simulation when this wall is subjected to aI *C step 
temperature rise are shown in Figure 3.8. 
Figure 3.8 Thermal response of benchmark model 
The results show that initially there is a heat flux into the wall of about 8 WM-2, with 
a slow decline towards the steady-state value of 0.26 WM-2 after about 2000 seconds. 
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The thermal response of model #2 is shown in Figure 3.9 below. It can be seen that 
the distribution of capacitance leads to a severe underestimate of heat transfer into 
the wall, with a slight overestimate in the later stages of the test (when the heat flux 
is approaching the steady-state value). 
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Figure 3.9 Response of lumped parameter model 
The response of the remaining models M#3 - M#5 is shown on Figure 3.10. The 
benchmark model M#l has also been included this plot. 
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Figure 3.10 Response of models M#I and M#3 - #5 
It can be seen that a visual comparison indicates that the symmetrical lumped 
parameter model M#2 gives a very poor representation of the dynamic thermal 
response of this wall construction but that all the other models give results close to 
the benchmark 
The results of analysing the sum of the squares of the deviation of the predicted heat 
flux (from the datum of the benchmark model) are shown in the Table 3.3 below. 
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Model Squared deviation from benchmark 
Lumped parameter (M#2) 153-12 
Inner capacitance (M#3) 0.2504 
Pi configuration (M#4) 0.2432 
Three capacitance (N145) 0.0380 
Table 3.3 Results of squared deviation from benchmark model 
These results show firstly that model M#2 has a significantly worse performance than 
the others. Secondly, that there is little to be gained by modelling the thermal 
capacitance of the outer steel layer (comparison of M#3 and M#4). There is a definite 
gain to be had by modelling the then-nal capacitance of the PU insulation ('NI#5). Yet 
it is considered that in this case the computational simplicity of using the classical T 
configuration of model M#3 makes this the most suitable form of model for dynamic 
heat transfer in the Airzone models used in CWT simulations. 
The network of capacitance and conductance models representing the airzone walls 
are joined together using temperature/heatflux (TQ) links. Each link has two 
variables, a temperature and a heatflux. This encapsulation of component model 
behaviour is an important model structuring principle. The heatflux is positive into I 
each model and positive out of it. 
Note: from this point in the text the term "node" refers to a "Kirchoff Junction" 
which perfonns balances on heat or mass flow as appropriate. 
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Figure 3.11 Thermal network representing airzone building fabric 
3.1.3 Heavyweight floor construction 
The heavyweight floor element is a homogenous layer of 300mm dense concrete. 
This layer due to its construction will be represented by the classical "T" conductance 
- capacitance network as illustrated in Figure 3.4. A distributed parameter model was 
initially considered for the representation of this element but through comparison was 
found to offer no advantage over the single node model employed in final network. 
3.1.4 Test chamber dynamics 
The airzone used to represent the test chamber has much in common with a duct in 
the way that the air flows through it. The test chamber has a maximum airflow of 
600,000m 3 /h the equivalent of 3600 ac/h. An investigation into the dynamic 
modelling of a duct using the nodal approach used for the airzone model was carried 
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out [20]. The study involved constructing a duct model by linking together airzone 
models and their associated resistance-capacitance networks that represent the duct 
walls. The study found that to achieve the optimal representation of a duct 46 nodes 
are required. The study also showed that there was little difference in the time 
response of the duct when using 2 nodes compared to 46. With the simulation "vork 
being conducted using a beta test version of IDA Solver [2 1] the size of input file 
was limited. To include a representation of the test chamber made up of 46 nodes as 
well as all the associated HVAC plant models would have led to the makimum input 
file size being approached or exceeded. A it was shown that little was to be gained 
from such a rigorous modelling approach the simulation work was carried out using a 
single airzone to represent the test chamber. 
3.2 Vehicle model development 
As the purpose of the Climatic Wind Tunnel is to test vehicles under differing 
climatic conditions, it is imperative that a model of a vehicle is included to allow for 
its effect on the HVAC plant dynamics. 
The test chamber is used to test vehicles under the following ways: 
0 Pull hot vehicle down to test conditions from operating., temperature (vehicle not 
running). 
" Vehicle start and running from cold in cold airstream. 
" Vehicle start and running from hot in hot airstream. 
" Vehicle start and running in hot and humid airstream. 
" Change in airstream temperature at any point during test. 
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Only a simple model is required, as it is not important to look at what is occurring ZD 
either inside the engine block or within the driver's compartment. The areas of 
interest are the heat flux to and from the surroundings and the resulting temperature 
changes within the engine. Hence the model is based upon assuming the engine to be 
one homogenous mass i. e. all the components are lumped together. The model is 
based upon a steady-state energy balance with first-order dynamics superimposed to 
simulate the heat-up and cool-down. 
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Figure 3.12 Information flow diagram for vehicle model 
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The user definable parameters for this model are: 
Time constant in still air (T., ill) Dimensionless 
Engine on time constant (T.. ) Dimensionless 
Engine off time constant (T. ff) Dimensionless 
Thermostat opening temperature (Tss) Dimensionless 
Total energy output of engine (Pe) W 
Power to rolling road (Pr) W 
Specific heat capacity of air (Cpa) Fkg K 
Exhaust temperature (Tex) C 
Throttle position (CO Dimensionless 
UA for engine off (UAff) W/K 
UA for engine in still air (UA,, jjj) W/K 
Tunnel air velocity M m/s 
Heat transfer coefficient (K) W/K 
Heat capacity of engine (C) RIC 
The in / out variables for the model are: 
Tunnel air temperature (Tý) C 
Mass flow of air into engine (M. ) kg/s 
On / off switch (Switch) Dimensionless 
Oil sump temperature (T) T 
Engine warm up heat output (Q) W 
Engine steady state heat output (Qss) W 
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Figure 3.13 Vehicle model system diagram 
The equations for this model are: 
(P, + (a. M,,. CP ,, i, 
)(T,., - Ta)) (3.3) 
Equation (3.3) is an energy balance that calculates the steady state heat output of the 
engine when it is running. Its output is regulated by the factor a which represents the 
throttle position (0 - 1). The throttle position is multiplied by the total energy output 
of the engine to give the engine power output at the required driving condition. It is 
assumed that the exhaust temperature is constant. 
Equation (3.4) calculates the temperature change occurring within the engine whilst it 
is running and is derived from equating the temperature rise of the engine to a first I 
order lag curve. The use of a first order lag curve is justified by the recorded en, "ine 
warm-up data shown in Figure 3.13 and 3.14. 
T=T I-e 
Ton 
t ss 
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T-T Ts, e'on t ss 
Tr 
(T,, e 
'on 
"on 
(T -T T" 1) 
Z"on 
Where: 
T, = Steady state temperature (*C) 
Tt = Engine temperature ('C) 
T' = First derivative temperature (*C) 
To,, = Engine on time constant 
t= time 
(3.4) 
In order to calculate the temperature of the engine as it cools down from its operating 
temperature equation (3.5) is used. The equation is derived from an exponential first 
order lag curve. Examination of the recorded cool down data for the engine presented 
in Figures 3.15 and 3.16 show that an exponential decay curve is well fitted to the 
data. It should be noted that T,, is the starting temperature for the cooldown and the 
final temperature will be equal to the surrounding air temperature. 
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-t 
T-T eroff + Ta t ss 
-T,, e "Off 
-(T-Ta) t 
T Off 
Where: 
T, Steady state temperature (*C) 
Tt Engine temperature (*C) 
T' First derivative temperature (*C) 
, r,, ff = Engine on time constant 
t= time 
T, = Air temperature (*C) 
QS (TI - TI) (3.6) 
(Tss - TI) 
UAoff (TI - 
Ta ) (3.7) 
Equation (3.6) calculates the heat flux for the engine when it is running and equation 
(3.7) calculates it when the engine is switched off. 
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UAstill -7c (3.8) 
still 
UAoff = UAstill (h. V) 
C 
(3.9) 
ýAoff 
off u (3.10) 
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Equation (3.8) calculates the overall heat transfer coefficient of the engine in still air 
and equation (3.9) the heat transfer coefficient in moving air. It is necessary to 
evaluate values for UA in this way as an actual value is unavailable, but a value of 
the capacitance can be estimated from knowing the engine's mass and specific heat 
capacities and being able to measure its time constant. The time constant for the 
engine when it is not running is calculated by equation (3.10). The value for T,,, 4 4: is 
required for tests where the vehicle is not running but is stationed within a moving air 
stream. The measured value ofrstill is the time constant for the vehicle cooling 
down in still air. 
The parameter h is the heat transfer coefficient for the vehicle in moving air. Its value 
is calculated as laid down in [ 16]. 
The vehicle is taken to be a non-circular object in cross flow of a gas. This geometn 
is valid for Reynolds numbers (Re) from 5000 to 100,000. Assuming the maximum 
value for Re of 100,000 a check on the corresponding flow velocity can be made 
using equation (3-11). 
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Re = 
Uoo. De 
v 
Where: 
Re Reynolds number 
Uco Free stream velocity 
De Characteristic dimension 
v= Kinematic viscosity 
1) 
For this geometry the flow maximum velocity in which it is valid is 2.68 m, "s. It 
should be noted that the maximum air velocity achieved in the CWT is 55.5 M/s and 
far exceeds this value. It is assumed that the air velocity over the engine is reduced to 
a level within the range of validity due to the air having to pass through the cars front 
grille, radiator and cooling fan cowling before it reaches the engine block. 
The heat transfer coefficient can be found from equations (3.12 and 3.13): 
Nu = C. Re" 
Nu = 
h. De 
(' ). 13) 
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Where: 
Nu = Nusselt number 
C Constant 
n Constant 
Re = Reynolds number 
h= Heat transfer coefficient 
De = Characteristic dimension 
k= Thermal conductivity 
3.2.1 Model time constants (, r) 
When any quantity varies exponentially with time, the time required for a fractional 
change of amplitude is equal to: 
I 
100 1-- = 63.2% (3). 14) 
e 
Where e is the exponential constant (the base of natural logarithms) [ 11 ]. 
The vehicle model requires two time constants (r) one for when it is running and 
one for when the engine is switched off (-r,, ff). 
In order to establish these two time constants, measurements of oil temperature from 
and engine of 1272cc were made. The temperature of the oil was recorded as opposed 
to the water, as it recognised within the vehicle testing industry that the oil 
temperature gives a far truer reflection of the overall engine temperature [ 12]. 
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To carry out the required temperature measurements a4 channel portable data logger 
was designed and constructed. The logger allowed the interval between 
measurements to be altered in one second intervals and was capable of recording 
upto 8640 separate events, one channel logging for 24 hours at 10 second intervals. 
The oil temperature was recorded via a K-type then-nocouple fitted to a dipstick. This 
allowed the bulk temperature of the oil in the sump to be recorded. The data was 
recorded by driving the vehicle on the road and therefore only limited control over 
engine load and speed could be exercised 
Figure 3.13 shows the resulting temperature profile for the engine oil temperature 
during warm up and running. 
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Figure 3.13 Engine oil temperature during warm up 
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The values recorded were normalised by means of- 
y 
(Ymin 
- 
Y) 
(Ymin 
- 
Ymax 
Where: 
Y' = Normalised value 
Ymin Minimum temperature value 
Yrnax Maximum temperature value 
Y= Value to be normalised 
(3.15) 
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Figure 3.14 Curve fit to oil temperature data for running engine 
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A first order exponential curve was fitted to the data, this curve having the equation: 
x 
(-3.29, 
1050 
(3.16) 3.29 
e-' 
Figure 3.14 shows the curve fit for the data and the resultant value for the time 
constant T. The value for T... is 303 seconds. 
Whilst it is appreciated that the time constant during warm-up will vary depending 
upon driving conditions imposed upon the engine and hence ideally the model should 
have time constants to reflect these conditions. Unfortunately due to the only method 
available for recording the engine oil temperature was under normal stop-start 
driving conditions. Under such circumstances it was impossible to maintain a 
constant engine load and hence only one engine time constant has resulted. 
A similar process was carried out to establish the time constant for the engine when 
tumed off (T,, ff). Figure 3.15 shows the temperature data recorded for the vehicle 
during cool down. 
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Figure 3.15 Oil temperature data for engine cool down 
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Figure 3.16 Curve fit to oil temperature data for engine cool down 
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A first order exponential decay curve was fitted to the data, this curve having the 
equation: 
e 
(x. 0.000192) (3.1 
Figure 3.16 shows the curve fit for the data and the resultant value for the time 
constant, r. The value for -roff is 6805 seconds. 
3.2.2 Exhaust temperature 
The model requires an exhaust temperature. In reality this temperature will fluctuate 
continuously with engine load and along the length of the exhaust pipe. 
Figure 3.17 shows the temperature fluctuations recorded at the exhaust tail pipe for a 
short j ourney lasting 15 minutes (8 60 seconds). 
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Figure 3.17 Exhaust temperature 
As it would be near impossible to establish and representative temperature for 
differing driving loads and conditions an average temperature of 175*C was taken 
from the data shown in Figure 3.17. This temperature was arrived at from averaging 
only the temperatures between when the engine had reached its maximum operating 
temperature and the time the journey ceased. 
3.3 Refrigeration system model development 
The very large cooling loads (1.5 MW) occurring within the Climatic Wind Tunnel 
are catered for by a central refrigeration system. 
The refrigeration system consists of two stage twin screw compressors with 
interstage cooling a shell and tube evaporator and air-cooled condenser. 
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3.3.1 Compressor model development 
To develop a fundamental model of a compressor based upon established theoretical 
principals was not feasible in the time constraints of the project. An empirical model 
has been developed based upon curve fitting to manufacturers' data. I 
It has been shown in previous work [17,18] that a second order polynomial cun-e fit. 
(equation 3.18) to manufacturers data gives a good representation of the compressors I 
perfonnance. 
Manufacturers' data is often in doubt due to unrealistic operating conditions used in 
obtaining the data and the removal of any spurious data points prior to publication 
[13]. 
The data used to produce the curve fit was obtained from a computer based selection 
program [ 14]. The program allows the selection of multi-stage refrigeration plant 
with a correctly sized intercooler allowed for in the calculations. The exact 
reffigeration compressors and intercooler were selected from the database as well as 
the appropriate intercooling device. The program calculates the refrigerant properties 
and the resulting cooling capacities and power consumption from first principles. 
The data for the compressors over a range of operating conditions was taken. These 
conditions were evaporating temperatures of -60'C to +I OT and condensing 
temperatures of O*C to + 50'C. To this data second order curve fits of the forrn shown 
in equation 3.18 were made. 
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2T )+(a cT2) 
2)+ 
Y= (ao) + (a, T, 2Te 3Tc) + (aTcTe) + (a + (a T e) + 
(a 5e6 
a T2T 
2) 
7c C) + 
(a, Tc2T (--). Is) 
gh Where a,, to a,, are constants and the degree of the equation is the hig est power of x. 
The curve fit to the data resulted in the following coefficients: 
ao 0.1 166eO3 
a, 0.2399eOl 
a2 0.2917e-Ol 
a3 -0.2709eOl 
a4 -0.2993 
a5 -0.4148e-02 
a6 0.1064 
a7 0.5015e-02 
a8 0.6396e-04 
Table 3.4 Second order curve fit coefficients for high stage compressor 
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ao 0.1667eO3 
a, 0.2656eOl 
a2 0.6666e-02 
a3 0.3eOl 
a4 0.6366e-01 
a5 0.2313-03 
a6 -0.164le-01 
a7 -0.4052e-03 
a8 -0.6595e-06 
Table 3.5 Second order curve rit coefficients for low stage compressor 
ao 0.2957eO4 
a, 0.5884eO2 
a2 0.242 
a3 0.280562 
a4 0.1505eOl 
a5 0.1728e-01 
a6 -0.4517 
a7 -0.1839e-Ol 
a8 -0.1692e-03 
Table 3.6 Second order curve fit coefficients for combined cooling capacity 
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The condenser heat rejection is given by: 
Qcond ý Qcool + Qh + Ql 
The model parameters are: 
(3.19) 
Curve fit coefficients Coeff Dimensionless 
The model in/ out variables are: 
Condensing temperature Tc 
Evaporating temperature Te T 
Control link x Dimensionless 
Cooling capacity QC001 W 
Condenser heat rejection Qcond W 
High stage power consumption Qh W 
Low stage power consumption QI W 
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Figure 3.18 Information flow diagram for compressor model 
The polynomial equations formed from the curve fit coefficients are multiplied by a 
factor X. This factor has a value of between 0 and I and serves the same purpose as a 
slide valve in a screw compressor by regulating its capacity. The value for X comes 
from a signal generated by a proportional controller sensing the fluid outlet 
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temperature from the chiller. As the fluid leaving the chiller gets closer to the 
controller setpoint the output signal reduces and intum off loads the compressors. 
3.3.2 Condenser and evaporator model development 
Both the condenser and evaporator are represented as classical heat exchangers. In 
both cases pressure drops have been considered and the refrigerant is ccMsidered to 
be isothermal i. e. there is neither superheating nor subcooling of the refrigerant. The 
secondary heat transfer medium in the evaporator in this case is Trichloroethylene 
but the model allows for other fluids to be used. In the condenser air is the secondary 
medium. 
3.3.2.1 Condenser model development 
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Figure 3.19 Information flow diagram for condenser model 
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The user definable parameters for the condenser are: 
Base value for UA UAo W, 
Mass flow rate per fan mr, " keýs 
The in/out variables for the model are: 
Air mass flow rate Mdot kg/s 
Refrigerant temperature Tfig c 
Air dry bulb temperature To c 
UA value UA WiK 
No. of fans running Nf. Dimensionless 
Heat transfer rate Q W 
Air leaving temperature Tou, c 
The condenser scales the value of UA in accordance to the number of fans runnin2. 
Whilst it is appreciated that natural convection will exist when fans are not running. 
In order to reduce the model development time, in a first instance this has not been 
taken into consideration. 
The equations for the condenser are: 
Mdot 7-: Mfall *Nfans (33.2 0) 
Equation (3.20) calculates the mass flow rate of air through the condenser. The 
model takes no account of natural convection occurring when no fans are running 
UA = UAO. Nfalls (3.21) 
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Equation (3.21) adjusts the UA value according to the number of fans runningg. 
=M CP Q dot , i,. 
AT (3.22) 
-UA +T 13) Tý t 
Tý ). (I - EXP. 0 Mdol'ClIr 
Equation (3.22) is an energ balance for the air and equation (3.23) is a rate equation "y 
based upon the effectiveness expression. 
The condenser model requires two initial parameters to be identified, these being the 
base value for UA and the air mass flow rate. 
The rating point for the condenser was obtained from available design data for the 
CWT [19] and is shown in Table 3.7. Using the relationships of equations (3.24 and 
3.25) a value of UA can be found [ 15]. 
Load (M) 1139 522 
Outside wet bulb temp (*C) 19 19 
Outside dry bulb temp (*C) 26 26 
Condensing temp (T) 38.5 38.5 
Table 3.7 Design data of air-cooled condenser 
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c =I 
ntu 
(3.24) 
r T'd 
t-/Ya 
ntu = Cmin (33.2 5) 
Where: 
Ntu = number transfer units 
E= effectiveness 
Crain = minimum heat capacity of fluids in heat exchanger 
The volumetric flow rate (Q) of air across the condenser is identified by equation 
(3.26): 
rl. D 2v 
4 
Where: 
D= Diameter of fan (m) 
V= Face velocity of fan (m/s) 
0= Volumetric flow rate (M3/S) 
(3.26) 
From the volumetric flow rate the mass flow rate is calculated by equation (3.27) for 
the parameter Mfa,,. 
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Mfan =QIV 
Where: 
Mf,,,, = Mass flow through fan (kg/s) 
0= Volumetric flow rate (M3/S) 
V= SpeCiflC VOIUrne (M3 /kg) 
3.3.2.2 Evaporator model development 
. 
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Figure 3.20 Information flow diagram for evaporator 
The user definable parameters for the evaporator are: 
7 717 
Base value for UA UAo W/K 
Temperature gradient of UA KT 
Specific heat capacity cpliq J/kgK 
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The in/out variables for the model are: 
Secondary fluid mass flow rate Mdot kg/s 
Refrigerant temperature Tfrig .C 
Secondary fluid inlet temperature Ti,, C 
UA value UA W/K 
Secondary outlet temperature T,, u, IC 
Heat transfer rate Q W 
Equations for the evaporator: 
T TA = UA + (K. Tfig) Li-I-I 0 (3.28) 
Equation (3.28) calculates the overall heat transfer coefficient for the evaporator with 
the change in reffigerant temperature. 
Mdo, 
'Cpliq. 
AT (3.29) 
- UA T (. Ti,, - -Tfig). 
(1 - EXP. i" (Mdol'Cpliq) (3.30) 
Equation (3.29) is a heat balance for the secondary fluid and equation (3.30) is a rate 
equation based on the effectiveness expression. 
Equation (3.28) adjusts the UA value as the refrigerant temperature changes; this is 
by means of a parameter K. 
K is calculated from two known design conditions for the evaporator [ 19], this data is 
shown in Table 3.8. The UA for each of these conditions can be calculated using I 
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equations (3.24) and (3.25). As only the two points were known a straight line 
evaluation of these points was carried out in order to assess a value for the parameter 
K, Figure 3.21 shows the evaluation. 
Load (M) 791 283 
Flow rate (1/s) 160 160 
Inlet temp (*C) -12.2 -44.3 
Outlet temp (*C) -15.8 -45.5 
Velocity (m/s) 77 81 
Evaporator Temp (*C) -20 -48.4 
Table 3.8 Design data for evaporator 
UA 
Figure 3.21: Straight line evaluation for parameter K 
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ii 
evaporating terrperatýAre 
3.4 Air-liquid coil models 
The two air-liquid heating/cooling coil models used for the CWT systems simulation 
are DRYCOEL and CCSIN4 from the ASHRAElNMF toolkit [3]. 
3.4.1 DRYCOIL 
The DRYCOIL is a model of a sensible air-liquid heat exchanger. The model can be 
specified for use in a number of parallel, counter and crossflow configurations. The 
model requires the specification of a value for an overall heat transfer coefficient 
(UA). The model does not model any dehumidification of the air-stream nor any 
accumulation of frost and ice on the heat exchanger surface. The DRYCOIL model is 
to be used in the soakroom and test chamber sub-system models as neither systems 
require any dehumidification of their respective air-streams. 
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Figure 3.22 Information flow diagram for DRYCOIL model 
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Load (M) 15 15 
Airflow rate (M3 /h) 17000 17000 
Air on temp *Q 0 -40 
Air off temp *Q -2.45 -42.1 
Liquid flow rate (1/s) 14 14 
Liquid in temp *Q -7.6 -45.3 
Liquid out temp *Q -6.8 -44.5 
Table 3.9 Design data for soakroom beat exchanger 
Load (k*V) 650 ill 
(M3 Airflow rate /h) 600,000 80,000 
Air on temp *Q 3.01 -36.7 
Air off temP ('C) 0 -40 
Liquid flow rate (1/s) 100 100 
Liquid in temp *Q -10 -41.8 
Liquid out temp *Q -5.2 -41 
Table 3.10 Design data for test chamber heat exchanger 
The drycoil model requires a calculated value of UA to be input as a parameter. This 
can be obtained from the above design data using the following: 
AT, -AT, LMTD - 
In 
, 
'AT2 
(3.31) 
AT, 
Q= UAAT (3.3 2) 
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Where: 
LMTD = Log Mean Temperature Difference 
AT, = temp hot fluid in - temp cold fluid out 
AT2 = temp hot fluid out - temp cold fluid in 
3.4.2 CCSIM 
CCShM is a model that calculates the performance of a coil model when its extended 
fin surface is operating at one of three conditions: all wet, partially wet or completely 
dry. The coil can be used in a number of counter, parallel and crossflow 
configurations but its general application is for counter flow applications. The model 
requires the input of the rating data at which the coil design is based upon, from this 
the models initial conditions are 
calculated. CCSIM model is used in the air make-up sub-system model as this system 
needs to dehumidify the air brought in from outside before it is supplied to the test 
chamber to make up for air used by the vehicle under test. 
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Figure 3.23 Information flow diagram for CCSIM 
High temperature 
heatexchanger 
Low temperature heat 
exchanger 
Load (M) 23.3 31 
Air flow rate (m3/h) 1700 1700 
Air on dry bulb 
temperature (*C) 26 2 
Air on wet bulb 
temperature (*C) 19 2 
Air off dry bulb 
temperature (*C) 2 -40 
Air off wet bulb 
temperature (*C) 2 -40 
Liquid flow rate (1/s) 20.95 20.95 
Liquid in temp (*C) 0 -44.5 
Liquid out temp (*C) 0.8 -43.1 
Table 3.10 Design data for air make-up beat exchangers 
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3.5 Other models used in simulation 
A number of models representing Tees, fans and other associated plant have been 
modelled. Most of these are existing equation-based models that have been converted 
into an NMF format. As these models have been used many times and in general are 
relatively simple in their description apart from testing that the models behave in a 
manner that is expected from them no detailed validation has been conducted. 
One notable exception is the humidifier model that has been taken from the 
ASHRAE Secondary NMF toolkit [22]. The behaviour of this model was tested but 
as no validation tests made any use of the CWT's humidification capacity no data 
was available for empirical validation (Chapter 5). As no test required humidification 
the humidifier was not used in any of the scenarios modelled. 
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Chapter 4 
Plant Simulation 
To carry out experimentation into the improvement of a system's perfortnance is 
often impractical. This impracticality stems from the fact that any alteration of the 
systems operating conditions is likely to result in causing discomfort to the occupants 
or could seriously affect any process that the system was operating. If a model of the 
system was available, the model could be used to calculate how the system would 
have reacted to a certain change in its operating parameters. Simulation is thus an 
inexpensive and safe way in which to experiment with a system. 
The development of a library of component models that make up the Climatic Wind 
Tunnels (CWT) thermal systems was detailed in chapter 3 and a number of existing 
Modular Simulation Environments (MSE's) suitable for the task of simulating these 
systems were reviewed in chapter 4. From these potential environments the BDA 
MSE was chosen to be the platform on which the simulation work was to be carried 
out. 
This chapter describes the operation of the CWT and how the simulation is 
configured for the IDA enviromnent. 
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4.1 Description of Climatic Wind Tunnel systems 
The CWT consists of two temperature-control led areas: 
* Soakroom 
o Test chamber 
The soakroorn is a thermally insulated space in which the vehicle can be pre- 
conditioned to any temperature within the range of -40 C/ +55 C. 
The soakroom is served by a fully recirculating closed loop air system. No extract or 
make-up air is required as the vehicle is not operational during its period in the 11) 
soakroom. A typical vehicle pre-conditioning test is to soak the vehicle overniacght (10 
hours) to -30 C. This simulates the same conditions that the vehicle would be 
exposed to if it was left overnight in one of earth's arctic regions. From a test such as 
this a vehicle's cold starting ability can be assessed. 
The Climatic Wind Tunnel (CWT) test chamber is where the active tests of the 
vehicle in motion are carried out. The CWT test chamber comprises of an air circuit. 
which produces a uniform, controlled flow of conditioned air in which the vehicles 
can be tested. 
Movement of the vehicle is simulated by accelerating it on a dynamometer to the 
speed required for the test. The acceleration of the vehicle is carried out remotely 
from within the test chamber control room. Air is then passed over the vehicle at the 
corresponding speed; the combined effect simulates forward motion. The vehicle can 
be tested at any speed from 0 to 200 km/h. The 0 km/h test simulates the vehicle 
standing stationary in a city centre environment. During this test air is passed at high 
level across the chamber, thus removing heat as it rises from the vehicle. 
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In order to simulate the effect of the sun a solar simulation grid with a target area of 
1.8m x 5.2m is installed above the dynamometer. This grid allows between 0.6 and 
1.2 kW/M2 of solar radiation to be simulated. 
To simulate the vehicle travelling over hot roads an underbody heater is incorporated 
that allow the underside of the car to have its temperature raised to 30 C above the 
prevailing test conditions. 
As with the soakroom the test chamber has an operating temperature range of 
between - 40 and +55 C. In addition to this it has humidity control that allows 
humidities upto 95% saturation to be achieved when the test air temperature is in the 
range of +5 C to +55 C. 
The air make-up system is used to supply replacement air for that which is consumed 
by the vehicle, the exhaust gases are extracted and expelled to atmosphere. 
The make-up air system brings the air in from outside filters it and then passes it 
through two heat exchangers. The temperature that this incoming air is cooled to is 
dependent upon the lowest temperature at which either the test chamber or soakroom 
is operating. The air is supplied at a constant mass flow rate of 5.2 kg/s into the test 
chamber air circuit. Atmospheric air pressure within the test chamber is maintained 
by means of pressure relief flaps within the structure. These flaps open when 
atmospheric pressure is exceeded. 
A ring main of trichloroethylene (C2C13H) is used as the secondary heat transfer 
medium that couples the test chamber, soakroom and air make-up systems. 
Trichloroethylene is used as it has a freezing point of -80*C well below the CWT's 
lowest achievable flow temperature of -47 C. 
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The trichloroethylene is cooled by a two-stage refrigeration plant using twin-screw 
compressors and using R22 (monochlorodifluoromethane, CHClF2)as the primary 
refrigerant. The reffigeration control system keeps the trichloroethylene at 15K below 
the lowest temperature required by the test chamber or soakroom. The 15K 
temperature difference is maintained until temperatures below -32 C are required. At 
this point the trichloroethylene will be supplied at its lowest possible temperatur. - and 
the temperature difference between the secondary refrigerant and the air in the 
systems will be reduced, until at -40 C only a 7K difference exists. - 
Should either the test chamber or the soakroom be required to operate at higher 
temperatures, a 3-port valve is modulated so that flow from the main into the branch 
section becomes regulated. The trichloroethylene in this section is recirculated and 
passed through an electric heater, which heats it up to give the desired air conditions. 
Even when a high temperature test is in progress some cooling is required. This is 
due to the heat rejected by the vehicle under test being in excess of that required to 
maintain the desired tunnel condition. 
The configuration of the soakroorn and CWT test chamber allow them to operate 
independently of one another at different temperatures. 
4.2 Definition of sub-systems 
The CWT facility naturally divides up into two sub-systems, these being the test 
chamber and the soakroom. In addition to these the plant can be broken down into 
two further sub-systems, these being the air make-up and refrigeration systems. 
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A simplified schematic diagram of the CWT plant is shown in Figure 4.1 and 
detailed schematics of the test chamber, soakroorn and air make-up systems are 
illustrated in Figures 4.2,4.3 and 4.4 respectively. It should be noted that the 
schematics only contain plant items that are to be modelled. No pumps are included 
are pressure has not been modelled. Where fan models have been included, they are 
for heat gain to the air stream and contain no pressure terms. 
The system schematics (Figures 4.1 to 4.4) contain the component models and the 
names of the variables that link them. Table 4.1 details the link types and the 
variables they contain. 
Link name Variable 
Massflow 
Temperature 
UNIAIR Humidity 
Pollutant fraction 
Pressure 
M Massflow 
T Temperature 
x Control signal 
Sig-out Control signal 
Table 4.1 Link types and variable types 
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Figure 4.1 CWT plant schematic 
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Figure 4.3 Soakroom plant schematic 
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Figure 4.4 Air make-up plant schematic 
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4.3 Valve and heater control 
The type of control used to modulate the electric heaters and three port valves within 
the CWT sub-systems is unknown. In the absence of such information idealised 
proportional control was used. Figure 4.5 shows the heater and valve configuration 1ý - 
used in all CWT systems, schematics of the entire systems are shown in Figures 4.1 
to 4.4. 
He a ting /cc oi. no, 
co. 1 
c-t Prop-tanai 
controLLer 
M, -g tee 
Eleciý. c ýe%te- 
Figure 4.5 CWT three port valve and electric heater confq,,; uration 
The valve and the heater need to be sequenced so that the heater would not come into 
operation until the three port valve was in 100% divert mode and conversely the 
valve would not modulate from full divert until the heater was inoperative. This 
relationship between the valve and the heater is so the heater is only used to heat the 
fluid in the re-circulating loop and does not heat the fluid in the main 
trichloroethylene loop. The sequencing was achieved by using two proportional 
controllers with separate set points and no overlap in the proportional band, an 
example schedule for a zone setpoint of 20'C is illustrated in Figure 4.6. 
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Figure 4.6 Example heater and valve schedule for zone setpoint of 20*C 
The example shown in Figure 4.6 shows the zone temperature controlled by the 
heater that shuts down as the setpoint is reached. The heater control signal is I for 
full power and 0 for off and the valve control signal is I for the valve to be on full re- 
circulation and 0 for full flow through the valve. If the zone temperature continues to 
increase the three port valve begins to modulate from full re-circulation to allow cold 
fluid in from the main to cool the space. 
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Figure 4.7 Comparison of actual signal to valve and that to the valve in the 
simulation 
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Figure 4.8 Actual soakroom temperature profile resulting from control valve 
action in 4.7 
Figure 4.7 shows a comparison of the measured signal to the soakroorn three port 
valve with a setpoint of -20*C and the signal to the simulated valve operating under 
the same conditions. Figure 4.8 shows the actual soakroom temperature response to 
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the control valve action. It can be seen that the signal from the idealised controller 
used in the simulation progressively modulates the three port valve towards re- 
circulation as the set point is reached. Whereas the actual control signal recorded 
from the plant does not respond to the nearing of the set point and then modulates 
wildly although this has no apparent effect on the soakroom temperature. The 
oscillations in air temperature are caused by the supply fan shutting down and not the 
controller action, it can be seen that the controller action starts after the first 
temperature oscillation has occurred. Figure 4.7 clearly shows that no assumptions 
could be made as to what control algorithm is used. Whilst it is accepted that 
proportional control suffers from the problems of instability and offset (difference 
between setpoint and measured variable) [2] it benefits greatly from simplicity. It was 
decided that the probability of a slight offset occurring would not greatly affect the 
operation of the CWT simulation hence idealised proportional control was adopted as 
the control strategy employed. 
4.4 IDA simulation development methodology 
The methodology for developing a system definition input file for use by DDA Solver 
is defined in Appendix D. 
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Chapter 5 
Verification and validation 
Verification and validation is essential when developing any computer simulation 
program in order to give the user confidence in the results produced. Inaccurate 
prognosis is not necessarily down to errors within the program. All modelling 
involves assumptions and simplifications that are likely to introduce errors into the 
ensuing results. 
Hensen [1], identified two groups of error sources, the first of these is known as 
external sources and are external to the internal workings of the program and are not 
under the control of the user. The types of errors expected within this group are: 
" Differences between the actual and assumed boundary conditions. 
" Differences between the actual use of the facility and that assumed by the user. 
" Errors in deriving the simulation input files. 
" Differences between the actual then-nal and physical properties and those 
assumed by the user. 
The second group of error sources are called internal errors. This type of error is 
directly linked to the internal workings of the program and is contained within the 
coding of the program. Types of errors expected within this group are: 
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* Differences between the actual heat transfer mechanisms operative in individual 
components and the algorithmic representation of those mechanisms in the 
program. 
0 Differences between the actual interactions of heat transfer mechanisms and their 
representation in the program. 
Coding errors. 
Validation can fall into one of three categories [2]: 
e Analytical 
Comparative 
* Empirical 
The first stage of any component model validation should start with the individual 
components as they are developed. Each component should be run in isolation and 
the results viewed in a context of "expected model behaviour" i. e. a heater heats and 
not cools, a humidifier puts moisture into an air stream and not takes it out. 
Analytical testing involves the derivation of exact solutions by analytical means. 
These solutions can then be compared to the equivalent program predictions. Because 
of the wide range of building types and applications, analytical testing procedures are 
very difficult to devise. 
Comparative validation is the comparison of the model against other models that 
have been subjected to a greater degree of previous testing. This inter-model 
comparison only shows how good one model is compared to another and not whether 
the model can replicate actual component behaviour. 
140 
Empirical testing involves the comparison of simulation output to data recorded from 
plant in operation. Empirical validation gives confidence that the results ftom the 
model are the same or are very similar to those recorded from the real life system. 
The problem is that data of this sort is often difficult and expensive to obtain and any 
measurement taken involves some degree of uncertainty usually stemming from the 
calibration of the sensing devices. It is difficult to provide enough suitable 
information for the validation of a dynamic simulation. 
The validation of the Climatic Wind Tunnel model has been carried out using the Z 
above techniques. Greatest emphasis for the validation has been placed upon the 
empirical approach due to the availability of data through the facilities data 
acquisition system. 
Details of all the model parameters and boundaries used in the validation work is 
given in Appendix F of this thesis. 
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5.1 Vehicle model validation 
The vehicle model developed in chapter 3 is a semi-empirical model constructed 
using recorded data. As no temperature data is available for a vehicle operating at 
various wind speeds validation takes the form of "expected model behaviour". 
The vehicle was simulated to be running in an air stream of O*C and speeds of 0,50 
and 100 km/h. The resultant engine temperatures and heat flux from the simulation 
were logged and the results are shown in Figures 5.1 and 5.2. 
The vehicle used in the soakroom tests was a Rover 200 2.0 litre diesel. The engine 
has the following details: 
Dry engine weight: 187kg 
Coolant capacity: 7.5litres of water 
Oil sump capacity: 4.9 litres 
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Figure 5.1 Engine temperatures for vehicle operating in different wind 
speeds 
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Figure 5.2 Heat flux from vehicle operating in different wind speeds 
From Figure 5.1 it can be seen that as the wind speed increases the engine cools at a 
greater rate. This is corroborated by the heat flux from the engine shown in Figure 
5.2. The heat transfer coefficient increases with wind speed so just after switch off 
the vehicle at 0 km/h has the lowest heat flux and the one at 100 krn/h has the 
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highest. As the engine stores only a finite quantity of heat it is depleted fastest by the 
100 km/h air stream, hence the engine will cool quicker and have a lower heat flux 
than the others. Figure 5.1 shows that the engine is cooled to the surrounding 
conditions far quicker than the slower wind speeds and its heat flux is reduced to a 
very low level far quicker. 
From this it can be said that the model operates as would be expected in that when 
switched on it heats upto a steady state level and then cools at varying rates 
depending on the speed of the air stream surrounding it. 
5.2 Compressor model validation 
The compressor model was developed from a curve fit to data provided by the 
manufacturers compressor selection model; the development process was detailed in 
chapter 3. 
The model was tested with the coefficients listed in chapter 3 Tables 3.4 to 3.6and 
the results compared to data that was obtained from the manufacturers selection 
model. The comparison between the model and the manufacturers data included the 
high and low stage power consumption and the overall cooling capacity. A wide 
range of operating conditions were considered in the full-load regime. Evaporating 
temperatures were fixed at values of I O*C increments from -60 to I O*C and the 
condensing temperature varied from 0 to 50*C. 
From the manufacturers data and that produced by the simulation the standard 
deviation and correlation coefficients for power and cooling capacity were calculated, 
these are shown in Table 5.1. 
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Compressor power consumption Compressor cooling capacity 
Standard deviation = 116629.1 Watts Standard deviation = 1226195.5 Watts 
Correlation coefficient (W) = 0.98 Correlation coefficient (R-) = 0.99 
Table 5.1 Standard deviation and correlation coefficients for compressor 
power consumption and cooling capacity 
The results show a good overall positive correlation between the model and the 
available data upon which it is based. 
From analysis of the comparison of the model prediction and the design data tNvo 
potential areas where serious errors are likely; these being at either end of the 
performance envelope -60*C and +10*C. 
At an evaporating temperature of -60*C the power consumption behaved as expected 
increasing as the condensing temperature increases. As condensing temperature 
increases the cooling capacity should fall yet the model predicts that it rises, this 
would result in an over estimation of the cooling for a given energy consumption. 
When evaporating at +1 OT the model behaved as would be expected with the power 
consumption increasing and the cooling capacity decreasing as the condensing I 
temperature increases. But it should be noted that there are some large fluctuations in 
the design data at this temperature. How the Matchmaster program [4] calculates the 
energy consumption and cooling capacities is unknown and casts doubt as to its 
validity and the data that it produces. 
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5.3 Climatic Wind Tunnel model prediction and comparison with 
measured data 
In order to validate the accuracy of the system model of the Climatic Wind Tunnel 
(CWT), its output has been compared to that measured from the actual facility. The 
data from the test facility was recorded using the data acquisition system used for the 
test vehicles. As use was made of this existing data recording facility it was not 
possible to log data from the plant when it was being used for vehicles tinder test. 
Fortunately some manufacturers use their own data acquisition systems which freed 
the resident one to record data from the plant when vehicles were under test. As the 
opportunities to obtain plant data were somewhat limited only a small number of 
tests could be recorded for both the soakroom and the test chamber. 
5.3.1 Soakroom model prediction and comparison with measured 
data 
The soakroom is used for the pre-conditioning of vehicles before they are tested and 
is predominantl used for low temperature test preparation. Vehicles are generally y ID 
left in the soakroom for periods of 8- 10 hours. This time span is equivalent to the 
vehicle being left unattended in the prevailing conditions and is long enough for it to 
reach the desired test condition. 
The plant schematic used for the simulation is shown in Figure 4.3. Data was I 
recorded from the plant both with and without a vehicle installed within the 
soakroom. Data without a vehicle was logged for conditions of -35*C, -20'C, 
+40'C, the actual and predicted air temperatures within the zone are shown on 
Figures 5.19,5.20 and 5.21 respectively. 
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Figure 5.21 Comparison of actual and predicted soakroom temperatures, 
+40*C setpoint, no vehicle 
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Figure 5.19 shows excellent agreement between the data and the model prediction. It 
does indicate that the soakroom plant is potentially undersized, as it does not reach 
the set point during the 10 hours of the test. 
From Figure 5.20 it can be seen that the model gives good agreement with the data 
down to -15'C. At which point it begins to over estimate the heat transfer occurring 
and as a consequence reaches the -20*C setpoint after 2 hours, some three hours 
before the actual soakroom achieved this condition. No comparison bet*een the fluid 
flow temperatures out of the heat exchanger could be made due to a faulty sensor on 
the fluid exit port. The oscillations in the data recorded from the plant that start 6V2 
hours into the test are due to the air handling unit fan switching off The fan in the 
soakroorn has been found to be often shut down by the control system; as there is no 
data for the control system available this occurrence cannot be allowed for in the 
simulation. 
Figure 5.21 again shows that the model has slightly overestimated the heat transfer 
occurring and achieved the setpoint an hour before the actual zone temperature 
reached this level. 
it was not possible to obtain data for the soakroom with a vehicle installed for such a 
range of operating conditions. It was only possible to obtain data for the plant when 
conditioning a vehicle to +40*C; this is shown in Figure 5.22. 
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Figure 5.22 Comparison of actual and predicted soakroom temperatures, 
+40*C setpoint, with vehicle 
Figure 5.22 shows good agreement with the data achieving the set point at the same 
time as the data. The achieving of the set point in a shorter time than when no vehicle 
was installed (Figure 5.2 1) can be attributed to the extra heat being input into the 
space by the vehicle that was driven into the space hot. 
5.3.2 Test chamber model prediction and comparison to measured 
data 
The test chamber is used to test vehicle engine cooling and environmental control 
systems under simulated driving conditions. The conditions within the test chamber 
are often not consistent as the vehicles are subjected to different test conditions 
throughout their test period. 
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It has been possible to obtain data for these changes in operating conditions for both 
heating up and cooling down of the air temperature. As the test chamber is never 
operated without a vehicle being present all the comparisons of actual and simulated 
data have a vehicle present. A schematic diagram of the test chamber can be found in 
Figure 5.2. 
The vehicle under test at the time when the data upon which the validation is based 
was a Jaguar XJR 3 litre and has the following engine details: 
Oil sump capacity 
Dry engine weight 
Coolant capacity: 
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The comparison between actual and simulated air temperatures for the test chamber 
with a -30'C setpoint is shown in Figure 5.23. It can be seen that good agreement 
exists between the two data sets, with the model the model underestimating the final 
temperature by 2*C. 
The predicted and actual fluid exit temperatures from the heat exchanger are shown 
in Figure 5.24. The simulation used the same input temperatures as were recorded 
from the plant during the test. It is shown that between the predicted outlet 
temperature and the flow a temperature difference of I *C exists, where as the logged 
data shows a temperature difference of 10*C generally exists between the inlet and 
outlet temperatures. The disparity between the predicted and actual temperatures may 
be put down to the data used for the heat exchanger model. The model was 
developed using the design data [3] for the Climatic Wind Tunnel installation. This 
data gave the temperature difference between inlet and outlet temperatures of the heat 
exchanger to be 1 *C. The model gives results that are true to this design criterion, but 
when they are compared to what is actually happening within the plant it is clear that 
the design criteria are not being met. It has not been possible to compare the entry 
and exit temperatures for the other heat exchangers in the installation due to faulty 
sensors. It is not possible to say whether this temperature difference is specific to this 
one coil or occurs in all cases. It is feasible that the heat exchangers were designed to 
have aI OK flow and return differential as this is the most common design 
temperature difference. 
The predicted wall and floor temperatures are shown in Figure 5.25. It can be seen 
that the lightweight wall elements of the structure cool down quickly due to their low 
thermal capacitance. In contrast the heavyweight concrete floor cools down at a much 
slower rate due to its large thermal capacitance. In a facility such as the test chamber 
where sudden and quite large transient conditions can be imposed, the capacity of its 
structural elements to react quickly to these changes is important. In this case the 
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large amount of heat stored within the floor slab may have a detrimental effect upon 
the HVAC systems in their ability to achieve specified conditions. 
Figure 5.26 Comparison of actual and predicted test chamber temperatures, 
setpoint changing from -18*C to -10*C, with vehicle 
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Figure 5.27 Comparison of actual and predicted test chamber temperatures, 
setpoint changing from +35*C to +43*C, with vehicle 
Figure 5.28 Comparison of actual and predicted test chamber temperatures, 
setpoint changing from +49*C to +38'C to +28T, with vehicle 
Figures 5.26,5.27 and 5.28, show the comparison of actual and predicted air 
temperatures within the test chamber for a range of varying conditions. It can be seen 
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that the model predicts the changes in setpoint well and gives good agreement with 
the measured data. This indicates that the model will give good prediction over a 
whole range of operating conditions that would be expected within the Climatic 
Wind Tunnel test chamber. 
5.4 Conclusion 
The purpose of validation and verification is to give the user confidence that the 
results produced by the simulation are representative of what would be expected from 
the real life plant. 
Validation falls into one of three categories: 
9 Analytical 
0 Comparative 
o Empirical 
Analytical testing involves the derivation of exact solutions by analytical means that 
can then be compared to the equivalent program predictions. This type of testing is 
generally difficult to apply in building applications due the wide range of building 
types and their application. 
Comparative testing is the inter comparison of results predicted by one program to a 
given set of inputs to the predicted results given by another program that has been 
subjected to the same inputs. This test only tells the user if his program gives similar 
output to another and gives little indication as to whether it can accurately predict the 
output of the system that it is supposed to be replicating. 
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Empirical testing is the comparison of simulation output to actual data recorded from 
an installation. Empirical data is often difficult and time consuming to obtain, but 
gives the best indication by far as to whether a simulation is giving results that are 
comparable to those expected in real life. 
The output of the Climatic Wind Tunnel sub-system models have been compared to 
data that was gathered for the plant whilst operating under different conaitions. It is 
shown that the prediction of the air temperatures within the test chamber and the 
soakroom are very closely matched to the data recorded from the plant. 
The application of a simplified proportional control strategy to the systems has not 
affected the overall temperature control within the test chamber and soakroom. To 
refine the simulation further it would be necessary to establish the exact type of 
control used for the plant - information that was not available for this project. 
The compressor model is a curve fit of data generated by a compressor selection 
program and in essence the validation took the form of an inter-model comparison. 
The model was shown to correlate very well to the data it was based upon. Problem 
areas are shown to exist at opposite ends of the performance envelope (evaporating 
temperatures of -60'C and +10'C). At -60*C the model gives a rise in power 
consumption when it should be giving a fall and a +10*C the data the model is based 
upon has large swings within it. Fortunately the extremes of the performance 
envelope are rarely visited in the CWT systems and the majority of operation falls 
within the area where very good agreement between the model and the data exists. 
The vehicle is a model based upon recorded data. No data of exactly how the model 
should respond under different environmental conditions exists. It is shown that the 
model reacts as it would be expected to; it heats up to a steady state level when 
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switched on and cools down at different rates depending on the velocity of the air 
surrounding it. 
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Chapter 6 
Application to Operational strategies 
Use needs to be made of the models developed in improving the operational 
efficiency of the Climatic Wind Tunnel facility. Judgement upon how successful the 
application of the models developed to the improvement of efficiency will be based 
upon the reduction of the facility's energy consumption and in turn lowering its 
operational cost. 
The model of the Climatic Wind Tunnel systems allows analysis of different control 
and plant configuration strategies. This chapter will look at some of the different 
strategies possible and highlight the practicability of their incorporation into an 
overall energy reduction scheme for the facility. 
The decision of which operational strategies the model should be tested upon was 
carried out under the direction of the MIRA Thermofluids group. The areas 
investigated for potential savings are those of plant operation / construction that are 
of particular interest to them. 
Due to the unknown nature of the electricity billing system in operation at the 
facility, no comparative cost savings have been able to be made. The CWT facility 
purchases its electricity on an annual basis from the MIRA Estates department and it 
has not been possible to ascertain details of how the costs are formulated. 
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This study has only concentrated upon the possible reduction of the energy 
consumption of the CWT. The implications of the revised operational strategies on 
the staffing of the CWT have not been investigated. 
Details of all the model parameters and boundaries used in the operational strategies 
work is given in Appendix F of this thesis. 
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6.1 Refrigeration system control strategies 
The refrigeration system is the largest consumer of power within the Climatic Wind 
Tunnel. The plant runs for a large proportion of the test day in order that it maintains 
the trichloroethylene at 15K below the lowest setpoint of either the test chamber or 
soakroom. Scope for the reduction in its power consumption is limited but potential 
exists for the investigation into the sequencing of the number of condenser fans 
running as a function of outside ambient temperature and refrigeration load. 
The total power used by the refrigeration system is made up of two components the 
compressor power and the condenser fan power shown in Figure 6.1. As the 
reffigeration load begins to decrease i. e. as the setpoint in approached, the 
compressors will begin to off load through movement in the slide valve position 
reducing their power consumption. As the load falls the number of fans required to 
condense the refrigerant also reduces. The object of this study has been to analyse the 
effect of reducing the number of condenser fans for a given load condition in order to 
find the optimum point at which the compressor energy consumption begins to rise 
due to the increasing discharge pressure. 
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Figure 6.1 Components of refrigeration system power consumption. Full 
load operation, 25*C ambient temperature 
Figure 6.1 shows the refrigeration system operating at full load in a typical outside 
summer air temperature of 25*C. It can be seen that as the number of condenser fans 
is reduced the power consumed by the compressors increases substantially. This 
shows that at full load conditions the lowest energ consumption of the plant will be Ely 
when all the condenser fans are in operation. The simulation has been run for three 
different external conditions (summer, winter and mid-season) over the full capacity 
range of the compressors, reducing the number of fans in each case; the results of 
these simulations are shown in Figures 6.2,6.3 and 6.4. 
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Figure 6.2 Power consumption of refrigeration system over full range of 
operation with reducing condenser fans, 5*C ambient 
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Figure 6.3 Power consumption of refrigeration system over full range of 
operation with reducing condenser fans, 15*C ambient 
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Figure 6.4 Power consumption of refrigeration system over full range of 
operation with reducing condenser fans, 25*C ambient 
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Figures 6.2 to 6.4 clearly show that for each condition there are a number of 
condenser fans that can be switched off before the compressors require an increase in 
power to maintain the refrigeration load. 
The most substantial savings in energy are under part load conditions of 330"a 
capacity. The results for this condition are shown in Figures 6.5 through 6.7 and are 
plotted at an appropriate scale. The results clearly show a distinct turning point after 
which any further reduction in the number of fans brings about a rise in the 
compressors power consumption. 
Figure 6.5 Total refrigeration power consumption at 30% load 25*C ambient 
"1 
166 
100000 
99000 
98000 
97000 
96000 
.2 CL 
E 95000 
94000 
93000 
, --L 92000 
91000 
90000 
0123456789 10 11 12 13 14 15 16 17 IS 19 20 
No. fans 
Figure 6.6 Total refrigeration power consumption at 30% load 15*C ambient 
Figure 6.7 Total refrigeration power consumption at 30% load 5*C ambient 
V 
167 
Figures 6.5,6.6 and 6.7 show that at 30% load the lowest energy consumption of the 
refrigeration system occurs when there are eight condenser fans running. As the 
number of fans is reduced below this level there is a marked increase in power 
consumed by the system. 
It is shown that there are possible savings available, if the number of condenser fans 
could be scheduled as a function of the refrigeration system load (a value that is 
available from the slide valve position) and the outside ambient air temperature. A 
simple rule-based algorithm to sequence the number of condenser fans running could I 
be included in the control system software to accomplish this. The inclusion of such 
an algorithm to continuously monitor the reffigeration system load and the outside 
temperature, the energy consumption of the reffigeration plant would be maintained 
at an optimum at all points of operation. An example of the possible savings for a run 
of 8 hours duration where the plant is operating at 30% of full load capacity are 
shown in Table 6.1. The comparative power consumption for the optimised number 
of fans compared to the present control strategy that is employed shows a saving of 
63.678 kWh a 7% power saving. 
Present control 
strategy 
Optimised control 
strategy 
Saving 
896.64 kWh 833.872 kWh 63.678 kWh 
Table 6.1 Comparison of present fan control strategy to optimised strategy, 
for refrigeration system operating at 30% load, 25*C outside ambient for 8 
hours. 
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6.2 Pre-conditioning of vehicle 
The normal procedure for the conditioning of a vehicle for testing is to allow it to 
"soak" for 10 hours at the same conditions at which the test is to be performed. 
In order to soak the vehicle for this time involves the reffigeration system and 
circulating pumps operating continuously over this period. It is possible to condition 
a vehicle within the test chamber itself taking advantage of the larger coolinz 
capacity and the increased heat transfer to / from the vehicle afforded by the forced 
convection of the air stream passing over the vehicle. I 
To analyse any possible savings the data used for the -30'C pull down test (chapter 
5, section 5.3.3. ) is used for both the test chamber and the soakroom. The soakroom 
is allowed to operate for its normal 10 hour period, whilst the test chamber 
conditioning is run for 2V2hours. 
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to -30*C in soakroom 
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From Figure 6.8 it can be seen that the vehicle temperature closely tracks the air 
temperature once the air stream has removed the majority of the heat from the enzine. 
With the input data available the vehicle and air stream reach a temperature of -2S'C 
at the end of the 2V2hour conditioning period. In comparison the air temperature in 
the soakroom Figure 6.9, is unable to reach a temperature lower than -25*C. Taking 
this into account it is clear from the air temperature profile that the air reaches a 
stable temperature of -25'C after 2 hours but the vehicle takes a further 8 hours until 
it has similar condition. 
Initial analysis of the results suggest that conditioning the vehicle in the test chamber 
would not only be time saving but also considerably reduce the energy required to 
precondition a vehicle. Whilst the soakroom is run for a much longer period the test 
chamber uses a 385 kW fan to produce an air stream of the 120 km/h used for the 
simulation this alone affects the energy consumption picture drastically. 
Figures 6.10 and 6.11 show a break down of the calculated energy consumption of 
both the soakroom and test chamber in the pre conditioning simulation. The total 
energy consumption shown is made up of two components. The first is the 
compressor power consumption used in the cooling and maintaining the temperature 
of the trichloroethylene, this power reduces as the setpoint is approached to a steady 
level where the trichloroethylene is maintained at its set condition. The second 
component is the power consumed by the ancillary components. The ancillary 
components include the pumps and fans used in each system, their power 
consumption is steady throughout the simulation period. Figure 6.12 shows a full 
breakdown of the proportion of energy used by all the system components in the test 
chamber simulation and Figure 6.13 shows the breakdown of energy for the 
soakroom simulation. 
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Figure 6.10 Predicted power consumption for conditioning of vehicle to -30'C 
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1800 3600 5400 7200 9000 
time (seconds) 
Test chamber Soakroom Saving 
1580 kWh 2450 kWh 870 kWh 
Table 6.2 Predicted power consumption of test chamber and soakroom. for 
the conditioning of vehicle to -30'C 
Table 6.2 shows the calculated energy consumption of both the test chamber and the 
soakroorn whilst conditioning a vehicle to -30*C. It can be seen that making use of 
the extra heat transfer afforded by the air stream in the test chamber reduces the 
amount of energy required to pre condition the vehicle by 870 kWh or 35%. 
Figure 6.12 Breakdown of energy in the test chamber simulation 
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Figure 6.13 Breakdown of energy in the soakroom simulation 
6.3 Reduction in flow temperature differential set point 
The flow temperature for the trichloroethylene used within the Climatic Wind Tunnel 
systems is set at 15K below the required test condition. It is possible that an energy 
saving will be offered by reducing this temperature differential to I OK through set I- 
point on the flow temperature controller. It must be ensured that the test chamber and 
soakroom performance is not affected by this alteration to flow temperatures. 
The simulations again concentrate upon a pull down test to -30*C. The flow 
temperatures out of the refrigeration plant and into the heat exchangers are set at -40 
and -45*C. From these two conditions the resultant temperatures and energy 
consumption for each case can be calculated. 
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Figure 6.15 Comparison of predicted vehicle temperature in soakroom 
resulting from -40 and -45*C flow temperature into heat exchanger 
Figures 6.14 and 6.15 show that there is no significant difference between operating . 
the soakroorn with a flow to air temperature differential of I OK rather than the 15K 
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used. It can be seen from Figure 6.12 that the air temperature when using a 15K 
temperature difference reaches the set point quicker than when using aI OK 
differential, but the vehicle temperatures illustrated in Figure 6.13 show that there is 
little difference in the cooling rate of the vehicle. 
-45*C flow -40*C flow Savinc, 0 
2600 kWh 1850 kWh 750 kWh 
Table 6.3 Predicted soakroom energ consumption for setpoint of -30'C U 
and flow temperature differentials of 15 and 10K 
Table 6.3 shows the comparison of predicted energy consumption for the soakroom 
during a pull down test to -30*C. It is shown that by reducing the temperature 
differential between the trichloroethylene flow and the air that a potential to save 750 
kWh on this test exists, this equates at a 30% saving in the energy required to 
condition a vehicle to -30*C. 
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Figure 6.16 Comparison of predicted test chamber air temperatures resulting 
from -40 and -45*C flow temperature into heat exchanger 
100- 
80- 
-ýeehicfe 
temperature 
60- 
-40C floN 
\ehic! e 40- temperature 
12 -45C flaN (D CL 20 
E 
0 time (seconds) 
IROý ý 5400 7200 9000 
-20. 
-40- 1 
Figure 6.17 Comparison of predicted vehicle temperature in test chamber 
resulting from -40 and -45*C flow temperature into heat exchanger 
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-45*C flow -40*C flow Saving 
1750 kWh 1640 kWh 110 kWh 
Table 6.4 Predicted test chamber energy consumption for setpoint of -30*C 
and flow temperature differentials of 15 and IOK 
Table 6.4 shows the comparison of predicted energy consumption for the test 
chamber during a pull down test to -3 0* C. It is shown that by reducing the 
temperature differential between the trichloro ethylene flow and the air saves 110 
kWh, an 8% reduction in the energy required to maintain a 15K temperature 
difference. With the test chamber being used more frequently and for lonaer periods 
than the soakroom the overall potential energy saving is far greater. 
From Figures 6.16 and 6.17 it can be seen that a reduction in the temperature 
differential from 15 to 10K has no discernible effect on the performance of the air or 
vehicle temperature pull down rate for this set of operational conditions. 
6.4 Increase in insulation thickness for the soakroom and test 
chamber 
The soakroom and test chamber walls are constructed from insulated polyurethane 
panels of 100 mm thickness. This simulation is concerned with increasing the 
insulation thickness from 100 to 200 mrn and its effect on the pull down time of the 
air and on the energy consumption of the Climatic Wind Tunnel systems. The 100 
mm, thick panel construction has aU value from 0.25 W/M2 K, doubling the 
insulation thickness to 200 mm will reduce this value to 0.125 W/m 2 K. 
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The simulation is for a -30*C pull down test using a flow temperature into the heat 
exchanger of -40*C, the soakroom is run for 10 hours and the test chamber for 2V2 
hours. 
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Figure 6.18 comparison of predicted soakroom air temperatures resulting 
from increasing the insulation thickness from 100 mm to 200 mm 
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resulting from increasing the insulation thickness from 100 mm to 200 mm, 
180 
100 turn I insulation 200 mm insulation Saving 
1850 kWh 1755 kWh 95 kNVh 
Table 6.5 Predicted soakroom energy consumption for setpoint of -30*C 
and increase in insulation from 100 to 200 mm 
100 mm insulation 200 mm insulation Savinc, III In 
1 1640 kWh 1 1590 kWh 1 50 kWh 
Table 6.6 Predicted test chamber energy consumption for setpoint of -30'C 
and increase in insulation from 100 to 200 mm 
Tables 6.5 and 6.6 show the predicted power consumption for the soakroom and the 
test chamber using 100 mm and 200 mm insulated panels. It can be seen that despite 
there being very little difference in the resulting air and vehicle temperatures (Figures 
6.18,6.19,6.20 and 6.21) that for this set of operational conditions there is a saving 
of 95 kWh for the soakroom and 50 kWh for the test chamber. If the case of this 
saving is taken for an entire years operation for the test chamber (350 days) the 
minimum saving in power consumption would be 120,000 kWh. The increase in the 
insulation thickness would add to the construction cost of a CWT facility but the 
savings in the energy cost would offer a relatively short payback period for the 
investment. 
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6.5 Validity of results 
It should be appreciated that the results from the studies have been achieved using 
models that involve simplifications of the actual physical processes occurring. Whilst 
it has been shown from the validation studies conducted that the systems constructed 
from these models give good agreement with the actual results recorded during tests, 
some deviations were highlighted. 
The models of the systems used in these studies gives good indication as to areas in 
which substantial savings in running costs could be made, for more accurate 
prediction more detailed models would be required, one particular area where tl-ýs is 
true is the refrigeration compressor. 
6.6 Conclusions 
Four different possible scenarios have been illustrated to show the possibility of 
applying the Climatic Wind Tunnel model to devising energy saving strategies. 
The possibility of sequencing the number of condenser fans operating as a function of 
refrigeration load and outside ambient temperature was investigated. Three ty , pical 
daytime conditions were chosen for winter (5*C), mid-season (15*C) and mid- 
surnmer (25*C). At each of these conditions the modelxas run at refrigeration loads 
from full capacity down to 10% of full capacity and the number of condenser fans 
running reduced from 20 to 4 at each condition. It was found that as the refrigeration 
load reduced the number of condenser fans could be reduced, reducing compressor 
power consumption whilst still achieving the required reftigeration capacity. For each 
load condition it was found that the number of fans required had an optimum level 
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below which the compressor power consumption began to rise. An example test was 
shown with the refrigeration plant running at 30% load for an 8 hour period. The test 
compared the present condenser fan control strategy to the optimising of the number 
of fans operating with the refrigeration load and outside ambient conditions. This test 
showed a saving of 63 kWh, which is a 7% saving in the energ consumed to gy 
produce the same refrigeration effect. 
The investigation shows that there is a potential for reducing energy consumption of 
the reffigeration load, if an algorithm could be included into the control system 
software that sequenced the condenser fans as a function of refrigeration load and 
outside ambient temperature. 
The possibility of conditioning a vehicle ready for testing in the test chamber as 
opposed to the soakroorn was investigated. A vehicle was simulated to be 
conditioned from hot to -30'C for a typical 10 hour period in the soakroom. The 
same vehicle was simulated being conditioned for a 2V2hour period in the test 
chamber. A shorter period was used for conditioning the vehicle in the test chamber 
than the soakroom due to the added heat transfer made available due to the vehicle 
being in a moving air stream and not still air as in the soakroom. It was shown that 
the vehicle in the soakroom took the full 10 hour period to reach the desired test 
condition whilst the vehicle in the test chamber cooled from its hot condition quickly 
and followed the air temperature very closely reaching the desired condition in 21/4 
hours. From the comparison of the predicted energy consumption figures it is shown 
that 870 kWh were saved in pre-conditioning in the test chamber rather than the 
soakroom. Based on this predicted energy savfng, if it is assumed that one vehicle per 
day must be pre-conditioned before testing then the reduction in energ consumption Oy 
would be in the region of 216,000 kWh. 
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The possible savings associated with reducing the trichloroethylene flow temperature 
differential from 15 to I OK were investigated. The simulation was run for the same 
conditions used for the vehicle conditioning investigation (-30*C). A 
trichloroethylene flow temperature of -45 *C was used to simulate the I 5K 
temperature differential and the same simulation was run for a flow temperature of - 
40*C. It was shown that the reduced flow temperature did not effect the systems in 
achieving their desired condition nor did it affect the pull down of the vehicle in 
either the test chamber or the soakroom. This reduction in flow temperature 
differential for the operational conditions of performing a -30*C pull down test gave Z 
a predicted energy saving of 750 kWh. It would be very difficult to put a figure to the 
annual saving offered by the reduction in flow temperature differential due to the 
continuously varying test conditions required by the users of the facility. But based 
on the figure indicated from the -30'C pull down test that figure would be in the 
region of 200,000 kWh. 
The final investigation into possible application to operational strategies involved the 
increasing of the thickness of the insulated panel from which the test chamber and 
soakroom are constructed from 100 mm to 200 mm. Again the simulation was for 
cooling the air down from ambient and the vehicle down from hot. It was shown that 
the increase in insulation had very little effect on the air temperatures or vehicle pull 
down rates. The increase in insulation showed a reduction in consumed power of 95 
kWh for the soakroorn and 50 kWh for the test chamber. If the case of this saving is 
taken for an entire years operation for the test chamber (350 days) the minimum 
saving in power consumption would be 120,000 kWh. The increase in the insulation 
thickness would add to the construction cost of a CWT facility but the savings in the 
energy cost would offer a relatively short payback period in the investment. 
The four investigations carried out show how the model could potentially be 
employed as a tool to improve the operational efficiency of the Climatic Wind 
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Tunnel plant. This improved efficiency could be made through the analysis of 
different plant control strategies or the configuration of the plant itself, but to do so 
some more detailed models would be required. 
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Chapter 7 
Conclusions of research and future work 
7.1 Conclusions of the research 
The research conducted has shown that a dynamic model of the thermal systems that 
constitute a Climatic Wind Tunnel can be applied to the task of improving its 
operational efficiency. 
Neutral Model Fon-nat (NMF) [1,2,3], an equation-based langguage for expressing 
models for use in an number of existing and emerging Modular Simulation 
Environments was reviewed and its salient points were discussed. 
Five equation-based simulation tools, termed Modular Simulation Environments 
were evaluated for their applicability to the Climatic Wind Tunnel project. 
All of the environments with the exception of SMULINK have, to differing degrees, 
a proven level of capability in the modelling and simulation of HVAC systems. 
All the simulation environments at their most basic level are accessed via text input. 
To gain widespread acceptance in the commercial field with non-expert users, 
graphical user interfaces (GUl's) are a highly desirable addition to the package. 
A steady-state simulation tool is not appropriate for the analysis of the Climatic Wind 
Tunnel systems. This is due to the CWT'S thermal systems being made up of a great 
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number of components that have a similar time response. A greater insight into 
possible directions for the reduction of energy consumption is possible by looking at 
the CWT'S systems whilst they are operating in a transient state. Analysis of the 
plant whilst it is operating in its transient state is important if the operation of the 
control system is to be investigated and the effect of changes to its mode of operation 
carried out. 
Three Modular Simulation Environments strongly focused towards HVAC work and 
capable of dynamic simulation were considered for the undertaking of this task. these 
being: TRNSYS, SPARK and IDA. 
TRNSYS was developed during the mid 1970's at the University of Wisconsin Solar 
Energy Laboratory primarily for the simulation of solar energy systems. It has been 
used with success on a number of projects that have involved the modelling and 
simulation of HVAC systems and components [4,5]. 
SPARK is a simulation environment that is still currently under development at 
Lawrence Berkley Laboratory. It has been undergoing development work since its 
original conception in 1986. It has at present been used exclusively as a research tool 
and is unproven in a wider commercial setting. The first commercial release 
(WinSPARK 1.0) is due for release in the summer of 1999 - beyond the timescale of 
this project 
IDA Simulation Environment is the product of a collaboration between the Swedish 
Institute of Applied Mathematics and the Department of Building Services 
Engineering, Swedish Royal Institute of Technology. Development began in the late 
1980's and IDA has been used in the HVAC simulation field since 1990, during 
which time it has been used and proved successful on a number of projects. A new 
commercial package called IDA Indoor Climate and Energy aimed at the non-expert 
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user is also now available. ICE is intended to be used in the simulation of thermal 
comfort, indoor air quality and building energy consumption. 
TRNSYS, SPARK and IDA are all able to make use of the Neutral Model Format 
(NMF) description language [6] and translators are available for all environments. 
It has been decided that the IDA simulation environment will be used for the 
simulation work. The main reasons for this being that 'TýAMF is to be used for the 
description of the Climatic Wind Tunnels component models and there -are very close 
ties between IDA and NMF. IDA allows the user the choice of a number of different 
numerical methods for finding the initial system operating conditions; this is likely to 
be a great advantage due to the large number of recirculating fluid loops present 
within the thermal systems. 
The simulation work for the project was carried out using IDA Solver P-test version 
6.09. Use of the solver suffered considerably from a lack of user documentation that 
caused problems in identifying fundamental errors in the system description file. This 
lack of documentation has been corrected in the final release version. 
A number of models that were particular to the Climatic Wind Tunnel application 
had to be developed, these included: a vehicle, an airzone to represent the test 
chamber and soakroom, a two stage screw compressor model and condenser and 
evaporator models. These models were linked together along with other models 
representing the valves, heaters, heat exchangers and fans used to give representative 
sub-systems of the Climatic Wind Tunnel thermal systems. The sub-system models 
were then validated against empirical data obtained from the actual plant under 
various operating conditions. 
The purpose of validation and verification is to give the user confidence that the 
results produced by the simulation are representative of what would be expected from 
the real life plant. 
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Validation falls into one of three categories [7]: 
e Analytical 
0 Comparative 
e Empirical 
Analytical testing involves the derivation of exact solutions by analytical means that 
can then be compared to the equivalent program predictions. This type of testing is 
generally difficult to apply in building applications due the wide range of building In 
types and their application. 
Comparative testing is the inter comparison of results predicted by one program to a 
given set of inputs to the predicted results given by another program that has been 
subjected to the same inputs. This test only tells the user if his program gives similar 
output to another and gives little indication as to whether it can accurately predict the 
output of the system that it is supposed to be replicating. 
Empirical testing is the comparison of simulation output to actual data recorded from 
an installation. Empirical data is often difficult and time consuming to obtain, but I 
gives the best indication by far as to whether a simulation is giving results that are 
comparable to those expected in real life. 
The output of the Climatic Wind Tunnel sub-system models were compared to data 
gathered from the plant whilst it was operating under differing conditions. It was 
shown that the prediction of the air temperatures within the test chamber and the 
soakroorn were very closely matched to the data recorded from the plant. 
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The control strategy used in the simulation work was that of idealised proportional 
control. This type of control was adopted due to the lack of infon-nation available on 
the actual control system employed in the control of the CWT's HVAC plant. 
The compressor model is a curve fit of data generated by a compressor selection 
program and in essence the validation took the form of an inter-model comparison 
with the computer selection program. The model was shown to correlate very well to 
the data it was based upon. Problem areas were shown to exist at opposite ends of the 
performance envelope (evaporating temperatures of -60*C and +1 O*Q. At -60'C the 
model gives a rise in power consumption when it should be falling and a +I O*C the 
data the model is based upon has large swings within it. Fortunately the extremes of 
the performance envelope are rarely visited in the CWT systems and the majority of 
operation falls within the area where very good agreement between the model and the 
data exists. 
The vehicle is a model based upon a first order fit to recorded data. No data of 
exactly how the model should respond under different environmental conditions 
exists. It was shown that the model reacts as it would be expected to; it heats up to a 
steady state level when switched on and cools down at different rates depending on 
the velocity of the air surrounding it. The size of the vehicle the model is representing 
can be changed by increasing or decreasing its capacitance value as can its power 
output, which governs how much heat it releases. 
Four different possible scenarios were illustrated to show the possibility of applying 
the Climatic Wind Tunnel model to devising energy saving strategies. No cost 
comparisons for the predicted savings could be made due to uncertainties in the 
actual billing system used by the Climatic Wind tunnel facility. 
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The possibility of sequencing the number of condenser fans operating as a function of 
refrigeration load and outside ambient temperature was investigated. Three typical 
daytime conditions were chosen for winter (5 *C), mid-season (1 5'C) and mid- 
summer (25'C). At each of these conditions the model was run at refrigeration loads 
from full capacity down to 10% of full capacity and the number of condenser fans 
running reduced from 20 to 4 at each condition. It was found that as the reffigeration 
load reduced the number of condenser fans could be reduced, reducing compressor 
power consumption whilst still achieving the required refrigeration capacity. For each 
load condition it was found that the number of fans required had an optimum level 
below which the compressor power consumption began to rise. An example study 
was carried out with the refrigeration plant operating at 30% load for an 8 hour 
period. From this it was shown that the optimised fan control strategy saved 63 kWh, 
which equated to a 7% saving in the energy consumed by the control strategy 
currently employed 
The investigation shows that there is a possibility for reducing energy consumption if 
intelligent supervisory control sequencing the condenser fans as a function of 
refrigeration load and outside ambient temperature was included in the control 
system. 
The possibility of conditioning a vehicle ready for testing in the test chamber as 
opposed to the soakroom was investigated. A vehicle was simulated to be 
conditioned from hot to -30*C for a typical 10 hour period in the soakroom. The 
same vehicle was simulated being conditioned for a 2V2 hour period in the test 
chamber. A shorter period was used for conditioning the vehicle in the test chamber 
than the soakroom due to the added heat transfer made available due to the vehicle 
being in a moving air stream as opposed to still air as in the soakroom. It was shown 
that the vehicle in the soakroom took the full 10 hour period to reach the desired test 
condition whilst the vehicle in the test chamber cooled from its hot condition quickly 
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and followed the air temperature very closely reaching the desired condition in 2/4 
hours. From the comparison of the predicted energy consumption fi. C: "Ures for this 
operation it was shown that 870 kWh of electricity was saved by pre-conditioning the 
vehicle in the test chamber rather than the soakroom. Basing an assumption that one 
vehicle per day needs to be conditioned on the figure of power saved in the -3 )O*C 
pull down test the total annual reduction in electricity consumption would be in the 
region of 216,000 kWh. 
The possible savings associated with reducing the temperature differential bet"veen 
the trichloroethylene and the air from 15 to I OK were investigated. The simulations 
were run for the same conditions used for the vehicle conditioninq investigation 
(-30*C). A trichloroethylene flow temperature of -45'C was used to simulate the 15K 
temperature differential and the same simulation was run for a flow temperature of 
-40*C. It was shown that the reduced flow temperature did not effect the systems in 
achieving their desired condition nor did it affect the pull down of the vehicle in 
either the test chamber or the soakroom. This reduction in temperature differential 
gave a predicted energy saving of 750 kWh. Using this figure as a basis of the saving 
available from the employment of this strategy annual savings would be in the region Z 
of 200,000 kWh. 
The final investigation into possible application to operational strategies involved the 
increase in the thickness of the insulated panels from which the test chamber and 
soakroom are constructed from 100 mm to 200 mm. Again the simulation was for 
cooling the air down from ambient and the vehicle down from hot. It was shown that 
the increase in insulation had very little effect on the air temperatures or the 
temperature pull down rates of the vehicle. A -30'C pull down test simulated that the 
increase in insulation gave a reduction in power consumption of 95 kWh for the test 
chamber and 50 kWh for the soakroom. If the saving predicted for the test chamber is 
taken over its entire annual usage (350 days) then an annual saving (based upon this 
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figure) of 120,000 kWh is possible. The saving in energy costs offered by increasing 
the insulation thickness needs to be assessed against the cost of upgrading the C%VT 
construction and its supporting structure, before its true worth could be assessed. 
The four investigations that were carried out illustrate how the model of the sub- 
systems may be employed as a tool to improve the operational efficiency of the 
Climatic Wind Tunnel plant. The model can be used to look at many different aspects 
of the facility's operation and identify areas where further investi ation may Vield 9 
savings either through revised control strategy or plant confilluration. 
7.2 Future work 
Further investigation into the control system for the CWT should be made as this 
would lead to development of a more realistic control regime for the systems rather 
than the idealised proportional control that was adopted in the absence of any control 
system information. 
Further data should be gathered from the plant to allow validation studies to be 
carried out over a large range of operating conditions. The validation work 
highlighted areas where faulty sensors exist. These should be replaced to allow more 
detailed validation studies to be carried out. 
A compressor model that allows the effects of different refrigerants to be analysed 
should be developed. This is particularly important as existing CFC refrigerants are I 
phased out in accordance with the Montreal Protocol. A model with this capability 
would allow the analysis of how the application of HCFC refrigerants or ammonia 
would affect the operational capacity of the Climatic Wind Tunnel. 
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Cost analysis to ftilly appreciate the benefits offered by the predicted savings against 
the capital expenditure required for their implementation. 
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Appendix A 
Models used in CWT simulations 
General note: 
X' notation used in models, refers to the first derivati. - 
d. i 
dt 
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Airzone 
Author: V. I. Hanby, E. C. Roberts 
INPUTS 
A, p, essýre 
Par 
Po((ýtaýt 
Xa. r Airzone rnodeý parCLrneters 
SýPplj ooý 
I 
t-pe, ctý, e 
T Sýppy Volu-e V 
Moss ;t 11 
rate . 0.1 
Air huM. d. ty 
Wo. r 
Ewrc, "ntal lip 
teýperotvre 
T'W 
Tý 
(conmec: -: ýcn too nethork) 
EjUTPLITS 
Heat fWx 0 
Xr preSSve 
9w poýWto, t 
x0e 
Zore 
te-peratýre Tzone 
Mass Fto. 
rate ? Aar 
A. r mum-cl, ty 
War 
Temoeratwre 
cl-FFr, e, ce dettaT 
The user definable parameters for this component are: 
MMMMMMP -", 
Zone volume (V) m3 
The in/out variables for the model are: 
Mass flow air (Mair) kg/s 
Air humidity ratio (Wair) kg/kg 
Heat flux from temperature node (Q) W 
Temperature difference (deltaT) C 
Air supply temperature (Tsupply) C 
Zone temperature (Tzone) C 
Environmental temperature (Tenv) C 
Air pressure (Pair) Pa 
Pollutant fraction (Xair) Dimensionless 
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Model equations: 
Cp_air*v*airdensity (Tzone) *deltaT Mair*Cp_air* (Tsu,: ol-. 7 
- Tzone) +Q 
deltaT = Tzone - Tenv 
Airdensity = (atmospheric pressure / (gas constant 
(airtemp +273)) 
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Capacitance 
Author: V. I. Hanby 
INPUTS 
Temperature I 
Tl 
Temperatýjre 2 
T2 
The user definable parameters for this component are: 
Cavacitance (C) J/K 
The in/out variables for the model are: 
ux 
Te-cera', -? 
0,: Ference 
Heat flux (Q) w 
Temperature difference (DeltaT) *C 
Temperature at I (T 1) C 
.C Temperature at 2 (T2) 
OUTPU-: S 
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Model equations: 
C* DeltaTl = 
DeltaT = Tl - T2 
200 
Car 
Author: E. C Roberts, V. I. Hanby 
OL-=! -- INPUTS 
Vehicle ý-Icclel 
pa ra me -- e- s 
Tunnel air 
Tau-stýll tme constant :- stiti air 
temperature Tau on engine on t-me =c-stant - - OF- engine OFF tiýe constant Tau - Ta thermostat c=eý, -g temperature Tss 
PL totat energy c,, -. =ut 
MassFlow OF Pr power to rc--D 
air into eng, ne CPO speciF; c heat zc4:: ^ýcity OF air 
Ma Tex exhaust ter::: e-ý. -ýre 
Alpho, throttie pos; t: c- 
On/oFF switch Ua-OFF UA For ergme :; -- 
UA-StM UA For eng. ne n stilt air 
v Velocity OF r-r 
K heat trans; e, cceFF; cient 
C heat ccLpac; -y --; engine 
The user definable parameters for this model are: 
Time constant in still air (Tau-Still) Dimensionless 
Engine on time constant (Tau-On) Dimensionless 
Engine off time constant (Tau-Off) Dimensionless 
Thermostat opening temperature (Tss) Dimensionless 
Total energy output of engine (Pe) W 
Power to rolling road (Pr) W 
Specific heat capacity of air (Cpa) J/kg K 
Exhaust temperature (Tex) C 
Throttle position (Alpha) Dimensionless 
UA for engine off (UA-Off) W/K 
UA for engine in still air (UA - still) 
W/K 
Tunnel air velocity M M/S 
Heat transfer coefficient (K) W/K 
Heat capacity of engine (C) J/K 
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The in / out variables for the model are: 
Tunnel air temperature (Ta) C 
Mass flow of air into engine (Ma) kg/s 
On / off switch (Switch) Dimensionless 
Oil sump temperature (T) T 
Engine warm up heat output (Q) W 
Engine steady state heat output (QSS) W 
Model equations: 
QSS =(Alpha * Pe)-(Pr+(Alpha*Ma*Cpa)*(Tex-Ta)) 
T' = (TSS - T) / Tau_on 
T'= -(T - Ta) / Tau-off 
QSS*(T-Ta) / (TSS - Ta) 
UA_off*(T - Ta) 
UA_still =C/ Tau-still 
UA-Off = UA_Still(K * V) 
Tau-off =C/ UA-off 
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Compressor 
INPUTS 
Condensing 
teýperature 
Tc 
Eýaporat; nq 
temper a týr e 
Te 
control 
1; nk X 
Author: E. C. Roberts 
Compressor modet 
parame ers r_e: 
kg. ' 
Loo. -ý.; e :: -n 
PC. e, I 
The model has no user definable parameters and its in/ out variables are: 
Condensing temperature 
Evaporating temperature 
Tc 
Te 
Control link x Dimensionless 
Cooling capacity Qcool W 
Condenser heat rejection Qcond W 
High stage power consumption Qh W 
Low stage power consumption Ql W 
OUTPUTS 
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The model uses a2 nd order curve fit and uses the following coefficients: 
ao 0.1 166c03 
a, 0.2399eOl 
a2 0.2917e-01 
a3 -0.2709eOl 
a4 -0.2993 
a5 -0.4148e-02 
a6 0.1064 
a7 0.5015e-02 
a8 0.6396e-04 
Table A. 1 Second order curve fit coefficients for high stage compressor 
ao 0.1667eO3 
a, 0.2656eOl 
a2 0.6666e-02 
a3 0.3eOl 
a4 0.6366e-01 
as 0.2313w-03 
a6 -0.164le-01 
a7 -0.4052e-03 
a8 -0.6595e-06 
Table A. 2 Second order curve fit coefficients for low stage compressor 
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ao 0.2957e04 
al 0.5884e02 
a2 0.242 
a3 0.2805e02 
a4 0.1505e01 
a5 0.1728e-01 
a6 -0.4517 
a7 -0.1839e-01 
ag -0.1 692e-03 
Table A. 3 Second order curve fit coefficients for combined cooling capacity 
The condenser heat rejection is given by: 
Qcool + Qh + Ql - Qcond 
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Condenser 
INPUTS 
Ref, gerant 
t"perotwre 
A., d, y bdb 
terperature D-1 
Te 
N.. F f. - 
N F., 
Author: V. I. Hanby 
OUTPUTS 
Condenser modet 
parameters 
L; A-0 b. s. -l- ; 0,1jA 
mýaý ýassAc. De, füý 
: i4. er-nat(y calcu(ateci 
variables 
-, ot fIz. ate 
The user definable parameters for the condenser are: 
Base value for UA UA 0 W/K 
Mass flow rate per fan Mfan kgýj 
The in/out variables for the model are: 
Secrnry a 
Air mass flow rate Mdot kg/s 
Refrigerant temperature Tfrig 
Air dry bulb temperature To c 
UA value UA W/K 
No. of fans running Njans Dimensionless 
Heat transfer rate Q W 
Air leaving temperature Tout c 
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Model equations: 
Mdot = MFAN*n_fans 
uA = UA-O*n_fans 
0= Mdot*CP_AIR*(Tout - Ta) - 
0= (Tfrig - Ta)*(l-EXP (-UA / (Mdot*CP_AIR))) + Ta - 
Tout 
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Conductance 
Author: V. I. Hanby 
INPUTS 
Imlet go. 
Temperature TI II concluctanz? mcbel parameters 
: ec K 
________________________ 
13'"t 
Temperotvre Ti 
The user definable parameters for this component are: 
77 1 
Conductance (K) W/K 
The in/out variables for the model are: 
Heat flux w 
Inlet temperature 
T Outlet temperature (T2) 
Model equation: 
K* (Tl - T2) 
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Converging wye 
Author: V. I. Hanby 
INPUTS 
Imet ýassficý MAI 
Imet ýasSfloý MA2 
1'(et te, pe, OW, e TAI 
1ý1't t,, pelatý, r TA2 
Iniet hwm; ci. ty rato WAI 
; ýlet 1-; ci. ty -to VA2 
Pottutant fraCt. on XQ. r 
A, p, essý, e Pa., 
:. t et --. SSFIC. -A3 
::. ý r- TA3 
Cýt. rtlý-dly lotio WA3 
-a- -*-aCtiom Xa, r 
: 'ess-V P:,, 
The model has no user definable parameters and its in/ out variables are: 
Inlet I air mass flow rate (Mal) kg/s 
Inlet 2 air mass flow rate (Ma2) kg/s 
Outlet 3 air mass flow rate (Ma3) kg/s 
Inlet I air temperature (Tal) T 
Inlet 2 air temperature (Ta2) c 
Outlet 3 air temperature - (Ta3) T 
Inlet I humidity ratio (Wal) kglkg 
Inlet 2 hun-ddity ratio (Wa2) kgfkg 
Outlet 3 humidity ratio (Wa3) kg/kg 
Pollutant ftaction (Xair) Dimensionless 
Air pressure (Pair) Pa 
Model equations: 
Ma3 = Mal + Ma2 
Ma3*Ta3 = Mal*Tal + Ma2*Ta2 
Ma3*Wa3= Mal*Wal + Ma2*Wa2 
(1 UT :ýJT IS 
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Diverging wye 
INPUTS 
inlet MOSSFION Mal 
A, r temperature 
Tair 
Intet hum, cl; ty 
rC. tio Wa, r 
Po[lutant Fr-ýct; cn 
Xc, r 
A. r pressure 
Pa; r 
Author: V. I. Hanby 
Diverging wye 
moclel parameters 
Model has no paramete-s 
- 
-'T 
PUTS 
ft. Outtet humid'-.. 
ratio WGir 
up Air temperatý-e 
Ta; r 
No- Ojtlet mass, 
Ma2 - 
Outlet massrý: * 
MCL3 
A; r pressure zt- 
ow- ýoltutant Frý.: -: - 
XaIr 
The model has no user definable parameters and its in/ out variables are: 
Inlet air mass flow rate (Mal) kg/s 
Outlet I air mass flow rate (Ma2) kg/s 
Outlet 2 air mass flow rate (Ma3) kg/s 
Air humidity ratio (Wair) kgJkg 
Air temperature (Tair) T 
Pollutant fraction (Xair) Dimensionless 
Air pressure (Pair) Pa 
Model equation: 
Mal = Ma2 + Ma3 
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Diverging tee 
Iý . 
Np! _7S 
lme- -3ssF[o. 41 
N. t -2 
Author: E. C. Roberts 
Divert -g te=2 
MOdel ýCal'-Me-. eS 
modet -a-e- . 2's 
a -. e-ceratwre 
The model has no user definable parameters and its in/ out variables are: 
Fluid temperature (T) c 
Fluid inlet massflow kg's 
Fluid inlet massflow Qvf 2) kv s 
Fluid outlet massflow (M3) ka's 
Model equation: 
Mal = Ma2 + Ma3 
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Diverting valve 
INPUTS 
Fluld temperatýre T fin 
Imet mssFlo- ml 
Coýtrol signl X 
Author: E. C. Roberts 
Diverting valve 
r', 0dE? I parcLME? lk. erS 
Mooel haS no pona-etees 
OUTPUTS 
Oýtle: 
Ft-I 
The model has no user definable parameters and its in/ out variables are: 
Fluid temperature (T) 
Fluid inlet massflow (M 1) kg/s 
Fluid inlet massflow (M2) kg/s 
Fluid outlet massflow (M3) kg/s 
Control signal M dimensionless 
Model equations: 
m3 = (Mi * 
M2 = Ml * 
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Duct 
Author: E. C. Roberts 
INPUT S C:, L-TPUTS 
I 
Mdssfto, Moe Duct mcb-21, A; r m Temp Te-=- 1 model parame-. ers HýM; Clity lat. 0 'd- I 
E"-, vreýtal te-= Te- IN Area A 
Heat caroc, t, 'par 
Pollut; on Fr*c- c- xa, r 
U lue U 
0, azttut. c- -'--: -. C- I. - 
- 
4, r"rss,, r a. 
Ar pressure P- 
The user definable parameters for this component are: 
,I, _I,, ,kýý .ýI- "-7---. -77.., I 
Duct U value (U) WIX 
Area of duct (A) rn I 
Heat capacity of air (Cpair) J/K 
The in/out variables for the model are: 
Inlet temperature (Ternpin) C 
Outlet temperature (Tempout) C 
Massflow (Mair) kg/s 
Humidity ratio (Wair) k2-fk- 
Environmental temperature (Tenv) .C 
Pollution fraction (Xair) dimensionless 
Air pressure (Pair) Pa 
Model equation: 
Tairout = Tenv + ((Tairin - Tenv) * Exp(-J*((U*A)/(Mair 
Cpair)))) 
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Evaporator 
Author: V. I. Hanby 
INPUTS OUTPU 7, S 
Evaporator modet 
R: fr gerant 
t me,. t-e 
U%O UA 
mr .. I.. 
InterrcRy caýcutcLtecj t 'Perat-e ýT:, t 
T ". g variabies 
t In '--t 
M60t ýt, 
UA :., C. I. t. 0 UA 
The user definable parameters for the evaporator are: 
Base value for UA UA 0 W/K 
Temperature gradient of UA KC 
Specific heat capacity Cpliq J/kgK 
The in/out variables for the model are: 
7. 
Secondary fluid mass flow rate mdot kg/s 
Refrigerant temperature Tfrig C 
Secondary fluid inlet temperature Tin C 
UA value UA W/K 
Secondary outlet temperature Tout IC 
Heat transfer rate Q W 
Model equations: 
UA = UA_O + K*Tfrig 
mdot*Cpliq*(Tin - Tout) 
Tin + Tout = (Tin - Tfrig)*(l-EXP(-uA/(mdot*Cpliq))) 
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Single speed fan 
Author: E. C. Roberts 
INPUTS 
MOSSNO. M.., 
A, m týp Ta. ro, 
Hým. clity ratio Woe 
Potlution FraCt; on Xa. r 
A, press, re Pa. r 
The user definable parameters for this component are: 
Heat capacity of air (Cpair) J/K 
Fan motor power (Power) W 
The in/out variables for the model are: 
.. e SLat 
.. aLa. t/ tC 
Ar re5s. d A 
Inlet temperature (Tairon) 
Outlet temperature (Tairoff) 
Massflow (Mair) kg/s 
Humidity ratio (Wair) kg/kg 
Pollution fraction (Xair) dimensionless 
Air pressure (Pair) Pa 
Model equation: 
Power = Mair * Cpair * (Tairoff - Tairon) 
OUTPUTS 
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Two speed fan 
Author: E. C. Roberts 
INPUTS 
mass; 1C. mail 
Ar r teýp To., on 
Humidity ratio Wair 
Pollut. cn fraction Xoir 
Air pressure Pa. r 
The user definable parameters for this component are: 
Heat capacity of air (Cpair) J/K 
Fan motor speed (Speed) W 
11 
The in/out variables for the model are: 
moss;, C:. ý3., 
A, C Cý- -e-o %---. 
Hu, ot/ -atic . -. r 
Potlý'C- 
A. r 
Inlet temperature (Tairon) T 
Outlet temperature (Tairoff) 
Massflow (Mair) kg/s 
Humidity ratio (Wair) kg/kg 
Pollution fraction (Xair) dimensionless 
Air pressure (Pair) Pa 
OUTPUTS 
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Model equations: 
If fan is running at full speed: 
6000 = Mair * Cpair * (Tairon - Tairoff) 
If fan is running at half speed: 
4150 = Mair * Cpair * (Tairon - Tairoff) 
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Dry coil heat exchanger 
Author NMF wrapper: E. C. Roberts 
Author F77 sub-routine: J. Hyttinen 
INPUTS OUT: ý--ý 
MossFlow Moir 
A;, teýp To. - 
H-d. ty rat-0 dar 
Pollution fractcl xo; r 
Air peesswre Pa, 
tiquid in temp Ttc, 
Fract-i Xar 
: -Pssvre o-r 
I-Qýa Oýt te-r %qc't 
The user definable parameters for this component are: 
Heat capacity of air (Cpair) J/K 
Heat capacity of liquid (Cpliq) J/K 
Heat capacity of water vapour (Cpvap) J/K 
Heat exchanger configuration (ConfigHX) Dimensionless 
Overall heat transfer coefficient (UA) W/K 
The in/out variables for the model are: 
Inlet temperature (Tairon) C 
Outlet temperature (Tairofo T 
Massflow (Mair) kg/s 
Humidity ratio (Wair) kg/kg 
Pollution fraction (Xair) dimensionless 
Air pressure (Pair) Pa 
I 
Liquid inlet temperature (Tliqin) oc 
Liquid outlet temperature (Tliqout) T 
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Model equations: 
NMF wrapper calls F77 DRYCOEL sub-routine from ASHRAE NMF Secondary 
Toolkit. Model does not simulate dehumidification of air stream or frost build-up on 
finned surface. 
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CCSIM heat exchanger 
Author NMF wrapper: J. Hyttinen 
INPUTS 
Uqý-01 Pless,, -f ý', q 
A., : )less,, @ -I-I 
Mossfic. 2ý1 --. 1 ---------- - 
A; r m teýD %11 
MOSSP- Lclý -ýM IN 
1 
poLlýt--ýt Xa. ' 
Hý, ýd-'y lat- -iZ- 
CCSIM 
mcdeý paramete-s 
Total duty rat. ng =. nt ct=ý; A- 
S, -le -ty I. I. IG po, nt Cse-;, - 
Liq, O mass'Low ratýg Po-m t ml Z; A' 
L; Cý; 01 trIP ratýg Poiýt Tt. C; A' 
Ai, M. SsFIC. I. t. Ig po. ýt Ma r;. -. 
A; r te-p ýot: r-g ro. mt Ta--A' 
H-dity rat. o rat, mg po, nt W. ";. -. 
_UTPUTS 
Z,. ý 
-»- a, -els-e 
1. t3, trac1 
aýty 
, -. se-sce ýýty ; Svc'. - 
a- -, - a ty at c alý .ý 
The user definable parameters for this component are: 
--"777 
Coil total duty rating point (Qtotrat) W 
Coil sensible duty rating point (Qsenrat) W 
Liquid flow rate rating point (Mliqrat) kg/s 
Liquid temp at rating point (Tliqrat) T 
Mass flow air at rating point (Mairrat) Ws 
Air temp at rating point (Tairrat) T 
HunUity ratio of air at rating point (Wairrat) k&, 'k-g 
The in/out variables for the model are: 
Inlet air temperature (Tairin) C 
Outlet air temperature (Tairout) .C 
Massflow of air (Mair) kg/s 
Inlet humidity ratio (Wairin) kg/kg 
Outlet humidity ratio (Wairout) kg/kg 
Pollution fraction (Xair) dimensionless 
Inlet air pressure (Pairin) Pa 
Outlet air pressure (Pairout) Pa 
Liquid inlet temperature (Tliqin) T 
Liquid outlet temperature (Tliqout) T 
Total duty (Qtotout) W 
Sensible duty (Qsenout) W 
Fraction of coil surface wet (Fwetout) dimensionless 
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Model equations: 
NMF wrapper calls F77 DRYCOIL, WETCOEL and psychometric sub-routines from 
ASHRAE NMF Secondary Toolkit. 
Model requires the input of rating point at which the coil being model was designed 
at. 
Model does not simulate frost build-up on finned surface. 
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Heat flux node 
Author: V. I. Hanby 
INPUTS DUT- Lý, -S 
Heat flux node 
model parameters 
Heat Ftux into Numioer cF connectons n-link -EatFILýx 
node 00 c: node C 
The user definable parameters for this component are: 
umber of links less one (nlink) dimensionless 
The in/out variables for the model are: 
T 
Node temperature 
Heat flux out of node 
Heat flux into node 
(T) 
(Qo) 
(Q) 
Ic 
w 
w 
Model equation: 
o= Qo + SUM j=l, n_link Q[j] 
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Humidifier 
Author: J. Hyttinen 
INPUTS 
Ma. splo. ao, M.., 
MassFlow steam Msteam 
Emter; nq a. r temp Tmir. n 
Steam temp Tsteam 
A, pr, ss-e P.,, 
St, ^m p, ess-e Pst- 
H-4ty ratio Wa-m 
Potlut; on Fraction Xa, r 
The user definable parameters for this component are: 
Masspc. J, -ý. ' 
Totýi -., t 
Se, stte -e-- 
I Saturation efficiency (Effsat) dimensionless I 
The in/out variables for the model are: 
Temperature of air in (Tairin) C 
Temperature of Steam (Tsteam) C 
Temperature of air leaving (Tairout) C 
Massflow of air (Mair) kg/s 
Massflow of steam (Msteam) kg/s 
Air pressure (Pair) Pa 
Steam pressure (Psteam) Pa 
Humidity ratio in (Wairin) kglkg 
Humidity ratio out (Wairout) kg/kg 
Pollution fraction (Xair) dimensionless 
Total heat transfer (Qtot) w 
Sensible heat transfer (Qsen) w 
OUTPUTS 
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Model equations: 
Calls psychrometric sub-routines from NMF toolkit. 
cpMoist = cp_air + WAirIn*cp_vap 
TAirOut 
=(mSteam*cp__ývap*Tsteam+mAir*cpMoist*TAirIn)/(mSteam*c-c_-, ra 
p+ mAir*cpMoist) 
WMinOut = WAirIn + mSteam/mAir 
PSat = SATPRES(TAirOut) 
WSatOut = 0.62198*PSat/(pAir-Psat) 
WairOut = (WSatOut*EffSat) 
EntAirIn = cp_air*TAirIn + WAirIn*(hf_vap + 
cp-vap*TAirIn) 
EntAirOut = cp_air*TAirOut + WAirOut*(hf_vap + 
cpLvap*TAirOut) 
Qtot = mAir*(EntAirIn-EntAirOut) 
Qsen = mAir*cpMoist*(TAirIn-TAirOut) 
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Humidistat 
Author V. I. Hanby, E. C. Roberts 
INPUTS 
Enter: ng a; r 
te, pe, oture 
Hý, ictity rctio ', i-- ,, 
A-mcspheric press, -e 
Pzýt-. i 
§in 
1 
Setpc, nt SP um 
1 
The user definable parameters for this component are: 
: cn, rct s, gýai S ; na. 
Throttling range (TR) dimensionless 
The in/out variables for the model are: 
W- - "q I-ý-ý., ý, -, ,vý., L'"ý!, ý"01. 
Iý. 11 --77, '"7,7 
.! 
Temperature of air in (Tairin) TA 
Hun-ddity ratio (Wair) kg/kg 
Atmospheric pressure (Patm) Pa 
Setpoint (SP) dimensionless 
Signal (X) dimensionless 
ELI-:: - 
Ts 
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Model equations: 
Model calls psychrometric sub-routines from NNIF toolkit. 
If relative humidity <= (sp-TR/2) then signal out = 
If relative humidity >= (sp+TR/2) then signal out =0 
Otherwise 1-(rh - (sp-TR/2))/TR 
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Mixing tee 
INPUTS 
, e, p ftýicl I TI go 
MossFto. Mid I MI 
Temp Flu. ol 2 T2 
MossFio. Flu, cl 2 
Author E. C. Roberts 
OUTPUTS 
Mixing tee i 
moclel paramete-s- II ; ýý 
mooej has no poýameters 
The model has no user definable parameters and its in/ out variables are: 
Fluid I temperature (T) 
Fluid I inlet massflow (M 1) kg/s 
Fluid 2 temperature (T) T 
Fluid 2 inlet massflow (M2) kg-/s 
Fluid 3 temperature (T) T 
Fluid 3 outlet massflow (N13) kg/s 
Model equations: 
M3 = M2 + Ml 
(M3*T3) = (M2*T2) + (Ml*Tl) 
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Mixing valve 
INPUTS 
Ter; ) FW; cl 'I TI 
massFlow FIj, d I MI 
t,, p Fjý. d 3 T3 
MaSSFIC. FLý. Ci 3 M3 
Control si, g-at X 
Author: E. C. Roberts 
Mix; ng vatve 
model parameters 
Modei ýts - 
OUTPUTS 
:; 1:. 
The model has no user definable parameters and its in/ out variables are: 
Fluid 1 temperature (T) 
Fluid I inlet massflow (M 1) kg/s 
Fluid 2 temperature (T) T 
Fluid 2 outlet massflow (M2) kg/s 
I 
Fluid 3 temperature (T) T 
Fluid 3 inlet massflow (M3) kg/s 
ContTol signal M dimensionless 
Model equations: 
M2 = (X * M3) +( (1 - x) * Ml) 
(M2 * T2) = HX * M3) * T3) +( (1 - x) * (Ml * Tl) ) 
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Proportional controller - heating 
Author: E. C. Roberts 
INPUTS OUTPUT-ý 
Proportinat controtler 
S; gnot in S; g-, n 
MOdE? ý ParGMEterS 
Throttling rarge TR 
Setpoint SP 
::: H 
The user definable parameters for this component are: 
Throttling range (TR) dimensionless 
The in/ out variables for the model are: 
Control signal (Sig out) dimensionless 
Sensed variable (Sig_in) dimensionless 
Setpoint (Setpoint) dimensionless 
Model equations: 
if sig_in < (setpoint-TR/2) then sig_out =1 
If sig_in > (setpoint+TR/2) then sig_out =0 
otherwise sig_out = 1-(sig-in- (setpoint-TR/2))/TR 
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Proportional controller - cooling 
Author: E. C. Roberts 
INPUTS ]UTPUTS 
I 
Proportinat controtler 
I 
Sýgnot ;nS; 9-; n 
mode( parame -,. L=, -s 
Throttting range -R 
-M. -Signat 0, - Sý; -:, -: Setpc; nt SP 
The user definable parameters for this component are: 
Throttling range (TR) 
=dimensionless 
The in/ out variables for the model are: 
Control signal (Sig 
--put) 
dimensionless 
Sensed variable (Sig_in) dimensionless 
Setpoint (Setpoint) dimensionless 
Model equations: 
If sig_in < (setpoint-TR/2) then sig-out =0 
If sig_in > (setpoint+TR/2) then sig_out =1 
otherwise sig_out = (sig_in- (setpoint-TR/2))/TR 
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Two port modulating valve 
Author: E. C. Roberts 
INPUTS 
Fluici te-ýerotLre T 
Flud rressure -ress 
Control s; griaLl X 
Mass Flo* Moot 
OU Tl: ý-7S 
Modulatinc vc-", E? 
mociel pcLra-,, 2-. e-s 
MQX, un nass:, Cm -a. 
Mý 
The user definable parameters for this component are: 
T 
Maximum flowrate (, Mmax) kg/s 
The in/ out variables for the model are: 
Fluid temperature .C7 (T) 
Fluid massflow (Mdot) kg/s 
Control signal M dimensionless 
Fluid pressure (Press) Pa 
Model equation: 
Mdot = (Mmax * X) 
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Appendix B 
IDA system description Me 
232 
The following example IDA system description file is for the refrigeration system 
used in the climatic Wind Tunnel simulations. 
The sub-system consists of a two-stage compressor, condenser and evaporator. 
Control of the chiller is by proportional controller sensing the fluid outlet 
temperature from the evaporator. 
ABSTRACT 
Refrigeration system by ECR on 19-4-99 
Proportional control loop added ECR 20-7-99 
it 
OPTIONS ! optional section used for configuration of IDA Solver 
END_OPTIONS 
FELES ! specifies paths for input and output data files. 
OUTPUT refrig ! Output data file contents is specified in 
PATH * 'INTEGRATION section 
ENDJELES 
CONSTANTS ! optional section used to define constant values for 
komponent parameters 
END-CONSTANTS 
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TABLES ! allows tables of data to read as time dependent 
ENDJABLES ! boundaries 
MODULES Hnstantiates all the component models to be used in the 
MODULE comD1 Nimulation 
TYPE compressor 
MODULE conI ! module name in simulation 
TYPE condenser ! NMF model name 
UA_O 11400.0 ! parameter 
MFA-NI 25.0 ! parameter 
MODULE evaporator 
TYPE evap 
UA_O 197260.0 
K 2143.0 
cpliq 960.0 
MODULE cont 
TYPE prop_C 
Tr 2.0 
END_MODULES 
CONNECTIONS ! lists the interconnection between component models 
compressonterminal-2 = conl. compjink 
evaporator. compjink = compressonterminal-I ! connection at link level 
cont. terrninal_2 compressonterminal-5 
evaporator. tout cont. sig_in ! connection at variable level 
END_CONNECTIONS 
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BOUNDAREES ! assigns the necessary boundary conditions to some model 
conl. njans 3.0 ! variables 
conI. Ta 5.0 
evaporator. mdot 150.0 
evaporator. Tin -20.0 
cont. setpoint -30.0 
END_BOUNDARIES 
START_VALUES ! gives the solver state variable values to use at the start of 
DEFAULT 1.0 Nimulation 
compressor. Qcool 1000.0 
compressor. Qcond 1000.0 
conI. Tout 20.0 
conl. Q 20000.0 
evaporator. Tout -20.0 
evaporator. Q 20000.0 
END_START_VALUES 
INTEGRATION Wetails of integration time 
FROM 0 ! start time 
TO I Unitial time step 
STEP 1.0 ! relative numerical tolerance 
TOL 0.01 ! absolute numerical tolerance 
TOL_LM 1.0 
LIST Nends output to results rile 
OUT_ALL 
END 
235 
LOG Hogs output variable values to Me at the specified time 
interval 
OUT_TIMES 
Oil 
END_TIN4ES 
FELE reffigs ! contents for output data file (. PRN) 
compressor. Qh Qh 
compressor. Ql Ql 
compressor. Qcool cool ! module name ... variable name ... column heading in 
compressor. Qcond cond ! output Me 
conl. Tout T2 
conl. Q heat-flux 
evaporator. Tout EvT2 
evaporator. Q Evapheat-flux 
cont. sig_out X 
END 
END_INTEGRATION 
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APPENDIX C 
TRNSYS type 210 
Steady-state evaporator model 
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SUBROUTINE TYPE210(TIME, XIN, OUT, T, DTDT, PAR, INFO, ICNTRL, *) 
! XIN = Input variable vector 
! OUT = Output variable vector 
! PAR = Parameters for model 
C Steady-state evaporator model 
C Version 1.2 by VIH on 19/6/1999 
C accepts inputs in W, J etc as per IDA 
C reconfigured to calculate evaporating temperature from refrigerating 
C effect 
INCLUDE WRN`WIN\KERNAL\PARAM. INC' 
DOUBLE PRECISION XIN, OUT 
INTEGER*4 INFO 
DIMENSION XIN(3), PAR(16), OUT(20), INFO(15) 
CHARACTER*l 
TRNEDT, PERCOM, HEADER, PRTLAB, LNY-CHK, PRUNIT, IOCHEK, +PRWARN 
CHARACTER*3 YCHECK(3), OCHECK(4) 
C 
C local variables 
C 
real CpLiq, effK, Mdot, NTU, Q, Tfrig, Tin, Tout, UA, UA-0 
C 
COMMON /LUNITS/ LUR, LUW, IFORM, LUK 
COMMON /SIM/ TIME0, TIMEF, DELT, IWARN 
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COMMON /STORE/ NSTORE, IAV, S(NUMSTR) 
COMMON /CONFIG/ 
TRNEDT, PERCOM, HEADER, PRTLAB, LNKCHK, PRUNIT, IOCHEK, +PRNVAN 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
c 
PARAMETERS 
K PAR(l) temperature gradient of UA 
UA-0 PAR(2) base value of UA (W/m-2K) 
CpLiq PAR(3) specific heat of secondary fluid (J/kg-K) 
INPUT VARIABLES 
Mdot XIN(l) fluid mass flow rate (kiz/s) 
Tin XIN(2) secondary fluid inlet ternp (C) 
Q XIN(3) refrigerating effect (W) 
OUTPUT VARLABLES 
Tfrig OUT(l) evaporating temperature (C) 
Tout OUT(2)secondary fluid outlet temperature (C) 
Q OUT(3)heat transfer rate (W) 
Mdot OUT(4)fluid mass flow rate (kg/s) 
K=PAR(l) 
UA_O=PAR(2) 
CpLiq=PAR(3) 
Mdot=XIN(l) 
Tin=XIN(2) 
Q=XIN(3) 
FIRST CALL 
! Mapping centrally stored 
! variables onto local 
! variable names 
! for greater 
! transparency 
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EF (INFO(7). EQ. -I) THEN ! Validity check to 
NP=3 ! ensure model has 
NI=3 ! been inserted 
ND=O ! correctly into simulation 
CALL TYPECK(I, INFO, NI, NP, ND) 
DATA YCHECKJ'MF2', rEl', 'PW2/ 
DATA OCHECK/TEl', FEI', 'MF2',? W2/ 
CALL RCHECK(INFO, YCHECK, OCHECK) 
END IF 
C 
UA=UA_O+K*Tfrig 
NTU=UA/(Mdot*CpLiq) 
eff=I-EXP(-NTU) 
Tfrig=Tin-(Q/(Mdot*CpLiq*eff)) 
Tout--Tin-(Q/(Mdot*CpLiq)) 
OUT(I)=Tfrig 
OUT(2)=Tout 
OUT(3)=Q 
OUT(4)=Mdot 
c 
RETURNI 
END 
The algorithm 
Mapping output from calculation 
onto TRNSYS output vector 
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APPENDIX D 
IDA Simulation Development Methodology 
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IDA simulation development methodology 
In order to run the Dynamic Link Library (DLL) of NUT components, created by the 
NMF translator and FORTRAN compiler, a problem for that system needs to be 
defined. The problem is described in a file given the extension. IDA. The file is of a 
specific format required by IDA Solver [I] and contains suitable boundary conditions 
in order for the simulation to be performed. The file contains a number of sections 
which must be included in the system description file, three of these sedions are 
optional and need not be included in the file in order for it to work. A sample IDA 
input file of a simple system is included in Appendix B and should be referred to in 
conjunction with the following. 
D. 1 System description 
The first section heading is ABSTRACT. In this section, contained within quotation 
marks ( .... ), a brief description of the system under consideration is made. There is no 
limit on the length of comment but the first two lines appear at the beginning of the 
output file, so should be relevant. 
D. 2 IDA Solver configuration 
This section in the system description file is optional and need not be included. in 
this section the user can modify the configuration of IDA Solver. A large number of 0 
configuration options are available to the user all of which are detailed in Appendix 6 
of the IDA Programming guide [1]. The solver can be modified in two other ways; 
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via the command line if the solver is being used in DOS mode or via the EDA. CFG 
file found in the project directory. 
D. 3 Files 
Files external to the system description file may be used for input data to time 
dependent boundary variables, or for storing output data for later procesýing. These 
files and the paths to their locations may be found in the FELES section. External files 
used to input data to boundary variables must be in a format generated by saving the 
required data with a PRN file extension. 
The output file contains a table of values of variables selected in the INTEGRATION 
section. Each line of the table corresponds to one time step, but the user may specify 
the time period at which the output is logged. 
DA Constants 
If the values of several parameters are the same they can be specified in the 
CONSTANTS section. This is convenient if the values of these parameters are to be 
changed during the course of the work, they may be changed en-masse rather than 
having to change each parameter in each model instance. This section is optional. 
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D. 5 Tables for time dependent input 
The TABLES section allows values for time dependent boundary variables to be read 
in. A table consists of two or more columns; the first always being reserved for time 
and each subsequent column corresponds to one variable. The time steps in the table 
do not have to be equal and step changes in values are accomplished by giving two 
lines of the same time step have the same value. IDA Solver uses linear interpolation 
when a value in-between two of the given time steps are required. Cý 
There is no limit on the number of tables used in a system description file, but large 
files of time dependent input should be read in from external files to keep the input 
file at a manageable size. This section is optional. 
D. 6 Instances of NMF components 
Each component used in the system formation must be declared in the MODULES 
section of the system description file. 
Each module should be given a name that is relevant to it in the context of the 
system. As many modules of the same type are likely to exist in one system the 
names for the modules should be carefully chosen and should give an idea of the 
system structure. 
The component's parameters and corresponding values for that module are listed. 
The parameters must be listed in the order in which they appear in the parameters 
section of the NMF model. 
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D. 7 Interconnection of modules 
There are two methods of connecting modules available to the user; these are 
connections of variables or connection of links and may be freely mixed. A link is a 
communication port for information flowing to and from a model. A link 
encapsulates all of the models connecting variables and can only be used to connect 
to another model with the same link type. 
Only component variables of the same type may be linked together. If these variables 
refer to physical flows (i. e. mass flow or heat flux) their positive direction is 
indicated in the NMF model by POS_IN or POS-OUT. If two variables with the 
same direction of flow (i. e. POS_IN to POS-IIN) are to be connected a minus simi 
must proceed them. When connecting at the level of links this is automatically tak-en 
care of. 
Most Modular Simulation Enviromnents require that connections between 
components be carried out at the variable level. D)A allows the user to connect the 
components at the level of links, which greatly cuts down the number of links 
appearing in the system description file. Only components having the same link types 
can be connected as the variable sets associated with the links are automatically 
connected. 
D. 8 Boundary conditions 
In order to perform simulations a number of boundary conditions have to be specified 
for a number of variables appearing in the links. Boundaries are external conditions 
that are either unchanged with time or are read in from a table of time dependent 
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input (5.3.5). The number of boundary condition required by the simulation is 
calculated by equation 5.1 
Boundaries = Variables -Equations (4.1) 
At the beginning of a simulation EDA Solver checks for a balance between 
boundaries, connections and variables, this check takes the form of equation 5.2. 
Balance = INVariables - Boundaries - 
Connections) 
(4.2) 
2 
The number produced from this check is compared to the number of RN/OUT 
variables, if there is no match then the simulation is aborted. 
Boundaries may be specified in one of a number of ways. 
The variable is assigned a value that remains the same throughout the 
simulation. 
The boundary variable can be defined as a constant in the CONSTANT 
section. 
iii. A table of time dependent variables given in the TABLES section may be 
used for the variable input. 
iv. Data may be read in from an external file, specified in the FILES section. 
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D. 9 Initial values 
Initial values for the simulation are given in the START 
- 
VALUES section of the file. 
A number of variables may be given values that might be expected to be found at 
those points of the system at the commencement of the simulation. If a variable is not 
given an initial value it is assigned its default value. This default value may be 
wholly inappropriate to the simulation in question. It is therefore essential that all 
variables not given boundary conditions are give appropriate initial valuýs. 
If the simulation is the continuation of work on a system from that which has been 
previously carried out, it is possible to use the final values given by the earlier 
simulation as a starting point for the new one. Changing the file extension of the 
output file from END to BEG and including it in the FELES and START_VALUES 
sections will accomplish this. 
D. 10 Integration 
DDA simulates the behaviour of a system between two time points, time I and time 2. 
If the problem is steady state time I is set equal to time 2, and the calculation process 
begins. The time for the simulation to run as well as the initial time step and 
tolerances are given in the INTEGRATION section of the system description file. 
The unit of time used is seconds and multiples of to represent hours (0,3600,7200 
etc. ). 
The accuracy of the integration is controlled in each time step by comparing the 
calculated solution with the predicted solution. The deviations are checked at 
variable level as prescribed by two values tolerance (TOL) and tolerance limit 
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(TOL_LM1). If the deviations are larger than the tolerance limit the step is retraced 
and a shorter step is tried. 
The remaining sections under the INTEGRATION heading are concerned with the 
output from the solver. The LIST section is where the user specifies what is to appear 
in the results file. Either the output for every variable at every time step is written to 
the file or certain variables at certain time steps can be written to the file. 
D. 11 Simulation output 
EDA Solver outputs three types of file at the end of a simulation, these are: 
i. *. RES 
ii. *. END 
iii. *. PRN 
D. 12 Output file *. RES 
This file contains a reproduction of the system input file as well as information about 
the IDA Solver version used and the time and date. The file lists all of the 
components used in the simulated system and their variable values at each time step. 
Some general information about the simulation run is presented in a section towards 
the end of the file, this information includes time for integration and number of steps. 
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D. 13 Output file *. END 
The *. END file contains a simple list of all the variables in the simulation and their 
values at the last time step. This file may be used as a starting point for the 
continuation of the simulation, by including it in the system description file in the 
START_VALUES section and changing it's file extension to *. BEG. 
D. 14 Output flle *. PRN 
Output to this file is specified in the INTEGRATION section of the system 
description file. The file will contain a table of variables and their values at the time 
step specified. The first column is reserved for the time co-ordinate and the headings 
for the remaining columns are as those chosen in the system description file. D)A 
Solver can be linked to Microsoft EXCEL, which allow the output data to be opened 
directly. 
D. 15 IDA Solver Beta test version 6.09 
The simulation work for the project has been carried out using IDA Solver P-test 
version 6.09. The use of the solver has suffered from a lack of user documentation 
that has caused problems in identifýing fundamental errors in the system description 
file. In the final release version there is still a lack of documentation but there is 
improved support and a greatly improved solver. 
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MODELLING THE DYNAMIC THERMAL RESPONSE 
OF INSULATED DUCTS 
VI Hanby', EC Robertst and DW Fletcher 
'Department of Civil and Building Engineering 
Loughborough University, UK. 
2 Motor Industry Research Association 
Nuneaton, UK. 
Abstract 
A method for the dynamic thermal modelling of a duct is proposed, based on 
discretization of the duct into a sequence of well-mixed flow nodes. This enables the 
time delay produced by the fluid flow in the duct to be simply modelled in any time 
domain simulation. An optimal level of discretization, based on fully developed 
turbulent flow, is presented. 
The thermal response is based on a second order model for each discretized node, 
based on the thermal capacitance of the fluid and of the duct inner wall. It is 
demonstrated that the model predicts a time delay followed by a rapid initial response 
due to flow effects, followed by slower dynamics controlled by the thermal inertia of 
the duct walls. A comparison is made with two published dynamic models. 
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Introduction 
Dynamic plant simulation 
Dynamic models of HVAC plant components have been developed much less 
intensively than have building fabric elements. Generally, plant components react 
faster than the building fabric; typical response times are seconds or minutes as 
opposed to hours. In combined building/HVAC plant models, this results in the plant 
dynamics having limited overall effect on the total system performance and also the 
resulting stiff equation set can cause numerical difficulties. Dynamic plant modellin2 
is essential if a simulation of the performance of its control system is required, and 
highly desirable if the system being modelled is subject to rapid changes in load. 
A number of specialised simulation tools are used in dynamic plant simulation. An 
example of a general simulation environment that is being increasingly used in 
HVAC simulation work is NIATLAB/SIMULINK [1], for which plant component 
models are becoming increasingly available [2]. This program represents dynamics 
using the classical frequency domain formulation, an approach that makes integration 
with building models very difficult. Models based on time domain formulation are 
much more flexible in this respect, with component models being widely available 
for programs such as ESP-r [3], HVACSIM+ [4], IDA [5], SPARK [6] and TRNSYS 
[7]. 
Plant components within these simulation environments are frequently modelled in 
the steady-state, or represented in a simple lumped parameter, first-order form. The 
additional complexity implicit in a more rigorous approach is often regarded as 
unjustifiable; also practical dynamic performance data, required for the calibration of 
more advanced models, is generally not available. This paper describes a 
fundamental approach to the modelling of components characterised by dynamics I 
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resulting from thennal capacitance, together with transport delays caused by internal 
fluid flow. Such components include heat exchangers, coils, pipes and ducts. The 
method described in the paper has been developed to allow the dynamic modelling of 
long, insulated ducts hence is described within this context. 
Duct modelling 
The dynamic response of a fluid conduit results from two basic mechanisms: the time 
required for a fluid element to flow through the component (residence time) and 
dynamic heat flow within the fabric of the component. This paper describes an 
approach, which combines both these elements in a form that enables a 
straightforward implementation of the model to be made in modular simulation 
environments. 
The contribution of fluid flow to duct dynamics is generally based on the concept of a 
delay time, given by 
td 
This has two limitations. 
(1) 
1. The concept is based on an idealised piston or plug flow model, which assumes a 
flat velocity profile across the duct. 
2. In a time domain simulation, the time step is either fixed (e. g. TRNSYS) or 
automatically set to an efficient value by the solver (e. g. IDA). Access to the 
system time is either not possible, or can cause numerical instability. 
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A method of representing time delay has been described by Clark et al (8], in which 
the temperature distribution as a function of time and distance is given as a fifth order 
polynomial in distance, with time-dependent coefficients. The coefficients are 
determined by Gaussian elimination at each timestep in the simulation. The duct is 
discretized into five sections in this model. 
5 
T(x, t) a, (t)x' i=O 
The method described in this paper is based on modelling the duct as a discrete 
number of well-mixed nodes, each characterised by a single fluid temperature. The 
thermal response of each node is described by a second-order model and the number 
of nodes can be selected to give a representation of the time delay based on the 
residence time distribution in the duct. This approach does not require explicit access 
to the internal representation of time in the simulation program. If the time step is 
user-specified, then clearly this must be set to a value determined by the response of 
the duct. 
Residence time distribution 
The F diagram 
A convenient way of considering residence time distribution is given by considering 
the following: at time t=O a passive fluid property in a steady-flow system undergoes 
a step change (for example, the colour could change from clear to red). The variable 
F(t) represents the fraction of red material in the outgoing fluid at time t. The analysis 
.t is further simplified if we use dimensionless time, given by -r -v. V 
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The actual shape of the F-diagram. in a duct or pipe depends primarily on the velocity 
profile. Clearly the plug flow assumption is predicated on a flat velocity profile 
across the duct, hence all the red fluid elements arrive at the exit at the same time. If 
a velocity profile exists, then the faster moving elements near the centerline will 
arrive more quickly than the average. In the case of laminar flow, the maximum 
velocity is double that of the mean fluid velocity, hence red material would first 
appear in the exit flow at -r = 0.5. The F-diagrarn for the limiting conditions of plug 
flow, well-mixed flow (in which an entering fluid element is instantaneously 
dispersed throughout the volume) and laminar flow are shown in Fig 1. 
F(z) 
Fig 1. F-diagrams for plug, laminar and well-mixed flow. 
Neglecting mixing, an F-diagram can be obtained by integration of the velocity 
profile. For laminar flow this easily shown to give 
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0.5 1 1.5 
tau 
>- 0.5 4. r 2 
For any given situation, the F diagram can be obtained by three means. 
1. Direct experiment measurement (using a tracer fluid, as in ventilation 
measurements). 
2. Numerical modelling using CFD techniques. 
3. A closed-form equation, taking into account velocity profile and diffusivity, to 
incorporate mixing. 
The last of these approaches is considered in this paper. 
Turbulent velocity profile-based F diagram for a circular 
duct 
A power law velocity profile is assumed: 
u(r) = u.,, r) 
The maximum velocity u,,.,, is related to the mean W by 
Umax 
+11 +2 
n 
)(n 
n=7,2000<NRe<100000 
n=8 NRe -"" 100 000 
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A correction factor allows for the effects of eddy diffusivity as a function of distance 
from the duct wall [9]: 
(n _ 1)2 R 
0.32nL 
The combined effects of velocity profile and diffusion give the following expression 
for F 
F(r) =1+n+1- 
-r'(2n - 1) + 
6(n + 1)(2n + 1)2 (2r" - 1)(r" - 1)2 (2) 
n(z-")'-r 4n 
2 (,. n )4 
where the third term (containing 8) is the diffusive correction factor. This F diagram 
is shown in Figure 2 for n=7 and 6=0.01. A similar expression was derived by 
Bosworth [ 10] and compared with experimental results which showed that equation 
(2) tended to over-predict the extent of longitudinal mixing. It should be noted that 
the length: diameter ratio of the duct only affects the diffusivity correction term. A 
fully developed, power-law velocity profile is assumed throughout the length of the 
duct. 
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Fig 2 Velocity profile and F-diagram for turbulent flow in duct 
Well-mixed node model 
The approach adopted in this paper is to obtain an approximation to a benchmark F 
diagram (here taken as that given by equation (2)) by defining a model consisting of a 
number of well-mixed nodes in series. This gives a simple modular structure to the 
model, with computational simplicity and stability, as each well-mixed node is first 
order with respect to the fluid flow. 
The single, well-mixed zone is a familiar model in building studies, as it is the basis 
for most room ventilation analyses. For a step change in input the response is a Z 
simple exponential rise. 
F(r) =I- e-' 
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'6.5 1 1.5 
tau 
If we consider a number of such nodes in series (i) such that the volume of each node 
is Vli, then it can be shown that the resulting F diagram is given by 
F(r) =I- Cir 1+ ir +I 
(ir)2 +... 
1 
ir (i-1) (3) 
2! (i - 1)! 
As the number of nodes is increased, the order of the response rises: as the number of 
nodes approaches infinity the response approaches that of plug flow. Figure 3 shows 
the F-diagram for 2,20,40 and 80 nodes in series, together with the analytical result 
given by equation (2). 
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tau 
Fig 3. F-diagrams for well-mixed nodes in series. 
The optimum number of nodes was established by evaluating the area enclosed 
between the relevant curve and that of the benchmark, over the range 0.8 <r<1.5 
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The results are shown in Figure 4, which shows that the optimum number of nodes is 
46, but that 20 gives a reasonable approximation to the optimum. 
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Fig 4. Optimal representation of duct. 
Thermal dynamics 
The prototype duct which formed the basis of this study is of standard refrigeration 
configuration, Imm steel inner lining, 50 mm insulation, I mm steel outer lining. The 
thermal properties are sunimarised in Table 1. 
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material k (W m-'IC1) p (kg M-3) cp (J kg"IC) 
steel 60.5 7854.0 434.0 
PU insulation 0.026 70.0 1045.0 
Table I Thermal properties of duct materials (after [111). 
The inside heat transfer film coefficient was calculated from a standard correlation 
for forced convection [ 11 ] 
JVjvu = 0.023(VRe 
)0,8 GVPr )0.4 
and the outside film coefficient from empirical data for convective and radiative heat 
transfer for pipes in still air [ 12]. 
Dynamic radial heat transfer was modelled by a discrete nodal scheme. Assuming an 
internal film coefficient of 8.5 WM-2 K-1, the Biot number for the inside steel liner 
was 1.4 x 10-4, hence justifying a lumped capacitance for this layer. The duct is 21.2 
m long, has a cross sectional area of 0.64 m2 and under normal operation has a mean 
residence time of 2.8 seconds. 
In order to obtain the most compact representation, a comparison was made between 
the following modelling schemes. 
1. One capacitance node in each steel layer and three in the insulation layer. 
2. One capacitance node in each of the three layers. 
3. A capacitance node in the inner steel layer only. 
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These alternatives were evaluated by comparing the heat flux transferred into the 
duct wall resulting from a unit step change in inside fluid temperature. The 
comparison of methods (1) and (3) is shown in Figure 5: it is apparent that the 
differences are small, hence option (3) was chosen as the most compact thermal 
network representation. 
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Fig 5 Comparison of duct element thermal models. 
Simulation of duct response 
Thennal network 
A diagram of the thermal network representation of the duct is shown in Fig 6. Each 
element consists of a well-mixed node, a conductance between the fluid and the inner 
layer (the thermal resistance of the steel layer is neglected) the thermal capacitance of 
the inner layer and a conductance (insulation and external film coefficient) between 
the capacitance and the outside. An energy balance on each duct node yields 
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dT 
C', IL = the (T - Ti) - hcAi (Ti - T,,. i) dt p 1-1 
To implement the model, four component models (duct node, liner then-nal 
capacitance, conductance and Kirchhoff node) were written in Neutral Model Format 
[13] and the model equations solved using DDA solver. 
Fig 6. Schematic of discretized duct thermal model. 
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Model output 
The model was used to predict the outlet temperature of air in the duct in response to 
a unit step increase in air temperature at the inlet, for different levels of duct 
discretization. The results are shown in Fig 7, for varying numbers of nodes (i). It can 
be seen that the method predicts a time delay followed by a rapid rise in outlet 
temperature (caused by the fluid transport), then a much slower rate of temperature 
increase due to the thermal inertia of the duct walls. At least 10 nodes afe needed to 
give a reasonable modelling of a time delay. The duct walls have a time constant of 
the order of 600 seconds, which is significant in the context of overall plant 
dynamics. 
Inter-model comparison 
It has not proved possible to measure the dynamic response of the prototype duct in 
order to obtain a comparison with experimental data. The model output has therefore 
been compared to that of three published dynamic duct models. Tobias ( 13] derived a 
transfer function for the response of fluids flowing through ducts coils or pipes. The 
governing partial differential equations expressed the fluid temperature as a function 
of time and distance, but the wall temperature as a function of time only, hence the 
thermal capacitance of the wall was lumped and not longitudinally distributed. 
Tobias introduced a simplification to transform the partial differential equations into 
ordinary differential equations. 
A simplified model was described by Clark [8]. This superimposed a first order 
dynamic response onto a time delay given by 
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td 
the dynamics were first order with respect to the fluid temperature. 
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Fig 7 Response of the model to step temperature input. 
dT,.,. 
= 
T. 
-T.., 
dt 
where the time constant t, is given by 
hi C. [hi 
+ h,, 
] 
thcp 
(4) 
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Clark [15] derived a time-domain transformation of Tobias' approximate transfer 
function. This model has three components: a time delay as per equation (4), a step 
rise in temperature followed by a first order temperature rise. For a unit step input: 
t 
T+ (I -A)(I -e ,, ut 
(for t> td, Tu, =0 othenvise) (5) 
hiA 
whereA 
e 
"P 
t' =te and cc 
UAhi 
2thcph,, 
A comparison of the response of the discretized model with equations (4) and (5) is 
shown in Fig 8. It can be seen that the discretized model has a higher initial increase 
in temperature than that predicted by equation (5), followed by a slower rise in exit 
air temperature. The simplified model of equation (4) does not produce a rapid initial 
temperature rise, but this is somewhat compensated for by the fact that it has a 
smaller time constant than the more detailed model (5). 
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Fig 8. Inter-model comparison of response to a unit step input. 
It is difficult to comment on these comparisons without experimental data to use as a 
benchmark. The short-term dynamics (0 - 10 s) are defined by the fluid flow in the 
duct, the longer-term response by heat conduction and capacitance effects. The model 
described differs from the published closed-form solutions in having its thermal 
capacitance lumped in each discretized segment, hence distributed longitudinally. 
The published models assume a single duct material temperature. 
A longitudinal conduction link was originally incorporated into the model to account 
for conduction along the inner lining of the duct. This was abandoned as longitudinal 
heat fluxes were found never to exceed 104 of the radial values for any duct segment. 
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Conclusion 
A dynamic model for the thermal response of duct/pipe systems is described, based 
on discretization of the duct into well-mixed nodes. Consideration of the residence 
time distribution in a duct, calculated from the radial velocity profile and eddy 
diffusivity of the flow, indicates an optimal level of discretization of 46 nodes, 
although satisfactory performance should be obtained with around 20. This result is 
independent of the length: diameter ratio of the duct, but assumes fully-developed 
flow throughout. 
The method generates a response that includes a characteristic time delay and does 
not need explicit access to the system time in a dynamic simulation environment. If 
the simulation program internally generates the time step, these dynamics should 
appear automatically. If the time step is user-specified, then it must be set to a lower 
value than the mean residence time of the fluid in the duct. 
A comparison has been made with other published dynamic duct models: the 
discretized model shows a steeper initial response (caused by the fluid flow 
characteristics), followed by a more gradual temperature rise due to the thermal 
dynamics of the duct material. Immediate future development is aimed at producing 
experimental data of duct and pipe thermal response for model validation. 
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List of symbols 
a polynomial coefficient 
A surface area 
CP specific heat (constant pressure) 
C', fluid thermal capacitance 
CIII duct wall thermal capacitance 
F fraction of passive fluid component 
hc convective heat transfer coefficient 
hi inner surface convective heat transfer coefficient 
h, outer surface convective heat transfer coefficient 
i integer 
k thermal conductivity 
L duct length 
th fluid mass flow rate 
n integer 
NMI Nusselt number 
NRe Reynolds number 
NPII Prandtl number 
r relative radial position 
R duct radius 
t time 
tc time constant 
td time delay 
T temperature 
T1.11 fluid outlet temperature 
T. steady-state fluid temperature 
T" wall temperature 
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m2 
0 kg"K-1 
U kg-'W' 
0 kg-' K" 
Wm-2K-1 
W M, 
2 K-1 
W m-2K-1 
W m-lK-1 
m 
kg s-1 
m 
s 
s 
s 
c 
c 
c 
c 
u 
7 
longitudinal velocity 
overall coefficient of heat transfer 
volume flow rate 
system volume 
longitudinal distance 
diffusivity correction 
density 
dimensionless time 
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APPENDIX F 
Model parameters and boundaries used in validation 
studies and applications to operational strategies 
274 
Vehicle model: 
Vehicle at 0 Kni/h: 
Model: car 
Parameter Parameter value 
Tau-on 303 
Tau-off 6805 
TSS 97.0 
Pe 38000.0 
Pr 18000.0 
Cpa 1005.0 
Tex 175.0 
Alpha 1.0 
V 0.0 
K 1.1 
c 121370.0 
Soakroom system: 
The following are the parameters used in all studies involving the soakroom. The 
only addition would be a vehicle at 0 Km/h. 
Trichloroethylene flow temperatures and valve set points are read in from input 
tables and contain real data, due to their size they are not reproduced here. 
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Module: duct return 
Parameter Parameter value 
Tenv 20 
U 3.84 
Cpair 1005 
A 51.34 
Module: heater and valve controllers 
Parameter I Parameter value 
TR 
Module: airzone 
Parameter Parameter value 
V 1800 
Tenv 15 
Module: Heatflux node to connect to airzone 
Parameter Parameter value 
Njink 2 
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Module: heater 
Parameter Parameter value 
UA 150 
Qmax 50000 
w 10000 
M 14 
Tenv 15 
Cpliq 960 
Module: dry coil 
Parameter Parameter value 
UA 9500 
Cpair 1005 
Cpvap 1860 
Cpliq 960 
Ma 8.36 
Module: duct supply 
Parameter Parameter value 
Tenv 15 
U 3.84 
Cpair 1005 
A 67.25 
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Module: Heatflux node for lightweight elements 
Parameter Parameter value 
Njink 2 
Module: Heatflux node For heavyweight elements 
Parameter Parameter value 
Njink 2 
Module: inner conductance for lightweight elements 
Parameter Parameter value 
K 1799.9 
Module: outer conductance for lightweight elements 
Module: inner conductance for heavyweight elements 
. "A V "AUIL; 
Parameter Parameter value 
K 900 
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IA 
Module: outer conductance for heavyweight elements 
Module: thermal capacitance of lightweight elements 
Module: thermal capacitance for heavyweight elements 
Module: two speed fan 
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Test chamber validation: 
The following are the parameters used in all studies involving the soakroom. The 
only addition would be a vehicle at a relevant velocity. 
Trichloroethylene flow temperatures and set points are read in from input tables and 
contain real data, due to their size they are not reproduced here. 
Module: heater 
Parameter Parameter value 
UA 150 
Qmax 20000 
w 10000 
M 100 
Tenv 15 
Cpliq 960 
Module: dry coil 
Parameter Parameter value 
UA 50000 
Cpair 1005 
Cpvap 1860 
Cpliq 960 
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Module: duct supply 
Parameter Parameter value 
Tenv 15 
U 3.84 
Cpair 1005 
A 425.88 
Module: duct return 
Parameter Parameter value 
Tenv 20 
U 3.84 
Cpair 1005 
A 327.6 
Module: heater and valve controllers 
Parameter I Parameter value 
TR 
Module: airzone 
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Module: Heatflux node to connect to airzone 
Parameter Parameter value 
Njink 2 
Module: Heatflux node for lightweight elements 
Parameter Parameter value 
Njink 2 
Module: Heatflux node For heavyweight elements 
Parameter Parameter value 
N_Iink 
12 
Module: inner conductance for lightweight elements 
Parameter Parameter value 
K 1799.9 
Module: outer conductance for lightweight elements 
Parameter Parameter value 
K 54.4 
T2 15 
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Module: inner conductance for heavyweight elements 
Parameter Parameter value 
K 900 
Module: outer conductance for heavyweight elements 
Parameter Parameter value 
K 50.0 
T2 15 
Module: thermal capacitance of lightweight elements 
Parameter Parameter vaIue 
c 7.36e5 
T2 15 
Module: thermal capacitance for heavyweight elements 
Parameter Parameter value 
c 35. Oe6 
T2 15 
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Module: Single speed fan 
Parameter Parameter value 
Power 385000 
Cpair 1005 
Module: Stem humidifier 
Parameter Parameter value 
Effsat 0.95 
Patm 101325 
Refrigeration system: 
The following are the parameters used in all studies involving the refrigeration 
system. 
Trichloroethylene flow temperatures and set points are read in from input tables and 
contain real data, due to their size they are not reproduced here. 
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Module: condenser 
Parameter Parameter value 
UA-0 11400 
Wan 25 
Fanpower 1200 
n-fans 20 
Tair_on 15 
Module: evaporator 
Parameter Parameter value 
UA-0 197260 
K 2143 
Cpliq 960 
M 100 
Module: evaporator 
Parameter Parameter value 
TR 2 
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Air make-up system: 
The following are the parameters used in all studies involving the air make-up plant. 
Trichloroethylene flow temperatures and set points are read in from input tables and 
contain real data, due to their size they are not reproduced here. 
Module: heater 
Parameter Parameter value 
UA 150 
Qmax 50000 
w 10000 
M 100 
Tenv 20.95 
Cpliq 960 
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Module: CCSIM 
Parameter Parameter value 
ConfigHX I 
Qtotrat 21260 
Qsenrat 13860 
Cpliq 960 
Mliqrat 28.28 
Tliqrat 0 
Mairrat 1 
Tairrat 26 
Wairrat 0.011 
Dprate 100 
Dp 0 
Module: duct in 
Parameter Parameter value 
Tenv 15 
U 3.84 
Cpair 1005 
A 4.62 
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Module: duct return 
Parameter Parameter value 
Tenv 20 
U 3.84 
Cpair 1005 
A 52.36 
Module: heater and valve controllers 
Parameter Parameter value 
TR I 
Module: Single speed fan 
Parameter Parameter vaIue, 
Power 2000 
Cpair 1005 
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