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Abstract—Data-driven analysis of large social networks has
attracted a great deal of research interest. In this paper, we
investigate 120 real social networks and their measurement-
calibrated synthetic counterparts generated by four well-known
network models. We investigate the structural properties of the
networks revealing the correlation profiles of graph metrics
across various social domains (friendship networks, communi-
cation networks, and collaboration networks). We find that the
correlation patterns differ across domains. We identify a non-
redundant set of metrics to describe social networks. We study
which topological characteristics of real networks the models can
or cannot capture. We find that the goodness-of-fit of the network
models depends on the domains. Furthermore, while 2K and
stochastic block models lack the capability of generating graphs
with large diameter and high clustering coefficient at the same
time, they can still be used to mimic social networks relatively
efficiently.
Index Terms—social network analysis (SNA), Facebook, Twit-
ter, collaboration network, network models, model calibration
I. INTRODUCTION
The study of complex networks started with social network
analysis. Many of the most important topological network
characteristics have their roots in the social domain. For
example, the small-world phenomenon often popularized as
“six degrees of separation” was originally set out for the
network of personal acquaintances by the Hungarian novelist,
Frigyes Karinthy in 1929 [1]. Later Karinthy’s intuition was
confirmed by Milgram’s famous experiment as well [2]. High
clustering coefficient can also be clearly demonstrated by a
social network example: “the friends of my friends are also
likely to be my friends”. Some of the most influential network
models were also motivated by social phenomena such as
Watts–Strogatz small-world model [3], Baraba´si–Albert pref-
erential attachment model [4], the stochastic block model [5],
and the caveman graph [6]. Such models are mathematically
tractable, moreover, an appropriate model captures the key
characteristics, yet preserves the privacy of the original social
network (e.g. Facebook friendship network) [7].
Increasing computing power has made it possible to analyze
massive datasets of large social networks using data-driven
approaches. This paper also follows this line of research
by analyzing 120 large social networks from three domains:
friendship networks and communication networks mainly from
social media sites, moreover collaboration networks (mostly
scientific co-authorship graphs). We analyze the structural
properties of these real-world networks, with an emphasis on
revealing the correlation structure of the graph metrics across
domains.
After identifying a small selection of metrics that describe
the networks well enough, we generate four synthetic graphs
for each real-work network using four well-known network
models (clustering Baraba´si–Albert [8], stochastic block model
[9], forest-fire [10], 2K [11]) with measurement-calibrated
parameters to ensure that the model-generated counterparts are
as similar to the real-world networks as possible – according to
the previously selected graph metrics. We study the goodness-
of-fit of the models and identify the structural relations of
real social networks that models can or cannot capture. The
present study is an extension of an earlier paper of the
authors [12]. Using similar techniques, here we solely focus on
the structural analysis of real and model-generated networks
representing social structures thus both the real networks and
network models studied in this work differ from the ones
considered in [12].
Data-driven analysis of social networks has received a lot of
research interest recently, mainly due to the growth of social
network sites that revolutionized the availability and amount
of social data. Note that a large amount of related literature
focusing on online social networks carry out investigations
from a sociological point of view, while here we focus on the
structural properties from a network theoretical perspective.
Traud et al. [13] give a brief review of related sociological
works and investigate the social structure and properties of
Facebook friendship networks of 100 American universities,
where various attributes are associated with the nodes such
as gender, class year, major, etc. Sala et al. [14] apply a
grid search based measurement calibration technique to fit six
network models to four large Facebook networks.
Janssen et al. [15] and Bla¨sius et al. [16] introduce machine
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learning based techniques to select a network model that best
fits a target real network and they also evaluate their method
on Facebook networks and find that 2K model can efficiently
mimic social networks [15], while Chung-Lu and hyperbolic
random graph models are bad representations of Facebook
networks [16]. Faust in [17] studies and compares 51 social
networks using a motif counting based approach [17]. There
are also numerous papers concerned with network embedding,
for instance in a recent work Liao et al. [18] introduce a novel
attributed network embedding method for social networks
which utilizes the unique characteristics of social networks
such as the network homophily phenomenon.
As the aforecited papers show that in recent years, data-
driven analysis of social networks has received extensive
research interest from various perspectives. A key contribution
of this work is that we propose a new methodology that unifies
more branches of data-based social network analysis, such as
the study of the relationship of metrics, network similarity,
and model calibration. The fact that this large-scale study
relies on the analysis of 120 real-world networks and 480
model-generated synthetic graphs also enables us to explore
the correlation profile of the structural properties.
II. DATA AND METHODOLOGY
This study is based on 17 structural measurements of 120
large social networks, that are available in the supplementary
material together with a short description [19]. The considered
17 graph measurements are chosen in such a way that to-
gether they measure every aspect of networks, such as degree
distribution related metrics (e.g. density and interval degree
probabilities), shortest paths (e.g. diameter), centralities (e.g.
maximum eigenvector centrality), and clustering metrics (e.g.
global clustering coeff.). Note that the considered metrics are
in alignment with related studies [20], [21]. Table I gives a
brief overview of the collected data that were gathered from
online network repositories [22]–[24]. Here the networks are
considered as simple, undirected, unweighted graphs.
TABLE I
COMPOSITION OF THE COLLECTED SET OF REAL NETWORKS.
Domain Description Range ofnetwork sizes
Number of
networks
Friendship Online friendship networks(mostly Facebook)
324-23,613
(median: 4,065) 58
Communication Retweet, email andreply networks
96-33,696
(median: 4,687) 43
Collaboration Co-authorship and collaborationnetworks (mostly scientific)
86-21,363
(median: 3,621) 19
The following topological metrics (for definitions see
e.g. [25]) were calculated for each real network: assortativ-
ity, average clustering coefficient (avg clust), average degree
(avg deg), average path length divided by the logarithm
of the size (avg path log), density, global clustering coeffi-
cient (glob clust, four interval degree probabilities (idp 41–
idp 44) [26], largest eigenvector centrality (max eigen), max-
imum degree (max deg), maximum edge and vertex between-
ness centralities (max ebc and max vbc), number of edges
and nodes and pseudo diameter divided by the logarithm of
the size (p diam log). Note that a few of these metrics are
highly influenced by the number of nodes, hence they have to
be normalized. We follow the normalization procedure applied
in [12]. Obviously, there is a great deal of redundancy in the
information provided by these graph metrics, thus based on
the Spearman’s correlations we narrow down the number of
measurements to a smaller, non-redundant set of metrics (see
Sec. III).
To investigate the descriptive ability of network models, we
generate measurement-calibrated synthetic graphs for each real
social network using four canonical network models: cluster-
ing Baraba´si–Albert model (CBA) [8], stochastic block model
(SBM) [9], forest-fire model (FF) [10] and 2K model [11]. The
model calibration procedure can be formalized as follows. Let
GT denote the real (target) network, M(θ) is a network model
with parameter vector θ, GM(θ) is a realization of the model
and d is a distance function to compare graphs. We aim to
adjust the parameters of the network model to minimize the
distance, i.e.:
θ∗ = argmin
θ
d(GM(θ), GT ). (1)
To quantify the distance between two graphs, we calculate
the Canberra distance of vectors of a reasonably chosen selec-
tion of graph metrics, i.e. d(G1, G2) = dCan(f(G1), f(G2)),
where f = (f1, f2, . . . , fk) with fi’s being real-valued func-
tions defined on graphs corresponding to structural metrics
and k is the number of selected metrics. The choice of
Canberra distance is motivated by the work of Bonner et.
al [27] and the metric selection is detailed in Sec. III. To
minimize the distance, we use grid search optimization, for
more details see [12]. For the analyses and computations,
we used the graph-tool [28], Networkx [29], and igraph [30]
Python modules.
III. STRUCTURAL ANALYSIS OF SOCIAL NETWORKS
In this section, we investigate the structural properties of
social networks, particularly we study the (dis)similarity of the
three domains: friendship, communication and collaboration
networks. Furthermore, since this study is based on a large
number of networks, we can also investigate the pair-wise
relationships of the metrics across domains. To this end, we
use Spearman’s rank correlation, because it can measure non-
linear relations, moreover, it is less sensitive to outliers.
The scatter plots in Fig. 1 suggests that friendship (mostly
Facebook) networks are densely connected, while communi-
cation (mostly Twitter) networks are extremely sparse. More-
over, collaboration and communication networks can be easily
distinguished by the clustering coefficients. The fact that the
retweet networks are often star-shaped – as also illustrated in
[31] – is clearly observable in the scattering of their maximum
eigenvector centralities and normalized maximum degrees.
Fig. 2 shows the correlation network of the metrics. Based
on the correlation network, we aim to select a non-redundant
subset of metrics with high descriptive ability. We select the
metrics such that the resulting set is a maximal independent set
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Fig. 1. Scattering of the graph measurements of the real networks.
Fig. 2. The correlation network of structural metrics. Two nodes are
connected if the domain-averaged absolute Spearman’s rank correlation of
the corresponding metrics is above 0.65. The exact values of the correlations
are written on the edges. The blue nodes form the set of selected metrics, the
black nodes and their neighbors are excluded in the selection procedure.
in the network that is obtained from the correlation network
(Fig. 2) by excluding the nodes that are strongly correlated
with the number of nodes and edges. We believe that size
(and the metrics that are highly correlated with it) should
not influence the similarity of two networks, i.e. just because
two networks have the same number of nodes it does not
mean that they are similar, hence we aim to have a set of
size-independent metrics. Our selection of metrics is listed in
Table II.
TABLE II
THE SELECTED STRUCTURAL METRICS AND THE NOMINAL VARIABLES
INDICATING THE ORIGIN OF THE NETWORKS.
Name Description
assortativity Assortativity coefficient
avg clust Average local clustering coefficient
avg deg Average degree
p diam log Pseudo diameter divided by the
logarithm of the size
idp’s (1,3,4) Interval degree probabilities
max deg n Maximum degree divided by the size
domain Domain of the real networks:
friendship, communication, collaboration
category Indicates whether the graph is real or model generated,
together with the type of the model:
real (original), 2K, CBA (clustering Baraba´si–Albert),
FF (forest-fire), SBM (stochastic block model)
From the domain-specific correlation heatmaps (due to their
large size only available in the supplementary material [19])
we can conclude that the correlation profiles vary across
domains. However, there are some universal relations that can
be observed in Fig. 2. For example, the maximum centrality
related measures are highly correlated, the interval degree
probabilities are also connected, while it is surprising that
the normalized average path length and diameter are not so
correlated.
IV. MEASUREMENT-CALIBRATED SYNTHETIC NETWORKS
In this section, we study how realistically we can synthesize
social networks, particularly we aim to identify the character-
istics of real social networks that the four selected network
models can or cannot capture. Note that in [12] we have
shown that the network models are stable enough to perform
measurement-based calibration with respect to a given target
social network as formulated in (1).
Our two-stage approach can be summarized as follows:
first, we fit each model to each real network and generate
a synthetic graph with the calibrated parameters, i.e. each
real network has four model-generated counterparts. Secondly,
after we calculated the graph metrics detailed in Table II of
the newly generated graphs, we compare the synthetic and real
networks through their graph metrics.
In order to compare how realistic the models are and how
modelable the domains are, we calculated the mean Canberra
distance between the numeric attributes of the original and the
model-generated graphs for each domain separately. Note that
in this case we also take into consideration the size of the
original and the generated networks, since in contrast to the
other applied models, the SBM does not necessarily generate
connected graphs, hence we extracted the largest connected
component, which may be smaller than the target real network.
The results of the domain-averaged Canberra distances are
shown in Fig. 5. It can be seen that on every domain the
SBM and 2K model efficiently capture the structural properties
of real networks. Furthermore, on average, communication
networks are the easiest and friendship networks are the most
difficult to mimic, however, the lowest accuracy of the two best
performing models were achieved on collaboration networks.
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Fig. 3. The structural properties of real networks that the models cannot capture efficiently.
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Fig. 4. The structural properties of real networks that models can capture accurately. Different sized dots are used only to be able to see the overlaps more
clearly.
It is also important to mention that independently of the
domains, SBM and 2K model generate similar graphs, which
is also clearly visualized in Fig. 3 and Fig. 4. Moreover, from
Fig. 3 we can also conclude that none of the models can cap-
ture the relationship of the average clustering coefficient and
normalized diameter. While the forest-fire model approximated
the values of these two metrics the most accurately, it failed
to capture other pair-wise connections such as the maximum
degree and the average degree. It is important to note, that in
general, models could mimic the structural properties of real
networks, especially SBM and 2K model as it can be seen in
Fig. 4. What is more, these two models can capture the exact
values of degree distribution related metrics by their generation
mechanisms, thus the dots corresponding to the original, 2K,
and SBM graphs overlap each other.
V. CONCLUSION
In this paper, we studied 120 large social networks and
their measurement-calibrated model-generated counterparts to
identify the structural properties that discriminate either the
subdomains of social networks or the synthetic graphs from
real networks. We illustrated what topological properties of
real social networks the models can or cannot capture, and
we found that models - except for the forest-fire - unable
to generate graphs with a relatively high diameter and high
clustering coefficient simultaneously. However, overall the
2K and the degree corrected stochastic block models can
efficiently mimic the social networks.
A natural extension of this work is to compare the descrip-
tive ability of graph measurements to state-of-the-art graph
embedding methods such as Graph2Vec [32].
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