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IRREDUCIBLE FINITE-DIMENSIONAL REPRESENTATIONS
OF EQUIVARIANT MAP ALGEBRAS
ERHARD NEHER, ALISTAIR SAVAGE, AND PRASAD SENESI
Abstract. Suppose a finite group acts on a schemeX and a finite-dimensional
Lie algebra g. The corresponding equivariant map algebra is the Lie algebra
M of equivariant regular maps from X to g. We classify the irreducible finite-
dimensional representations of these algebras. In particular, we show that
all such representations are tensor products of evaluation representations and
one-dimensional representations, and we establish conditions ensuring that
they are all evaluation representations. For example, this is always the case if
M is perfect.
Our results can be applied to multiloop algebras, current algebras, the
Onsager algebra, and the tetrahedron algebra. Doing so, we easily recover the
known classifications of irreducible finite-dimensional representations of these
algebras. Moreover, we obtain previously unknown classifications of irreducible
finite-dimensional representations of other types of equivariant map algebras,
such as the generalized Onsager algebra.
Introduction
When studying the category of representations of a (possibly infinite-dimensional)
Lie algebra, the irreducible finite-dimensional representations often play an impor-
tant role. Let X be a scheme and let g be a finite-dimensional Lie algebra, both
defined over an algebraically closed field k of characteristic zero and both equipped
with the action of a finite group Γ by automorphisms. The equivariant map algebra
M =M(X, g)Γ is the Lie algebra of regular maps X → g which are equivariant with
respect to the action of Γ. Denoting by A the coordinate ring of X , an equivariant
map algebra can also be realized as the fixed point Lie algebra M = (g⊗A)Γ with
respect to the diagonal action of Γ on g ⊗ A. The purpose of the current paper is
to classify the irreducible finite-dimensional representations of such algebras.
One important class of examples of equivariant map algebras are the (twisted)
loop algebras which play a crucial role in the theory of affine Lie algebras. The de-
scription of the irreducible finite-dimensional representations of loop algebras goes
back to the work of Chari and Pressley [Cha86], [CP86], [CP98]. Their work has
had a long-lasting impact. Generalizations and more precise descriptions of their
work have appeared in many papers, for example in Batra [Bat04], Chari-Fourier-
Khandai [CFK], Chari-Fourier-Senesi [CFS08], Chari-Moura [CM04], Feigin-Loktev
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[FL04], Lau [Lau], Li [Li04], and Rao [Rao93, Rao01]. Other examples of equivari-
ant map algebras whose irreducible finite-dimensional representations have been
classified are the Onsager algebra [DR00] and the tetrahedron algebra (or three-
point sl2 loop algebra) [Har07]. In all these papers it was proven, sometimes using
complicated combinatorial or algebraic arguments and sometimes without explic-
itly stating so, that all irreducible finite-dimensional representations are evaluation
representations.
In the current paper, we provide a complete classification of the irreducible finite-
dimensional representations of an arbitrary equivariant map algebra. This class of
Lie algebras includes all the aforementioned examples, and we obtain classifica-
tion results in these cases with greatly simplified proofs. However, the class of Lie
algebras covered by the results of this paper is infinitely larger than this set of ex-
amples. To demonstrate this, we work out some previously unknown classifications
of the irreducible finite-dimensional representations of other Lie algebras such as
the generalized Onsager algebra.
If M = M(X, g)Γ is an equivariant map algebra, α ∈ M, and x is a k-rational
point of X , the image α(x) is not an arbitrary element of g, but rather an element
of gx = {u ∈ g : g · u = u for all g ∈ Γx} where Γx = {g ∈ Γ : g · x = x}. For
a finite subset x of k-rational points of X and finite-dimensional representations
ρx : g
x → Endk Vx, x ∈ x, we define the associated evaluation representation as the
composition
M
evx−→⊕x∈x gx ⊗x∈xρx−−−−−→ Endk(⊗x∈x Vx),
where evx : α 7→ (α(x))x∈x is evaluation at x. Our definition is slightly more gen-
eral than the classical definition of evaluation representations, which require the
Vx to be representations of g instead of g
x. We believe our definition to be more
natural, and it leads to a simplification of the classification of irreducible finite-
dimensional representations in certain cases. For instance, the Onsager algebra is
an equivariant map algebra where X = Spec k[t±1], g = sl2(k), and Γ = {1, σ},
with σ acting on X by σ · x = x−1 and on g by the Chevalley involution. For
the fixed points x = ±1 ∈ X , the subalgebras gx are one-dimensional, in fact Car-
tan subalgebras, while gx = g for x 6= ±1. In the classification of the irreducible
finite-dimensional representations of the Onsager algebra given in [DR00], not all
irreducible finite-dimensional representations are evaluation representations since
the more restrictive definition is used. Instead, a discussion of type is needed to
reduce all irreducible finite-dimensional representations (via an automorphism of
the enveloping algebra) to evaluation representations. However, under the more
general definition of evaluation representation given in the current paper, all ir-
reducible finite-dimensional representations of the Onsager algebra are evaluation
representations and no discussion of type is needed. Additionally, contrary to what
has been imposed before (for example in the multiloop case), we allow the represen-
tations ρx to be non-faithful. This will provide us with greater flexibility. Finally,
we note that we use the term evaluation representation even when we evaluate at
more than one point (i.e. when |x| > 1). Such representations are often called
tensor products of evaluation representations in the literature, where evaluation
representations are at a single point.
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By the above, the main question becomes: When does an irreducible finite-
dimensional representation of M factor through an evaluation map evx? Surpris-
ingly, the answer is not always. In particular, the Lie algebra may have one-
dimensional representations that are not evaluation representations. Any one-
dimensional representation corresponds to a linear form λ ∈ M∗ vanishing on
[M,M]. In some cases, all such linear forms are evaluation representations, but
in other cases this is not true. Our main result (Theorem 5.5) is that any irre-
ducible finite-dimensional representation of M is a tensor product of an evaluation
representation and a one-dimensional representation.
Obviously, if M = [M,M] is perfect, then our theorem implies that every ir-
reducible finite-dimensional representation of M is an evaluation representation.
For example, this is so in the case of a multiloop algebra which is an equivari-
ant map algebra M = M(X, g)Γ for X = Spec k[t±11 , . . . , t
±1
n ], g simple, and
Γ = Z/(m1Z) × · · · × Z/(mnZ) with the i-th factor of Γ acting on the i-th co-
ordinate of X by a primitive mi-th root of unity. Note that in this case Γ acts
freely on X and therefore all gx = g. But perfectness of M is by no means nec-
essary for all irreducible finite-dimensional representations to be evaluation repre-
sentations. In fact, in Section 5 we provide an easy criterion for this to be the
case, which in particular can be applied to the Onsager algebra to see that all
irreducible finite-dimensional representations are evaluation representations in the
more general sense. On the other hand, we also provide conditions under which not
all irreducible finite-dimensional representations of an equivariant map algebra are
evaluation representations (see Proposition 5.19).
An important feature of our classification is the fact that isomorphism classes
of evaluation representations are parameterized in a natural and uniform fashion.
Specifically, for a rational point x ∈ Xrat, let Rx be the set of isomorphism classes
of irreducible finite-dimensional representations of gx and set RX =
⊔
x∈Xrat
Rx.
Then there is a canonical Γ-action on RX , and isomorphism classes of evalua-
tion representations are naturally enumerated by finitely-supported Γ-equivariant
functions Ψ : Xrat → RX such that Ψ(x) ∈ Rx. Thus we see that evaluation
representations “live on orbits”. This point of view gives a natural geometric ex-
planation for the somewhat technical algebraic conditions that appear in previous
classifications (such as for the multiloop algebras).
We shortly describe the contents of the paper. After a review of some results in
the representation theory of Lie algebras in Section 1, we introduce map algebras
(Γ = {1}) and equivariant map algebras (arbitrary Γ) in Sections 2 and 3 and
discuss old and new examples. We introduce the formalism of evaluation represen-
tations in Section 4 and classify the irreducible finite-dimensional representations of
equivariant map algebras in Section 5. We show that in general not all irreducible
finite-dimensional representations are evaluation representations, and we derive a
sufficient criterion for this to nevertheless be the case, as well as a necessary con-
dition. Finally, in Section 6 we apply our general theorem to some specific cases
of equivariant map algebras, recovering previous results as well as obtaining new
ones.
Notation. Throughout this paper, k is an algebraically closed field of characteristic
zero. For schemes, we use the terminology of [EH00]. In particular, an affine scheme
X is the (prime) spectrum of a commutative associative k-algebra A. Note that
we do not assume that A is finitely generated in general. We say that X is an
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affine variety if A is finitely generated and reduced, in which case we identify X
with the maximal spectrum of A. For an arbitrary scheme X , we set A = OX(X),
except when the possibility of confusion exists (for instance, when more than one
scheme is being considered), in which case we use the notation AX . We let Xrat
denote the set of k-rational points of X . Recall ([EH00, p. 45]) that x ∈ X is a
k-rational point of X if its residue field is k. The symbol g will always denote a
finite-dimensional Lie algebra (but see Remark 5.3). All tensor products will be
over k, unless indicated otherwise. If a group Γ acts on a vector space V we denote
by V Γ = {v ∈ V : g · v = v for all g ∈ Γ} the subspace of fixed points.
1. Review of some results on representations of Lie algebras
For easier reference we review some mostly known results about representations
of Lie algebras. Let L be a Lie algebra, not necessarily of finite dimension. The
first items concern representations of the Lie algebra
L = L1 ⊕ · · · ⊕ Ln,
where L1, . . . , Ln are ideals of L. Recall that if Vi, i = 1, . . . , n, are Li-modules,
then V1 ⊗ · · · ⊗ Vn is an L-module with action
(u1, . . . , un) · (v1 ⊗ · · · ⊗ vn) =
n∑
i=1
(v1 ⊗ · · · ⊗ vi−1 ⊗ ui · vi ⊗ vi+1 ⊗ · · · ⊗ vn).
We will always use this L-module structure on V = V1⊗· · ·⊗Vn. It will sometimes
be useful to denote this representation by ρ1 ⊗ · · · ⊗ ρn, where ρi : Li → Endk(Vi)
are the individual representations. We call an irreducible L-module V absolutely
irreducible if EndL(V ) = k Id. By Schur’s Lemma, an irreducible L-module of
countable dimension is absolutely irreducible.
We collect in the following proposition various well-known facts that we will need
in the current paper.
Proposition 1.1.
(1) Let Vi, 1 ≤ i ≤ n, be non-zero Li-modules and let V = V1 ⊗ · · · ⊗Vn. Then
V is completely reducible (respectively absolutely irreducible) if and only if
all Vi are completely reducible (respectively absolutely irreducible). For a
proof, see for example [Bou58, §7.4, Theorem 2] and use the fact that the
universal enveloping algebra of L is U(L) = U(L1) ⊗ · · · ⊗ U(Ln), or see
[Li04, Lemma 2.7].
(2) Let n = 2; thus L = L1⊕L2, and let V be an irreducible L-module. Suppose
that V , considered as an L1-module, contains an absolutely irreducible L1-
submodule V1. Then there exists an irreducible L2-module V2 such that
V ∼= V1⊗V2. The isomorphism classes of V1 and V2 are uniquely determined
by V . For a proof in the case dimk V < ∞ see, for example, [Bou58, §7.7,
Proposition 8] and observe that irreducibility of V2 follows from (1). For a
proof in general see [Li04, Lemma 2.7].
(3) Suppose L2, . . . , Ln are finite-dimensional semisimple Lie algebras (note
that there are no assumptions on L1) and let V be an irreducible finite-
dimensional L-module. Then there exist irreducible finite-dimensional Li-
modules Vi, 1 ≤ i ≤ n, such that V ∼= V1 ⊗ · · · ⊗ Vn. The isomorphism
classes of the Li-modules Vi are uniquely determined by V . This follows
from (2) by induction.
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(4) Let L be a finite-dimensional Lie algebra over k. Then:
(a) L has a finite-dimensional faithful completely reducible representation
if and only if L is reductive ([Bou71, §6.4, Proposition 5]).
(b) L has a finite-dimensional faithful irreducible representation if and
only if L is reductive and its center is at most one-dimensional ([Bou71,
§6, Exercise 20]).
(5) We denote by L∗ = Homk(L, k) the dual space of L and identify (L/[L,L])
∗ =
{λ ∈ L∗ : λ([L,L]) = 0}. Any λ ∈ (L/[L,L])∗ is a one-dimensional, hence
irreducible, representation of the Lie algebra L, and every one-dimensional
representation of L is of this form. Two linear forms λ, µ ∈ (L/[L,L])∗ are
isomorphic as representations if and only if λ = µ. The proof of these facts
is immediate.
We combine some of these facts in the following lemma.
Lemma 1.2. Let L be a (possibly infinite-dimensional) Lie algebra and let ρ :
L→ Endk(V ) be an irreducible finite-dimensional representation. Then there exist
unique irreducible finite-dimensional representations ρi : L → Endk(Vi), i = 1, 2,
such that ρ = ρ1 ⊗ ρ2 and
(1) ρ1 = λ for a unique λ ∈ (L/[L,L])∗ as in Proposition 1.1(5) (hence V = V2
as k-vector spaces) and
(2) L/Kerρ2 is finite-dimensional semisimple.
Proof. The representation ρ factors as
L
π
&& &&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
ρ // Endk(V )
L¯
+

ρ
88qqqqqqqqqqqq
where L¯ = L/Kerρ, π is the canonical epimorphism and ρ¯ is a faithful represen-
tation of L¯, whence L¯ is finite-dimensional. By Proposition 1.1(4), L¯ is reductive.
If L¯ is semisimple, let λ = 0 and ρ = ρ2. Otherwise, by Proposition 1.1(4) again,
L¯ has a one-dimensional center L¯z. Let L¯s = [L¯, L¯] be the semisimple part of L¯.
Since [ρ¯(L¯z), ρ¯(L¯s)] = 0, it follows that ρ¯|L¯s is irreducible. By Burnside’s Theo-
rem (see for example [Jac89, Chapter 4.3]) the associative subalgebra of Endk(V )
generated by ρ¯(L¯s) is therefore equal to Endk(V ). Consequently, ρ¯(L¯z) ⊆ k IdV .
Because ρ¯ is faithful, we actually have ρ¯(L¯z) = k IdV . We identify k IdV ≡ k and
then define ρ1(x) = ρ¯(x¯z), where x¯z is the L¯z-component of x¯ = π(x) ∈ L¯. By
Proposition 1.1(5), ρ1 = λ for a unique 0 6= λ ∈ (L/[L,L])∗. Finally, we define
ρ2 : L→ Endk(V ) by ρ2(x) = ρ¯(x¯s) where x¯s is the L¯s-component of x¯. Since ρ¯|L¯s
is faithful, it follows that Ker ρ2 = π
−1(L¯z), whence L/Kerρ2 ∼= L¯s is semisimple.
This proves existence of the decomposition. Uniqueness follows from the construc-
tion above. 
2. Map algebras
In this and the next section we define our main object of study – the Lie algebra
of (equivariant) maps from a scheme to another Lie algebra – and discuss several
examples. We remind the reader that X is a scheme defined over k and g is
a finite-dimensional Lie algebra over k. Then g is naturally equipped with the
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structure of an affine algebraic scheme, namely the affine n-space, where n = dim g.
Addition and multiplication on g give rise to morphisms of schemes g ×k g → g,
and multiplication by a fixed scalar yields a morphism of schemes g→ g.
Definition 2.1 (Map algebras). We denote by M(X, g) the Lie algebra of regular
functions on X with values in g (equivalently, the set of morphisms of schemes
X → g), called the untwisted map algebra or the Lie algebra of currents ([FL04]).
The multiplication in M(X, g) is defined pointwise. That is, for α, β ∈ M(X, g),
we define [α, β] ∈M(X, g) to be the composition
X
(α,β)−−−→ g×k g [·,·]−−→ g.
The addition and scalar multiplication are defined similarly.
Lemma 2.2. There is an isomorphism
M(X, g) ∼= g⊗A
of Lie algebras over A and hence also over k. The product on g ⊗ A is given by
[u⊗ f, v ⊗ g] = [u, v]⊗ fg for u, v ∈ g and f, g ∈ A.
Because of Lemma 2.2, whose proof is routine, we will sometimes identifyM(X, g)
and g⊗A in what follows.
Remark 2.3. If φ : X → Y is a morphism of schemes, then φ∗ : M(Y, g) →
M(X, g) given by φ∗(α) = α ◦ φ is a Lie algebra homomorphism. For example, if
ι : X →֒ Y is an inclusion of schemes, then ι∗ :M(Y, g)→M(X, g) is the restriction
φ∗ : α 7→ α|X . The assignments X 7→ M(X, g), φ 7→ φ∗ are easily seen to define a
contravariant functor from the category of schemes to the category of Lie algebras.
Analogously, for fixed X , the assignment g 7→M(X, g) is a covariant functor from
the category of finite-dimensional Lie algebras to the category of Lie algebras.
Example 2.4 (Current algebras). Let X be the n-dimensional affine space. Then
A ∼= k[t1, . . . , tn] is a polynomial algebra in n variables and M(X, g) ∼= g ⊗
k[t1, . . . , tn] is the so-called current algebra.
Example 2.5 (Untwisted multiloop algebras). Let X = SpecA, where A =
k[t±11 , . . . , t
±1
n ] is the k-algebra of Laurent polynomials in n variables. ThenM(X, g)
∼=
g⊗ k[t±11 , . . . , t±nn ] is an untwisted multiloop algebra. In the case n = 1, it is usually
called the untwisted loop algebra of g.
Example 2.6 (Tetrahedron Lie algebra). If X is the variety k \ {0, 1}, then A ∼=
k[t, t−1, (t−1)−1] andM(X, sl2) ∼= sl2⊗k[t, t−1, (t−1)−1] is the three point sl2 loop
algebra. Removing any two distinct points of k results in an algebra isomorphic to
M(X, sl2), and so there is no loss in generality in assuming the points are 0 and 1.
It was shown in [HT07] that M(X, sl2) is isomorphic to the tetrahedron Lie algebra
and to a direct sum of three copies of the Onsager algebra (see Example 3.9). We
refer the reader to [HT07] and the references cited therein for further details.
3. Equivariant map algebras
Recall that we assume g is a finite-dimensional Lie algebra. We denote the group
of Lie algebra automorphisms of g by Autk g. Any Lie algebra automorphism of g,
being a linear map, can also be viewed as an automorphism of g considered as a
scheme. An action of a group Γ on g and on a scheme X will always be assumed
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to be by Lie algebra automorphisms of g and scheme automorphisms of X . Recall
that there is an induced Γ-action on A given by
g · f = fg−1, f ∈ A, g ∈ Γ,
where on the right hand side we view g−1 as the corresponding automorphism of
X .
Definition 3.1 (Equivariant map algebras). Let Γ be a group acting on a schemeX
and a Lie algebra g by automorphisms. Then Γ acts onM(X, g) by automorphisms:
g · α = gαg−1, α ∈M(X, g), g ∈ Γ,(3.1)
where on the right hand side g and g−1 are viewed as automorphisms of g and X ,
respectively. We define M(X, g)Γ to be the set of fixed points under this action.
That is,
M(X, g)Γ = {α ∈M(X, g) : αg = gα ∀ g ∈ Γ}
is the subalgebra of M(X, g) consisting of Γ-equivariant maps from X to g. We call
M(X, g)Γ an equivariant map algebra.
Example 3.2 (Discrete spaces). Suppose X is a discrete (hence finite) variety.
Let X ′ be a subset of X obtained by choosing one element from each Γ-orbit of X .
Then
M(X, g)Γ ∼=
∏
x∈X′
gΓx , α 7→ (α(x))x∈X′ , α ∈M(X, g)Γ,
is an isomorphism of Lie algebras, where Γx = {g ∈ Γ : g · x = x} is the stabilizer
subgroup of x.
Lemma 3.3. Let Γ be a group acting on a scheme X and a Lie algebra g. Suppose
τ1 ∈ Autk g and τ2 ∈ AutX. Then we can define a second action of Γ on g and X
by declaring g ∈ Γ to act by τ1gτ−11 on g and by τ2gτ−12 on X. Let M and M′ be
the equivariant map algebras with respect to these two actions. That is,
M = {α ∈M(X, g) : αg = gα ∀ g ∈ Γ},
M′ = {β ∈M(X, g) : βτ2gτ−12 = τ1gτ−11 β ∀ g ∈ Γ}.
Then M ∼= M′ as Lie algebras.
Proof. One easily checks that α 7→ τ1 ◦ α ◦ τ−12 intertwines the two Γ-actions and
thus yields the desired automorphism. 
The group Γ acts naturally on g⊗A by extending the map g·(u⊗f) = (g·u)⊗(g·f)
by linearity. Define
(g⊗A)Γ := {α ∈ g⊗A : g · α = α ∀ g ∈ Γ}
to be the subalgebra of g⊗ A consisting of elements fixed by Γ. The proof of the
following lemma is immediate.
Lemma 3.4. Let Γ be a group acting on a scheme X and a Lie algebra g. Then
the isomorphism M(X, g) ∼= g ⊗ A of Lemma 2.2 is Γ-equivariant. In particular,
under this isomorphism (g⊗A)Γ corresponds to M(X, g)Γ.
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Remark 3.5. Let V = SpecA, an affine scheme but not necessarily an affine
variety. By assumption, Γ acts on X , hence on A. Thus Γ acts on V by [EH00,
I-40]. Since AV = AX = A, we have M(X, g)
Γ ∼= (g⊗A)Γ ∼= M(V, g)Γ. Therefore,
we lose no generality in assuming that X is an affine scheme, and we will often do
so in the sequel.
Lemma 3.6. If Γ acts trivially on g, then M(X, g)Γ ∼= M(Spec(AΓ), g), and hence
M(X, g)Γ is isomorphic to an (untwisted) map algebra.
Proof. The proof is straightforward. 
Let Γ be a finite group. Recall that any Γ-module B decomposes uniquely as a
direct sum B = BΓ ⊕BΓ of the two Γ-submodules BΓ and BΓ = Span{g ·m−m :
g ∈ Γ,m ∈ B}. We let ♯ : B → BΓ be the canonical Γ-module epimorphism, given
by m 7→ m♯ = 1|Γ|
∑
g∈Γ g · m. If B is a (possibly nonassociative) algebra and Γ
acts by automorphisms, then
(3.2) [BΓ, BΓ] ⊆ BΓ, [BΓ, BΓ] ⊆ BΓ, [m0,m♯] = [m0,m]♯,
form0 ∈ BΓ andm ∈ B. Since g⊗A = (gΓ⊗AΓ)⊕(gΓ⊗AΓ)⊕(gΓ⊗AΓ)⊕(gΓ⊗AΓ),
we get
M = (gΓ ⊗AΓ)⊕ (gΓ ⊗AΓ)Γ
and
[gΓ ⊗AΓ, gΓ ⊗AΓ] ⊆ gΓ ⊗AΓ, [gΓ ⊗AΓ, (gΓ ⊗AΓ)Γ] ⊆ (gΓ ⊗AΓ)Γ.
Lemma 3.7. We suppose that Γ is a finite group and use the notation above. Then
we have:
(1) If [gΓ, gΓ] = gΓ, then
[gΓ, gΓ]⊗AΓ ⊆ [M,M] = ([M,M] ∩ (gΓ ⊗AΓ))⊕ (gΓ ⊗AΓ)Γ.
In particular, if [gΓ, g] = g, then M is perfect.
(2) If g is simple, gΓ 6= {0} is perfect and the representation of gΓ on gΓ does
not have a trivial non-zero subrepresentation, then g = [gΓ, g], and hence
M is perfect.
Proof.
(1) The inclusion [gΓ, gΓ] ⊗ AΓ ⊆ [M,M] is obvious since gΓ ⊗ 1 ⊆ M. For
u0 ∈ gΓ and v ∈ gΓ we have, using (3.2), ([u0, v]⊗ f)♯ = [u0⊗ 1, (v⊗ f)♯] ∈
[M,M], whence (gΓ ⊗ AΓ)Γ = (gΓ ⊗ AΓ)♯ ⊆ [M,M] by linearity of ♯. The
same argument also shows that [gΓ, g] = g implies that M is perfect.
(2) Since gΓ is reductive by [Bou75, VII, §1.5, Proposition 14] and perfect
by assumption, gΓ is semisimple. Thus the representation of gΓ on gΓ is
a direct sum of irreducible representations. If U ⊆ gΓ is an irreducible
gΓ-submodule then [gΓ, U ] ⊆ U is a submodule, which is non-zero by as-
sumption on (ad gΓ)|gΓ . Hence [gΓ, U ] = U and thus [gΓ, gΓ] = gΓ. Then
g = [gΓ, gΓ]⊕ [gΓ, gΓ] = [gΓ, g] follows, so that we can apply (1).

Example 3.8 (Γ abelian). Since the groups in several of the examples discussed
later will be abelian, it is convenient to discuss the case of an arbitrary abelian
group. We assume that the action of Γ on g and on A is diagonalizable – a condition
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which is always fulfilled if Γ is finite. Hence, denoting by Ξ = Ξ(Γ) the character
group of Γ, the action of Γ on g induces a Ξ-grading of g, i.e.,
g =
⊕
ξ∈Ξ gξ, [gξ, gζ ] ⊆ gξ+ζ ,
where gξ = {u ∈ g : g · u = ξ(g)u for all g ∈ Γ} and ξ, ζ ∈ Ξ. Thus g0 = gΓ and⊕
06=ξ gξ = gΓ in the notation above. We have a similar decomposition for A. The
fixed point subalgebra of the diagonal action of Γ on g⊗A is therefore
(g⊗A)Γ =⊕ξ∈Ξ gξ ⊗A−ξ,
where−ξ corresponds to the representation dual to ξ. The assumption [gΓ, gΓ] = gΓ
means [g0, gξ] = gξ for all 0 6= ξ, and if this is fulfilled we have
[M,M] =

∑
ξ
[gξ, g−ξ]⊗AξA−ξ

 ⊕⊕
06=ξ
gξ ⊗A−ξ
As a special case, let Γ = {1, σ} be a group of order 2. Then g = g0 ⊕ g1 is
a Z2-grading where gs = {u ∈ g : σ · u = (−1)su} for s = 0, 1 ∈ Z2. Thus
M = (g ⊗ A)Γ = (g0 ⊗ A0) ⊕ (g1 ⊗ A1), where A = A0 ⊕ A1 is the Z2-grading of
A induced by σ. Hence
[M, M] = ([g0, g0]⊗A0 + [g1, g1]⊗A21) ⊕ ([g0, g1]⊗A1).
In particular, if g is simple and σ 6= Id, then
g = [g, g] = ([g0, g0] + [g1, g1])⊕ ([g0, g1]).
This implies [g0, g1] = g1. Also, since g1 + [g1, g1] is the ideal generated by g1,
which must be all of g, we have [g1, g1] = g0. Thus
(3.3) [M, M] = ([g0, g0]⊗A0 + g0 ⊗A21) ⊕ (g1 ⊗A1) (|Γ| = 2, g simple).
Therefore, in this case M is perfect as soon as g0 is perfect, i.e., semisimple, or
A0 = A
2
1, i.e., A = A0 ⊕A1 is a strong Z2-grading.
Example 3.9 (Generalized Onsager algebra). Let X = k× = Spec k[t, t−1], g be
a simple Lie algebra, and Γ = {1, σ} be a group of order 2. We choose a set of
Chevalley generators {ei, fi, hi} for g and let Γ act on g by the standard Chevalley
involution, i.e.,
σ(ei) = −fi, σ(fi) = −ei, σ(hi) = −hi.
Let Γ act on k[t, t−1] by σ · t = t−1, inducing an action of Γ on X . We define the
generalized Onsager algebra O(g) to be the equivariant map algebra associated to
these data:
O(g) := M(k×, g)Γ ∼= (g⊗ k[t, t−1])Γ.
These algebras have been considered by G. Benkart and M. Lau. The action of σ
on g interchanges the positive and negative root spaces, and thus the dimension of
the fixed point subalgebra gΓ is equal to the number of positive roots. This fact,
together with the classification of automorphisms of order two (see, for example,
[Hel01, Chapter X, §5, Tables II and III]) determines g0 = gΓ as follows:
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Type of g (Type of) g0
An son+1
Bn (n ≥ 2) son ⊕ son+1
Cn (n ≥ 2) gln = k ⊕ sln
Dn (n ≥ 4) son ⊕ son
E6 C4
E7 A7
E8 D8
F4 C3 ⊕A1
G2 A1 ⊕A1
Since so2 is one-dimensional, we see that g
Γ is semisimple in all cases, except g = sl2
(type A1), g = so5 (type B2) and g = spn (type Cn). Hence, using (3.3), we have
(3.4) [O(g), O(g)] =


(g0 ⊗A21)⊕ (g1 ⊗A1) if g = sl2,
(so3 ⊗A0 + g0 ⊗A21)⊕ (g1 ⊗A1) if g = so5,
(sln ⊗A0 + g0 ⊗A21)⊕ (g1 ⊗A1) if g = spn, and
O(g) otherwise.
Therefore
(3.5) O(g)/[O(g), O(g)] ∼=
{
A0/A
2
1 if g = sl2, so5, or spn, and
0 otherwise.
Example 3.10. One can consider the following situation, which is even more
general than Example 3.9. Namely, we consider the same setup except that we
allow σ to act by an arbitrary involution of g. Again, by the classification of
automorphisms of order two, it is known that g0 is either semisimple or has a
one-dimensional center. Thus we have
(3.6) M/[M, M] ∼=
{
0 if g0 is semisimple, and
A0/A
2
1 otherwise.
Remark 3.11. For k = C it was shown in [Roa91] that O(sl2) is isomorphic to
the usual Onsager algebra. This algebra was a key ingredient in Onsager’s original
solution of the 2D Ising model. The algebra O(sln), k = C, was introduced in
[UI96], although the definition given there differs slightly from the one given in
Example 3.9. For g = sln, the Chevalley involution of Example 3.9 is given by
σ · u = −ut, while the involution used in [UI96] is given by Eij 7→ (−1)i+j+1Eji,
where Eij is the standard elementary matrix with the (i, j) entry equal to one
and all other entries equal to zero. This involution is equal to τ1στ
−1
1 , where
τ1(u) = DuD
−1 for D = diag(
√−1,+1,√−1, . . . ). Furthermore, the involution of
X considered in [UI96] is x 7→ (−1)nx−1, which is equal to σ if n is even and to
τ2στ
−1
2 , where τ2 · x =
√−1x, if n is odd. Therefore it follows from Lemma 3.3
that the two versions are isomorphic.
Example 3.12 (Multiloop algebras). Fix positive integers n,m1, . . . ,mn. Let
Γ = 〈g1, . . . , gn : gmii = 1, gigj = gjgi, ∀ 1 ≤ i, j ≤ n〉.
Then Ξ = Ξ(Γ) ∼= Z/m1Z × · · · × Z/mnZ ∼= Γ. Suppose Γ acts on a semisimple
g. Note that this is equivalent to specifying commuting automorphisms σi, i =
1, . . . , n, of g such that σmii = id. For i = 1, . . . , n, let ξi be a primitive mi-th
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root of unity. As in Example 3.8 we then see that g has a Ξ-grading for which the
homogenous subspace of degree k¯, k = (k1, . . . , kn) ∈ Zn, is given by
gk¯ = {u ∈ g : σi(u) = ξkii u ∀ i = 1, . . . , n}.
Let X = (k×)n and define an action of Γ on X by
gi · (z1, . . . , zn) = (z1, . . . , zi−1, ξizi, zi+1, . . . , zn).
Then
(3.7) M(g, σ1, . . . , σn,m1, . . . ,mn) := M(X, g)
Γ
is the multiloop algebra of g relative to (σ1, . . . , σn) and (m1, . . . ,mn). If all σi = Id
we recover the untwisted multiloop algebra of Example 2.5. If not all σi = Id, the
algebra M is therefore sometimes called the twisted loop algebra.
With Γ and X as above, the induced action of Γ on A = k[t±11 , . . . , t
±1
n ] is given
by
σi · f(t1, . . . , tn) = f(t1, . . . , ti−1, ξ−1i ti, ti+1, . . . , tn), f ∈ k[t±11 , . . . , t±1n ].
Hence
(3.8) M(g, σ1, . . . , σn,m1, . . . ,mn) ∼= (g⊗ k[t±11 , . . . , t±1n ])Γ ∼=
⊕
k∈Zn
gk¯ ⊗ ktk,
where tk = tk11 · · · tknn .
Loop and multiloop algebras play an important role in the theory of affine Kac-
Moody algebras [Kac90], extended affine Lie algebras, and Lie tori. The connection
between the last two classes of Lie algebras is the following: The core and the
centerless core of an extended affine Lie algebra is a Lie torus or centerless Lie torus
respectively, every Lie torus arises in this way, and there is a precise construction of
extended affine Lie algebras in terms of centerless Lie tori [Neh04]. Any centerless
Lie torus whose grading root system is not of type A can be realized as a multiloop
algebra [ABFP09].
While most classification results involving (special cases of) equivariant map al-
gebras in the literature use abelian groups, we will see that the general classification
developed in the current paper only assumes that the group Γ is finite. Therefore,
for illustrative purposes, we include here an example of an equivariant map algebra
where the group Γ is not abelian. We will see in Section 6.4 that the representation
theory of this algebra is quite interesting.
Example 3.13 (A non-abelian example). Let Γ = S3, the symmetric group on
3 objects, X = P1 \ {0, 1,∞} and g = so8, the simple Lie algebra of type D4.
The symmetry group of the Dynkin diagram of type D4 is isomorphic to S3, and
so Γ acts naturally on g by diagram automorphisms (see Remark 4.12). Now,
given points xi, yi, i = 1, 2, 3, of P
1, there is a unique Mo¨bius transformation
of P1 mapping xi to yi, i = 1, 2, 3. Thus, for any permutation σ of the points
{0, 1,∞}, there is a unique Mo¨bius transformation of P1 which induces σ on the set
{0, 1,∞}. Hence each permutation σ naturally corresponds to an automorphism of
X , which we also denote by σ. Therefore we can form the equivariant map algebra
M =M(X, g)Γ. Now, the subalgebra of g fixed by the unique order three subgroup
of Γ is the simple Lie algebra of type G2 (see [Kac90, Proposition 8.3]). One easily
checks that this subalgebra is fixed by all of Γ. Therefore gΓ is perfect. By [Kac90,
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Proposition 8.3], the representation of gΓ on gΓ is a direct sum of two 7-dimensional
irreducible representations. Thus, by Lemma 3.7, M is perfect.
4. Evaluation representations
From now on we assume that Γ is a finite group, acting on an affine scheme X
and a (finite-dimensional) Lie algebra g by automorphisms. We abbreviate M =
M(X, g)Γ.
Definition 4.1 (Restriction). Let Y be a subscheme of X . Then, as in Remark 2.3,
we have the restriction Lie algebra homomorphism
ResXY :M(X, g)
Γ →M(Y, g), ResXY (α) = α|Y , α ∈M(X, g)Γ.
If Y is a Γ-invariant subscheme, the image of ResXY is contained in M(Y, g)
Γ.
Definition 4.2 (Evaluation). Given a finite subset x ⊆ Xrat, we define the corre-
sponding evaluation map
evx :M(X, g)
Γ →⊕x∈x g, α 7→ (α(x))x∈x, α ∈M(X, g)Γ.
Definition 4.3. For a subset Z of X we define
ΓZ = {g ∈ Γ : g · z = z ∀ z ∈ Z} and gZ = gΓZ .
Obviously, ΓZ is a subgroup of Γ and g
Z is a subalgebra of g. In particular, for any
x ∈ X , we put Γx = Γ{x} and gx = g{x}.
Lemma 4.4.
(1) Let Z be a subset of Xrat. Then α(Z) ⊆ gZ for all α ∈ M(X, g)Γ. In
particular, α(x) ∈ gx for all x ∈ Xrat.
(2) Let Z be a Γ-invariant subscheme of X for which the restriction AX → AZ ,
f 7→ f |Z , is surjective. Then the restriction map ResXZ : M(X, g)Γ →
M(Z, g)Γ is also surjective.
Proof. Part (1) is immediate from the definitions. In (2), finite-dimensionality
of g implies that the restriction M(X, g) → M(Z, g) is surjective. Since Γ acts
completely reducibly onM(X, g) andM(Z, g), the restriction is then also surjective
on the subalgebras of Γ-invariants. 
Definition 4.5. We denote by Xn the set of n-element subsets x ⊆ Xrat consisting
of k-rational points and having the property that y 6∈ Γ · x for distinct x, y ∈ x.
Corollary 4.6. For x ∈ Xn the image of evx is
⊕
x∈x g
x.
Proof. Let Z =
⋃
x∈x Γ ·x. Then Z is a Γ-invariant closed subvariety. Hence AX →
AZ is surjective, and therefore Res
X
Z : M(X, g)
Γ → M(Z, g)Γ is also surjective by
Lemma 4.4. It is immediate that evx :M(Z, g)
Γ →⊕x∈x gx is surjective. 
Definition 4.7 (Evaluation representation). Fix a finite subset x ⊆ Xrat and let
ρx : g
x → Endk Vx, x ∈ x, be representations of gx on the vector spaces Vx. Then
define evx(ρx)x∈x to be the composition
M(X, g)Γ
evx−−→⊕x∈x gx ⊗x∈xρx−−−−−→ Endk(⊗x∈x Vx).
This defines a representation of M(X, g)Γ on
⊗
x∈x Vx called a (twisted) evaluation
representation.
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Remark 4.8. We note some important distinctions between Definition 4.7 and
other uses of the term evaluation representation in the literature. First of all, some
authors reserve the term evaluation representation for the case n = 1 and would
refer to the more general case as a tensor product of evaluation representations.
Furthermore, traditionally the ρx are representations of g instead of g
x and are
required to be faithful. In the case that gx = g for all x ∈ X (for instance, if Γ acts
freely on X), this of course makes no difference. However, we will see in the sequel
that the more general definition of evaluation representation given above allows for
a more uniform classification of irreducible finite-dimensional representations.
Proposition 4.9. Let x ∈ Xn, and for x ∈ x let ρx : gx → Endk Vx be an irre-
ducible finite-dimensional representation of gx. Then the evaluation representation
evx(ρx)x∈x is an irreducible finite-dimensional representation of M(X, g)
Γ.
Proof. Since evx is surjective, this follows from Proposition 1.1(1). 
Corollary 4.10. If x is in Xn (but not necessarily in Xn), g
x is semisimple for
all x ∈ x, and ρx is an arbitrary finite-dimensional representation of gx for each
x ∈ x, then the evaluation representation evx(ρx)x∈x is completely reducible.
Proof. This follows from Proposition 4.9 and complete reducibility of finite-dimensional
representations of each gx. 
By abuse of notation, we will sometimes denote a representation of g by the
underlying vector space V . Then evx V , x ∈ X , will denote the corresponding eval-
uation representation of M(X, g)Γ. Note that, with the notation of Definition 4.7,
we have
(4.1) evx(ρx)x∈x ∼=
⊗
x∈x
evx Vx.
Note that Xrat is Γ-invariant and that Xrat = X if X is an affine variety. Let
x ∈ Xrat and g ∈ Γ. Since Γg·x = gΓxg−1 we see that gg·x = g · gx. Hence if ρ is a
representation of gx, then ρ ◦ g−1 is a representation of gg·x. Let Rx denote the set
of isomorphism classes of irreducible finite-dimensional representations of gx, and
put RX =
⊔
x∈Xrat
Rx. Then Γ acts on RX by
Γ×RX →RX , (g, [ρ]) 7→ g · [ρ] := [ρ ◦ g−1] ∈ Rg·x,
where [ρ] ∈ Rx denotes the isomorphism class of a representation ρ of gx.
Definition 4.11. Let E denote the set of finitely supported Γ-equivariant functions
Ψ : Xrat →RX such that Ψ(x) ∈ Rx. Here the support suppΨ of Ψ ∈ E is the set
of all x ∈ Xrat for which Ψ(x) 6= 0, where 0 denotes the isomorphism class of the
trivial representation.
For isomorphic representations ρ and ρ′ of gx, the evaluation representations
evx ρ and evx ρ
′ are isomorphic. Therefore, for [ρ] ∈ Rx, we can define evx[ρ] to
be the isomorphism class of evx ρ, and this is independent of the representative ρ.
Similarly, for a finite subset x ⊆ Xrat and representations ρx of gx for x ∈ x, we
define evx([ρx])x∈x to be the isomorphism class of evx(ρx)x∈x.
Remark 4.12. Suppose g is a semisimple Lie algebra. In the case that Γ is cyclic
and acts on g by admissible diagram automorphisms (no edge joins two vertices in
the same orbit), there exists a simple description of E which can be seen as follows.
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Let I be the set of vertices of the Dynkin diagram of g. An action of Γ on this
Dynkin diagram gives rise to an action of Γ on g via
g · hi = hg·i, g · ei = eg·i, g · fi = fg·i, g ∈ Γ,
where {hi, ei, fi}i∈I is a set of Chevalley generators of g. We then have a natural
action of Γ on the weight lattice P of g given by
g · ωi = ωg·i, g ∈ Γ,
where {ωi}i∈I is the set of fundamental weights of g. Now, isomorphism classes
of irreducible finite-dimensional representations of g are naturally enumerated by
the set of dominant weights P+ by associating to λ ∈ P+ the isomorphism class
of the irreducible highest weight representation of highest weight λ. Let E˜ denote
the set of Γ-equivariant functions Xrat → P+ with finite support. It follows that
for Ψ ∈ E˜ and x ∈ Xrat we have Ψ(x) ∈ (P+)Γx , where (P+)Γx denotes the set of
Γx-invariant elements of P
+. There is a canonical bijection between (P+)Γx and
the positive weight lattice of gx (see [Lus93, Proposition 14.1.2]), and so we can
associate to Ψ(x) the isomorphism class of the corresponding representation of gx.
Thus, we have a natural bijection between E˜ and E . Therefore, in the case that
Γ acts on g by admissible diagram automorphisms, the evaluation representations
are naturally enumerated by Γ-equivariant maps from Xrat to the positive weight
lattice P+ of g. In the case that Γ acts freely on X , we can drop the assumption
that the diagram automorphisms be admissible.
Lemma 4.13. Suppose Ψ ∈ E and x ∈ suppΨ. Then for all g ∈ Γ,
evxΨ(x) = evg·x (g ·Ψ(x)) = evg·xΨ(g · x).
Proof. For any g ∈ Γ and representation ρ of gx, the following diagram commutes:
gx
g

ρ
##❍
❍❍
❍❍
❍❍
❍❍
M(X, g)Γ
evx
::tttttttttt
evg·x
$$❏
❏❏
❏❏
❏❏
❏❏
Endk V
gg·x
ρ◦g−1
;;✈✈✈✈✈✈✈✈✈
Thus, evx ρ = evg·x(ρ ◦ g−1) and the result follows. 
Definition 4.14. For Ψ ∈ E , we define evΨ = evx(Ψ(x))x∈x, where x ∈ Xn
contains one element of each Γ-orbit in suppΨ. By Lemma 4.13, evΨ is independent
of the choice of x. If Ψ is the map that is identically 0 on X , we define evΨ to be
the isomorphism class of the trivial representation of M. Thus Ψ 7→ evΨ defines a
map E → S, where S denotes the set of isomorphism classes of irreducible finite-
dimensional representations of M.
Proposition 4.15. The map E → S, Ψ 7→ evΨ, is injective.
Proof. Suppose Ψ 6= Ψ′ ∈ E . Then there exists x ∈ Xrat such that Ψ(x) 6= Ψ′(x).
Without loss of generality, we may assume Ψ(x) 6= 0. Let
m = (dim evΨ)/(dimΨ(x)), m
′ = (dim evΨ′)/(dimΨ
′(x)),
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where the dimension of an isomorphism class of representations is simply the di-
mension of any representative of that class and m′ = dim evΨ′ if Ψ
′(x) = 0. By
(4.1), m and m′ are positive integers. By Corollary 4.6, there exists a subalgebra a
of M such that evx(a) = g
x and evx′(a) = 0 for all x
′ ∈ (suppΨ ∪ suppΨ′)\{Γ ·x}.
Then
evΨ |a = Ψ(x)⊕m, evΨ′ |a = Ψ′(x)⊕m′ .
Since Ψ(x) 6= Ψ′(x), we have evΨ 6= evΨ′ . In the above, we have used the conven-
tion that the restriction of an isomorphism class is the isomorphism class of the
restriction of any representative and that a direct sum of isomorphism classes is the
isomorphism class of the corresponding direct sum of representatives. 
Lemma 4.16. Let K be an ideal of M. If M/K does not contain non-zero solvable
ideals, e.g. if M/K is finite-dimensional semisimple, then K is an AΓ-submodule of
M.
Proof. Let f ∈ AΓ. Since AΓ is contained in the centroid of M, the k-subspace fK
is an ideal of M: [M, fK] = f [M,K] ⊆ fK. Let π : M → M/K be the canonical
epimorphism. Since [fK+ K, fK + K] ⊆ [K+ fK+ f2K,K] ⊆ K, the ideal π(fK) of
M/K is abelian, whence fK ⊆ K. 
Proposition 4.17. Suppose I is an ideal of M such that M/I = N1 ⊕ · · · ⊕ Ns
with Ni a finite-dimensional simple Lie algebra for i = 1, . . . , s. Let π : M→M/I
denote the canonical projection and for i = 1, . . . , s, and let πi : M → Ni denote
the map π followed by the projection from M/I to Ni. Then there exist x1, . . . , xs ∈
Xrat such that
(4.2) π(fα) = (f(x1)π1(α), . . . , f(xs)πs(α)) ∀ f ∈ AΓ, α ∈M.
Proof. It suffices to show that for i = 1, . . . , s, f ∈ AΓ and α ∈M we have πi(fα) =
f(xi)πi(α) for some xi ∈ X . Since Ni is simple, the action of M on Ni induced by
the adjoint action is irreducible. By Lemma 4.16, Ni is an A
Γ-module and πi is an
AΓ-module homomorphism. Since the action of AΓ commutes with the action of
M, we have that AΓ must act by scalars and thus as a character χ : AΓ → k. This
character corresponds to evaluation at a point x˜i ∈ X//Γ := SpecAΓ. Choosing
any xi in the preimage of x˜i under the canonical projection X → X//Γ, the result
follows. 
Remark 4.18. If s = 1, then in the graded setting these types of maps have been
studied extensively in [ABFP08]. There ρ is a character of the full centroid of M,
while in the above AΓ is a priori only a subalgebra of the centroid of M.
Proposition 4.19. If suppΨ ⊆ {x ∈ X : gx = g}, then any evaluation represen-
tation in the isomorphism class evΨ of M(X, g)
Γ is obtained by restriction from
an evaluation representation of the untwisted map algebra M(X, g). In particular,
the restriction map from the set of isomorphism classes of evaluation representa-
tions of M(X, g) to the set of isomorphism classes of evaluation representations of
M(X, g)Γ is surjective if gx = g for all x ∈ X.
Proof. The proof is immediate. 
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5. Classification of irreducible finite-dimensional representations
We consider a finite group Γ, acting on a finite-dimensional Lie algebra g and
an affine scheme X . We put M = M(X, g)Γ.
Lemma 5.1. ([Bou70, II, Corollaire 2 de la Proposition 6, §3.6]) Let S be a subring
of a ring R and I an ideal of S. Then R⊗S (S/I) ∼= R/(RI).
Note that AΓ is the coordinate ring of the quotientX//Γ. For a point [x] ∈ X//Γ,
let m[x] denote the corresponding maximal ideal of A
Γ and define A[x] = A ⊗AΓ
(AΓ/m[x]). We will sometimes view [x] as an orbit in X .
Proposition 5.2. Suppose K is an ideal of M such that the quotient algebra M/K
is finite-dimensional and simple. Then there exists a point x ∈ Xrat such that
the canonical epimorphism π : M → M/K factors through the evaluation map
evx : M→ gx.
Proof. We have shown in Proposition 4.17 that there exists a character χ : AΓ → k
such that π(αf) = π(α)χ(f) holds for all α ∈ M and f ∈ AΓ. Let n = Kerχ ∈
Spec(AΓ) be the corresponding k-rational point. Temporarily viewing M as a AΓ-
module, it follows that n annihilates M/K, whence nM ⊆ K, and we can factor π
through obvious maps:
M
π // //

M/K
M/nM
:: ::✈✈✈✈✈✈✈✈✈
Observe
(5.1) M/nM ∼= M⊗AΓ (AΓ/n) = (g⊗k A)Γ⊗AΓ (AΓ/n) =
(
g⊗k A⊗AΓ (AΓ/n)
)Γ
,
where in the last equality we used that Γ acts trivially on AΓ/n. Also note, by
Lemma 5.1,
(5.2) A⊗AΓ (AΓ/n) ∼= A/I for I = An.
Hence, putting these canonical isomorphisms together, we get a new factorization:
M
π // //

M/K
M/nM
∼= // (g⊗k
(
A/I)
)Γ
ψ
OOOO
It now remains to show that ψ factors through evx for an appropriate x ∈ X .
To this end, let [n] = {m ∈ SpecA : m ∩ AΓ = n}. One knows ([Bou85, V, §2])
that [n] is a non-empty set of k-rational points on which Γ acts transitively. Let
[n] = {m1, . . . ,ms}. We claim
(5.3)
√
I = m1 ∩ · · · ∩ms.
Indeed, any p ∈ V (I) ⊆ SpecA satisfies p ∩ AΓ = n so that V (I) = [n]. Now (5.3)
follows from [Bou61, II, §2.6, Corollaire de la Proposition 13].
We have an exact sequence of algebras and Γ-modules
(5.4) 0→ g⊗k
(
(
⋂
imi)/I
)→ g⊗k (A/I)→ g⊗k (A/⋂imi)→ 0,
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where
(5.5) g⊗k (A/
⋂
imi)
∼=⊕i (g⊗k (A/mi))
since A/
⋂
imi
∼= ⊕iA/mi. Now observe that the summands on the right hand
side of (5.5) are permuted by the action of Γ. Thus, if we fix x = m ∈ [n] we have(
g⊗k (A/
⋂
imi)
)Γ ∼= (g⊗k (A/m))Γx = gx.
Therefore, taking Γ-invariants in (5.4) we get an epimorphism
ζ :
(
g⊗k (A/I)
)Γ
։ gx
with kernel
(
g⊗k (
⋂
imi)/I
)Γ
.
Any α ∈ Ker ζ is a finite sum α = ∑j uj ⊗ f¯j, where every f¯j ∈ (⋂imi)/I
is nilpotent by (5.3). The ideal J of
(
g ⊗k (A/I)
)Γ
generated by α is therefore
nilpotent. SinceM/K is simple, it does not contain a non-zero nilpotent ideal. Thus
ψ(J) = 0. Therefore ψ factors through ζ and we get the following commutative
diagram:
M
π //
p

M/K
(
g⊗k (A/I)
)Γ
ψ
66 66❧❧❧❧❧❧❧❧❧❧❧❧❧❧
ζ
// // gx
OO
Since ζ ◦ p = evx, the result follows. 
Remark 5.3. Proposition 5.2 remains true for k an arbitrary algebraically closed
field whose characteristic does not divide the order of Γ and for g an arbitrary
finite-dimensional (not necessarily Lie or associative) algebra.
Corollary 5.4.
(1) Suppose ϕ : M → Endk V is an irreducible finite-dimensional representa-
tion such that M/ kerϕ is a semisimple Lie algebra. Then ϕ is an irre-
ducible finite-dimensional evaluation representation.
(2) The irreducible finite-dimensional representations of M are precisely the
representations of the form λ⊗ϕ where λ ∈ (M/[M,M])∗ and ϕ is an irre-
ducible finite-dimensional evaluation representation with M/Kerϕ semisim-
ple. The factors λ and ϕ are uniquely determined.
Proof. Part (1) follows from Proposition 5.2 and the results of Section 1. Part (2)
is then a simple application of Lemma 1.2. 
We now state our main theorem which gives a classification of the irreducible
finite-dimensional representations of an arbitrary equivariant map algebra. Recall
the definitions of E (Definition 4.11) and S (Definition 4.14).
Theorem 5.5. Suppose Γ is a finite group acting on an affine scheme X and a
finite-dimensional Lie algebra g. Then the map
(M/[M,M])∗ × E → S, (λ,Ψ) 7→ λ⊗ evΨ, λ ∈ (M/[M,M])∗, Ψ ∈ E ,
is surjective. In particular, all irreducible finite-dimensional representations of M
are tensor products of an evaluation representation and a one-dimensional repre-
sentation.
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Furthermore, we have that λ⊗ evΨ = λ′ ⊗ evΨ′ if and only if there exists Φ ∈ E
such that dim evΦ = 1, λ
′ = λ−evΦ and evΨ′ = evΨ⊗Φ. Here Ψ⊗Φ ∈ E is given by
(Ψ⊗ Φ)(x) = Ψ(x) ⊗ Φ(x), where Ψ(x) (respectively Φ(x)) is the one-dimensional
trivial representation if x 6∈ suppΨ (respectively x 6∈ suppΦ). In particular, the
restriction of the map (λ,Ψ) 7→ λ⊗ evΨ to either factor (times the zero element of
the other) is injective.
Proof. This follows from Corollary 5.4 and Lemma 1.2. 
Remark 5.6. Since λ, µ ∈ (M/[M,M])∗ are isomorphic as representations if and
only if they are equal as linear functions, in Theorem 5.5 we have identified elements
of (M/[M,M])∗ with isomorphism classes of representations.
Remark 5.7. Note that the evaluation representations of M(SpecA, g)Γ are the
same as the evaluation representations ofM(Spec(A/ radA), g)Γ since one evaluates
at rational points. However, the one-dimensional representations of these two Lie
algebras can be different in general. Thus, we do not assume that the scheme X is
reduced.
Corollary 5.8. If M is perfect, then the map Ψ 7→ evΨ is a bijection between E
and S. In particular, this is true if any one of the following conditions holds:
(1) [gΓ, g] = g,
(2) g is simple, gΓ 6= {0} is perfect and acts on gΓ without a trivial non-zero
submodule, or
(3) Γ acts on g by diagram automorphisms.
Proof. If M is perfect, then [M,M] = M, and the first statement follows im-
mediately from Theorem 5.5. Conditions (1) or (2) imply that M is perfect by
Lemma 3.7. It remains to show that condition (3) implies that gΓ is perfect. It
suffices to consider the case where g is simple. If Γ acts on g by diagram automor-
phisms, then there are two possibilities: either Γ is a cyclic group generated by a
single diagram automorphism or g is of type D4 and Γ ∼= S3. If Γ is generated by a
single diagram automorphism, it is well known that gΓ is a simple Lie algebra and
hence perfect (see [Kac90, §8.2]). The case Γ ∼= S3 was described in Example 3.13,
where it was shown that gΓ is simple as well. 
Remark 5.9. Note that the three conditions in Corollary 5.8 depend only on the
action of Γ on g and not on the scheme X or its Γ-action.
Remark 5.10 (Untwisted map algebras). If Γ is trivial (or, more generally, acts
trivially on g), we have gΓ = g. Thus the map E → S, Ψ 7→ evΨ, is a bijection
if and only if g is perfect. In the case when Γ is trivial, g is a finite-dimensional
simple Lie algebra, and A is finitely generated, a similar statement has recently
been made in [CFK].
Corollary 5.11. Suppose that all irreducible finite-dimensional representations of
M are evaluation representations (e.g. M is perfect) and that all gx, x ∈ Xrat, are
semisimple. Then a finite-dimensional M-module V is completely reducible if and
only if there exists x ∈ Xn for some n ∈ N, n > 0, such that Ker evx ⊆ AnnM V :=
{α ∈M : α · v = 0 ∀ v ∈ V }.
For the case of the current algebra M = g ⊗ C[t], this corollary is proven in
[CG05, Prop. 3.9(iii)].
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Proof. Let V be a completely reducible M-module, hence a finite direct sum of
irreducible finite-dimensional representations V (i). By assumption, every V (i) is an
evaluation representation, given by some x(i) ∈ Xni . Then AnnM V =
⋂
iAnnM V
(i) ⊇⋂
iKer evx(i) = Ker evy for y =
⋃
i x
(i). Since Ker evx = Ker evg·x, we can replace
y by some x ∈ Xn satisfying Ker evy = Ker evx.
Conversely, if Ker evx ⊆ AnnM(V ), then the representation of M on V factors
through the semisimple Lie algebra
⊕
x∈x g
x and is therefore completely reducible.

While Theorem 5.5 classifies all the irreducible finite-dimensional representations
of an arbitrary equivariant map algebra, in case M is not perfect it leaves open the
possibility that not all irreducible finite-dimensional representations are evaluation
representations. We see that M has irreducible finite-dimensional representations
that are not evaluation representations precisely when it has one-dimensional repre-
sentations that are not evaluation representations. We therefore turn our attention
to one-dimensional evaluation representations. Let
X˜ = {x ∈ Xrat : [gx, gx] 6= gx}.
Note that X˜ is a Γ-invariant subset of X (i.e. X˜ is a union of Γ-orbits).
Lemma 5.12. If evΨ is (the isomorphism class of) a one-dimensional representa-
tion, then suppΨ ⊆ X˜.
Proof. This follows easily from the fact that for x ∈ X \ X˜ we have that gx is
perfect and thus the one-dimensional representations of gx are trivial. 
Let
Md = {α ∈M : α(x) ∈ [gx, gx] ∀ x ∈ Xrat} = {α ∈M : α(x) ∈ [gx, gx] ∀ x ∈ X˜}.
Then it is easy to see that [M,M] ⊆ Md. The proof of the following lemma is
straightforward.
Lemma 5.13. The Lie algebra M is perfect if and only if Md = [M,M] and X˜ = ∅.
Now assume that |X˜| < ∞. Let x be a set of representatives of the Γ-orbits
comprising X˜ and consider the composition
(5.6) M
evx // //⊕
x∈x g
x π // //⊕
x∈x z
x, zx := gx/[gx, gx],
where the x-component of π is the canonical projection gx → gx/[gx, gx]. If g is
reductive, then so is every gx, and we can identify zx with the center Z(gx) of gx.
However, we will not assume that g is reductive. The kernel of (5.6) is precisely
Md, and thus the composition factors through M/[M,M], yielding the following
commutative diagram:
(5.7) M
evx // //
$$ $$■
■■
■■
■■
■■
■
⊕
x∈x g
x π // //⊕
x∈x z
x
M/[M,M]
γ
88 88qqqqqqqqqq
We then have an isomorphism of vector spaces,
(5.8) (M/[M,M])∗ ∼= (ker γ)∗ ⊕ (⊕x∈x zx)∗ .
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Proposition 5.14. If |X˜| < ∞ and x is a set of representatives of the Γ-orbits
comprising X˜, then there is a natural identification(⊕
x∈x z
x
)∗ ∼= {evΨ : Ψ ∈ E , dim evΨ = 1}.
Proof. Choose λ ∈ (⊕x∈x zx)∗. To λ we associate the evaluation representation
M
evx // //⊕
x∈x g
x π // //⊕
x∈x z
x λ // k.
By Lemma 5.12, this gives the desired bijective correspondence. 
We can now refine Theorem 5.5 as follows.
Theorem 5.15. Suppose Γ is a finite group acting on an affine scheme X and a
finite-dimensional Lie algebra g, and assume that |X˜| < ∞. If γ is defined as in
(5.7), then the map
(λ,Ψ) 7→ λ⊗ evΨ, λ ∈ (ker γ)∗, Ψ ∈ E
is a bijection between (ker γ)∗ × E and S.
Proof. This follows from Theorem 5.5, (5.8) and Proposition 5.14. 
Corollary 5.16. Assume |X˜| < ∞. Then [M,M] = Md if and only if all irre-
ducible finite-dimensional representations are evaluation representations.
Proof. By Theorem 5.15, all irreducible finite-dimensional representations are eval-
uation representations if and only if γ is injective (and hence an isomorphism, since
it is surjective). Then the result follows from the commutative diagram (5.7) since
the kernel of (5.6) is Md. 
Remark 5.17. Note that if g is perfect and Γ acts on X in such a way that there
are only a finite number of points of X that have a non-trivial stabilizer, then
|X˜| <∞, and so the hypotheses of Theorem 5.15 are satisfied.
Remark 5.18. In Section 6.3 we will see that the Onsager algebra is an equivariant
map algebra which is not perfect but for which γ is injective, and thus all irreducible
finite-dimensional representations are nonetheless evaluation representations.
Having considered the case when all irreducible finite-dimensional representa-
tions are evaluation representations, we now examine the opposite situation: Equi-
variant map algebras for which there exist irreducible finite-dimensional represen-
tations that are not evaluation representations.
Proposition 5.19. Suppose X is a Noetherian affine scheme and X˜ is infinite.
Then M has a one-dimensional representation that is not an evaluation represen-
tation.
Proof. We first set up some notation for one-dimensional evaluation representations.
Let x ∈ Xn and let ρx : gx → Endk(Vx), x ∈ x, be representations such that
evx(ρx)x∈x is a one-dimensional representation. Necessarily dim Vx = 1, say Vx =
kvx, so V =
⊗
x∈x Vx = kv for v =
⊗
x∈x vx. We can assume that all ρx 6= 0,
whence x ⊆ X˜. Let ρ˜x ∈ (gx)∗ be defined by ρx(u)(vx) = ρ˜x(u)vx for u ∈ gx. For
α =
∑
i ui ⊗ fi ∈M we then have
(
(evx(ρx)x∈x)(α)
)
(v) =

∑
x∈x, i
ρ˜x(ui)fi(x)

v.
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Suppose that there exist α ∈M and f ∈ AΓ such that
{αfm : m ∈ N} is linearly independent and Span{αfm : m ∈ N} ∩ [M,M] = 0.
(∗)
Then there exists λ ∈ M∗ such that λ([M,M]) = 0 and λ(αfm) ∈ k, m ≥ 1, is
a root of an irreducible rational polynomial pm of degree m, for example pm(z) =
zm − 2. Now suppose that the corresponding one-dimensional representation is an
evaluation representation. Writing α =
∑
i ui ⊗ fi with ui ∈ g and fi ∈ A, we get
from the equation above
λ(αfm) =
∑
x∈x, i
ρ˜x(ui)(fif
m)(x) =
∑
x∈x, i
ρ˜x(ui)fi(x)f(x)
m.
But this is a contradiction since the elements ρ˜x(ui)fi(x)f(x)
m ∈ k all lie in the
Q-subalgebra of k generated by the finitely many elements ρ˜x(ui), fi(x), f(x) of k,
while the elements λ(αfm), m ∈ N, do not lie in such a subalgebra.
We will now construct α ∈ M and f ∈ AΓ satisfying (∗). For a subgroup H of
Γ, let
XH = {x ∈ Xrat : Γx = H}.
Since
X˜ =
⋃
H : gH 6=[gH ,gH ]
XH ,
there exists a subgroup H of Γ, with gH 6= [gH , gH ], such that XH is infinite.
Observe that XH = X
H \ ⋃K)H XK is open in the closed subset XH and that
XH is a Noetherian affine scheme since X is. Because XH has only finitely many
irreducible components, there exists an irreducible component Y of XH such that
Y˜ = Y ∩XH is infinite.
Let R : AΓX → AY be the restriction map. Choose an infinite set {y1, y2, . . . }
of points of Y , no two of which are in the same Γ-orbit. It follows as in the proof
of Corollary 4.6 that for all j ∈ N there exists fj ∈ AΓX such that fj(yj) 6= 0 and
fj(yi) = 0 for i < j. Since the set {R(fj) : j ∈ N} is linearly independent, the image
of R is infinite-dimensional. Because AΓX is finitely generated, so is the image of R.
Therefore, by the Noether normalization lemma, this image contains an element fY
such that the set {1, fY , f2Y , . . . , } is linearly independent. Choose f ∈ R−1(fY ).
It follows that {1, f, f2, . . . , } is also linearly independent. Since Y˜ is open in the
irreducible Y we can choose y˜ ∈ Y˜ such that f(y˜) 6= 0.
Let {ui}li=1 be a basis of [gH , gH ], and complete it to a basis {ui}mi=1 of gH .
Then complete this to a basis {ui}ni=1 of g. Again by Corollary 4.6 there exists
α ∈ M such that α(y˜) = um. Observe that αY = α|Y can be written in the form
αY =
∑m
i=1 ui ⊗ fi for some fi ∈ AY . Since α(y˜) = um, we have fm(y˜) = 1.
Therefore fm(y) 6= 0 for all y in some dense subset of Y . Now suppose
∞∑
j=0
djαf
j ∈ [M,M]
for some dj ∈ k with dj = 0 for all but finitely many j. We then have
 ∞∑
j=0
djαf
j


∣∣∣∣∣∣
Y
= αY
∞∑
j=0
djf
j
Y =
(
m∑
i=1
ui ⊗ fi
)
∞∑
j=0
djf
j
Y =
m∑
i=1
ui⊗

fi ∞∑
j=0
djf
j
Y

 .
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Since fm(y) 6= 0 for y in a dense subset of Y , we must have
∑∞
j=0 djf
j
Y = 0. Because
{1, fY , f2Y , . . . } is linearly independent, we must have dj = 0 for all j. Therefore
Span{αfm : m ∈ N} ∩ [M,M] = 0.
Now observe that the preceding argument also shows that {α, αf, αf2, . . . } is lin-
early independent: Suppose
∑∞
j=1 cjαf
j = 0 for some cj ∈ k with cj = 0 for all but
finitely many j. Then, since 0 ∈ [M,M], all cj = 0 by what we have just shown.
Thus (∗) holds, finishing the proof of the proposition. 
Example 5.20. We give an example in which the assumptions of Proposition 5.19
are fulfilled. Let Γ = {1, σ} be the group of order two acting on g = sl2(k) by the
Chevalley involution with respect to some sl2-triple and let X be the affine space k
2
with σ acting on X by fixing the first coordinate of points in X while multiplying
the second by −1. For points (x1, x2) ∈ X with x2 6= 0, the isotropy subalgebra
gx = g, while for (x1, 0) ∈ X , the subalgebra gx is the fixed point subalgebra of σ,
which is one-dimensional. Therefore X˜ = {(x1, 0) ∈ X} is infinite.
Proposition 5.19 says that when X is an affine variety, a necessary condition for
all irreducible finite-dimensional representations to be evaluation representations is
that X˜ be finite. We now show that this condition is not sufficient.
Example 5.21. Let g = sl2(k) and
X = Z(y2 − x3) = {(y, x) : y2 = x3} ⊆ k2,
an affine variety. Then A = k[y, x]/(y2 − x3). Let Γ = 〈σ〉 = Z2 act on k2 by
σ · y = −y and σ · x = x. Since this action fixes y2− x3, we have an induced action
of Γ on X and the only fixed point is the origin. In particular, X˜ only contains the
origin and thus is finite. We let σ act on g by a Chevalley involution. We have
A1 = yk[y
2, x]/(y2 − x3),
and so
A21 = y
2k[y2, x]/(y2 − x3) ∼= x3k[x],
while
A0 = A
Γ = k[y2, x]/(y2 − x3) ∼= k[x].
Recall that g0 is one-dimensional. Then
[M,M] = ([g0, g0]⊗A0 + g0 ⊗A21)⊕ (g1 ⊗A1) =
(
g0 ⊗ x3k[x]
)⊕ (g1 ⊗A1) ,
while
Md = (g0 ⊗ xk[x])⊕ (g1 ⊗A1) .
Therefore
Md/[M,M] ∼= xk[x]/(x3),
and by Theorem 5.15, M has irreducible finite-dimensional representations that are
not evaluation representations.
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6. Applications
In this section we use our classification to describe the irreducible finite-dimensional
representations of certain equivariant map algebras. The classification of these rep-
resentations for the multiloop, tetrahedron, or Onsager algebra O(sl2) by the results
obtained in Section 5 provide a simplified and unified interpretation of results previ-
ously obtained. For example, the classification of the irreducible finite-dimensional
representations of Lσ(g) (as found in [CP01] and [CFS08]) via Drinfeld polynomials
requires two distinct treatments for the untwisted (σ = Id) and twisted (σ 6= Id)
cases – for these twisted cases, the twisted loops Lσ(g) with g of type A2n require
special attention. The classification resulting from our approach, however, is uni-
form. As we will see, the identification of isomorphism classes of representations
with equivariant maps Xrat → RX also provides a simple explanation for many of
the technical conditions appearing in previous classifications.
We first note that from Remark 5.10 we immediately obtain the classification of
irreducible finite-dimensional representations of the current algebras (Example 2.4),
of the untwisted loop and multiloop algebras (Example 2.5), and of the n-point alge-
bras M(X, g), where X = P1\ {c1, . . . , cn}. This includes the tetrahedron algebra,
which is isomorphic to the three-point sl2 loop algebra sl2 ⊗ C
[
t, t−1, (t− 1)−1]
(Example 2.6), and we recover the classification found in [Har07]. In particular,
we easily recover in all of these cases the fact that for x = {x1, . . . , xl} ⊆ X and
irreducible representations V1, . . . , Vl of g, the evaluation representation evx(⊗Vi)
is irreducible if and only if xi 6= xj for i 6= j.
6.1. Multiloop algebras. If M =M(g, σ1, . . . , σn,m1, . . . ,mn) is a multiloop al-
gebra (Example 3.12), thenM is perfect (M is an iterated loop algebra; see [ABP06,
Lemma 4.9]). Therefore, by Corollary 5.8 we have the following classification:
Corollary 6.1. The map E → S, Ψ 7→ evΨ, is a bijection. In particular, all
irreducible finite-dimensional representations are evaluation representations.
The irreducible finite-dimensional representations of an arbitrary multiloop al-
gebra have been discussed in [Bat04] and [Lau]. With Corollary 6.1 we recover
the recent results in [Lau], which subsume all previous classifications of irreducible
finite-dimensional representations of loop algebras. We note that these previous
classifications involved some rather complicated algebraic conditions on points of
evaluation (see, for example, [Lau, Theorem 5.7]). However, in the approach of
Theorem 5.5, such conditions are not necessary. In fact, we see that the presence
of these algebraic conditions arises from the description of evaluation representa-
tions in terms of individual points rather than as equivariant maps (i.e. elements
of E). For instance, if M = M(g, σ1, . . . , σn,m1, . . . ,mn) is an arbitrary multi-
loop algebra and Ψ ∈ E , then evΨ is the isomorphism class evx(Ψ(xi))li=1, where
x = {x1, . . . , xl} ∈ Xl contains one element from each Γ-orbit in suppΨ and this
class is independent of the choice of x (Definition 4.7). It is immediate that such
an x must satisfy the condition that xm1 , . . . , x
m
l (where x
m
i = (x
m1
i1 , . . . , x
mn
in ) for
xi = (xi1, . . . , xin)) are pairwise distinct in (k
×)n. We therefore recover the condi-
tions on the points xi found in [Lau, Theorem 5.7] which are necessary and sufficient
for evx1,...,xl(⊗Vi) to be irreducible. The other conditions found there are similarly
explained.
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6.2. Connections to Drinfeld polynomials. In [CP01], [CM04], [CFS08] and
[Sen10a], the isomorphism classes of irreducible finite-dimensional representations of
loop algebras L(g), Lσ(g) are parameterized by certain collections of polynomials,
sometimes referred to as Drinfeld polynomials. Here we explain the relationship
between this parametrization and ours. For better comparison with the existing
literature, we assume in this subsection that k = C.
Denote by P the set of of n-tuples of polynomials with constant term 1:
P = {pi = (π1(u), . . . , πn(u)) : πi ∈ C [u] , πi(0) = 1} .
Then the set P is in bijective correspondence with the isomorphism classes of irre-
ducible finite-dimensional representations of L(g) ([CP01, Proposition 2.1]). To the
element pi ∈ P we associate an irreducible representation V (pi) (the construction
of V (pi) is given in [CP01]). We describe this correspondence.
Fix a simple finite-dimensional Lie algebra g, denote by n its rank, and fix a
Cartan decomposition g = n− ⊕ h⊕ n+ with Cartan subalgebra h =⊕ni=1Chi ⊆ g
and weight lattice P =
⊕n
i=1 Zωi, with fundamental weights {ωi}ni=1, ωi(hj) = δij .
Let pi = (π1, . . . , πn) ∈ P and {xi}li=1 =
⋃n
j=1
{
z ∈ C× : πj(z−1) = 0
}
. Then
each πj can be written uniquely in the form
πj(u) =
l∏
i=1
(1 − xiu)Nij , Nij ∈ N.
Let x = {x1, . . . , xl}. For i = 1, . . . , l, define λi ∈ P+ by λi(hj) = Nij , and
let ρi : g → Endk(V (λi)) be the corresponding irreducible finite-dimensional rep-
resentation of g. Then V (pi) is isomorphic as an L(g)-module to the evaluation
representation
evx(ρi)
l
i=1 : L(g)
evx−→ g⊕l
⊗
l
i=1 ρi−−−−−→ Endk
(⊗l
i=1 Vi
)
.
To produce an element pi ∈ P from an irreducible representation V of L(g), we
first find an evaluation representation evx(ρi)
l
i=1 : L(g) −→ Endk(
⊗l
i=1 V (λi))
isomorphic to V ([Rao93, Theorem 2.14] or Corollary 6.1). Next, for i = 1, . . . , l,
we define elements piλi,xi ∈ P by
piλi,xi =
(
(1 − xiu)λi(h1), . . . , (1− xiu)λi(hn)
)
and define pi =
∏l
i=1 piλi,xi , where multiplication of n-tuples of polynomials occurs
componentwise.
Given an element pi ∈ P , we can uniquely decompose pi =∏li=1 piλi,xi , xi 6= xj ,
and we define
Ψpi := {xi 7→ [V (λi)]} ∈ E .
Then V (pi) is a representative of evΨpi .
In [CFS08], there is a similar parametrization of the irreducible finite-dimensional
representations of Lσ(g), where σ is a non-trivial diagram automorphism of g, but in
this case the bijective correspondence is between isomorphism classes of irreducible
finite-dimensional Lσ(g)-modules and the set Pσ of m-tuples of polynomials piσ =
(π1, . . . , πm), πi(0) = 1, where m is the rank of the fixed-point subalgebra g0 ⊆ g.
One feature of this classification is the fact that every irreducible finite-dimensional
Lσ(g)-module is the restriction of an irreducible finite-dimensional L(g)-module
(see [CFS08, Theorem 2]). This fact follows immediately from Proposition 4.19
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once we note that in the setup of multiloop algebras, the action of Γ on X = C× is
via multiplication by roots of unity and hence is free. Thus gx = gΓx = g{Id} = g
for all x ∈ X . Of course, the approach of the current paper yields an enumeration
by elements of E . The induced identification of E with Pσ is somewhat technical
and will not be described here, but can found in [Sen10b].
6.3. The generalized Onsager algebra. Our results also provide a classification
of the irreducible finite-dimensional representations of the generalized Onsager al-
gebra O(g) introduced in Example 3.9 (in fact, for the more general equivariant map
algebra of Example 3.10). For g 6= sl2 this classification was previously unknown.
Proposition 6.2. Let g be a simple Lie algebra, X = Spec k[t±1], and Γ = {1, σ}
be a group of order two. Suppose σ acts on X by σ · x = x−1, x ∈ X, and on g
by an automorphism of order two. Then the map E → S, Ψ 7→ evΨ, is a bijec-
tion. In particular, all irreducible finite-dimensional representations are evaluation
representations. In particular, this is true for the generalized Onsager algebra O(g).
Proof. Recall that g0 = g
Γ is either semisimple or has a one-dimensional center.
In the case when g0 is semisimple, the result follows from Corollary 5.8 and (3.6).
We thus assume that Z(g0) ∼= g0/[g0, g0] is one-dimensional. By (3.6), we have
M/[M,M] ∼= A0/A21, a Lie algebra with trivial Lie bracket. Now, A0 = k[t + t−1]
and A1 = (t− t−1)A0. Thus, setting z = t+ t−1, we have
A0/A
2
1
∼= k[z]/〈z2 − 4〉,
which is a two-dimensional vector space. The points 1 and −1 are each Γ-fixed
points, and so we must take x = {±1} in (5.7). Therefore ⊕x∈x Z(gx) is also a
two-dimensional vector space, and so the map γ in (5.7) is injective (since it is
surjective). The result then follows from Theorem 5.15. 
In the special case g = sl2, k = C, the irreducible finite-dimensional represen-
tations of O(sl2) were described in [DR00] as follows. Let {e, h, f} be an sl2-triple
and define X = (e + f) ⊗ 1 and Y = e ⊗ t + f ⊗ t−1. Then O(sl2) is generated
by X,Y . Furthermore, if V is an irreducible finite-dimensional representation of
O(sl2), then X and Y are diagonalizable on V , and there exists an integer d ≥ 0
and scalars γ, γ∗ ∈ k such that the set of distinct eigenvalues of X (resp. Y ) on V
is {d− 2i+ γ : 0 ≤ i ≤ d} (resp. {d− 2i+ γ∗ : 0 ≤ i ≤ d}) [Har07, Corollary 2.7].
The ordered pair (γ, γ∗) is called the type of V . Replacing X,Y by X−γI, Y −γ∗I
(in the universal enveloping algebra U(O(sl2)) of O(sl2)) the type becomes (0, 0).
Let evx1 V1, . . . , evxn Vn denote a finite sequence of evaluation modules for O(sl2),
and V the evaluation module evx1 V1 ⊗ · · · ⊗ evxn Vn. Any module that can be ob-
tained from V by permuting the order of the factors and replacing any number of
the xi’s with their multiplicative inverses will be called equivalent to V . The clas-
sification of irreducible finite-dimensional O(sl2)-modules of type (0, 0) is described
in [DR00] as follows.
Proposition 6.3.
(1) [DR00, Theorem 6] Every non-trivial irreducible finite-dimensional O(sl2)-
module of type (0, 0) is isomorphic to a tensor product of evaluation mod-
ules.
(2) [DR00, Proposition 5] Let evx1 V1, . . . , evxn Vn denote a finite sequence of
evaluation modules for O(sl2), and consider the O(sl2)-module evx1 V1 ⊗
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· · · ⊗ evxn Vn. This module is irreducible if and only if x1, x−11 , . . . , xn, x−1n
are pairwise distinct.
(3) [DR00, Proposition 5] Let U and V denote tensor products of finitely many
evaluation modules for O(sl2). Assume each of U , V is irreducible as an
O(sl2)-module. Then the O(sl2)-modules U and V are isomorphic if and
only if they are equivalent.
These results are immediate consequences of Proposition 6.2. The type (0, 0)
representations are precisely the evaluation representations evΨ such that {±1} ∩
suppΨ = ∅. We note that under the previous definition of evaluation representa-
tions appearing in the literature (see Remark 4.8), only type (0, 0) representations
are evaluation representations. However, using Definition 4.7, all irreducible finite-
dimensional representations (of arbitrary type) are evaluation representations. The
key is that we allow one-dimensional representations of gx for x ∈ {±1}, where gx
is one-dimensional. Thus our definition allows for a more uniform description of
the representations. The condition that the points x1, x
−1
1 , . . . , xn, x
−1
n be pairwise
distinct also follows automatically as in the case of multiloop algebras.
6.4. A non-abelian example. Let g = so8, X = P
1 \ {0, 1,∞} and Γ = S3 as
in Example 3.13, and let M = M(X, g)Γ. Since M is perfect, by Corollary 5.8 all
irreducible finite-dimensional representations of M are evaluation representations
and these are naturally enumerated by E . We identify Γ = S3 with the permutations
of the set {0, 1,∞} and use the usual cycle notation for permutations. For instance,
(0∞) denotes the permutation given by 0 7→ ∞, ∞ 7→ 0, 1 7→ 1. A straightforward
computation shows that the points with non-trivial stabilizer are listed in the table
below (note that {0, 1,∞} 6∈ X). Each gx is the fixed point algebra of a diagram
automorphism of g and thus a simple Lie algebra of type B3 or G2.
x Γx Type of g
x
−1 {Id, (0∞)} ∼= Z2 B3
2 {Id, (1∞)} ∼= Z2 B3
1
2 {Id, (0 1)} ∼= Z2 B3
e±πi/3 {Id, (0 1∞), (0∞ 1)} ∼= Z3 G2
Furthermore, the sets {−1, 2, 12} and {eπi/3, e−πi/3} are Γ-orbits. We thus see
that the representation theory of M is quite rich. Elements of E can assign to
the three-element orbit (the isomorphism class of) any irreducible representation
of the simple Lie algebra of type B3, to the two-element orbit any irreducible
representation of the simple Lie algebra of type G2 and to any of the other (six-
element) orbits, any irreducible representation of the simple Lie algebra g of type
D4.
Acknowledgements
The authors thank Michael Lau for having explained the results of a preprint
of [Lau] to them before it was posted, and Oliver Schiffmann and Mark Haiman
for helpful discussions concerning the geometry of algebraic varieties. They would
also like to thank Geordie Williamson, Ben Webster and Daniel Juteau for useful
conversations.
REPRESENTATIONS OF EQUIVARIANT MAP ALGEBRAS 27
References
[ABFP08] B. Allison, S. Berman, J. Faulkner, and A. Pianzola, Realization of graded-simple
algebras as loop algebras, Forum Math. 20 (2008), no. 3, 395–432. MR2418198
(2009d:17032)
[ABFP09] B. Allison, S. Berman, J. Faulkner, and A. Pianzola, Multiloop realization of extended
affine Lie algebras and Lie tori, Trans. Amer. Math. Soc. 361 (2009), no. 9, 4807–4842.
MR2506428
[ABP06] B. Allison, S. Berman, and A. Pianzola, Iterated loop algebras, Pacific J. Math. 227
(2006), no. 1, 1–41. MR2247871 (2007g:17022)
[Bat04] P. Batra, Representations of twisted multi-loop Lie algebras, J. Algebra 272 (2004),
no. 1, 404–416. MR2029040 (2004k:17011)
[Bou58] N. Bourbaki, E´le´ments de mathe´matique. 23. Premie`re partie: Les structures fonda-
mentales de l’analyse. Livre II: Alge`bre. Chapitre 8: Modules et anneaux semi-simples,
Actualite´s Sci. Ind. no. 1261, Hermann, Paris, 1958. MR0098114 (20:4576)
[Bou61] N. Bourbaki, E´le´ments de mathe´matique. Fascicule XXVII. Alge`bre commutative.
Chapitre 1: Modules plats. Chapitre 2: Localisation, Actualite´s Scientifiques et In-
dustrielles, No. 1290, Herman, Paris, 1961. MR0217051 (36:146)
[Bou70] N. Bourbaki, E´le´ments de mathe´matique. Alge`bre. Chapitres 1 a` 3, Hermann, Paris,
1970. MR0274237 (43:2)
[Bou71] , E´le´ments de mathe´matique. Fasc. XXVI. Groupes et alge`bres de Lie. Chapitre
I: Alge`bres de Lie, Seconde e´dition. Actualite´s Scientifiques et Industrielles, No. 1285,
Hermann, Paris, 1971. MR0271276 (42:6159)
[Bou75] , E´le´ments de mathe´matique, Fasc. XXXVIII: Groupes et alge`bres de Lie.
Chapitre VII: Sous-alge`bres de Cartan, e´le´ments re´guliers. Chapitre VIII: Alge`bres
de Lie semi-simples de´ploye´es, Actualite´s Scientifiques et Industrielles, No. 1364, Her-
mann, Paris, 1975. MR0453824 (56:12077)
[Bou85] , E´le´ments de mathe´matique. Fasc. XXX. Alge`bre commutative. Chapitre 5:
Entiers. Chapitre 6: Valuations. Chapitre 7: Diviseurs, Nouveau tirage, Masson, Paris,
1985. MR0782297 (86k:13001b)
[Cha86] V. Chari, Integrable representations of affine Lie algebras, Invent. Math. 85 (1986),
no. 2, 317–335. MR846931 (88a:17034)
[CFK] V. Chari, G. Fourier, and T. Khandai, A categorical approach to Weyl modules, Trans-
form. Groups 15 (2010), no. 3, 517–549. MR2718936
[CFS08] V. Chari, G. Fourier, and P. Senesi, Weyl modules for the twisted loop algebras, J.
Algebra 319 (2008), no. 12, 5016–5038. MR2423816 (2009e:17018)
[CG05] V. Chari and J. Greenstein, An application of free Lie algebras to polynomial current
algebras and their representation theory, Infinite-dimensional aspects of representation
theory and applications, Contemp. Math., vol. 392, Amer. Math. Soc., Providence, RI,
2005, pp. 15–31. MR2189867 (2007b:17037)
[CM04] V. Chari and A. Moura, Spectral characters of finite-dimensional representations of
affine algebras, J. Algebra 279 (2004), no. 2, 820–839. MR2078944 (2005f:17002)
[CP86] V. Chari and A. Pressley, New unitary representations of loop groups, Math. Ann. 275
(1986), no. 1, 87–104. MR849057 (88f:17029)
[CP98] , Twisted quantum affine algebras, Comm. Math. Phys. 196 (1998), no. 2, 461–
476. MR1645027 (99f:16041)
[CP01] , Weyl modules for classical and quantum affine algebras, Represent. Theory 5
(2001), 191–223 (electronic). MR1850556 (2002g:17027)
[DR00] E. Date and S.-s. Roan, The structure of quotients of the Onsager algebra by closed
ideals, J. Phys. A 33 (2000), no. 16, 3275–3296. MR1766989 (2002b:17019)
[EH00] D. Eisenbud and J. Harris, The geometry of schemes, Graduate Texts in Mathematics,
vol. 197, Springer-Verlag, New York, 2000. MR1730819 (2001d:14002)
[FL04] B. Feigin and S. Loktev, Multi-dimensional Weyl modules and symmetric functions,
Comm. Math. Phys. 251 (2004), no. 3, 427–445. MR2102326 (2005m:17005)
[Har07] B. Hartwig, The tetrahedron algebra and its finite-dimensional irreducible modules,
Linear Algebra Appl. 422 (2007), no. 1, 219–235. MR2299006 (2007k:17028)
28 ERHARD NEHER, ALISTAIR SAVAGE, AND PRASAD SENESI
[Hel01] S. Helgason, Differential geometry, Lie groups, and symmetric spaces, Graduate Stud-
ies in Mathematics, vol. 34, American Mathematical Society, Providence, RI, 2001,
Corrected reprint of the 1978 original. MR1834454 (2002b:53081)
[HT07] B. Hartwig and P. Terwilliger, The tetrahedron algebra, the Onsager algebra, and the
sl2 loop algebra, J. Algebra 308 (2007), no. 2, 840–863. MR2295093 (2007m:17034)
[Jac89] N. Jacobson, Basic algebra. II, second ed., W. H. Freeman and Company, New York,
1989. MR1009787 (90m:00007)
[Kac90] V. G. Kac, Infinite-dimensional Lie algebras, third ed., Cambridge University Press,
Cambridge, 1990. MR1104219 (92k:17038)
[Lau] M. Lau, Representations of multiloop algebras, Pacific J. Math. 245 (2010), no. 1,
167–184, MR2602688 (2011f:17041)
[Li04] H. Li, On certain categories of modules for affine Lie algebras, Math. Z. 248 (2004),
no. 3, 635–664. MR2097377 (2005h:17044)
[Lus93] G. Lusztig, Introduction to quantum groups, Progress in Mathematics, vol. 110,
Birkha¨user Boston Inc., Boston, MA, 1993. MR1227098 (94m:17016)
[Neh04] E. Neher, Extended affine Lie algebras, C. R. Math. Acad. Sci. Soc. R. Can. 26 (2004),
no. 3, 90–96. MR2083842 (2005f:17024)
[Rao93] S. E. Rao, On representations of loop algebras, Comm. Algebra 21 (1993), no. 6,
2131–2153. MR1215561 (95c:17039)
[Rao01] , Classification of irreducible integrable modules for multi-loop algebras with
finite-dimensional weight spaces, J. Algebra 246 (2001), no. 1, 215–225. MR1872618
(2003c:17010)
[Roa91] S.-s. Roan, Onsager’s algebra, loop algebra and chiral pots model, Max-Planck-Institut
Preprint MPI/91-70, 1991.
[Sen10a] P. Senesi, The block decomposition of finite-dimensional representations of twisted loop
algebras, Pacific J. Math. 244 (2010), no. 2, 335–357. MR2587435
[Sen10b] , Finite-dimensional representation theory of loop algebras: A survey, Quantum
affine algebras, extended affine Lie algebras, and their applications, Contemp. Math.,
vol. 506, Amer. Math. Soc., Providence, RI, 2010, pp. 262–283. MR2642570
[UI96] D. B. Uglov and I. T. Ivanov, sl(N) Onsager’s algebra and integrability, J. Statist.
Phys. 82 (1996), no. 1-2, 87–113. MR1372652 (96m:82021)
E. Neher: University of Ottawa, Ottawa, Ontario, Canada
E-mail address: erhard.neher@uottawa.ca
A. Savage: University of Ottawa, Ottawa, Ontario, Canada
E-mail address: alistair.savage@uottawa.ca
P. Senesi: The Catholic University of America, Washington, D.C.
E-mail address: senesi@cua.edu
