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ABSTRACT
Solutions for 2-Dimensional Stabilized Kuramoto-Sivashinsky System
Maomao Cai
We study a stabilized Kuramoto-Sivanshinsky system in two-dimensional space. A
model consists of a mixed Kuramoto-Sivanshinsky-Korteweg-de Vires equation, linearly
coupled to an extra linear dissipative equation. The model is proposed to describe the
surface waves on multi-layered liquid films. In this work, we investigate the stability
of the solution to this system by establishing a priori energy estimate for the linearized
problem of this non-linear system. We use linear iteration to prove the local existence of
the solution to this system. Based on a weak global priori energy estimate, we further
prove the global existence and uniqueness of classical solution for this system.
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We study a two-dimensional stabilized Kuramoto-Sivashinsky-Korteweg-de Vries equa-
tion, linearly coupled to an extra linear dissipative equation. The model was first in-
troduced in [15] to describe the surface waves on multi-layers liquid films, and the two
dimensional model was proposed in [7].
The Kortweg-de Vries (KdV) equation is a third order nonlinear partial differential
equation:
ut + uux + uxxx = 0, (1.1)
which is first formulated as part of an analysis of shallow-water waves in canals. It has
subsequently been found to be involved in a wide range of physics phenomena, especially
those exhibiting travelling waves and solitons [9][12][25]. Certain theoretical physics phe-
nomena in the quantum mechanics domain are explained by means of a KdV model. It
is used in fluid dynamics, aerodynamics, and continuum mechanics as a model for shock
wave formation, solitons, turbulence, boundary layer behavior, and mass transport [12]
[16].
The Kuramoto-Sivashinsky (KS) equation is a well-known model of one-dimensional
turbulence, which was derived in various physical contexts, including chemical-reaction
waves, propagation of combustion fronts in gases, surface waves in a film of a viscous liquid
1
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flowing along an inclined plane, patterns in thermal convection, rapid solidification, and
others [23][21]. It has the form:
ut + uux = −αuxx − γuxxxx, (1.2)
where α, γ > 0 are coefficients accounting for the long-wave instability (gain) and short-
wave dissipation respectively.
An one-dimensional generalized form of the KS equation that combines conservative
and dissipative effects is a mixed Kuramoto-Sivashinsky -Korteweg-de Vries (KS-KdV)
equation:
ut + uux + uxxx = −αuxx − γuxxxx, (1.3)
which was first introduced by Benney [1] and is often called the Benney equation. This
equation finds various applications in plasma physics, hydrodynamics and other fields
[2][4][5]. In particular, a subject of considerable interest was the study of solitary-pulse
(SP) solutions of the above equations [3][22]. However, solitary-wave (SW) cannot be
stable in the Benney equation, since the zero solution, a background on top of which SWs
are to be found, is unstable in this equation due to the presence of the linear gain, which
is accounted for by the coefficient α.
A stabilized version of the Benney equation is proposed by Malomed [15]. It is based
on the KS-Kdv equation for a real wave field u(x, t), which is linearly coupled to an
additional linear dissipative equation for an extra real wave field v(x, t), that provides for
the stabilization of the zero background. The model is as follows:
ut + uux + uxxx = −αuxx − γuxxxx + ε1vx (1.4)
vt + a1vx = Γvxx + ε2ux. (1.5)
The system describes, for instance, the propagation of surface waves in a two-layer liquid
film in the case when one layer is dominated by viscosity. Here α, γ > 0 and Γ > 0 are
coefficients accounting for the gain and loss in the u subsystem and loss in the v subsystem
respectively. a1 is a group-velocity mismatch between the two wave fields. The coupling
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parameters ε1, ε2 are positive. The linear coupling via the first derivatives is the same as
that in known models of coupled internal waves propagating in multi-layered fluids [8].
The linear dissipative equation (1.5) implies that the substrate layer is essentially more
viscous than the upper one [15]. In [15], the stability of SP solutions in the system of
equations (1.4) and (1.5) is investigated by treating the gain and the dissipation constants
α, γ, Γ as small parameters while the group-velocity mismatch a1 need not be small.
In this work, we consider the following initial value problem:
ut + uux + ∆ux = −αuxx − γ∆2u + ε1vx (1.6)
vt + a1vx = Γ∆v + ε2ux (1.7)
u(x, y, 0) = u0(x, y), v(x, y, 0) = v0(x, y). (1.8)
The above system is proposed in the study of cylindrical solitary pulses [7]. Notice that
the two space variables (x, y) are not symmetric. This is because of the underlying non-
symmetric physics [15][7]. The stability of steady-state soliton solutions is analyzed by
perturbation theory and wave model [8][7]. In this work, we first establish the linear
stability of the solution by deriving the energy estimate for a linearized system. Then,
we obtain an energy estimate using an η−weighted norm for the non-linear problem and
use this estimate to establish the existence of global solution for a large class of general
initial data. In particular, our results show that the solution in [7] is not only linearly
stable, but also globally existent with even modified initial data.
The thesis is arranged as follows. In chapter 2, we investigate the linear stability of the
solution to the non-linear problem (1.6)-(1.8) by establishing the energy estimate for its
linearized problem. In chapter 3, we use the obtained energy estimate and a continuation
method to show the existence of the solution for the linearized problem. In chapter 4,
we use a linear iteration method to obtain the existence of the local solution for the
nonlinear problem. In chapter 5, we establish the existence of the solution for a linear
problem with weak requirement on the right side term by treating the only nonlinear term
uux as a known function. In chapter 6, we derive a global energy estimate. The existence
and uniqueness of the global solution for the nonlinear problem are obtained under the
assumption that u0 ∈ L2(R2) and v0 ∈ L2(R2). In chapter 7, we obtain the existence of
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the global solution for the nonlinear problem under the assumption that u0 ∈ Hk+2(R2)
and v0 ∈ Hk+1(R2), where k is a nonnegative integer.
Chapter 2
Linear Stability and High Order
Estimate
2.1 Linearization
In this section, we linearize equations (1.6) and (1.7). Let (ũ, ṽ) be a small perturbation
of a bounded C∞ solution (u0, v0) of (1.6) and (1.7), i.e.
u ∼ u0 + εũ
v ∼ v0 + εṽ,
(2.1)
with ε  1.
Substituting (u, v) into equations (1.6) and (1.7) and omitting the higher order terms of




xũ + ∆ũx = −αũxx − γ∆2ũ + ε1ṽx (2.2)
ṽt + a1ṽx = Γ∆ṽ + ε2ũx. (2.3)
Notice that the linear stability of solution (u0, v0) is determined by the energy estimate
for (ũ, ṽ) under small initial perturbation. Hence, we discuss the following initial value
5
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xũ + ∆ũx = −αũxx − γ∆2ũ + ε1ṽx + f̃ (2.4)
ṽt + a1ṽx = Γ∆ṽ + ε2ũx + g̃ (2.5)
ũ(x, y, 0) = ũ0(x, y), ṽ(x, y, 0) = ṽ0(x, y), (2.6)
where the coefficients α, γ, Γ, ε1, ε1 are all positive constants with possible smooth small
perturbations. Set α ≡ α0 + α1(x, y, t), γ ≡ γ0 + γ1(x, y, t), Γ ≡ Γ0 + Γ1(x, y, t). α0, γ0
and Γ0 are positive constants. u
0 is a given bounded smooth function, and a1 is a given
bounded smooth function.
Let 〈·, ·〉 denotes the L2 inner product in R2 and Hk(R2) be the usual Sobolev space







with H0(R2) = L2(R2) and ‖f‖ = ‖f‖0.
Let S(R2) be the Schwartz rapidly decaying function space[19]. In the following sections,
we discuss energy estimates for the above linearized problem (2.4)-(2.6).
2.2 Zero order estimate
Theorem 2.2.1 Any solution (ũ, ṽ) ∈ C∞([0, T ], S(R2)) of (2.4), (2.5) and (2.6) satisfies
the estimate:
∂t(‖ũ(t)‖2 + ‖ṽ(t)‖2) + ‖ũ(t)‖22 + ‖ṽ(t)‖
2
1
≤ C(‖ũ(t)‖2 + ‖ṽ(t)‖2 + ‖f̃(t)‖2 + ‖g̃(t)‖2),
(2.8)
∀t ∈ [0, T ],
and
sup0≤t≤T (‖ũ(t)‖
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C(T ) denotes a constant depending on T and the coefficients of the above linearized
system. In particular, the constant C(T ) depends upon u0 only in its L∞([0, T ], H2(R2))
norm.
Proof. Take L2 inner product of equation (2.4) with ũ and equation (2.5) with ṽ over
R2 respectively. Notice that 1
2
∂tw
2 = w∂tw, we have:
1
2
∂t(‖ũ‖2 + ‖ṽ‖2) + 〈γ∆2ũ, ũ〉+ 〈αũxx, ũ〉 − 〈Γ∆ṽ, ṽ〉 =
−〈u0ũx, ũ〉 − 〈u0xũ, ũ〉 − 〈a1ṽx, ṽ〉 − 〈∆ũx, ũ〉+ 〈ε1ṽx, ũ〉+ 〈f̃ , ũ〉+ 〈ε2ũx, ṽ〉+ 〈g̃, ṽ〉.
(2.10)
Let M1, M2, M (M1 + M2 = M) be constants such that:
sup0≤t≤T (‖Γx‖L∞(R2), ‖Γy‖L∞(R2), ‖a1‖L∞(R2), ‖α‖L∞(R2), ‖ε1‖L∞(R2), ‖ε2‖L∞(R2) < M1,
sup0≤t≤T (‖u0‖
2
2, ‖γx‖L∞(R2), ‖γy‖L∞(R2), ‖γxx‖L∞(R2), ‖γxy‖L∞(R2), ‖γyy‖L∞(R2)) < M2.
Integrating by parts in (x, y) and applying Cauchy-Schwarz inequality [11]:
|〈a, b〉| ≤ ‖a‖‖b‖ ≤ ε‖a‖2 + 1
4ε
‖b‖2, (2.11)
where ε < 1 is any positive constant.
Notice that:
‖u‖2 ∼ ‖uxx‖+ ‖uyy‖+ ‖uxy‖+ ‖u‖. (2.12)
We have:
〈γ∆2ũ, ũ〉
= −〈(γũ)x, ũxxx〉 − 2〈(γũ)y, ũxxy〉 − 〈(γũ)y, ũyyy〉
= (〈γũxx, ũxx〉+ 2〈γũxy, ũxy〉+ 〈γũyy, ũyy〉) + 2(〈ũxx, γxũx〉+ 〈ũyy, γyũy〉+ 〈ũxy, γxũy〉+
〈ũxy, γyũx〉) + 〈ũxx, γxxũ〉+ 〈ũyy, γyyũ〉+ 2〈ũxy, γxyũ〉,
(2.13)
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where
〈γũxx, ũxx〉+ 2〈γũxy, ũxy〉+ 〈γũyy, ũyy〉 ≥ γ02 (‖ũxx‖
2 + ‖ũyy‖2) + γ0‖ũxy‖2. (2.14)
−〈Γ∆ṽ, ṽ〉 = 〈(Γṽ)x, ṽx〉+ 〈(Γṽ)y, ṽy〉
= (〈Γṽx, ṽx〉+ 〈Γṽy, ṽy〉) + 〈Γxṽ, ṽx〉+ 〈Γyṽ, ṽy〉,
(2.15)
where
〈Γṽx, ṽx〉+ 〈Γṽy, ṽy〉 ≥ Γ02 (‖ṽx‖
2 + ‖ṽy‖2). (2.16)
〈∆ũx, ũ〉 = −〈ũxx, ũx〉 − 〈ũyy, ũx〉
≤ β1‖ũxx‖2 + 14β1‖ũx‖
2 + β2‖ũyy‖2 + 14β2‖ũx‖
2













where β1, β2 are positive numbers, β =
β1+β2
4β1β2
and ε1  β1β2.
Here we estimate ‖ũx‖2 by means of the inequality:
‖ũx‖2 = | − 〈ũxx, ũ〉|
≤ ‖ũ‖‖ũxx‖
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According to Sobolev imbedding theorem [19], H2(R2) can be continuously imbedded into
bounded C(R2), we have:
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2(〈ũxx, γxũx〉+ 〈ũyy, γyũy〉+ 〈ũxy, γxũy〉+ 〈ũxy, γyũx〉) + 〈ũxx, γxxũ〉+
















where β3, β4, β5 are positive numbers, and β4  β3.




〈f̃ , ũ〉 ≤ ε9‖ũ‖2 + 14ε9‖f̃‖
2
. (2.26)
〈g̃, ṽ〉 ≤ ε10‖ṽ‖2 + 14ε10‖g̃‖
2. (2.27)
〈u0xũ, ũ〉 ≤ ‖u0x‖‖ũũ‖
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Combine from (2.14) to (2.28), we obtain:
∂t(‖ũ‖2 + ‖ṽ‖2) + γ02 (‖ũxx‖
2 + ‖ũyy‖2) + γ0‖ũxy‖2 + Γ02 (‖ṽx‖
2 + ‖ṽy‖2)






























Since εi (i = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11) are positive constants, we can choose C which is
a constant depending only upon δ and εi . Adding ‖ũ‖2 and ‖ṽ‖2 to both sides of (2.29),
we have:
∂t(‖ũ‖2 + ‖ṽ‖2) + ‖ũ‖22 + ‖ṽ‖
2
1 ≤ C(‖ũ‖
2 + ‖ṽ‖2 + ‖f̃‖2 + ‖g̃‖2). (2.30)
Integrating the above inequality (2.30) on both sides, we have:
‖ũ‖2 + ‖ṽ‖2













To obtain (2.9), we apply Gronwall’s theorem to the inequality:












(‖f̃‖2 + ‖g̃‖2)ds and k = C.
Therefore we have P (t) ≤ Cekt, which yields (2.9) and the proof is complete.
The inequalities (2.8) and (2.9) in Theorem (2.2.1) are obtained for Cauchy initial data.
Obviously, it’s also valid for the initial-boundary value problems with periodic boundary
conditions studied for the periodic waves of KS-KdV system in [6].
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2.3 First order estimate






































∂t(‖ũx‖2 + ‖ũy‖2 + ‖ṽx‖2 + ‖ṽy‖2)− 〈γ∆2ũ, ∆ũ〉 − 〈∆ũx, ∆ũ〉
−〈αũxx, ∆ũ〉 − 〈u0ũx, ∆ũ〉 − 〈u0xũ, ∆ũ〉+ 〈Γ∆ṽ, ∆ṽ〉 − 〈a1ṽx, ∆ṽ〉
= −〈ε1ṽx, ∆ũ〉 − 〈f̃ , ∆ũ〉 − 〈ε2ũx, ∆ṽ〉 − 〈g̃, ∆ṽ〉.
(2.35)
Here






−〈γ∆2ũ, ∆ũ〉 = −〈γũxxxx + 2γũxxyy + γũyyyy, ũxx + ũyy〉, (2.37)
where
−〈γũxxxx, ũxx〉 = 〈(γũxx)x, ũxxx〉
= 〈γũxxx, ũxxx〉+ 〈γxũxx, ũxxx〉.
(2.38)






Let M be a fixed positive constant such that:




Similarly we can get:
−〈γũxxxx, ũyy〉 = 〈(γũyy)x, ũxxx〉
= 〈γxũyy, ũxxx〉+ 〈γũxyy, ũxxx〉
= 〈γxũyy, ũxxx〉 − 〈(γũxyy)x, ũxx〉
= 〈γxũyy, ũxxx〉 − 〈γxũxyy, ũxx〉 − 〈γũxxyy, ũxx〉
= 〈γxũyy, ũxxx〉 − 〈γxũxyy, ũxx〉+ 〈γyũxx, ũxxy〉+ 〈γũxxy, ũxxy〉.
(2.41)
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Since εi (i=1,2,3,4,5,6,7,8,9) are positive constants, we can choose a constant C depending
upon the coefficients of (2.4)-(2.5) and εi. In particular, the constant C depends upon u
0














∀t ∈ [0, T ].
By applying Gronwall’s inequality to (2.52), we obtain (2.34) and the proof is completed.
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2.4 High order estimate


































Proof. Taking L2 inner product of (2.4) with ∆2ũ and (2.5) with ∆ṽ and integrating
by parts, we obtain:
1
2
∂t(‖ũxx‖2 + ‖ũyy‖2 + 2‖ũxy‖2 + ‖ṽx‖2 + ‖ṽy‖2) + 〈γ∆2ũ, ∆2ũ〉+ 〈∆ũx, ∆2ũ〉
+〈αũxx, ∆2ũ〉+ 〈u0ũx, ∆2ũ〉+ 〈u0xũ, ∆2ũ〉+ 〈Γ∆ṽ, ∆ṽ〉 − 〈a1ṽx, ∆ṽ〉
= 〈ε1ṽx, ∆2ũ〉+ 〈f̃ , ∆2ũ〉 − 〈ε2ũx, ∆ṽ〉 − 〈g̃, ∆ṽ〉.
(2.55)
Here
〈ũt, ∆2ũ〉 = −〈ũxt, ũxxx〉 − 2〈ũyt, ũxxy〉 − 〈ũyt, ũyyy〉
= 〈ũxxt, ũxx〉+ 2〈ũxyt, ũxy〉 − 〈ũyyt, ũyy〉
= 1
2
∂t(‖ũxx‖2 + ‖ũyy‖2) + ∂t‖ũxy‖2.
(2.56)
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Consider
〈γ∆2ũ, ∆2ũ〉 = γ0〈∆2ũ, ∆2ũ〉+ 〈γ1∆2ũ, ∆2ũ〉















where we estimate ‖∆ũx‖2 by means of the inequality:
‖∆ũx‖2 = |〈ũxxx, ũxxx〉+ 2〈ũxyy, ũxxx〉+ 〈ũxyy, ũxyy〉|






where ε  ε1  1.
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Since εi (i=1,2,3,4,5,6,7,8,9) are positive constants, we can choose a constant C depending
upon the coefficients of (2.4)-(2.5) and εi. Combining with (2.33), we obtain (2.53).
By applying Gronwall’s inequality to (2.53), we obtain (2.54) and the proof is complete.
It is easy to see that the constant C(T ) in (2.54) depends upon u0 only in its L∞([0, T ], H2(R2))
norm.
Theorem 2.4.2 Any solution (ũ, ṽ) ∈ C∞([0, T ], S(R2)) of (2.4), (2.5) and (2.6) satisfies





































Here Ck(T ) is a constant depending on T and the coefficients of (2.4) and (2.5). In
particular, the constant Ck(T ) depends upon u
0 only in its L∞([0, T ], Hk+2(R2)) norm.
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Proof. We will prove this theorem by induction.
For k = 0, we proved it in Theorem (2.4.1). Therefore this theorem is true for k = 0.
































Taking (k+1)-th partial derivative of equations (2.4)-(2.5) with respect to x and taking
L2 inner product of (2.4) with ∆2 ∂
k+1
∂xk+1























































where ε  ε1  1.
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+ ‖∂αx ∂βy ũyy‖
2


















Taking summation for all α + β = k + 1 and combining (2.78) with (2.71), we get the
estimate (2.72).
Remark 2.4.1 For convenience, we use the notation ΠkT in the following to denote the
product space of (u, v): (u, v) ∈ ΠkT if
u ∈ C([0, T ], Hk+2(R2)) ∩ L2([0, T ], Hk+4(R2))
v ∈ C([0, T ], Hk+1(R2)) ∩ L2([0, T ], Hk+2(R2)).












The Existence of Solution for the
Linearized Problem
3.1 The linearized system with u0 ∈ Ck+1([0, T ], R2)
Several methods are available to establish the existence of solution to the linear prob-
lem (2.4)-(2.6). In this chapter, we use the continuation method to prove the following
existence and uniqueness of the solution to (2.4)-(2.6).
Theorem 3.1.1 In the initial value problem (2.4)-(2.6), let k ≥ 0 be any integer, and
assume that
• u0 ∈ Hk+2(R2) and v0 ∈ Hk+1(R2) and f, g ∈ L2([0, T ], Hk(R2));
• γ ≥ δ > 0 and Γ ≥ δ > 0;
• coefficients ξ ≡ (α, a1, γ, Γ, ε1, ε2) in (2.4)-(2.5) are k-th order continuously differen-
tiable and are constants outside a bounded domain, u0 is (k+1)-th order continuously
differentiable and is a constant outside a bounded domain.
22
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Then (2.4)-(2.6) has a unique solution (u, v) in the space ΠkT satisfying the estimate
(2.70).
Remark 3.1.1 By Sobolev imbedding theorem, for k ≥ 2, the solution (u, v) is con-
tinuously differentiable in (x, y) up to fourth and second order. If k ≥ 4, and f, g ∈
H1([0, T ], Hk(R2)), then by equation (2.4)-(2.6), we can derive that (ut, vt) are also con-
tinuous. Therefore the solution (u, v) in Theorem (3.1.1) is a classical solution.
First of all, we rewrite (2.4)-(2.6) briefly as follows:

ut + L1(u, v) = f
vt + L2(u, v) = g




L1(u, v) = u0ux + u0xu + ∆ux + αuxx + γ∆
2u− ε1vx
L2(u, v) = a1vx − Γ∆v − ε2ux.
(3.2)
Consider the following one-parameter family of initial value problems, denoted as Λλ
(λ ∈ [0, 1]): 
ut + λL1(u, v) + (1− λ)∆2u = f
vt + λL2(u, v)− (1− λ)∆v = g
u(x, y, 0) = u0(x, y), v(x, y, 0) = v0(x, y).
(3.3)
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Obviously, for λ = 1, the problem Λ1 in (3.3) is the same as the initial value problem
(2.4)-(2.6). It is readily checked that the energy estimate (2.70) is valid uniformly for
the solution (u, v) of (2.4)-(2.6) with the constant Ck(T ) in (2.70) independent of the
parameter λ ∈ [0, 1].
We show in the following that the conclusion on the existence of solution (u, v) in Theorem
(3.1.1) is also true for (3.3) for all λ ∈ [0, 1]. Then the conclusion in Theorem (3.1.1) is a
particular case for λ = 1.
To achieve this, we denote Υ as the subset of [0, 1] such that for parameter λ ∈ Υ,
Theorem (3.1.1) is true for (3.3), i.e., the initial value problem (3.3) has a unique solution
in ΠkT satisfying (2.70). We need to show that Υ = [0, 1], i.e., we need to prove that the
subset Υ is not empty, and it is both closed and open.
1. Υ is not empty.
Actually, 0 ∈ Υ. The problem Λ0 is the following two separate initial value problems for
u and v: 
ut + ∆
2u = f
u(x, y, 0) = u0(x, y)
(3.4)

vt −∆v = g
v(x, y, 0) = v0(x, y).
(3.5)
The existence of the solutions (u, v) for the problem (3.4) and (3.5) is the standard result
for the Cauchy problem of general parabolic equations, see e.g. [13][19].
2. Υ is closed in [0, 1].
Let λj ∈ Υ, and λj → λ0. We need to show λ0 ∈ Υ.
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Since λj ∈ Υ, let (uj, vj) be the solution of the following initial value problem:
ujt + λjL1(uj, vj) + (1− λj)∆2uj = f
vjt + λjL2(uj, vj)− (1− λj)∆vj = g
uj(x, y, 0) = u0(x, y), vj(x, y, 0) = v0(x, y).
(3.6)
By (2.70), (uj, vj) is uniformly bounded in Π
k


















u(j−1)t + λj−1L1(uj−1, vj−1) + (1− λj−1)∆2uj−1 = f
v(j−1)t + λj−1L2(uj−1, vj−1)− (1− λj−1)∆vj−1 = g
uj−1(x, y, 0) = u0(x, y), vj−1(x, y, 0) = v0(x, y).
(3.8)
After adding λjL1(uj−1, vj−1)−λjL1(uj−1, vj−1) and (1−λj)∆2uj−1− (1−λj)∆2uj−1 to
the left side of the first equation in (3.6) and subtracting the first equation in (3.8), we
get the first equation in (3.9).
Let (ũj, ṽj) ≡ (uj − uj−1, vj − vj−1) (j = 2, 3, ...) which satisfies:
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
ũjt + λjL1(ũj, ṽj) + (1− λj)∆2ũj
= −(λj − λj−1)[L1(uj−1, vj−1)−∆2uj−1]
ṽjt + λjL2(ũj, ṽj)− (1− λj)∆ṽj
= −(λj − λj−1)(L2(uj−1, vj−1)−∆vj−1)
ũj(x, y, 0) = 0, ṽj(x, y, 0) = 0.
(3.9)

































Since λj → λ0, it follows that (uj, vj) is a Cauchy sequence in ΠkT and its limit (u, v) is
obviously the solution of (3.3) for λ0. This shows Υ is closed in [0, 1].
3. Υ is open in [0, 1].
Let λ0 ∈ Υ, λ ∈ [0, 1] and | λ− λ0 |≤ ε. We need to show that for ε  1, λ ∈ Υ.
CHAPTER 3. THE EXISTENCE OF SOLUTION FOR THE LINEARIZED PROBLEM27
Since λ0 ∈ Υ, we can construct a sequence of approximate solutions (un, vn) (n = 2, 3, ...)
as the solutions of the following problems:
unt + λ0L1(un, vn) + (1− λ0)∆2un
= f + (λ0 − λ)(L1(un−1, vn−1)−∆2un−1)
vnt + λ0L2(un, vn)− (1− λ0)∆vn
= g + (λ0 − λ)(L2(un−1, vn−1)−∆vn−1)
un(x, y, 0) = u0(x, y), vn(x, y, 0) = v0(x, y).
(3.13)
For n = 1, we simply take (u1, v1) to be the solution of the following problem:
u1t + λ0L1(u1, v1) + (1− λ0)∆2u1 = f
v1t + λ0L2(u1, v1)− (1− λ0)∆v1 = g
u1(x, y, 0) = u0(x, y), v1(x, y, 0) = v0(x, y).
(3.14)
(un−1, vn−1) is the solution of the following problem:
u(n−1)t + λ0L1(un−1, vn−1) + (1− λ0)∆2un−1
= f + (λ0 − λ)(L1(un−2, vn−2)−∆2un−2)
v(n−1)t + λ0L2(un−1, vn−1)− (1− λ0)∆vn−1
= g + (λ0 − λ)(L2(un−2, vn−2)−∆vn−2)
un−1(x, y, 0) = u0(x, y), vn−1(x, y, 0) = v0(x, y).
(3.15)
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Let (ũn, ṽn) ≡ (un−un−1, vn− vn−1) (n = 2, 3, ...). (ũn, ṽn) is the solution of the following
problem: 
ũnt + λ0L1(ũn, ṽn) + (1− λ0)∆2ũn
= (λ0 − λ)(L1(ũn−1, ṽn−1)−∆2ũn−1)
ṽnt + λ0L2(ũn, ṽn)− (1− λ0)∆ṽn
= (λ0 − λ)(L2(ũn−1, ṽn−1)−∆ṽn−1)
ũn(x, y, 0) = 0, ṽn(x, y, 0) = 0.
(3.16)
Since
‖L1(ũn−1, ṽn−1)−∆2ũn−1‖2k + ‖L2(ũn−1, ṽn−1)−∆ṽn−1‖
2
k
































Choose ε  1 such that MCk(T )ε2 < 1. Hence (un, vn) is a Cauchy sequence in ΠkT and
its limit (u, v) is the solution of (3.3) for λ. Therefore Υ is open in [0, 1]. This concludes
the proof of Theorem (3.1.1).
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3.2 The linearized system with u0 ∈ C([0, T ], Hk+2ul (R2)).
To prepare the study of the nonlinear system (1.6)-(1.7) in next chapter, we introduce
the uniformly local Sobolev space Hsul(R
2), see also [10].
Definition 3.2.1 The uniformly local Sobolev space Hsul(R
n) is defined by f ∈ Hsul(Rn)
if and only if ∀φ ∈ C∞0 (Rn) and φX0(X) ≡ φ(X −X0),
sup
X0∈Rn
‖fφX0‖Hs(Rn) ≤ ∞, (3.19)




for a fixed given φ ∈ C∞0 (R2) with φ(X) = 1 in |X| ≤ 1.
It is readily verified that thus defined Hsul is a Hilbert space.
Then we have the following improved version of Theorem (3.1.1).
Theorem 3.2.1 In the initial value problem (2.4)-(2.6), let k ≥ 0 be any integer. Under
the same assumptions as in Theorem (3.1.1), except the requirement that u0 ∈ Ck+1([0, T ], R2)
and u0 be a constant outside a bounded domain. Instead, we assume
u0 ∈ C([0, T ], Hk+2ul (R
2)).
Then we have the same conclusion as in Theorem (3.1.1), i.e., (2.4)-(2.6) has a unique
solution (u, v) in the space ΠkT satisfying the estimate (2.70).
To prove Theorem (3.2.1), we notice that the estimate (2.70) can be obtained assuming
that u0 ∈ C([0, T ], Hk+2ul (R2)). Since H
k+2
ul (R
2) is a Banach algebra, in step 2 (to show Υ


















Hence (3.10) follows from (3.9). Same argument also applies to the estimate of (3.16)
in step 3 (to show Υ is open) in the proof of Theorem (3.1.1) and we can obtain (3.18)
correspondingly.
Chapter 4
The Existence of Local Solution for
the Non-linear Problem
4.1 The local solution for the non-linear problem
In this section, we prove the existence of local solution for non-linear system (1.6)-(1.7).
Consider the following initial value problem:
ut + uux + ∆ux = −αuxx − γ∆2u + ε1vx (4.1)
vt + a1vx = Γ∆v + ε2ux (4.2)
u(x, y, 0) = u0(x, y), v(x, y, 0) = v0(x, y). (4.3)
As before, the coefficients γ, Γ, α, a1, ε1, ε2 are assumed to be positive constants or positive
constants outside a bounded domain with possible smooth perturbations in bounded
domain. In particular, γ, Γ are uniformly positive: γ ≥ δ > 0, Γ ≥ δ > 0. Actually, uux
is the only non-linear term in (4.1)-(4.3). With minor modifications, our proof in this
section can also apply to the case where the coefficients γ, Γ, α, a1, ε1, ε2 may depend upon
(u, v) or their derivatives.
31
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Also, we consider the case that the initial values (u0, v0) have the form:
(u0, v0) = (U0 + ũ0, V0 + ṽ0) (4.4)
with (U0, V0) being constants. For the cases that they are periodic functions, our proof
can be easily adjusted by considering periodic domain and the conclusion obtained here
remains true. The main conclusion of this section is the following theorem.
Theorem 4.1.1 In the initial value problem (4.1)-(4.3), let k be a non-negative integer
and assume that
• All the coefficients γ, Γ, α, a1, ε1, ε2 are positive constants with possible smooth per-
turbations in a bounded domain;
• (u0, v0) = (U0 + ũ0, V0 + ṽ0) with (U0, V0) being constants and (ũ0, ṽ0) ∈ Hk+2(R2)×
Hk+1(R2);
Then there is a T > 0 such that (4.1)-(4.3) has a unique solution (u, v) = (U0+ũ, V0+ṽ) ∈
















Proof. We use linear iteration to prove Theorem (4.1.1). First of all, we construct an
approximate solution (ua, va) of the form:
(ua, va) = (U0 + ũa, V0 + ṽa), (4.6)
where (ũa, ṽa) is the solution for the initial value problem of the linear system:
ũat + (U0 + ũ0)ũax + ∆ũax + αũaxx + γ∆
2ũa − ε1ṽax = 0 (4.7)
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ṽat + a1ṽax − Γ∆ṽa − ε2ũax = 0 (4.8)
ũa(x, y, 0) = ũ0(x, y), ṽa(x, y, 0) = ṽ0(x, y). (4.9)
According to Theorem (3.1.1) and Theorem (3.2.1), the solution (ũa, ṽa) ∈ ΠkT of (4.7)-
(4.9) exists and satisfies the estimate (2.70). Also, from equations (4.7) and(4.8), we
have:
ũat = −((U0 + ũ0)ũax + ∆ũax + αũaxx + γ∆2ũa − ε1ṽax) (4.10)
ṽat = −(a1ṽax − Γ∆ṽa − ε2ũax). (4.11)
















≤ Ck(T )(‖ũ0‖2k+2 + ‖ṽ0‖2k+1).
(4.12)
Now we look for the solution of (4.1)-(4.3) in the form of
(u, v) = (ua + u̇, va + v̇). (4.13)
Obviously (u, v) is the solution of (4.1)-(4.3) if and only if (u̇, v̇) is the solution of the
following problem:
u̇t + (ua + u̇)u̇x + ∆u̇x + αu̇xx + γ∆
2u̇− ε1v̇x + ũaxu̇ = f̃ (4.14)
v̇t + a1v̇x − Γ∆v̇ − ε2u̇x = g̃ (4.15)
u̇(x, y, 0) = 0, v̇(x, y, 0) = 0 (4.16)
with
f̃ = −(ũat + uaũax + ∆ũax + αũaxx + γ∆2ũa − ε1ṽax) (4.17)
g̃ = −(ṽat + a1ṽax − Γ∆ṽa − ε2ũax). (4.18)
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Since ua ∈ C([0, T ], Hk+2ul (R2)) and H
k+2
ul (R





‖ũat + ∆ũax + αũaxx + γ∆2ũa − ε1ṽax‖k
≤ ‖ũat‖k + ‖∆ũax‖k + ‖αũaxx‖k + ‖γ∆2ũa‖k + ‖ε1ṽax‖k
≤ C(‖ũa(t)‖k+4 + ‖ṽa(t)‖k+2 + ‖ũat(t)‖k),
(4.20)
and
‖ṽat + a1ṽax − Γ∆ṽa − ε2ũax‖k
≤ C(‖ũa(t)‖k+4 + ‖ṽa(t)‖k+2 + ‖ũat(t)‖k).
(4.21)
From (4.12) and (4.17)-(4.21), we know that (f̃ , g̃) ∈ L2([0, T ], Hk(R2)) and their norms∫ T
0













Denote the non-linear differential operators on the left side of the equations in (4.14)-
(4.16) as M (u̇), we can rewrite (4.14)-(4.16) briefly as: M (u̇)(u̇, v̇) = (f̃ , g̃)u̇(x, y, 0) = 0, v̇(x, y, 0) = 0. (4.23)
Take u̇0(x, y, t) = v̇0(x, y, t) = 0. By Theorem (3.2.1), one can obtain a sequence of
solutions (u̇j, v̇j), for j = 1, 2, 3, · · · , in the product space ΠkT by solving the linear problem: M (u̇j−1)(u̇j, v̇j) = (f̃ , g̃)u̇j(x, y, 0) = v̇j(x, y, 0) = 0. (4.24)
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According to (2.70) of Theorem (2.4.2), (u̇j, v̇j) satisfies:









In particular, we claim that the constant Ck,j(T ) in (4.25) depends upon u̇j−1 only in its
L∞([0, T ], Hk+2(R2)) norm, and it is uniform in T for small T (say, T ≤ 1).
Since u̇0(x, y, t) = v̇0(x, y, t) = 0, this conclusion is true for the case j = 0.
Assume that there is a constant K such that
sup
0≤t≤T
‖u̇j−1(t)‖2k+2 ≤ K, (4.26)
then we need to show (4.26) is also true for u̇j.
Notice that the constant Ck,j(T ) in (4.25) depends on K and is independent of specific




(‖f̃(s)‖2k + ‖g̃(s)‖2k)ds ≤ K, (4.27)
then (4.25) implies that:
sup
0≤t≤T0
‖u̇j(t)‖2k+2 ≤ K. (4.28)
Therefore the constant Ck,j(T ) = Ck(T ) in (4.25) is uniform in j.
We conclude that for such T0, the sequence (u̇j, v̇j) is uniformly bounded in the product
space ΠkT0 .
Let Uj = (u̇j, v̇j), we have:
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M (u̇j)Uj =

(u̇j)t + (ua + u̇j)(u̇j)x + ∆(u̇j)x
+α(u̇j)xx + γ∆
2u̇j − ε1(v̇j)x + ũaxu̇j
(v̇j)t + (a1)(v̇j)x − Γ∆(v̇j)− ε2(u̇j)x
M (u̇j−1)Uj =

(u̇j)t + (ua + u̇j−1)(u̇j)x + ∆(u̇j)x
+α(u̇j)xx + γ∆
2u̇j− − ε1(v̇j)x + ũaxu̇j
(v̇j)t + (a1)(v̇j)x − Γ∆(v̇j)− ε2(u̇j)x.
Since M (u̇j−1)Uj = M (u̇j)Uj+1 = (f̃ , g̃), we get M (u̇j)(Uj+1 − Uj) = (M (u̇j−1) −
M (u̇j))Uj = Fj where
Fj =

−(u̇j − u̇j−1)(u̇j)x = fj
0 = gj.
Let (wj, zj) = (u̇j+1 − u̇j, v̇j+1 − v̇j), (wj, zj) satisfies: M (u̇j)(wj, zj) = (M (u̇j−1)−M (u̇j))(u̇j, v̇j) = −(wj−1∂xu̇j, 0)wj(x, y, 0) = zj(x, y, 0) = 0. (4.29)
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Choose T0  1 such that Ck(T0)KT0 < 1. Then the sequence (u̇j, v̇j) converges to
(u̇, v̇) which is the solution of (4.14)-(4.16). One can readily recover the solution (u, v) of
(4.1)-(4.3) by (4.13).
The inequality (4.5) is obtained from (4.12),(4.22) and (4.25). This completes the proof
of Theorem (4.1.1).
Remark 4.1.1 The conclusion in Theorem (4.1.1) is also true if the coefficients and the
initial data (u0, v0) are all periodic functions. One need only to replace R
2 by a periodic
domain T 2. The proof proceeds the same way as that in Theorem (4.1.1). The details are
omitted here.
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4.2 The local classical solution for the non-linear prob-
lem
By Sobolev imbedding theorem, for k ≥ 4, the solution (u, v) is continuously differentiable
in (x, y) up to fourth and second order. Also, we can derive that (ut, vt) are continuous
by equations (4.1)-(4.2). That is:
ut = −(uux + ∆ux + αuxx + γ∆2u− ε1vx) (4.31)
vt = −(a1vx − Γ∆v − ε2ux). (4.32)
Therefore the solution (u, v) in Theorem (4.1.1) is a classical solution.
Chapter 5
The Solution for a Linear Problem
In this chapter, we study the following linear problem:
ut + ∆ux + αuxx + γ∆
2u− ε1vx = f (5.1)
vt + a1vx − Γ∆v − ε2ux = 0 (5.2)
u(x, y, 0) = u0(x, y), v(x, y, 0) = v0(x, y). (5.3)
The problem (5.1)-(5.3) is very similar to the linear problem (2.4)-(2.6) studied in chapter
3, except for the dropping of linearized terms u0ux, u
0
xu. Actually, the result obtained in
this chapter remains valid if u0ux, u
0
xu are included.
The main differences between the study in this chapter and that in chapter 3 are the
“weaker” assumption on the initial data (u0, v0), the right-hand side function f , and
consequently a “weaker” form of solution (u, v). Here, we assume that (u0, v0) ∈ L2(R2)×
L2(R2) and f ∈ L1([0, T ], L2(R2)) instead of (u0, v0) ∈ Hk+2(R2) × Hk+1(R2) and f ∈
L2([0, T ], Hk(R2)) as in Theorem (3.1.1). This relaxation on the requirements of the initial
data and f turns out to be important in our following study of the global solution.
With the initial data (u0, v0) ∈ L2(R2) × L2(R2), the corresponding solution (u, v) has
also reduced regularity. We look for solution (u, v) to the linear problem (5.1)-(5.3) in
39
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the spaces C([0, T ], L2(R2))∩L2([0, T ], H2(R2)) and C([0, T ], L2(R2))∩L2([0, T ], H1(R2))
respectively.
Since there are terms such as ∆ux, ∆
2u and ∆v in (5.1)-(5.3), the solution (u, v) in
the spaces C([0, T ], L2(R2))∩L2([0, T ], H2(R2)) and C([0, T ], L2(R2))∩L2([0, T ], H1(R2))
satisfies the problem (5.1)-(5.3) in the sense of distribution [19].
5.1 An apriori estimate
In this section, we derive the energy estimate for the linear problem (5.1)-(5.3).
Theorem 5.1.1 Any solution (u, v) in C([0, T ], L2(R2))∩L2([0, T ], H2(R2)) and C([0, T ], L2(R2))∩
L2([0, T ], H1(R2)) of (5.1)-(5.3) satisfies the estimate:
sup0≤t≤T (‖u(t)‖











Proof. For u ∈ C([0, T ], L2(R2))∩L2([0, T ], H2(R2)), we have ∆2u ∈ L2([0, T ], H−2(R2)).
Since L2([0, T ], H−2(R2)) is the dual space of L2([0, T ], H2(R2)), it follows that the dual
of ∆2u with u is well-defined. Here we use the notation 〈u, v〉∗−2 to denote the dual of
functions u and v in the dual spaces H−2(R2) and H2(R2). According to the definition
of the derivative of a distribution [19], we have:
〈∆2u, u〉∗−2 = 〈∆u, ∆u〉, (5.5)
where the left-hand side term is the dual of ∆2u with u in the dual spaces H−2(R2) and
H2(R2), and the right-hand side term is the inner product in the space L2(R2).
Similarly we have ∆ux ∈ L2([0, T ], H−1(R2)). Notice that L2([0, T ], H−1(R2)) ⊆ L2([0, T ], H−2(R2)),
we have ∆ux ∈ L2([0, T ], H−2(R2)) and 〈∆ux, u〉∗−2 = −〈∆u, ux〉.
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Notice that L∞([0, T ], L2(R2)) is the dual space of L1([0, T ], L2(R2)), and C([0, T ], L2(R2)) ⊆
L∞([0, T ], L2(R2)). Since f ∈ L1([0, T ], L2(R2)), the dual of f with u is well defined.
For v ∈ C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)), we have ∆v ∈ L2([0, T ], H−1(R2)). Since
L2([0, T ], H−1(R2)) is the dual space of L2([0, T ], H1(R2)), the dual of ∆v with v is well
defined and
〈∆v, v〉∗−1 = −〈vx, vx〉 − 〈vy, vy〉. (5.6)
Here we use the notation 〈u, v〉∗−1 to denote the dual of functions u and v in the dual
spaces H−1(R2) and H1(R2).
From the equation (5.1), we have ut = f − (∆ux + αuxx + γ∆2u − ε1vx). Notice that
the dual of every term on the right-hand side of previous equation with u is well de-
fined. So the dual of ut with u is well-defined. Since C
∞
0 ([0, T ], R
2) is dense in the
space C([0, T ], L2(R2)) ∩ L2([0, T ], H2(R2)), there exists a sequence of functions un in
C∞0 ([0, T ], R
2) which converges to u. We have:









Hence 〈ut, u〉∗ = 12∂t〈u, u〉.
Similarly vt ∈ L2([0, T ], H−1(R2)) and 〈vt, v〉∗−1 = 12∂t〈v, v〉.
The derivatives of other terms in equations (5.1)-(5.2) are in the space of L2(R2). Here
we use the Gronwall’s theorem to the inequality:
∂tP (t) ≤ CP (t) + M(t), (5.9)





1)ds and M(t) = ‖u(t)‖‖f(t)‖.
Therefore we have:
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Notice that: ∫ T
0









where ε  1.
We have:
























5.2 The solution for a linear problem with f ∈ L1([0, T ], L2(R2))
Theorem 5.2.1 In the initial value problem (5.1)-(5.3), we assume that
• u0 ∈ L2(R2) and v0 ∈ L2(R2) and f ∈ L1([0, T ], L2(R2));
• γ ≥ δ > 0 and Γ ≥ δ > 0;
• all the coefficients ξ ≡ (α, a1, γ, Γ, ε1, ε2) in (5.1)-(5.3) are smooth functions and are
constants outside a bounded domain.
Then, ∀T > 0 (5.1)-(5.3) has a unique solution (u, v) with u ∈ C([0, T ], L2(R2)) ∩
L2([0, T ], H2(R2)) and v ∈ C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)) that satisfies the esti-
mate (5.4).
Proof. The proof of Theorem (5.2.1) proceeds in the following two steps.
1. Step 1. Assume
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• u0, v0 be functions in the space C∞0 (R2);
• f be a function in C∞0 ([0, T ], R2) .
By Theorem 3.1.1, ∀T > 0, there exists a unique solution (u, v) to the problem (5.1)-
(5.3), where u ∈ C([0, T ], L2(R2)) ∩ L2([0, T ], H2(R2)) and v ∈ C([0, T ], L2(R2)) ∩
L2([0, T ], H1(R2)).
2. Step 2. Assume
• u0 ∈ L2(R2) and v0 ∈ L2(R2) ;
• f ∈ L1([0, T ], L2(R2)).
Since C∞0 ([0, T ], R
2) is dense in the space L1([0, T ], L2(R2)) and C∞0 (R
2) is dense
in the space L2(R2), we can construct a sequence of functions (fj, u0j, v0j) in the
product space C∞0 ([0, T ], R
2)×C∞0 (R2)×C∞0 (R2) which are convergent to (f, u0, v0)
in their corresponding spaces.
Consider the following system:
(uj)t + ∆(uj)x + α(uj)xx + γ∆
2(uj)− ε1(vj)x = fj (5.15)
(vj)t + a1(vj)x − Γ∆(vj)− ε2(uj)x = 0 (5.16)
(uj)(x, y, 0) = u0j, (vj)(x, y, 0) = v0j. (5.17)
According to Theorem (3.1.1), for each set (u0j, v0j, fj), there exists a unique solution
(uj, vj) with uj ∈ C([0, T ], H2(R2))∩L2([0, T ], H4(R2)) and vj ∈ C([0, T ], H1(R2))∩
L2([0, T ], H2(R2)) satisfying (5.4).
Based on Theorem (5.1.1), we have that the difference of (uj, vj) and (uj−1, vj−1)
satisfies:
sup0≤t≤T (‖uj − uj−1‖
2 + ‖vj − vj−1‖2) +
∫ T
0
(‖uj − uj−1‖22 + ‖vj − vj−1‖
2
1)ds
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From the convergence of (u0j, v0j, fj), it is readily seen that the sequence of solutions
(uj, vj) is a Cauchy sequence in the spaces C([0, T ], L
2(R2))∩L2([0, T ], H2(R2)) and
C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)). From the completeness of these spaces, we
have (uj, vj) converges to (u, v) with u ∈ C([0, T ], L2(R2)) ∩ L2([0, T ], H2(R2)) and
v ∈ C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)). Obviously, (u, v) is the solution of (5.1)-
(5.3) in the sense of distribution and satisfies (5.4).
Next we show that the solution of (5.1)-(5.3) is unique.
If there are two solutions (u1, v1) and (u2, v2) of problem (5.1)-(5.3), the difference
(u1−u2, v1−v2) also satisfies the problem (5.1)-(5.3). By Theorem (5.1.1), we have:
sup0≤t≤T (‖(u1 − u2)(t)‖
2 + ‖(v1 − v2)(t)‖2) +
∫ T
0
(‖(u1 − u2)(s)‖22 + ‖(v1 − v2)(s)‖
2
1)ds
≤ C(T )(‖(u1 − u2)(x, y, 0)‖2 + ‖(v1 − v2)(x, y, 0)‖2) = 0.
(5.19)
So u1 = u2 and v1 = v2 are in the spaces C([0, T ], L
2(R2)) ∩ L2([0, T ], H2(R2)) and
C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)) respectively.
Therefore, we finish the proof of Theorem (5.2.1).
Chapter 6
The Global Weak Solution for the
Non-linear Problem
In this chapter, we establish a unique global weak solution (u, v) in C([0, T ], L2(R2)) ∩
L2([0, T ], H2(R2)) and C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)) of the following non-linear
problem under the assumption (u0, v0) ∈ L2(R2) × L2(R2). Here, (u, v) is called a weak
solution of the following problem in the sense of distribution.
ut + uux + ∆ux + αuxx + γ∆
2u− ε1vx = 0 (6.1)
vt + a1vx − Γ∆v − ε2ux = 0 (6.2)
u(x, y, 0) = u0(x, y), v(x, y, 0) = v0(x, y). (6.3)
6.1 Global estimate
Theorem 6.1.1 Any solution (u, v) in C([0, T ], L2(R2))∩L2([0, T ], H2(R2)) and C([0, T ], L2(R2))∩
L2([0, T ], H1(R2)) of (6.1)-(6.3) satisfies the estimate:
sup0≤t≤T (‖u(t)‖





1)ds ≤ C(T )(‖u0‖
2 + ‖v0‖2), (6.4)
45
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where C(T ) denotes a constant depending on T and the coefficients of the non-linear
system (6.1)-(6.3).
Proof. Notice that L∞([0, T ], L2(R2)) is the dual space of L1([0, T ], L2(R2)), and C([0, T ], L2(R2))
⊆ L∞([0, T ], L2(R2)). Since uux = 12(u





〈u2, ux〉 = 0, (6.5)
since we have:
〈u2, ux〉 = −2〈uux, u〉 = −2〈u2, ux〉. (6.6)
From Theorem (5.1.1) and above equation, we can get the estimate (6.4).
Next, we use an η−weighted norm to derive a global estimate to the non-linear system
(6.1)-(6.3).










≤ Cη(‖u0‖2 + ‖v0‖2),
(6.7)
where Cη denotes a constant depending upon η  1 and the coefficients of the non-linear
system (6.1)-(6.3). In particular, Cη is independent of T.
Proof. Replace u, v in (6.1)-(6.3) with eηtũ, eηtṽ respectively. We have the following
system:
ũt + ηũ + e
ηtũũx + ∆ũx + αũxx + γ∆
2ũ− ε1ṽx = 0 (6.8)
ṽt + ηṽ + a1ṽx − Γ∆ṽ − ε2ũx = 0 (6.9)
ũ(x, y, 0) = u0(x, y), ṽ(x, y, 0) = v0(x, y). (6.10)
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(‖ũ(t)‖2 − ‖u0‖2). (6.11)
∫ t
0














































〈∆ũx, ũ〉 = −〈ũxx, ũx〉 − 〈ũyy, ũx〉
= −〈ũxx, ũx〉+ 〈ũxy, ũy〉
≤ ε1‖ũxx‖2 + 14ε1‖ũx‖
2 + ε2‖ũxy‖2 + 14ε2‖ũy‖
2
≤ (ε1 + ε4ε1 )‖ũxx‖




)‖ũ‖2 + ε2‖ũxy‖2 + ε4ε2‖ũyy‖
2.
(6.17)
Here we estimate ‖ũx‖2 and ‖ũy‖2 by means of the inequalities:
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1
4ε1










where ε  ε1  1 and ε  ε2  1.
∫ t
0
〈γ∆2ũ, ũ〉ds = γ
∫ t
0






















(‖ṽ(t)‖2 − ‖v0‖2). (6.23)
∫ t
0
















〈Γ∆ṽ, ṽ〉ds = Γ
∫ t
0
(‖ṽx‖2 + ‖ṽy‖2)ds. (6.26)
∫ t
0
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− ε1 − αε3 − ε4ε1 )
∫ t
0
‖ũxx‖2ds + (2γ − ε2)
∫ t
0





















‖ũ‖2 ∼ ‖ũxx‖+ ‖ũyy‖+ ‖ũxy‖+ ‖ũ‖, (6.29)
we have the following inequality:






≤ Cη(‖u0‖2 + ‖v0‖2).
(6.30)
Furthermore, we can get the estimate of (ũ, ṽ) as follows:
sup0≤t≤T (‖ũ(t)‖






≤ Cη(‖u0‖2 + ‖v0‖2),
(6.31)
which yields the estimate (6.7).
Here we get the estimate (6.7) under the assumption that all coefficients of (6.1)-(6.3) are
constants. This estimate is also true for the cases that all coefficients of (6.1)-(6.3) are
smooth and constants outside a bounded domain.
Remark 6.1.1 By the same argument as that in Theorem (6.1.1), we know that Theorem(6.1.2)
is also true for the case that u ∈ C([0, T ], L2(R2))∩L2([0, T ], H2(R2)) and v ∈ C([0, T ], L2(R2))∩
L2([0, T ], H1(R2)).
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6.2 The uniqueness of the global solution for the non-
linear problem with (u0, v0) ∈ L2 × L2
Theorem 6.2.1 In the initial value problem (6.1)-(6.3), we assume that
• u0 ∈ L2(R2) and v0 ∈ L2(R2) ;
• γ ≥ δ > 0 and Γ ≥ δ > 0;
• all the coefficients ξ ≡ (α, a1, γ, Γ, ε1, ε2) in (6.1)-(6.3) are smooth functions and are
constants outside a bounded domain.
∀T > 0, if there exists a solution (u, v) with u ∈ C([0, T ], L2(R2)) ∩ L2([0, T ], H2(R2))
and v ∈ C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)), then the solution (u, v) is unique.
Proof. If there exist two solutions (u1, v1) and (u2, v2) of problem (6.1)-(6.3), then
(u1 − u2, v1 − v2) satisfies the following problem:
(u1−u2)t+u1u1x−u2u2x+∆(u1−u2)x+α(u1−u2)xx+γ∆2(u1−u2)−ε1(v1−v2)x = 0 (6.32)
(v1 − v2)t + a1(v1 − v2)x − Γ∆(v1 − v2)− ε2(u1 − u2)x = 0 (6.33)
(u1 − u2)(x, y, 0) = 0, (v1 − v2)(x, y, 0) = 0. (6.34)
Since we have:
u1u1x − u2u2x = u1u1x − u2u1x + u2u1x − u2u2x
= u1x(u1 − u2) + u2(u1 − u2)x,
(6.35)
it follows that (u1 − u2, v1 − v2) satisfies the following linear problem:
(u1−u2)t+u1x(u1−u2)+u2(u1−u2)x+∆(u1−u2)x+α(u1−u2)xx+γ∆2(u1−u2)−ε1(v1−v2)x = 0.
(6.36)
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(v1 − v2)t + a1(v1 − v2)x − Γ∆(v1 − v2)− ε2(u1 − u2)x = 0. (6.37)
(u1 − u2)(x, y, 0) = 0, (v1 − v2)(x, y, 0) = 0. (6.38)
Notice that:
〈u1x(u1 − u2), (u1 − u2)〉 = −2〈u1(u1 − u2)x, (u1 − u2)〉. (6.39)
〈u1(u1 − u2)x, (u1 − u2)〉 ≤ ‖u1‖‖(u1 − u2)(u1 − u2)x‖
≤ ‖u1‖ supx,y |u1 − u2|‖(u1 − u2)x‖











〈u2(u1 − u2)x, (u1 − u2)〉







where ε1  ε  1.
Since u1, u2 are in the space C([0, T ], L




‖u1(t)‖2 ≤ K, (6.42)
sup
0≤t≤T
‖u2(t)‖2 ≤ K. (6.43)
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According to Theorem (5.2.1) and (6.39)-(6.43), we have the estimate of (u1−u2, v1−v2):
sup0≤t≤T (‖(u1 − u2)(t)‖
2 + ‖(v1 − v2)(t)‖2) +
∫ T
0
(‖(u1 − u2)(s)‖22 + ‖(v1 − v2)(s)‖
2
1)ds
≤ C(T )(‖(u1 − u2)(x, y, 0)‖2 + ‖(v1 − v2)(x, y, 0)‖2) = 0.
(6.44)
So u1 = u2 and v1 = v2 are in the spaces C([0, T ], L
2(R2)) ∩ L2([0, T ], H2(R2)) and
C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)) respectively.
Hence, we finish the proof of Theorem (6.2.1).
6.3 The local solution for the non-linear problem with
(u0, v0) ∈ L2 × L2
Theorem 6.3.1 In the initial value problem (6.1)-(6.3), we assume that
• u0 ∈ L2(R2) and v0 ∈ L2(R2) ;
• γ ≥ δ > 0 and Γ ≥ δ > 0;
• all the coefficients ξ ≡ (α, a1, γ, Γ, ε1, ε2) in (6.1)-(6.3) are smooth functions and are
constants outside a bounded domain.
Then, there exists a T > 0 such that (6.1)-(6.3) has a unique solution (u, v) with u ∈
C([0, T ], L2(R2)) ∩ L2([0, T ], H2(R2)) and v ∈ C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)) that
satisfies the estimate (6.7).
Proof. The proof of Theorem (6.3.1) consists of two steps.
1. Step 1. We consider the following linear problem under the assumption that u0, v0
are functions in the space L2(R2).
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uat + ∆uax + αuaxx + γ∆
2ua − ε1vax = 0 (6.45)
vat + a1vax − Γ∆va − ε2uax = 0 (6.46)
ua(x, y, 0) = u0(x, y), va(x, y, 0) = v0(x, y). (6.47)
According to Theorem (5.2.1), there exists a solution (ua, va) with ua ∈ C([0, T ], L2(R2))∩
L2([0, T ], H2(R2)) and va ∈ C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)) that satisfies the
estimate:
sup0≤t≤T (‖ua(t)‖






≤ C(T )(‖u0‖2 + ‖v0‖2).
(6.48)
2. Step 2. We look for the solution of (6.1)-(6.3) with the form
(u, v) = (ua + u̇, va + v̇). (6.49)
Obviously (u, v) is the solution of (6.1)-(6.3) if and only if (u̇, v̇) is the solution of
the following problem:
u̇t + uau̇x + uaxu̇ + u̇u̇x + ∆u̇x + αu̇xx + γ∆
2u̇− ε1v̇x = −uauax , f (6.50)
v̇t + a1v̇x − Γ∆v̇ − ε2u̇x = 0 (6.51)
u̇(x, y, 0) = 0, v̇(x, y, 0) = 0. (6.52)
To find the solution (u̇, v̇), we use linear iteration method by solving the following
linear problem:
u̇jt +uau̇jx +uaxu̇j + u̇j−1u̇jx +∆u̇jx +αu̇jxx +γ∆
2u̇j − ε1v̇jx = −uauax , f (6.53)
v̇jt + a1v̇jx − Γ∆v̇j − ε2u̇jx = 0 (6.54)
u̇j(x, y, 0) = 0, v̇j(x, y, 0) = 0. (6.55)
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Notice the following inequalities:








Here we estimate ‖u̇jx‖2 by means of the inequality:







where ε1  ε  1 . So we have:














Notice that 〈uaxu̇j, u̇j〉+〈uau̇jx, u̇j〉 = −〈uau̇jx, u̇j〉, we have the following inequality
based on the same argument of (6.58) :






According to (5.4) of Theorem (5.1.1) and inequalities (6.56)-(6.59), (u̇j, v̇j) satisfies
the following estimate:
sup0≤t≤T (‖u̇j(t)‖
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In particular, we notice the constant Cj(T ) in (6.60) depends upon u̇j−1 only in its
C([0, T ], L2(R2)) norm, and it is uniform in T for small T (say, T ≤ 1).
We show in the following that the sequence (u̇j, v̇j) is uniformly bounded in spaces
C([0, T ], L2(R2)) ∩ L2([0, T ], H2(R2)) and C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)) for
small T.
Take u̇0 = 0, v̇0 = 0, then this conclusion is true for the case j = 0.






‖u̇j−1(s)‖22ds ≤ K, (6.61)
then we show in the following that (6.61) is also true for u̇j.
Notice that the constant Cj(T ) in (6.60) depends on K and is independent of specific




‖f(s)‖ds)2 ≤ K. (6.62)






‖u̇j(s)‖22ds ≤ K. (6.63)
So, for such T0 the sequence (u̇j, v̇j) is uniformly bounded in spaces C([0, T0], L
2(R2))∩
L2([0, T0], H
2(R2)) and C([0, T0], L
2(R2)) ∩ L2([0, T0], H1(R2)) respectively.
Second, we show in the following that the sequence (u̇j, v̇j) in (6.53)-(6.55) converges
to (u̇, v̇) which is the solution of (6.50)-(6.52).
The argument is the same as that in the proof of Theorem (4.1.1). We use the same
notation (wj, zj) = (u̇j+1 − u̇j, v̇j+1 − v̇j) in our proof as that in Theorem (4.1.1).
According to (5.4) of Theorem (5.1.1) we have:
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sup0≤t≤T0(‖wj(t)‖















Here we estimate ‖u̇jx‖ by means of the inequality:














where ε < 1 is a small positive number. So we have:
sup0≤t≤T0(‖wj(t)‖





























































Choose ε  1, T0  1 such that (C(T0)Kε2 + C(T0)KT016ε2 ) < 1. Hence the sequence
(u̇j, v̇j) converges to (u̇, v̇) which is the solution of (6.50)-(6.52). One can readily
recover the solution (u, v) of (6.1)-(6.3) by (6.49).
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6.4 The global solution for the non-linear prob-
lem with (u0, v0) ∈ L2 × L2
Theorem 6.4.1 In the initial value problem (6.1)-(6.3), we assume that
• u0 ∈ L2(R2) and v0 ∈ L2(R2) ;
• γ ≥ δ > 0 and Γ ≥ δ > 0;
• all the coefficients ξ ≡ (α, a1, γ, Γ, ε1, ε2) in (6.1)-(6.3) are smooth functions
and are constants outside a bounded domain.
Then, ∀T > 0, (6.1)-(6.3) has a unique solution (u, v) with u ∈ C([0, T ], L2(R2)) ∩
L2([0, T ], H2(R2)) and v ∈ C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)) that satisfies the
estimate (6.7).
Remark 6.4.1 Since T > 0 in the Theorem (6.4.1) is arbitrary and independent of
L2 norms of the initial data (u0, v0), Theorem (6.4.1) establishes the global existence
of solution to problem (6.1)-(6.3).
Proof. We denote E the subset of [0, T] such that for T̃ ∈ E, (6.1)-(6.3) has a
unique solution (u(x, y, t), v(x, y, t)) for t ∈ [0, T̃ ], where u ∈ C([0, T̃ ], L2(R2)) ∩
L2([0, T̃ ], H2(R2)) and v ∈ C([0, T̃ ], L2(R2)) ∩ L2([0, T̃ ], H1(R2)).
1. E is not empty, because we know T0 ∈ E from Theorem (6.3.1).
2. E is open. Let T̃0 ∈ E, T̃ ∈ [0, T ] and |T̃ − T̃0| ≤ ε. We show in the following
that for ε  1, T̃ ∈ E.
Since T̃0 ∈ E, (6.1)-(6.3) has a unique solution (u(x, y, t), v(x, y, t)) for t ∈ [0, T̃0] with
u ∈ C([0, T̃0], L2(R2))∩L2([0, T̃0], H2(R2)) and v ∈ C([0, T̃0], L2(R2))∩L2([0, T̃0], H1(R2)).
We can use (u(T̃0), v(T̃0)) as our initial value. From Theorem (6.3.1), we know there
exists (u∗(x, y, t), v∗(x, y, t)) which is the solution of (6.1)-(6.3) for t ∈ [T̃0, T̃0+t̃]. By
Theorem (6.2.1), there exists a unique solution (u, v) to (6.1)-(6.3) for t ∈ [0, T̃0 + t̃].
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We can choose ε ≤ t̃, then it follows that T̃ ∈ E for |T̃ − T̃0| ≤ ε.
3. E is closed. Let Tn ∈ E and Tn → α. we show in the following that α ∈ E.
Since Tn ∈ E, there are (un(x, y, t), vn(x, y, t)) which are solutions of (6.1)-(6.3) in
[0, Tn]. Also, it follows that ∀T ∈ [0, α), there exists a Tn such that Tn ≥ T . By The-
orem (6.2.1), we know that the solution of (6.1)-(6.3) is unique in [0, α). Therefore
(u, v) = (un, vn) is well defined in [0, T ] and (u, v) is the unique solution of (6.1)-(6.3)
in C([0, T ], L2(R2)) ∩ L2([0, T ], H2(R2)) and C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2))
for each T ∈ [0, α).
By the global estimate (6.7) in Theorem (6.1.2), particularly for ∀T ∈ [0, α) and
t ∈ [0, T ], we have:














≤ Cη(‖u0‖2 + ‖v0‖2).
(6.67)
This implies that for t ∈ [0, T ],






≤ CηeηT (‖u0‖2 + ‖v0‖2)
≤ Cηeηα(‖u0‖2 + ‖v0‖2) , M.
(6.68)
Furthermore we have:
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sup0≤t≤T (‖u(t)‖






≤ CηeηT (‖u0‖2 + ‖v0‖2)
≤ Cηeηα(‖u0‖2 + ‖v0‖2) , M.
(6.69)
Now we can use (u(T ), v(T )) as our initial value, by Theorem (6.3.1) and (6.69),
∀T ∈ [0, α), there exists a T1 > 0 which depends only on M and is independent of
specific initial data (u(T ), v(T )), such that (6.1)-(6.3) has a unique solution (u, v)
in [T, T + T1].
Notice that for each T ∈ [0, α), (6.1)-(6.3) has a solution (u, v) in [0, T ], therefore
we obtain a solution (u, v) in [0, T + T1]. In particular, we can choose T = α− 12T1,
then (u, v) is the unique solution of (6.1)-(6.3) in [0, α] which implies α ∈ E.
Chapter 7
The Global Classical Solution for the
Non-linear Problem
In this chapter, we study the same non-linear problem (6.1)-(6.3) as that in chapter 6.
With the initial data (u0, v0) ∈ Hk+2(R2)×Hk+1(R2), we obtain a unique global solution
(u, v) with u ∈ C([0, T ], Hk+2(R2)) ∩ L2([0, T ], Hk+4(R2)) and v ∈ C([0, T ], Hk+1(R2)) ∩
L2([0, T ], Hk+2(R2)). Here, k is a nonnegative integer. According to Sobolev imbedding
theorem [19], for k ≥ 4, (u, v) is a classical solution to problem (6.1)-(6.3). For the
convenience of reference, we relabel (6.1)-(6.3) as follows:
ut + uux + ∆ux + αuxx + γ∆
2u− ε1vx = 0 (7.1)
vt + a1vx − Γ∆v − ε2ux = 0 (7.2)
u(x, y, 0) = u0(x, y), v(x, y, 0) = v0(x, y). (7.3)
7.1 The global solution for the linear problem with
u0 ∈ C([0, T ], L2(R2))
ut + u
0ux + ∆ux + αuxx + γ∆
2u− ε1vx = 0 (7.4)
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vt + a1vx − Γ∆v − ε2ux = 0 (7.5)
u(x, y, 0) = u0(x, y), v(x, y, 0) = v0(x, y). (7.6)
The problem (7.4)-(7.6) is very similar to the linear problem (2.4)-(2.6) studied in chapter
3, except for the requirement of u0. It turns out that we have the same conclusion as that
in Theorem (3.1.1) for the case k = 0 under the assumption u0 ∈ C([0, T ], L2(R2)).
Theorem 7.1.1 In the initial value problem (7.4)-(7.6), we assume that
• u0 ∈ H2(R2) and v0 ∈ H1(R2) ;
• γ ≥ δ > 0 and Γ ≥ δ > 0;
• all the coefficients ξ ≡ (α, a1, γ, Γ, ε1, ε2) in (7.4)-(7.5) are smooth functions and are
constants outside a bounded domain, u0 ∈ C([0, T ], L2(R2)).
Then, ∀T > 0, (7.4)-(7.6) has a unique solution (u, v) with u ∈ C([0, T ], H2(R2)) ∩
















where C(T ) denotes a constant depending on T and the coefficients of the linear system
(7.4)-(7.6).
Proof. To get the estimate (7.7) in Theorem (7.1.1), we need to make the following
modifications from Theorem (2.2.1) to Theorem (2.4.1).
As in the proof of Theorem (2.2.1), we take L2 inner product of equation (7.4) with u
and equation(7.5) with v over R2 respectively, we obtain:
〈ut + ∆ux + αuxx + γ∆2u− ε1vx, u〉+ 〈vt + a1vx − Γ∆v − ε2ux, v〉
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exactly in the same way as that in Theorem (2.2.1). The only difference in (7.4) is the
term u0ux which can be estimated as follows:















where ε1  ε  1.
Hence we have (u, v) satisfies:
sup0≤t≤T (‖u(t)‖






≤ C(T )(‖u0‖2 + ‖v0‖2).
(7.10)
Similarly, we take L2 inner product of equation (7.4) with ∆u and equation (7.5) with
∆v over R2 respectively, combining with (7.10), we obtain:
〈ut + ∆ux + αuxx + γ∆2u− ε1vx, ∆u〉+ 〈vt + a1vx − Γ∆v − ε2ux, ∆v〉












exactly in the same way as that in Theorem (2.3.1) except the following term:
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At last, we take L2 inner product of equation (7.4) with ∆2u and equation (7.5) with ∆v
over R2, combining with (7.13), we obtain:
〈ut + ∆ux + αuxx + γ∆2u− ε1vx, ∆2u〉+ 〈vt + a1vx − Γ∆v − ε2ux, ∆v〉












exactly in the same way as that in Theorem (2.4.1) except the following term:
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where ε1  ε  1.
Therefore we have the same conclusion as that in Theorem (2.4.1) with the weaker as-
sumption on u0.
To show the existence of the solution of (7.4)-(7.6), we use the same method as that in
Theorem (3.1.1) for the case k = 0. Also, we use the same notations as those in Theorem
(3.1.1).
As in step 2 (to show Υ is closed) in the proof of Theorem (3.1.1), we apply the estimate
(7.7) to the solution (ũj, ṽj) of (3.9). Where (ũj, ṽj) ≡ (uj − uj−1, vj − vj−1) (j = 2, 3, ...).
We notice that in the first equation of (3.9) there is a term L1(uj−1, vj−1) which equals
∆u(j−1)x + u
0u(j−1)x + αu(j−1)xx + γ∆
2uj−1 − ε1v(j−1)x. The norm ‖L1(uj−1, vj−1)‖2 can
be estimated in the following two steps.
First, we can get
‖∆u(j−1)x + αu(j−1)xx + γ∆2uj−1 − ε1v(j−1)x‖
2 ≤ C(‖uj−1‖24 + ‖vj−1‖
2
2) (7.16)
exactly the same way as that in the proof of Theorem (3.1.1).












it follows that we get (3.10) in Theorem (3.1.1).
Same argument also applies to the estimate of (3.16) in step 3 (to show Υ is open) in the
proof of Theorem (3.1.1). Therefore, by Theorem (3.1.1), ∀T > 0, there exists a unique
solution (u, v) of (7.4)-(7.6) which satisfies the estimate (7.7).
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7.2 The global solution for the non-linear problem
with (u0, v0) ∈ H2 ×H1
Theorem 7.2.1 In the initial value problem (7.1)-(7.3), we assume that
• u0 ∈ H2(R2) and v0 ∈ H1(R2) ;
• γ ≥ δ > 0 and Γ ≥ δ > 0;
• all the coefficients ξ ≡ (α, a1, γ, Γ, ε1, ε2) in (7.1)-(7.3) are smooth functions and are
constants outside a bounded domain.
Then, ∀T > 0, (7.1)-(7.3) has a unique solution (u, v) with u ∈ C([0, T ], H2(R2)) ∩
















where C(T ) denotes a constant depending on T and the coefficients of the non-linear
system (7.1)-(7.3).
Proof. From Theorem (6.4.1), ∀T > 0 (7.1)-(7.3) has a solution (u, v) with u ∈ C([0, T ], L2(R2))
∩L2([0, T ], H2(R2)) and v ∈ C([0, T ], L2(R2))∩L2([0, T ], H1(R2)) . We use this u to con-








2u∗ − ε1v∗x = 0 (7.20)
v∗t + a1v
∗
x − Γ∆v∗ − ε2u∗x = 0 (7.21)
u∗(x, y, 0) = u0(x, y), v
∗(x, y, 0) = v0(x, y). (7.22)
By Theorem (7.1.1), ∀T > 0, there exists a unique solution (u∗, v∗) of the initial value
problem (7.20)-(7.22) with u∗ ∈ C([0, T ], H2(R2))∩L2([0, T ], H4(R2)) and v∗ ∈ C([0, T ], H1(R2))
∩L2([0, T ], H2(R2)) that satisfies the estimate (7.19).
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Next, we show that the solution (u, v) of the initial value problem (7.1)-(7.3) is in the
spaces C([0, T ], H2(R2)) ∩ L2([0, T ], H4(R2)) and C([0, T ], H1(R2)) ∩ L2([0, T ], H2(R2))
and satisfies the estimate (7.19).
Take the differences of equations (7.1)-(7.3) and (7.20)-(7.22) respectively, we have:
(u−u∗)t +u(u−u∗)x +∆(u−u∗)x +α(u−u∗)xx + γ∆2(u−u∗)− ε1(v− v∗)x = 0 (7.23)
(v − v∗)t + a1(v − v∗)x − Γ∆(v − v∗)− ε2(u− u∗)x = 0 (7.24)
(u− u∗)(x, y, 0) = 0, (v − v∗)(x, y, 0) = 0. (7.25)
Notice that:







where ε1  ε  1.
According to Theorem (5.2.1) and (7.26), we have:
sup0≤t≤T (‖(u− u∗)(t)‖
2 + ‖(v − v∗)(t)‖2) +
∫ T
0
(‖(u− u∗)(s)‖22 + ‖(v − v∗)(s)‖
2
1)ds
≤ C(T )(‖(u− u∗)(x, y, 0)‖2 + ‖(v − v∗)(x, y, 0)‖2) = 0.
(7.27)
Therefore, u = u∗ and v = v∗ are in the spaces C([0, T ], L2(R2)) ∩ L2([0, T ], H2(R2)) and
C([0, T ], L2(R2)) ∩ L2([0, T ], H1(R2)) respectively.
According to the uniqueness of the solution to problem (7.1)-(7.3) in Theorem (6.2.1), the
solution (u, v) of the initial value problem (7.1)-(7.3) is in the spaces C([0, T ], H2(R2)) ∩
L2([0, T ], H4(R2)) and C([0, T ], H1(R2))∩L2([0, T ], H2(R2)) respectively and satisfies the
estimate (7.19).
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7.3 The regularity of the global solution for the non-
linear problem with (u0, v0) ∈ Hk+2 ×Hk+1
Theorem 7.3.1 In the initial value problem (7.1)-(7.3), k is a non-negative integer, we
assume that
• u0 ∈ Hk+2(R2) and v0 ∈ Hk+1(R2) ;
• γ ≥ δ > 0 and Γ ≥ δ > 0;
• all the coefficients ξ ≡ (α, a1, γ, Γ, ε1, ε2) in (7.1)-(7.3) are smooth functions and are
constants outside a bounded domain.
Then, ∀T > 0, (7.1)-(7.3) has a unique solution (u, v) in the product space ΠkT that















Proof. We will prove this theorem by induction.
According to Theorem (7.2.1), this theorem is true for the case k = 0.
We assume that (7.1)-(7.3) has a solution (u, v) with u ∈ C([0, T ], Hk+2(R2))∩L2([0, T ], Hk+4(R2))
and v ∈ C([0, T ], Hk+1(R2)) ∩ L2([0, T ], Hk+2(R2)) that satisfies the estimate (7.28), and









2u∗ − ε1v∗x = 0 (7.29)
v∗t + a1v
∗
x − Γ∆v∗ − ε2u∗x = 0 (7.30)
u∗(x, y, 0) = u0(x, y), v
∗(x, y, 0) = v0(x, y). (7.31)
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We show in the following that the solution (u∗, v∗) is also in the spaces C([0, T ], Hk+3(R2))∩
L2([0, T ], Hk+5(R2)) and C([0, T ], Hk+2(R2)) ∩ L2([0, T ], Hk+3(R2)) respectively and sat-















As in the proof of Theorem (2.4.2), we take (k+1)-th partial derivative of equations (7.29)-








































exactly the same way as that in the proof of Theorem (2.4.2) except for the following
term. Notice that u ∈ C([0, T ], Hk+2(R2)) ∩ L2([0, T ], Hk+4(R2)). Applying Cauchy-























where ε1  ε  1.
Similarly, for any non-negative integers α, β, with α + β = k + 1, we have the following






+ ‖∂αx ∂βy u∗yy‖
2














Taking summation for all α + β = k + 1 and combining (7.36) with (7.32), applying the
Gronwall’s inequality, we obtain the estimate (7.33).
For the convenience of expression in the following proof, we need to generalize the equa-








2u∗ − ε1v∗x = f (7.37)
v∗t + a1v
∗
x − Γ∆v∗ − ε2u∗x = g (7.38)
u∗(x, y, 0) = u0(x, y), v
∗(x, y, 0) = v0(x, y). (7.39)














u∗〉 ≤ ‖g‖k+1‖u∗‖k+5. (7.41)
.





















We show in the following that there exists a unique solution (u∗, v∗) of (7.29)-(7.31) sat-
isfying the estimate (7.33). The proof is similar to the proof of Theorem (3.1.1). We
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consider the following one-parameter family of initial value problems (λ ∈ [0, 1]):
u∗t + λL1(u
∗, v∗) + (1− λ)∆2u∗ = 0
v∗t + λL2(u
∗, v∗)− (1− λ)∆v∗ = 0
u∗(x, y, 0) = u0(x, y), v
∗(x, y, 0) = v0(x, y),
(7.43)
where 






L2(u∗, v∗) = a1v∗x − Γ∆v∗ − ε2u∗x.
(7.44)
We denote Υ the subset of [0, 1] such that for parameter λ ∈ Υ the initial value problem
(7.29)-(7.31) has a unique solution in the spaces C([0, T ], Hk+3(R2))∩L2([0, T ], Hk+5(R2))
and C([0, T ], Hk+2(R2)) ∩ L2([0, T ], Hk+3(R2)) satisfying (7.33). We need to show that
Υ = [0, 1].
As in step 2 (to show Υ is closed) in the proof of Theorem (3.1.1), let λj ∈ Υ, and
λj → λ0. We need to show λ0 ∈ Υ.










j )− (1− λj)∆v∗j = 0
u∗j(x, y, 0) = u0(x, y), v
∗
j (x, y, 0) = v0(x, y).
(7.45)
We apply the estimate (7.42) to the solution (u∗j , v
∗
j ) of (7.45). Then we have that
(u∗j , v
∗
j ) is uniformly bounded in the spaces C([0, T ], H
k+3(R2)) ∩ L2([0, T ], Hk+5(R2))
CHAPTER 7. THE GLOBAL CLASSICAL SOLUTION FOR THE NON-LINEAR PROBLEM71













Let (ũj, ṽj) ≡ (u∗j − u∗j−1, v∗j − v∗j−1) (j = 2, 3, ...) which satisfies:
ũjt + λjL1(ũj, ṽj) + (1− λj)∆2ũj
= −(λj − λj−1)[L1(u∗j−1, v∗j−1)−∆2u∗j−1]
ṽjt + λjL2(ũj, ṽj)− (1− λj)∆ṽj
= −(λj − λj−1)(L2(u∗j−1, v∗j−1)−∆v∗j−1)
ũj(x, y, 0) = 0, ṽj(x, y, 0) = 0.
(7.47)





















≤ Ck+1(T )|(λj − λj−1)|2K.
(7.48)




j−1) in (7.47), we
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Since λj → λ0, it follows that (u∗j , v∗j ) is a Cauchy sequence in the spaces C([0, T ], Hk+3(R2))
∩L2([0, T ], Hk+5(R2)) and C([0, T ], Hk+2(R2))∩L2([0, T ], Hk+3(R2)), and its limit (u∗, v∗)
is obviously the solution of (7.43) for λ0. This shows Υ is closed in [0, 1].
We have the similar modifications to prove Υ is open in [0, 1]. Therefore, ∀T > 0,
there exists a unique solution (u∗, v∗) of the initial value problem (7.29)-(7.31) with u∗ ∈
C([0, T ], Hk+3(R2))∩L2([0, T ], Hk+5(R2)) and v∗ ∈ C([0, T ], Hk+2(R2))∩L2([0, T ], Hk+3(R2))
that satisfies the estimate (7.33).
Now, we show in the following that the solution (u, v) of (7.1)-(7.3) in the spaces C([0, T ], Hk+2(R2))
∩L2([0, T ], Hk+4(R2)) and C([0, T ], Hk+1(R2))∩L2([0, T ], Hk+2(R2)) is also in the spaces
C([0, T ], Hk+3(R2))∩L2([0, T ], Hk+5(R2)) and C([0, T ], Hk+2(R2))∩L2([0, T ], Hk+3(R2))
respectively and satisfies the estimate (7.33).
Take the differences of equations (7.1)-(7.3) and (7.29)-(7.31) respectively, we have :
(u−u∗)t +u(u−u∗)x +∆(u−u∗)x +α(u−u∗)xx + γ∆2(u−u∗)− ε1(v− v∗)x = 0 (7.50)
(v − v∗)t + a1(v − v∗)x − Γ∆(v − v∗)− ε2(u− u∗)x = 0 (7.51)
(u− u∗)(x, y, 0) = 0, (v − v∗)(x, y, 0) = 0. (7.52)
According to Theorem (3.2.1), we have:
sup0≤t≤T (‖(u− u∗)(t)‖
2





(‖(u− u∗)(s)‖2k+4 + ‖(v − v∗)(s)‖
2
k+2)ds




Therefore, u = u∗ and v = v∗ are in the spaces C([0, T ], Hk+2(R2))∩L2([0, T ], Hk+4(R2))
and C([0, T ], Hk+1(R2)) ∩ L2([0, T ], Hk+2(R2)) respectively.
According to the uniqueness of the solution to problem (7.1)-(7.3) in Theorem (6.2.1), the
solution (u, v) of the initial value problem (7.1)-(7.3) is in the spaces C([0, T ], Hk+3(R2))∩
L2([0, T ], Hk+5(R2)) and C([0, T ], Hk+2(R2)) ∩ L2([0, T ], Hk+3(R2)) respectively and sat-
isfies the estimate (7.33).
Hence, we finish the proof of Theorem (7.3.1).
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Remark 7.3.1 The conclusion of Theorem (7.3.1) is also true if the initial data (u0, v0)
are constants outside a bounded domain. The proof will involve the use of uniformly local
Sobolev space Hsul(R
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