Abstract-A local lightwave network can be constructed by employing two-way fibers to connect nodes in a passive-star physical topology, and the available optical bandwidth may be accessed by the nodal transmitters and receivers at electronic rates using wavelength-division multiplexing (WDM). The number of WDM channels, w, in such a network is technology-limited and is less than the number of network nodes, N, especially if the network should support a scalable number of nodes. We describe a general and practical channel sharing method, which requires each node to be equipped with only one transmitter-receiver pair, and in which each WDM channel is shared in a time-division multiplexed fashion.
I. INTRODUCTION
W AVELENGTH-DIVISION multiplexing (WDM) partitions the huge optical bandwidth into smaller manageable channels that can be accessed at electronic rates. Fig. 1 shows an optical WDM local area network (LAN) in which nodes are connected to a passive-star coupler via two-way fibers. The nodes in the system communicate with one another using tunable (wavelength-agile) or fixedtuned transmitters (lasers) and tunable or fixed-tuned receivers (filters), which may operate on one of the wavelengths, where . (Fig. 1 assumes and each node is equipped with a tunable receiver and a fixed-tuned transmitter operating on the node's unique wavelength.) Using tunable transmitter and/or receivers, the nodes may communicate with one another directly using the single-hop approach [8] .
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Publisher Item Identifier S 1063-6692(97)07372-X. Alternatively, if all nodes are equipped with relatively inexpensive, fixed-wavelength transmitters and receivers, the nodes may communicate with one another, including nodes that are not directly connected, through the multi-hop approach [8] .
In a multi-hop system, the operating wavelengths of each transmitter and receiver determine the logical topology. The degree of each node in such a logical topology depends on the number of channels in the system and the number of transceivers at each node. The degree specifies how many receiving nodes are directly connected to each transmitting node. For example, in Fig. 2(a) , we show an 8-node multihop network with a nodal degree of 2. Should Node 2 desire to communicate with Node 0, to which it is not directly connected, it would have to do so by sending information to Node 5, using . Node 5 then forward this information on to Node 0 on . Thus, the information encounters two hops in traveling from Node 2 to Node 0. Similarly, Node 1 is at a hop-distance of three from Node 2.
The above multi-hop technique assumes that is some integer multiple of . However, this is not practical for systems with large due to various device constraints such as fiber nonlinearities and power budget [2] . Furthermore, as we will show in this paper, it may not be desirable to operate the system with channels. So, for , we assume that each of the channels is shared by several nodes in a time-division multiplexed (TDM) fashion. 1 Channel sharing in multi-hop lightwave networks has been noted by others [1] , [4] , [5] , [7] (see [9] , [10] for an exten- sive review). Acampora [1] considered a logical topology, called shufflenet, where each node in the network has transmitter-receiver pairs. With such an arrangement, each node has a degree , and networks of size can be constructed with the number of channels (without any channel sharing), where is the number of columns in the shufflenet. In Fig. 2(a) , we show an 8-node network arranged as a logical shufflenet with and , i.e., each communicating transmitter-receiver pair has a unique wavelength. Channel sharing may be achieved here via TDM; all receivers in a common row of the shufflenet are assigned the same wavelength. In Fig. 2(b) , we consider the case where ; here, receivers in the same row are assigned the same wavelength. For example, both Nodes 2 and 3 have receivers tuned to wavelength . Since transmitters at both Nodes 0 and 1 are also tuned to the same wavelength, , these transmitters must take turns to use this channel. Any information that Nodes 0 or 1 transmit on this channel will be heard by both Nodes 2 and 3, effectively increasing the nodal out-degree of Nodes 0 and 1. The limitation of this model is that each node requires two transmitter-receiver pairs even in the shared case. The approach that we shall present requires a single transmitter-receiver pair per node.
In [9] and [10] , we proposed a method of channel sharing for the Generalized Multistage Interconnection Network (GEMNET) [6] . Our approach, called the Shared-Channel GEMNET (SC-GEMNET), while employing a number of common features in [4] , [5] , [7] , differs in the following ways.
• We assume that each node is equipped with only one fixed transmitter and one fixed receiver. This is costeffective and provides a basis for comparison with singlehop systems, many of which are based on a single transmitter-receiver pair per node.
• The SC-GEMNET permits the construction of networks with a wider range of sizes. That is, need not be equal to , as required in the pure shufflenet-based approach [1] , or , as required in the binary-hypercubebased approach [4] .
• The number of wavelengths is less than . The only requirement is that should be an integer multiple of . Should channels be available, as assumed in previous studies, our analysis in this paper will still hold. Our analysis has the following features.
• Since we assume that channel sharing is achieved through TDM, we consider fixed length packets and, therefore, use the queueing model in our evaluation.
• Nonzero propagation delays are considered.
• The effect of channel sharing on the mean packet delay can be quantified.
• The delay expressions we derive are general and are not specific to any network architecture, such as shufflenet or GEMNET. We shall demonstrate in this paper that a multi-hop network exhibits an interesting and anomalous delay 2 behavior when the number of wavelengths is varied (see Fig. 3 ). Within the practical region ( ), for small values of , the average packet delay initially decreases with increasing ; however, for larger values of , an increase in increases the delay as well. For any given load, , there is an optimal value of (denoted by ) for which the delay is minimized, and there are minimum and maximum values on the number of wavelengths ( and , respectively) that can be effectively used. We will show that employing fewer than or more than channels leads to an unstable system. Fig. 3 also shows that, with increasing load, increases and decreases, i.e., they are collapsing toward each other, until, for a certain load ( ) there exists only one stable value of (denoted by ). For the load , . Characterization of this interesting behavior of shared-channel multi-hop networks is the subject of this paper.
Section II outlines our approach to constructing sharedchannel multi-hop networks and develops an analytical model to study delay performance in a generic, shared-channel, multi-hop system. Section III provides some insights into the stability and optimality of shared-channel systems, which enable us to prove that channel sharing is beneficial. Section IV concludes the paper. Fig. 2(a) , we depict an 8-node 16-channel GEMNET, and in Fig. 2 (c) we show the corresponding SC-GEMNET with . The logical topology of the SC-GEMNET is equivalent to the GEMNET without channel sharing. Fig. 2(d) shows the TDM frames for the network in Fig. 2(c) . From part (c) of the figure we observe that, since Node 0 has only 1 transmitter, it can only send information on . This information can be "heard" by both Nodes 1 and 3, since they share a channel at the receiving end. Since these two nodes have a single receiver each, the other node whose transmission they also need to hear (Node 4) must have its transmitter tuned to . Therefore, Nodes 0 and 4 share the transmission end of the channel. Increasing the number of nodes which share a channel at the transmission end via TDM increases queueing and frame synchronization latencies at each transmitting node. Conceptually, the capacity of a single channel is divided between two nodes, giving each node half the original capacity. However, the out-degree of these logical information streams has also been increased. This reduces the hop-distance.
II. SC-GEMNET CONSTRUCTION AND PERFORMANCE EVALUATION In
We now derive an expression for the average delay encountered by a packet before it is delivered to its destination. We assume that communication is time-slotted with a slot being equal to the transmission time of a packet. All other delays in the system are normalized to this slot duration. We also note that a packet that is forwarded on a single channel may be received by multiple nodes; one of these may either "consume" the packet or forward the packet on its outgoing channel.
The following notations are used in the derivation. The number of nodes in the system is specified by . The number of channels in the system, , is chosen such that is an integer. This is to ensure fairness, and all nodes are given equal bandwidth. If is not an integer, fair sharing will require that some channels be wasted if each node has a single transmitter-receiver pair. Also, if channels are available, we assume that is an integer. Again, this is to guarantee fairness by distributing the available bandwidth equally among all nodes. If fixed-tuned transmitter-receiver pairs are being employed, this also implies that each node must have such pairs. For the rest of this derivation, we assume that ; results for can be obtained by minor modifications to the expressions we derive for . The round-trip propagation delay between a node and the passive-star coupler is denoted by . We assume that all nodes are equidistant from the passive-star coupler.
specifies the TDM frame length and is equal to . A frame is comprised of slots in which different nodes get to transmit. The out-degree of a node is . The out-degree is equal to for , and for . The average rate of arrival of fresh packets per node per slot is . We assume that the arrival process is Poisson, and is independently and identically distributed for all network nodes. Furthermore, we assume that all packets are equally likely to be destined to any one of the network nodes except the source. Both fresh and forwarded packets arriving at a node are maintained in an infinite buffer before being processed. In order to estimate the total amount of traffic (both fresh and forwarded) presented to the network, we define the average hop-distance separating a source and destination as . Given , the average rate of packet arrivals per node per frame, including both fresh packets and forwarded packets is specified by as , for .
The maximum load that a network of size can support is . The maximum number of channels that can effectively support is . The minimum and maximum number of channels that can effectively support a given (for ) are and , respectively, and the optimal number of channels that minimizes the average delay (defined below) experienced by a packet is . Each packet encounters the following delay components before it is delivered to its destination: 1) queueing delay at the source node and possibly at one or more intermediate nodes. This queueing delay is composed of two subcomponents: frame-synchronization delay, given by ; and the queueing delay, 3 given by .
2) The one-unit transmission delay along each hop. 3) Propagation delay, , on each link that the packet traverses. Therefore, the total packet delay is (1) For general networks, we may use the Moore bound [3] for , which is given by for , and , for , where and is the out-degree of a node. 4 Equation (1) may be rewritten, in terms of , , , and as follows: (2) Equation (2) indicates that, for reasonable values of , the total average packet delay will increase with increasing and increasing . However, it is not very apparent what happens as is increased because two effects may be noticed. First, goes up because the degree of each node is inversely proportional to . Second, the frame synchronization delay decreases because the capacity available to each node on its outgoing link increases as a result of reduced sharing. The queueing delay is more difficult to characterize; we will show in Section III that the queueing initially decreases with increasing and then increases. Also, for reasonable values of in (2), we observe that, if is made arbitrarily small,
3 This queueing delay assumes that 0 is Poisson. Simulation results, shown later, indicate that this is a good approximation. 4 The variable, K, represents the diameter of a Moore graph (or tree) constructed from N nodes, each node having a degree of P . Consequently, K 0 1 represents the last complete level in the Moore graph (tree).
That is, an increase in the value of increases but has little effect on queueing and frame synchronization latencies. Therefore, under this condition, we can expect to monotonically increase with . In (2), we also note that the queueing component is when , i.e., the system becomes unstable for (4) Note that itself is a function of and . For small values of , the numerator in the right-hand side of (4) is dominant, and for less than a certain value, denoted by , the inequality in (4) is satisfied leading to an unstable system. Likewise, for larger values of , the denominator becomes dominant, and for greater than a certain value, denoted by , the inequality is again satisfied leading to an unstable system. This lends credibility to our qualitative description of the system's behavior in Fig. 3 ; further demonstration of the correctness of Fig. 3 will be provided in Section III.
We reiterate that the expressions derived above are general in that they are not restricted to any specific topology, and, therefore, provide lower bounds on the delays for any network topology. 5 These definitions and expressions are used next to obtain insights into the behavior of shared-channel networks.
III. INSIGHTS
We will present this section in two parts. First, via a 12-node example, we study the behavior of the various delay components with changes in . Then, we investigate larger networks to predict the behavior of channel sharing in more realistic scenarios.
A. Twelve-Node Example
In Fig. 4 , we show the various delay components as is varied in a network with , , and packets/slot/node. For these parameters, if ATM cells (53 bytes) are used with each channel operating at 100 Mb/s, s, which corresponds to a node-to-star distance of a little less than 1 km, and the load offered by a node is 5 Mb/s leading to a network-wide loading of 60 Mb/s.
Note that, although continuous curves are shown in the figure, only the points where (or ) are meaningful, because of our desire to employ a fair scheme where bandwidth is equally divided among all nodes. These valid points are highlighted on the curves. At other points, that is, when , we have assumed that the bandwidth is equally shared by the nodes only for the sake of analysis. 5 Exact values of delay for any given network may be obtained by replacing the Moore bound in (2) with the appropriate value of the average hop-distance for the network. 6 These points raise some difficulty because we originally assumed that each node has a single transmitter-receiver pair. To illustrate this difficulty consider the case where N = 12 and w = 9. If the available bandwidth is to be equally distributed among the 12 nodes, each node will be allocated an equivalent of 0.75 channels. Under such a condition, some of the nodes will be allocated bandwidth spread across more than one channel, implying that these nodes will need to be equipped with more than one transmitter-receiver pair. Another consequence of trying to obtain fair sharing in such a system is that the SC-GEMNET structure is no longer valid. We first consider the case and make the following observations. We notice that, when is very small (1 or 2), the queueing delays are very large because all 12 nodes have to share the channels. For small , the TDM frame synchronization delay is also significant, and we can expect this to become very large for larger values of . For instance, when , all 12 nodes are sharing a single channel (the TDM case), and the frame synchronization delay is, on average, 5.5 slots; the corresponding propagation delay is only 2 since all packets only travel across one hop. When , each node has only one outgoing link leading to a logical ring network, and the full capacity of a link is available to each node. However, at this point, , leading to an average propagation delay of 12 slots. This tends to increase the average delay. Somewhere between these two extremes, the total average delay has a minimum value. Specifically, for the example network in Fig. 4 , the total average delay is minimized for . Results from simulation of an SC-GEMNET are also plotted in Fig. 4 . (The simulation points are shown with the " " symbol.) Remarkable agreement is seen when , since this is the simple TDM case. For , the queueing delay obtained from simulation is slightly smaller because of the smoothing effects of buffering at intermediate nodes.
In between these two cases, the delay is larger because the analysis uses the Moore bound (lower bound).
In Fig. 4 , we have also plotted the delay for the cases . In the figure, there are only two such points which are realizable in a fair manner:
and . These two cases are more expensive and require that each node have two and three transmitter-receiver pairs, respectively. Also, for the value of we are considering, we notice that the delay for the 24-channel case ( ) is higher than that for the 4-channel ( ) case. The reason is that the 4-channel case has a degree of 3, while the 24-channel case has a degree of 2 albeit with a higher capacity. Increasing further to 36 gives us the case where the degree is 3, with a larger capacity on each link of the virtual topology than in the 4-channel case. At this point, however, the delay is only slightly less than the 4-channel case. This decrease is due to the smaller queueing and synchronization delays, which result from having dedicated channels.
Thus, under certain load conditions, employing channels with a single transmitter-receiver pair per node is preferable to employing channels with more transmitter-receiver pairs per node. We must caution the reader, though, that under heavier load, the 36-channel system is likely to perform better. For the rest of this section, we will only study systems with a single transmitter-receiver pair per node.
An even more interesting result, as was promised in Fig. 3 , can be observed in Fig. 5 , wherein we depict the total delay for various loads in the same 12-node network. Here again, only those points where are meaningful, and these points are highlighted. For instance, at a load of , the system is unstable for all where equal sharing is possible (i.e., ) if each node has only one transmitter-receiver. For , stability is achieved for (and 10) . In this case, six of the channels may be shared equally by the 12 nodes such that they each have access to a capacity equivalent to half a channel. The other channels may also be distributed equally to the various nodes; however, each node would then require an additional transmitter-receiver pair to utilize the additional available capacity.
When is very small, the system becomes unstable. We note that, as the load is increased, the shape of the curve becomes a more pronounced trough. For example, if is to be used, we have the trivial TDM case where all 12 nodes have to share the wavelength. In this case, the capacity available to each node is limited to 1/12 : that is, leads to queueing instability. On the other hand, when , is 6, and , implying that the system becomes unstable for a load . The total delay is also affected by at this value of . Again, simulation results for the 12-node SC-GEMNET are provided in Fig. 5 . Except for the case when , the delay values obtained through simulation are higher than those predicted by analysis. As noted earlier, the delay is lower for the case because of the smoothing effects of the buffers at intermediate nodes. However, the shape of the curves is retained and the conclusions we reach are justified.
B. Delay Behavior in Larger Networks
In this subsection, we first discuss the results for . Then we look at even larger networks. Results for are shown in Figs. 6 and 7, and in Table I . In Fig. 6 , we show the average packet delay as a function of for various and . Clearly, increasing or increases the delay. When , employing leads to instability, confirming our prediction in Fig. 3 . Note that, for large values of and small , the curves provide a range of possible values for . Particularly for the case and , there is a range of values of for which the delay, , does not change appreciably. We would obviously choose from the lower end of this range. Fig. 7 also shows the optimal number of wavelengths, , that minimizes the total delay for various values of and three values of (1, 10, 100). We note that increasing indicates a smaller . For any given load, there are lower and upper bounds, and , respectively, on the range of that admits stability. From the figure, it is observed that as increases, needs to be larger to counter the instability resulting from increased queueing delays at each node. At the same time, needs to decrease in order to counter the queueing instability resulting from a larger number of forwarded packets. The maximum load that such a network can support, , corresponds to the point where the two bounds meet, that is, at . For this example, and . We would be more interested, in general, in since this would allow us to compare our minimum requirements with technological limits. For , can be supported using 30 channels. Using more than 60 channels leads to queueing instability due to forwarded traffic. We also note that is more sensitive to when is small. At higher values of , all of the curves in the figure converge to , and does not significantly impact . In Table I, we provide values of for various values of load. The table shows that the delay can be reduced if is reduced with increasing . For large ( ), every hop implies a delay of 100 slots, so minimizing through sharing becomes critical. Finally, in Table II, we provide values of  ,  , , and for various values of and . The trends seem to indicate that, for small , the increase in is an order of magnitude smaller than the increase in ; for larger , we see that provides the best choice. 7 The latter is consistent with the results in [7] , where 7 Some caution should be exercised in interpreting these results. We are not aware of any optical, passive-star couplers that can easily support hundreds of nodes. However, these extended, "asymptotic" results are being provided to show how channel sharing will effectively allow load management in the future, given that other technological constraints are overcome. it was shown that using maximizes the throughput. Specifically, for , and , we see that a stable system is obtained for as low as 24. For more realistic LAN's, increasing from 60 to 120 does not increase for . These results indicate that WDM networks are gracefully scalable: large networks do not always require an equally large number of wavelengths.
IV. CONCLUDING REMARKS
We have developed a general analytical method for modeling shared-channel, multi-hop WDM LAN's. In such networks, having a small number of channels is not only a technological limitation, but, based on our results, employing a small number of channels may actually be desirable from the system's performance point of view. When is small, channel sharing reduces hop-distance; however, making very small also leads to queueing instability since the capacity available to each transmitter is reduced. However, our intuition that a large may lead to reduced queueing is also incorrect: the increased hop-distance arising from using many dedicated channels increases queueing delays, due to an increase in forwarded traffic, even to the point of instability. It appears, therefore, that there is an optimal number, , of channels that should be used for systems with a single transmitter-receiver pair per node. The results indicate that is far less than linear in its relationship with for low load conditions; for saturating loads minimizes delay. This indicates that channel sharing allows WDM LAN's to gracefully scale-up with future advances in both technology (increment in available ) and demand (increment in ). Additionally, we have shown in [9] and [10] that sharing can provide considerable benefits in the case of multicast traffic, by reducing the number of forwarded packets.
