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Abstract: This study estimates the equivalent continuous sound pressure level (Leq) during peak
daily periods (‘rush hour’) along the New Klang Valley Expressway (NKVE) in Shah Alam, Malaysia,
using a land use regression (LUR) model based on machine learning, statistical regression, and
geographical information systems (GIS). The research utilises two types of soft computing methods
including machine learning (i.e., decision tree, random frost algorithms) and statistical regression
(i.e., linear regression, support vector regression algorithms) to determine the best approach to create
a prediction Leq map at the NKVE in Shah Alam, Malaysia. The selection of the best algorithm is
accomplished by considering correlation, correlation coefficient, mean-absolute-error, mean-square-
error, root-mean-square-error, and mean absolute percentage error. Traffic noise level was monitored
using three sound level meters (TES 52A), and a traffic tally was done to analyse the traffic flow.
Wind speed was gauged using a wind speed meter. The study relied on a variety of noise predictors
including wind speed, digital elevation model, land use type (specifically, if it was residential,
industrial, or natural reserve), residential density, road type (expressway, primary, and secondary)
and traffic noise average (Leq). The above parameters were fed as inputs into the LUR model.
Additional noise influencing factors such as traffic lights, intersections, road toll gates, gas stations,
and public transportation infrastructures (bus stop and bus line) are also considered in this study. The
models utilised parameters derived from LiDAR (Light Detection and Ranging) data, and various
GIS (Geographical Information Systems) layers were extracted to produce the prediction maps. The
results highlighted the superior performances by the machine learning (random forest) models
compared to the statistical regression-based models.
Keywords: traffic noise modelling; land use regression model; machine learning; GIS; LiDAR
1. Introduction
Urban population is continuously exposed to traffic noise [1]. Road traffic is the
most impacting noise source affecting human modern lifestyle [2]. The impacts of such
noise on human health are well documented [3–6]. Adverse effects include cardiovascular
health, insomnia and other sleep-related disorders, speech disorders, and psychological
and physiological challenges [7–11]. The World Health Organization (WHO) published
a study based on the degree of exposure to traffic noise experienced by population in
European cities. Results show that 50% of people suffered exposure to traffic noise of
greater than 55 dB [12]. Studies have also identified a strong correlation between traffic
noise and the urban population [5,6].
Energies 2021, 14, 5095. https://doi.org/10.3390/en14165095 https://www.mdpi.com/journal/energies
Energies 2021, 14, 5095 2 of 19
The key factors affecting the traffic noise emission include elements such as type of
tyres [13], engine types, and flow composition [14]. The acoustic impedance has been
identified as another key factor in traffic noise emission [15,16]. Other than tyres, the
acoustic performance depends on various pavement characteristics including pavement
texture [17] and pavement age [18]. Understanding such noise characteristics helps in
devising mitigating strategies, including pavement noise reduction with use of new tech-
nologies in design and materials [19], such as rubberized asphalt [20,21]. Understanding
the noise factors helps in analysing the noise profile of a specific location along with the
location characteristics.
The traffic noise variation is different based on the specific location characteristics. The
common noise sources that are identified include road networks, rail networks, airports,
construction sites, industrial zones, and human and social sources [22]. Having adjacent
rail networks have high impact on the noise level of specific road networks and needs to
be considered in noise modelling studies [23,24]. Road noise levels could be influenced by
nearby airports and overhead air corridors as well [25,26]. Similarly, nearby port activities
and ship movements may induce additional noise to road networks [27,28]. Hence, it is
imperative these factors are considered in noise mapping studies of any area. However, the
availability of traffic noise maps depends on several factors, including the size of the area,
the type of input data, and the legal context [22,29]. Therefore, the key purpose of traffic
noise map is identifying the noisy areas. Accordingly, developing traffic noise modelling
for a specific area involves use of dedicated software, computing resources, and expert
knowledge in order to generate reliable digital noise maps [30].
The application of land use regression (LUR) models is common in epidemiological
research to examine air pollution exposure levels and in urban development research to
examine levels of exposure to traffic noise [31–36]. LUR employs liner regression modelling
techniques to create predictive data regarding noise levels or air pollution levels in a
specific area by using predictor variables collected and analysed primarily through ArcGIS
Software. Previous studies used LUR models for predicting the traffic noise. These models
are challenging to generalize because of varying local conditions, such as the type of
road networks in the area, variance in vehicle specifications, the type of land use area,
meteorological conditions, and the size of the study area (e.g., city-wide/small scale) [35].
This study is based on the hypothesis that the LUR model can be used in traffic noise
modelling with limited to field data collection. Thus, the main objective of this research
is to identify the significance of key factors impacting traffic noise so that they can be
used suitably in noise modelling. Moreover, the paper aims to perform a comparative
analysis of several soft computing techniques so that the best one can be adopted with
LUR model. Finally, it aims to demonstrate the appropriateness of LUR model for effective
noise mapping where very limited field data is available.
This study aims to provide an objective summary of the key variables which exert a
significant influence on how levels of traffic noise are defined as well as to analyse various
soft computing techniques, commonly employed including decision trees (DT) [37], random
forests (RF) [38], linear regression (LR) [39], and support vector regression (SVR) [40]. Based
on the performance analysis of the chosen models, the most appropriate one is then selected
to generate the predictive equivalent continuous sound pressure level (Leq) map for the
designated area during peak traffic times. Model performances will be evaluated based
on correlation (R), correlation coefficient (R2), mean-absolute-error (MAE), mean-square-
error (MSE), root-mean-square-error (RMSE), and mean absolute percentage error (MAPE).
Finally, this paper will show which method is suitable for land use regression model to use
for generating noise map for the study area by employing most efficient methods as well
as the statistics indicators used to evaluate the models.
In the Section 2, a brief background of the literature is presented, followed by the
explanation of the model development in Section 3. Next, results and discussion, including
the main findings, are presented in Section 4. Finally, a short conclusion is presented in
Section 5.
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2. Related Work
Several traffic noise prediction models for cities have been proposed by previous
studies based on the land use regression model (LUR). The LUR model based on the linear
regression has been previously used for assessing and predicting such as traffic noise, air
pollution, health, epidemiological studies, and others. Furthermore, LUR modelling can be
scaled depending on the size of the city being examined; it has a high degree of accuracy
and the capacity to manage complex variables and is less computationally expensive. The
LUR model has been used successfully in North America [36], Africa [34], Asia [22], and
Europe [29]. A study conducted by Aguilera et al. (2015) applied the LUR model to examine
traffic noise in three different cities in Europe [29]. The data were recorded in a 20 min
non-peak traffic period, and the input variables for the LUR model included roads, land
use (industrial, residential), agricultural, forest, semi-natural, and population. The study
developed LUR models based on linear regression and following the ESCAPE project in a
large number of European study areas. Their study suggested that LUR modelling with
accurate GIS source data can be a promising tool for noise mapping in epidemiological
study [29]. Ragettli et al. [36] used LUR modelling with long-term noise measurements and
land use characteristics to examine ambient levels of noise in Montreal, Canada. The study
developed LUR models based on various transportation noise sources such as air, rail, and
road, in order to predict the equivalent continuous sound pressure levels Leq24h, Lnight, and
Lden which was improved upon previous research conducted in the same area. In another
study conducted in the Western Cape in South Africa, Sieber et al. [34] employed LUR
modelling to assess the outdoor noise variability for adults living in informal settlements,
which involved constant monitoring of outside noise levels during an entire week, and
recorded data related to 134 homes in four different areas. The LUR model developed for
the study considered noise sources such as transportation networks (air, rail, and road),
local buildings, land use, and the community, in order to derive the daytime, evening
and night-time values for the equivalent sound level. More recently Harouvi et al. (2018)
utilized the LUR model with high-resolution transportation to estimate the noise in two
periods of the day (rush hour and off-peak) at two cities in Israel, and it was discovered
that using LUR supported by GIS approach provided good performance for estimation
and mapping of noise pollution for environmental noise assessment [22].
In summary, as it can be seen the above, the previous research has employed the
LUR model based on the linear regression with GIS through several variable descriptors
for predicting the noise in each city area. The study by Harouvi et al. [22] used the
existing predictor variables, whereas other studies utilized the potential predictor variables
collected through GIS [22,34,36]. Notably, Harouvi et al. [22] further extended the analysis
to include new variables derived from the volume of traffic and its position with respect to
the city centre. In a somewhat different approach, Aguilera et al. [29] and Sieber et al. [25]
used additional variables such as agricultural, forest, semi-natural, as well as vegetation
as a normalized difference vegetation index (NDVI). Ragettli et al. [27] used two more
variables, those of proximity of buffer areas to rivers, and the degree of density (low, high)
of residential areas. The research discussed above has verified the successful application
of the LUR model in cities in developed countries, as well as in undeveloped areas with
unplanned settlements (informal settlements). Furthermore, the use of GIS software was
found to be enhancing the predictor or independent variables used as input data for the
LUR model.
The previous LUR models are based on linear regression. Thus, this study will at-
tempt to develop LUR models based on machine learning (i.e., decision tree, random frost
algorithms) and statistical regression (i.e., linear regression, support vector regression
algorithms) using Python software with GIS for predicting traffic noise in a key express-
way in Malaysia. In addition, the novelty of this study also lies in the use of additional
predictor variables.
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3. Methods
3.1. Study Area
The study area is situated in Shah Alam, Malaysia. Shah Alam is home to the New
Klang Valley Expressway (NKVE), a 35 km road linking Kuala Lumpur (Jalan Duta) with
the commercial and rural areas of New Klang (Bukit Raja). The study area was divided a
5 × 5 m grid cells with a centroid for each cell. The reason to choose this site because it
contains a mix of various land usage including low/high density residential, industrial,
and commercial areas and includes different types of road networks such as expressway,
primary, and secondary roads. These diversities make the site suitable for studying the
traffic noise for various conditions. Furthermore, noise maps of the area would help
understand how the new expressway may impact residents who are concerned about the
potential traffic impacts.
3.2. Noise Data and Predictor Variables
The noise levels of traffic flow on Shah Alam roads were evaluated with three equip-
ment of sound level meter (TES 52A). Additional data were collected from a wind speed
meter and a traffic tally for reading wind speed and number of vehicles, respectively. The
traffic noise measurements were generated randomly for various sites by using the ArcGIS
sampling design tools across the city area [41,42]. On 11–12 February 2017, field data were
collected at every 20 min at a height of 1.5 m during rush hours (6:30–8:00; 10:00–12:00;
18:00–20:00; 23:00–00:00). A total of 95 measurements were taken which were divided into
67 for training and 28 for testing as shown in Figure 1.
Figure 1. Shows the study area.
The LUR model used a wide selection of spatial predictors which might increase traffic
noise [22,33,36]. The data used by the LUR model were to determine the traffic noise; these
data are: area of residential low/high density, type of network road (expressway, primary,
and secondary), land use (residential, industrial, and tree), digital surface model (DSM),
wind speed (WS), and traffic noise average (Leq). Additional information on traffic jams,
road intersections, traffic lights, road toll gate, public transport (bus stop and bus line),
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and gas stations was also used. These details are summarised in Tables 1 and 2. As well
as the predictor variables, the Figures below show the DSM raster (Figure 2); the area
of residential high density, area of residential low density, industrial area, and trees area
(Figure 3); the type of road network such as expressway, primary and secondary roads
(Figure 4); the population raster (Figure 5); the road toll gate, gas station, traffic light,
intersect, bus stop, and bus line (Figure 6); and wind speed (Figure 7). The raw sample
from 1 data collection point at 4 different times of the day is shown in Figure 8.
Figure 2. Digital surface raster (DSM) layer.
Table 1. Summary statistics of noise predictors.
Parameter (Noise Predictors) Unit Mean Minimum Maximum Std. Dev.
Traffic volume (per 15 min) Veh/hour 122 9 810 183.66
Distance from all type of roads Meters 67.37 2.11 × 10−5 465.12 65.31
Distance from expressway Meters 426.66 1.74 × 10−4 1638.76 334.54
Distance from primary road Meters 468.26 1.83 × 10−3 1732.76 366.96
Distance from secondary road Meters 97.90 2.11 × 10−5 483.40 88.58
Distance from area of residential high density Meters 402.66 0 2826.72 615.76
Distance from area of residential low density Meters 190.79 0 855.10 175.38
Distance from residential Area Meters 94.60 0 855.10 159.93
Distance from industrial Area Meters 705.13 0 2470.92 568.72
Distance from trees Area Meters 157.48 0 947.91 168.87
DSM Meters 19.25 2.51 125.49 16.27
WS km/h 16.62 15.8 17.58 0.53
Distance from gas station Meters 1183.00 0 2726.06 651.41
Distance from traffic lights Meters 780.87 0.58 1975.83 432.05
Distance from intersect Meters 203.25 0.14 909.12 159.71
Distance from road toll gate Meters 1010.38 0 2239.69 513.18
Distance from bus stop Meters 528.22 0.083 1736.24 334.74
Distance from bus line Meters 214.94 1.86 × 10−4 946.33 161.00
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Table 2. Results of assessing the contribution of noise predictors using the chi-square method.
Noise Predictor Multiple R-Square VIF
Traffic volume 0.64 2.78
All type of roads 0.25 1.33
Expressway 0.82 5.64
Primary road 0.89 9.15
Secondary road 0.37 1.59
Area of residential high density 0.82 5.49
Area of residential low density 0.63 2.71
Residential area 0.71 3.45
Industrial area 0.70 3.28
Trees area 0.49 1.96
DSM 0.53 2.14
WS 0.74 3.87
Gas station 0.75 4.06
Traffic lights 0.71 3.47
Intersect 0.61 2.56
Tool road 0.65 2.82
Bus stop 0.89 8.96
Bus line 0.72 3.52
Figure 3. Overall landcover of the area.
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Figure 4. Type of road network such as expressway, primary, and secondary roads.
Figure 5. Population layer.
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Figure 6. Road toll gate, gas station, traffic light, intersect, bus stop, and bus line.
Figure 7. Wind speed layer.
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Figure 8. Raw noise sample data taken during: (A) morning, (B) afternoon, (C) evening, and (D) night.
3.3. Data Pre-Processing
The correlation and variance inflation factor (VIF) [43,44] of the model’s parameters





where R2 = multiple correlation coefficients between a predictor of noise and
predictors remaining.
In addition, the research also made use of the correlation-based feature selection (CFS)
algorithm. This filter algorithm is a machine-learning algorithm that selects attributes
according to existing concepts of correlation [45,46]. One of the advantages of the CFS
algorithm is its ability to identify sub-groups within attributes that are unrelated within
the group but do correlate with the targeted class of a study.
However, it is worth mentioning that the CFS algorithm omits attributes of a sub-
group with a low correlation rate to the target class [45,46]. Accordingly, it is used to get
rid of replicated attributes, assuming they will correlate in a different manner elsewhere.
Aspects are therefore identified when the CFS algorithm predicts a group existing in an
area that otherwise remains unidentified.
Equation (2) shows the feature sub-set assessment function of the CFS algorithm [46]:
Ms =
krc f√
k + k(k− 1)r f f
(2)
Ms relates to the heuristic ‘merit’ of a feature sub-set s containing k features;
rc f is the mean of the feature-class correlation ( f 2 s);
r f f is the average of the feature–feature intercorrelation.
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3.4. Land Use Regression Models
In this study, four different models were used as land use regression model such as RF,
DT, LR, and SVR algorithms for the prediction of Leq. A land use regression model (LUR
model) is an algorithm often used for analysing pollution at any location, depending on the
environmental characteristics of the surrounding [22,36]. Firstly, describe the methodology
through these four soft computing methods to find the best model for predicting noise
map of Leq for Shah Alam, Malaysia. The overall methodology is shown in Figure 9.
In December 2016, light detection and ranging (LiDAR) data were captured, along with
the Worldview-3 satellite images. The data such as noise samples, traffic flow, and wind
speed data were collected from the field during 11–12 February 2017. In addition, land
use map was created using Worldview-3 image. The images were segmented using the
multi-resolution segmentation algorithm. The parameters of the segmentation algorithm
were selected through trial-and-error method. After segmentation, several features were
extracted from Worldview-3 image. These features include spectral bands of the Worldview-
3 image, textual features, and spatial features, such as shape index, rectangular fit, and
length/width. These objects were then classified into three classes, including buildings,
road network, and trees, using the support vector machine method (SVM).
Figure 9. The overall methodology used in this study.
This algorithm requires several parameters, such as the kernel function and the penalty
parameter for optimization. These parameters were then selected by grid search over
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specific search domain. The analysis showed that the best combinations of segmentation
parameters are as follows: scale = 25, shape = 0.3, and compactness = 0.8. The best SVM
parameters were found to be rbf and c = 100. In addition, the population raster was utilized
to extract the area of residential high and low density by using the spatial join tool (building
with population raster) in GIS.
Next, the four different LUR model algorithms (DT, RF, LR, and SVR) were applied
using Python software. Their effectiveness at predicting Leq was decided by monitoring
R, R2, MAE, MSE, RMSE, and MAPE And, on the other hand, combining models such as
the correlation-based feature selection (CFS) with (DT, RF, LR, or SVR) models and also
evaluating and validating to get the best model. Finally, the best model was identified
through the validation of training and testing data to produce Leq map by using GIS
techniques for the study area.
3.5. Model Evaluation
The performance of the four models was ascertained by calculating six performance
measures: R, R2, MAE, MSE, RMSE, and MAPE, in the knowledge that this would give
estimates of Leq. These performance measures indicate the accuracy of model’s predictions
by comparing the actual parameter’s value (ai), predicted value (bi), and number of sample
data points (n) and others such as an average of all observed values (a) and average of
all predicted values (b) which could be useful when comparing different models. In each
case, the independent variables entered into the four models were DSM, WS, type of land
use (industrial, residential, and tree), type of road (expressway, primary, and secondary),
and density of housing in area, plus the additional details on road intersections, road toll
gate, traffic lights, gas stations, and public transportation (bus stop and bus line). The
dependent variable was Leq. (3) describes the correlation between the two data sets used
to calculate linear relationship [10]. The value of R lies between −1 and +1. Further,
(4) was used to calculate the coefficient of determination, and the result value of R2 lies
between −1 and +1 [10]. The MAE was calculated using (5). Determining MAE allowed
the researchers to note the relationship (or difference) existing between two continuous
variables. Equation (6) was used to calculate the MSE, which is the average squared
difference between the estimated values [47–50]. Equation (7) is used to calculate the RMSE
to evaluate the average performance of the model across different testing samples. Finally,
Equation (8) is applied to calculate and find the MAPE which was shown the percentage












R2 = (R)2 (4)
MAE = ∑
n























In this study, a 10-fold cross validation was used in order to examine the best model
prediction for the testing data. This dataset was divided into 100 subsets, with 80 being used
for training and the remaining 20 acting as the testing subsets. This process would then be
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repeated with a different 20 subsets selected for testing and the original 20 reintegrated
with the data set for training purposes. This process would be repeated 10 times, thus
meaning that all the sub-sets of data were both tested and used for training.
4. Results and Discussion
4.1. Contribution of Noise Predictors
One of the findings of the study was that the traffic noise predictors actually contribute
to the noise values gathered. As part of our statistical analysis, the chi-square method was
used. Results revealed that the multi-collinearity of primary road and bus stop parameters
amounted to 9.15 and 8.96, which was then used in the methodology because these noise
predictors (primary road and bus stop) were important and crucial for predicting noise map.
The findings also showed how the traffic volume, road types (expressway, primary,
and secondary), public transport, land use (industrial, residential, and tree), DSM, and WS
all had a significant impact on prediction of noise levels. Table 2 describes this further.
4.2. Noise Prediction
The study applied four models, two each of machine learning and statistical regression.
The number of data subsets totalled 95. This was divided into 67 for training and 28 for
testing. Table 2 shows the 18 parameters used to predict the traffic noise (Leq). The first
model is the LR algorithm.
The LR model fit for Shah Alam was calculated as given in Equation (9):
(0.0204) × Traffic volume (per 15 min) − (0.7139) × All type of roads −(0.0085)
× Expressway − (0.0054) × Primary road + (0.0067) × Secondary road −
(0.0005) × Area of residential high density + (0.006) × Area of residential
low density − (0.0135) × Residential Area − (0.0023) × Industrial Area
− (0.0041) × Trees Area + (0.0008) × DSM + (4.8595) ×Wind speed + (0.0007) ×
Gas station − (0.0035) × Traffic lights + (0.0106) × Intersect − (0.0028) × Tool
road + (0.0108) × Bus stop − (0.0164) × Bus line + 45.5861
(9)
The second model was trained with the same parameters based on DT with the
hyper-parameters such as min split = 20, max depth = 30, and min Bucket = 7. The same
hyper-parameters were applied when using eleven parameters for training and testing.
The third model is the RF method for training and testing. In this case, the hypermeters
were: n estimators = 150; m try = 500; min split = 20; max depth = 30.
Finally, the fourth model, also known as the SVR model was trained and tested with
the hypermeters: kernel = rbf; gamma= sigmoid; tol = 3; decision function shape = ovo.
The SVR model fit for Shah Alam is given in Equation (10):
(0.519) × Traffic volume (per 15 min) − (0.0805) × All type of roads − (0.1612)
× Expressway − (0.0571) × Primary road + (0.0256) × Secondary road
− (0.0763) × Area of residential high density + (0.1465) × Area of residential
low density − (0.2626) × Residential Area − (0.1618) × Industrial Area
− (0.1304) × Trees Area − (0.0713) × DSM + (0.1042) ×Wind speed
+ (0.0738) × Gas station − (0.2101) × Traffic lights + (0.2613) × Intersect
− (0.1905) × Tool road + (0.2157) × Bus stop − (0.1546) × Bus line + 0.6028
(10)
The findings for all four models showed that the difference between the predicted
values was low (meaning the prediction errors for all models were small). From this, one
could conclude that the RF algorithm was the most effective and successful. As shown in
Table 3, the R value of RF model highest in training (0.95) and testing (0.93). Furthermore,
for RMSE, training was 4.18 and testing 5.22. For MAE, training was 3.30 and 4.46. Table 4
describes this in more detail for all models.
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Table 3. Results of predictions with LR, DT, RF, and SVM models with all parameters.
Evaluation
Method LR DT RF SVM
Training Testing Training Testing Training Testing Training Testing
R 0.93 0.91 0.92 0.91 0.95 0.93 0.94 0.92
R2 0.864 0.83 0.84 0.82 0.90 0.866 0.88 0.85
MAE 3.88 4.49 4.04 4.62 3.30 4.46 3.81 4.80
MSE 23.12 32.73 26.82 29.13 17.48 27.26 20.93 28.76
RMSE 4.81 5.72 5.18 5.40 4.18 5.22 4.58 5.36
MAPE 5.72 7.26 6.15 7.11 4.86 7.06 5.55 7.43
Table 4. Results of predictions with LR, DT, RF, and SVM models with eleven parameters.
Evaluation
Method LR DT RF SVM
Training Testing Training Testing Training Testing Training Testing
R 0.94 0.94 0.95 0.94 0.96 0.95 0.94 0.94
R2 0.88 0.88 0.90 0.88 0.92 0.90 0.89 0.88
MAE 3.66 4.46 3.36 4.26 2.99 3.86 3.64 4.30
MSE 20.25 22.91 17.99 23.35 13.99 19.96 19.10 23.95
RMSE 4.50 4.79 4.24 4.83 3.47 4.47 4.37 4.89
MAPE 5.45 6.28 5.05 6.42 4.37 5.94 5.35 6.65
The same models combined with the correlation-based feature selection model (CFS)
were tested with the eleven parameters that had been identified by this model. In order to
make the prediction process the best it could be, the CFS algorithm was used to identify
the highly correlated parameters and to show which of the parameters were most effective
when used to predict traffic noise for the study area.
From the CFS, it was found that the eleven parameters were the most effective for
predicting traffic noise model, which was then trained and tested by the above four models.
In the case of all four models, the hypermeters were maintained the same.
However, the new equation regression of both the LR and SVR models (both using
eleven parameters) registered a difference in the instances where eighteen parameters was
used for the Shah Alam area.
The LR model for Shah Alam (trained and tested using eleven parameters) recorded
the following results (Equation (11)):
(0.0229) × Traffic volume (per 15 min) − (8.5402) × All type of roads −
(0.0092) × Expressway + (0.0026) × Primary road + (0.0013) × Area of
residential high density + (0.0011) × Industrial Area − (0.0027) × Trees
Area − 0.0037 × DSM + (3.9434) ×Wind speed + (0.0007) × Bus stop
− (0.0164) × Bus line + 46.4032
(11)
In turn, the SVR model (trained and tested using eleven parameters relevant to Shah
Alam) recorded the following results (Equation (12)):
(0.4495) × Traffic volume (per 15 min) − (0.1553) × All type of roads −
(0.3021) × Expressway + (0.0955) × Primary road − (0.0021) × Area of
residential high density + (0.1113) × Industrial Area − (0.11) × Trees
Area − (0.1202) × DSM + (0.1767) ×Wind speed − (0.0137) × Bus stop
− (0.2569) × Bus line + 0.45
(12)
Table 4 shows the results when filtered and reduced from eighteen parameters to
eleven parameters based on the CFS method, which finds features that have a higher
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correlation with the class but are uncorrelated with each other. Therefore, the highest
correlated parameters were used for the prediction analysis, which resulted in improving
the prediction accuracy. This is described in more detail in Table 4.
In this case, the results of all four models recorded improvements in the prediction
accuracy and a decrease in the MSE and RMSE values, respectively. In addition, according
to the results, it appeared the RF model was the most successful of the four models, even
when the parameters were reduced from eighteen to eleven. By evaluating it in comparison
to the other three models, the RF model repeatedly seemed to offer the most accurate and
effective way of predicting noise for the Shah Alam area under consideration. Figure 10
shows the traffic noise prediction map for Shah Alam created using the RF model with
11 parameters.
Figure 10. The noise prediction map (Leq) on Shah Alam based on RF model with 11 parameters.
4.3. Validation of Noise Prediction Maps
The validation of the machine learning and statistical regression models was per-
formed by using the criteria of R, R2, MAE, MSE, RMSE, and MAPE methods. Tables 3 and 4
show the results for each model against six criteria.
The RF model still recorded better results even when the number of parameters were
reduced from eighteen to eleven, which can be seen when considering, for example, the
comparative RMSE values. When the parameters were set at eighteen, the RMSE for
training was 4.18, while the RMSE for testing was 5.22. When it was changed to eleven
parameters, the RMSE for training was 3.47 and for testing was 4.47. This identifiable trend
continues with the MSE values (decreased with eleven noise predictors).
To further clarify how and why the RF model is the preferred algorithm, it is worth
considering a few other attributes and potential applications for it. To start with, the RF
model performed faster when used to process data sets of a large size, including multiple
variables. The RF model is also capable of functioning and producing reliable results, even
when some input values are missing. This is because it is an ensemble method. In turn,
this makes the model able to create real-time predictions. Moreover, taken outside the
research environment, the model would prove attractive to stakeholders requiring accurate
predictive data for environmental reasons.
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The success of the RF model at effectively and accurately predicting noise levels
(Leq dB) is described in Figure 11. These scatter plot graphs depict an imagined but
plausible scenario that could occur based on the variables of the primary road, the bus
stop, traffic volume, all type of roads, expressway, bus line, area of residential high density,
industrial area, trees area, DSM, and WS. Predictions of the type shown would be of use to
the environmental and town planning industries. For example, they could help predict the
impact new infrastructure will have on the environment, or they could aide in designing
and implementing programmes of traffic control, including the re-routing of vehicles and
the creation of new roads.
Figure 11. Scatter plot of Leq (measured vs predicted) using Random Forest for training and testing
dataset with eleven parameters.
In addition to this, Figure 12 shows the data results when 10-fold cross-validation was
performed on the RF model to see if it maintained its status as the best model for predicting
noise levels.
Not only did the RF model stay performing well under the scrutiny of cross-validation,
but it also proved itself to be stable. This is shown by how the six performance criteria stay
regular across the six different iterations. Similarly, the observed and predicted Leq figures
for the testing data set were close in value. Figure 12 showed the values of Leq predicted
using RF fit well with the field data.
Energies 2021, 14, 5095 16 of 19
Figure 12. 10-fold cross-validation of (a) R, (b) R2, (c) MAE, (d) MSE, (e) RMSE, and (f) MAPE in
predicting Leq using the testing dataset by RF method.
5. Conclusions
This research has evaluated the merits of four different soft computing models (ma-
chine learning and statistical regression) used to predict traffic noise levels at New Klang
Valley Expressways in Shah Alam, Malaysia. In addition, it used six evaluation criteria
for model performance assessment which would benefit researchers and practitioners.
The successive stages of the research, including studying and changing the parameters,
have been described in detail, along with information on the four different models and the
research findings. The noise prediction models were developed, with Leq as the output
(dependent variable) and the following noise variables, primary road, bus stop, traffic
volume, all types of roads, expressway, bus line, industrial area, trees area, DSM, and
WS, as the independent variables. According to the performance criteria of R, R2, MAE,
MSE, RMSE, and MAPE, the results showed that the RF model was the most effective
and reliable at predicting traffic noise levels. K-fold cross-validation further proved the
stability of the RF model in making predictions. It is important to mention that proper
validation of the results can only be done by evaluating them against long-term traffic
data in the selected area. However, collecting long-term field data is both expensive and
time-consuming. Therefore, this study considers both as limitation and out of scope. The
data collection times were carefully selected to capture the general traffic trend in the
selected area. The main objective was to demonstrate the capacity of LUR model as a
potential tool for noise mapping. Results indicated that LUR model performed significantly
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better than regression-based models despite using limited field data. Therefore, it can be
ascertained that LUR models can be deployed for noise modelling when limited noise data
is available.
The methodology introduced in this study can be extended and utilized to accom-
modate variation in number of variables to improve the prediction of traffic noise map.
For future work, diverse traffic conditions with the inclusion of time as a variable can be
explored by LUR based on the advanced artificial neural network and deep neural network
models. Probably that may lead to increase the accuracy of prediction models like the ones
discussed in this study. For urban areas like Shah Alam, the number of vehicles on city
streets is the cause of high levels of pollution. In order to propose a useful model, this
study combined the CFS, RF, and GIS models. The results of RF model then demonstrated
the lowest RMSE 4.37 for testing data, and when all 18 parameters were used, the RMSE of
testing was 5.22. The models were applied based on most of the parameters derived from
LiDAR data, and GIS layers were extracted to produce noise prediction map. According to
the prediction map, the highest values (high noise) were concentrated near expressway,
whilst the lowest values (low noise) were distributed far away from expressway and pri-
mary road. However, both LUR statistical modelling and GIS techniques are important
tools for planning and prediction maps. Ultimately, this study has proved that the machine
learning model outperforms the regression model. The proposed models are an afford-
able and easy-to-use method for helping to monitor noise levels and could be useful for
governmental and urban planning projects.
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Leq Equivalent Continuous Sound Pressure
NKVE New Klang Valley Expressway
LUR Land Use Regression
GIS Geographical Information Systems
LiDAR Light Detection and Ranging
WHO World Health Organization
DT Decision Trees
RF Random Forests
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LR Linear Regression
SVR Support Vector Regression
R Correlation
M Correlation Coefficient
MAE Mean Absolute Error
MSE Mean Square Error
RMSE Root Mean Square Error
MAPE Mean Absolute Percentage Error
NDVI Normalized Difference Vegetation Index
DSM Digital Surface Model
WS Wind Speed
VIF Variance Inflation Factor
CFS Correlation-Based Feature Selection
SVM Support Vector Machine
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