Abstract. Suppose G is a singular matrix function on a simple, closed, rectifiable contour Γ. We present a necessary and sufficient condition for normal solvability of the Riemann problem with coefficient G in the case where G admits a spectral (or generalized Wiener-Hopf) factorization G + ΛG − with G ±1 − essentially bounded. The boundedness of G ±1 − is not required when G takes injective values a.e. on Γ.
Introduction
Let Γ be a rectifiable, positively oriented boundary of a finitely connected domain D + ⊂ C, and let D − = C ∞ \(D + ∪ Γ). If 1 ≤ p ≤ ∞, let E p+ and E p− be the usual Smirnov spaces associated with the domains D + and D − (see e.g. [5] ). That is, E ∞+ is the space of functions analytic and bounded in D + , and, if 1 ≤ p < ∞, E p+ contains functions f analytic in D + for which there exists an expanding sequence of regions D k with rectifiable boundaries Γ k such that
The spaces E p− (1 ≤ p ≤ ∞) are defined by replacing D + with D − . We will denote byĖ p− the subspace of E p− formed by functions vanishing at infinity. A function f ∈ E p+ (or E p− ) has a nontangential boundary limit at a.e. t ∈ Γ. These limits define a functionf ∈ L p (Γ) =: L p . The map f →f is injective, and we will identify E p± with L p± , the space of boundary values of functions in E p± . We will writeL p instead ofĖ p . R will denote the space of rational functions without poles on Γ. If X ∈ {L p+ , L p− ,L p− , R}, we will denote the space of m × n matrices over X by X m×n . If m = 1 or n = 1, we will write X n or X m . Let p ∈ (1, ∞), let g ∈ L The image of the Riemann problem (or the dual problem), i.e. the set of all g ∈ L m p (or h ∈ L n q ) for which the problem is consistent, is a linear manifold. We present a condition for the problem to be normally solvable, i.e., for the image of the problem to be closed.
The Riemann problem with nonsingular coefficient has been extensively studied in the literature-see [2] or [6] and the references cited there. One can consider a more general problem where the coefficient takes singular values. Suppose a zero row or column has been appended to a nonsingular matrix valued function. Even in this simple case the theory developed for nonsingular coefficients cannot be applied directly, although the problem may be well posed and have a unique solution for a given g. Plainly, one can have more general coefficients G.
The Riemann problem can be reformulated in terms of singular integral equations. Let S : L p → L p be the operator of singular integration along Γ, i.e.,
with the integral understood in the sense of the principal value. Suppose the contour Γ is such that S is continuous on the whole space L p . Then P = (I + S)/2 and Q = I − P are continuous complementary projections with the images L p+ anḋ L p− , respectively, and (1.1) can be written as Pπ m φ + GQπ n φ = g where P and Q act componentwise and π j selects the first j components of φ, j = m, n. That is, (1.1) is equivalent to the system of singular integral equations with Cauchy kernel
. . .
Here, the functions G ij and g i are given, and one looks for a solution φ 1 , φ 2 , . . . , φ max(m,n) ∈ L p . In this system, the coefficient G = [G ij ] may be rectangular or square with the determinant zero a.e. on Γ. We are interested in the question when the set of m-tuples (g 1 , g 2 , . . . , g m ) for which the system is consistent forms a closed subspace of L m p . We end the introduction with a remark on contours. 
Spectral factorization
Let G be an m × n matrix function on Γ with measurable entries. By a (left) spectral factorization in L p we will understand a factorization
has nonsingular values a.e. on Γ and G −1
for some t + ∈ D + and t − ∈ D − and integers
Note that we do not require the operator G + PG −1 + to be bounded (cf. [2] ; see also [1] ). Also note that if the factorization (2.1) exists, k = rank G(t) for a.e. t ∈ Γ. In particular, k is unique.
To simplify notation, we will assume 0 ∈ D + and replace t−t+ t−t− by t, a factor which vanishes at the origin and has a pole at infinity. Then (2.2) becomes
an m × n matrix function with k nonzero entries.
Our definition of (left) spectral factorization differs from that in [3, 7] and [8] where it is required that
In fact, our definition is stronger. If G has a spectral factorization in L p in the sense above, the spectral factorization as in [3, 7] and [8] can be obtained by deleting columns of G + and rows of G − corresponding to the zero rows or columns of Λ, and replacing Λ by its nonsingular upper left block.
In particular, Theorem 2.2 in [8] has the following analogue for spectral factorization defined above.
It follows from Theorem 2.1 that the integers κ i in (2.3) are unique. They are called the indices of the factorization. The sum k i=1 κ i is the total index of the factorization. If all indices of the factorization are equal to 0, the factorization is said to be canonical.
Nonuniqueness of the factorization can be characterized as follows.
Theorem 2.2. Suppose
where H + of size k × k is a unimodular matrix polynomial such that
and A + , B + with entries in L 1+ , and
The properties of H + follow from Theorem 2.4 in [8] .
Note that, unlike with the definition of spectral factorization in [8] , G may admit a spectral factorization in L p1 and L p2 (p 1 < p 2 ) with the same total index, but the factorization in L p1 may fail to be a factorization in L p2 . A simple example is provided by
where φ ∈ L p1+ \L p2+ and φ −1 ∈ L q1+ .
Riemann problem with a factorable coefficient
We will assume in this section that the coefficient G of the Riemann problem (1.1) admits spectral factorization in L p relative to Γ with the middle factor Λ as in (2.3). Λ † will denote the pointwise Moore-Penrose inverse of Λ, 
for some branch of
. The function
belongs to the image of the problem, but
and only if
for some r ∈L n
1− with the first k components zero. If the problem is solvable, then the general solution has the form
where ρ is a vector function whose j th entry is zero if j > k or κ j ≤ 0, and a polynomial of degree at most κ j − 1 otherwise, and r ∈L 
and
Proof. Suppose (φ + , φ − ) solves the problem. Since f + := G
Since Λf − has zero entries in the bottom m − k components, the first relation in (3.1) is valid. Also,
+ g is a vector polynomial satisfying the degree requirements. Since φ + = G + PG −1 + g + G + ρ, the second relation in (3.1) holds. Since
2) holds (with r agreeing with G − φ − in the bottom n − k positions).
Conversely, suppose (3.1) and (3.2) (or (3.2 )) hold. If
− r) for an appropriate r, 
and (3.2 ) holds.
Note that if G takes injective values a.e. on Γ, k = n and (3.2 ) and (3.3 ) can be used instead of (3.2) and (3.3). Also note that in the example before Proposition 3.1, the restriction of the operator
+ to the image of the problem was bounded in L 2 p . However, this need not be true in the general case. Indeed, suppose p, q, and Γ are as in the example preceding Proposition 3.1 and
To simplify notation, we will write X −T and X †T instead of (X −1 ) T and (X † )
T for any matrix (or matrix valued function) X. Rewriting the dual equation as G
− h, one can show the following dual version of Proposition 3.1. 
Proposition 3.2. Suppose
G = G + ΛG − with Λ as in (2.3) is a spectral factor- ization in L p . Then h ∈ L n q− belongs
to the image of the dual problem if and only if
G −T − h ∈ L k 1+ 0 +L n 1− , G T − QG −T − h ∈L n q− , G −T + Λ †T PG −T − h+ r ∈ L n q+f, g = n j=1 Γ f j (t)g j (t) dt for all f (t) = n j=1 f j (t)e j ∈ L n p and g(t) = n j=1 g j (t)e j ∈ L n q . Theorem 3.3. Suppose G = G + ΛG − is a spectral factorization in L p with Λ as in (2.3). Then (i) g ∈ L+ (t)g(t) ∈ L 1+ (j = k + 1, k + 2, . . . , m), (3.7) (ii) h ∈ L n q
belongs to the closure of the image of the dual problem if and only if
Proof. We verify (i). The annihilator of the image of the problem contains "+" components of elements in the kernel of the dual problem. Since, if κ j < 0,
is in the kernel of the dual problem, (3. 
and (3.7) holds. Thus, the space of g ∈ L m p which satisfy (3.6) and (3.7) contains the closure of the image of the problem.
To show the converse, we need to identify the dual of the space 
we can find r ∈ R m such that G + r belongs to (3.10) but ψ, G + r = 0. Thus, the annihilator of the space (3.10) coincides with the L m q -closure of (3.11) and
is the dual of (3.10).
It is now easy to show that
is dense in (3.10). Indeed, suppose an element φ of (3.13) annihilates (3.14), and let ψ k be a sequence of elements as in (3.12) which converges to φ. Then each ψ k annihilates (3.14), and so ψ k = 0 for all k. Thus, φ = 0. The elements of (3.14) satisfy conditions (3.1). If g ∈ L m p satisfies (3.6), then e
+ g must have a zero at infinity of order at least κ j + 1 (cf. Lemma 3.1 in [6] ). Thus, the members of (3.14) for which (3.6) holds satisfy also (3.2 ) and hence belong to the image of the problem. The subspace of (3.10) formed by elements which satisfy (3.6) has a finite co-dimension, equal to the sum of positive indices of the factorization, and one can choose a basis for its complement in the set (3.14). It follows that the image of the problem contains a subset dense in the space of functions g ∈ L m p which satisfy (3.6) and (3.7). In view of the last theorem, Propositions 3.1 and 3.2 have the following corollary.
Corollary 3.4. If G admits a spectral factorization in L p , then the image of the Riemann problem (or the dual problem) contains all rational vector functions in its closure as a dense subset.
Proof. Let g be a rational m × 1 vector function. Then
If g belongs to the closure of the image of the problem, then (3.7) and (3.15) imply (3.1). By (3.6), e T j QG −1 + g has a zero at infinity of order −κ j + 1, so that (3.2 ) is also valid and g belongs to the image of the problem. To verify density, note that the elements φ of (3.14) which satisfy (3.6) 
Normal solvability
The kernel of the Riemann problem with coefficient G is isomorphic to 
The kernel of the Riemann problem viewed on the space X p can be finite dimensional even though G is singular valued. Similarly, there may be a generically infinite dimensional co-image of the problem. The codimension of {ψ + ∈ L m q+ : G T ψ + = 0} in the annihilator of the image of the problem is independent of the left kernel of G.
By the defect numbers of a Riemann problem with coefficient G we will understand the dimension α R of the kernel of the problem in the space X p and the co-dimension β R of the closure of the image of the problem in the space
p is the intersection of closed subspaces, and so it is complete. If α R or β R is finite, the difference α R − β R will be called the index of the problem. Note that α R can also be defined as the dimension of the space of "+" components of elements in the kernel of the problem (viewed either on the space X p or L m p++L n p− ). The defect numbers of the dual problem are the dimension α D of kernel of the dual problem in the space
and the co-dimension β D of the closure of the image of the dual problem in
The number α D can be equivalently defined as the dimension of the space of " − " components of elements in the kernel of the dual problem. If α D or β D is finite, the difference α D − β D is called the index of the dual problem.
In particular, all defect numbers are finite and the index of the problem (resp. the dual problem) is equal to the total index (resp. the opposite of the total index) of the factorization. 
are bounded. Then the image of the Riemann problem with coefficient G is closed. 
Since K + in (4.9) is bounded, P is a bounded projection.
Since each rational matrix function without poles or zeros on Γ admits a spectral factorization in L p with all factors (and their multiplicative inverses) essentially bounded, Theorem 4.3 has also the following corollary. Proof. Since
and (4.12) 
