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ABSTRACT
We present improved modelling of the redshift-space distortions of galaxy clustering that
arise from peculiar velocities. We create mock galaxy catalogues in the framework of the halo
model, using data from the Bolshoi project. These mock galaxy populations are inserted into
the haloes with additional degrees of freedom that govern spatial and kinematical biases of the
galaxy populations relative to the dark matter. We explore this generalised halo model with an
MCMC algorithm, comparing the predictions to data from the Galaxy And Mass Assembly
(GAMA) survey, and thus derive one of the first constraints on the detailed kinematic de-
grees of freedom for satellite galaxies within haloes. With this approach, the distortions of the
redshift-space galaxy autocorrelations can be accounted for down to spatial separations close
to 10 kpc, opening the prospect of improved RSD measurements of the perturbation growth
rate by the inclusion of data from nonlinear scales.
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1 INTRODUCTION
It is fascinating that Cosmic Microwave Background (CMB) mea-
surements reveal a simple picture of the early universe, with a ther-
mal spectrum (Fixsen et al. 1996) and Gaussian temperature fluc-
tuations (Komatsu et al. 2011; Planck Collaboration 2018; Story
et al. 2013; Sievers et al. 2013)1. The ΛCDM model successfully
matches these extremely precise measurements, with General rela-
tivity (Einstein 1915) at its core – although the inferred dominant
constituents of dark energy (Riess et al. 1998; Perlmutter et al.
1999) and dark matter (Zwicky 1937; Kahn & Woltjer 1959; Rubin
& Ford 1970) remain obscure from a fundamental physics point of
view. The lack of theoretical understanding of the dark sector, plus
unresolved questions regarding the early universe, motivates mod-
ified theories of gravity (e.g. Jain & Khoury 2010, Clifton et al.
2012); but no such alternative theory without dark matter and dark
energy has been as successful as ΛCDM.
The ΛCDM framework provides well specified initial condi-
tion of the universe, which yield a simple prediction of structure
formation. The initial density fluctuations observed in the CMB
will grow under gravity leading to the formation of structure at
late times (e.g. Comer et al. 1994). These initial density fluctua-
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1 https://lambda.gsfc.nasa.gov/product/
tions remain small for most of the cosmic history and hence can be
solved by linear perturbation theory (Mukhanov et al. 1992; Lid-
dle & Lyth 1993; Durrer 1994; Ma & Bertschinger 1995; Bruni
& Lyth 1994; Kopeikin et al. 2001; Bernardeau et al. 2002; Lagos
et al. 2016). The n-point clustering of the late time dark matter dis-
tribution has very specific properties and hence is sensitive to the
physical quantities and dynamical equations of the universe (Pee-
bles & Yu 1970; Eisenstein et al. 2005; Bassett & Hlozek 2010;
Coil 2013). To a good approximation, galaxies form at peaks of the
dark matter density distribution, thus tracing the n-point functions
of the dark matter distribution up to a multiplicative constant called
galaxy bias (Bardeen et al. 1986; Cole & Kaiser 1989).
Modern cosmological surveys can create three dimensional
maps of these density fluctuations by measuring redshifts for large
numbers of galaxies. Past spectroscopic galaxy surveys (2dFGRS:
Colless et al. 2003; 6dFGS: Jones et al. 2009) have measured∼ 105
redshifts; more recent surveys (SDSS-III: Eisenstein et al. 2011;
WiggleZ: Blake et al. 2011; DEEP2: Newman et al. 2013; VIPERS:
Garilli et al. 2014; GAMA: Liske et al. 2015a; SDSS-IV: Dawson
et al. 2016) have been of the same size or up to ∼ 106 redshifts;
near-future surveys (PFS: Takada et al. 2014; 4MOST: de Jong
et al. 2019; DESI: DESI Collaboration 2016) will measure ∼ 107
galaxy spectra. Such datasets provide in particular exquisitely pre-
cise measurements of the n-point statistics of the galaxy distribu-
tion. The observed two-point correlation function (2PCF) of galax-
ies in such a survey is anisotropic due to redshift space distortions
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(RSD). The galaxies have peculiar velocities of their own due to
their gravitational interaction with the overall dark matter field, and
thus the observed redshift is a combination of the uniform Hubble
expansion and the peculiar velocity along the line-of-sight (los).
This gives a radial distortion in the galaxy 2PCF along the los
compared to the orthogonal direction. The theoretical existence of
RSD was discussed in Peebles (1980) and Kaiser (1987) developed
the linear theory formalism for RSD in Fourier space, which was
translated to configuration space by Hamilton (1992). Several au-
thors have tried to go beyond linear theory to model RSD in recent
surveys (e.g. Matsubara 2008; Carlson et al. 2013; Okumura et al.
2014; Vlah et al. 2016), but it has been hard to push to small scales
of 1 Mpc or less using such an approach: we are then far from
the regime of perturbation theory for the dark-matter dynamics,
and on these scales the assumption of modelling galaxy formation
with a single bias parameter is inevitably too simplistic. Another
approach to modelling more non-linear scales is to use a fully non-
linear solution for the mass distribution through dark matter only N-
body simulations, followed by modelling galaxy formation physics
via an empirical galaxy-halo connection. One important attempt to
use such an approach on SDSS-III data is described in Reid et al.
(2014), who obtained 2.5% precision on the growth rate using au-
tocorrelation data down to 1h−1Mpc. Recently there have been at-
tempts to develop emulators that can efficiently span the cosmolog-
ical parameters as well as parameters of the galaxy-halo connection
to predict the clustering, for example Zhai et al. (2019). The main
focus of these studies has been to extract the measurement of the
growth rate from redshift-space galaxy clustering, treating galaxy
physics as a nuisance to be marginalized over.
Such modelling neglects the data below about 1 Mpc; and
yet we have very precise measurements of the galaxy 2PCF at
small scales, and it is interesting to ask what extra insights about
both galaxy formation and cosmology can be obtained by mov-
ing beyond the arena of quasilinear large-scale structure. This is
the regime we explore in the present paper, covering galaxy clus-
tering from kpc to Mpc scales. Specifically, we analyze clustering
from the GAMA survey, covering scales as small as 0.01h−1Mpc.
Although other surveys cover larger volumes, GAMA is unique
in being essentially complete spectroscopically even to such small
scales, whereas its competitors suffer a systematic loss of very close
pairs of galaxies. In this paper we model small scale clustering us-
ing the halo occupation distribution (HOD; Benson et al. 2000; Sel-
jak 2000; Peacock & Smith 2000; White et al. 2001; Berlind &
Weinberg 2002; Cooray & Sheth 2002) in conjunction with dark-
matter halo catalogues from numerical simulations. By using high-
resolution data that are complete to low halo masses, we are able
to synthesize a much deeper galaxy samples than used in past stud-
ies, which helps us address some of the details concerning the dis-
tinct populations of central and satellite galaxies. Finally, the mocks
created as the result of this study should be useful for exploring
questions about galaxy groups, colours and assembly bias in future
work.
The paper is organized as follows. We first introduce the
GAMA data and how we create several magnitude limited samples
in section 2. In section 3 we describe the details of our modelling
methodologies, followed by our measurements from the GAMA
data in section 4. The section 4.4 summarises our analysis method-
ologies with results being presented in section 5. We present a sum-
mary and discussion in section 6.
2 DATA
We use data from the GAMA survey described in Liske et al.
(2015b) and Baldry et al. (2018). GAMA is a flux limited spectro-
scopic survey of approximately 300,000 galaxies (215,260 made
public in DR3), selected from SDSS imaging (Abazajian et al.
2009) with input catalogue defined in Baldry et al. (2010), cov-
ering a total sky area of 230 deg2. It has a redshift completeness
of 98% down to r-band Petrosian magnitude of 19.8. The tiling
strategy is explained in Robotham et al. (2010) and the spectro-
scopic pipeline is described in Hopkins et al. (2013). We are using
three GAMA equatorial regions, namely G09, G12 and G15, cen-
tred on 9h, 12h and 14.5h in right ascension, each consisting of
5 × 12 deg2. We first define a k-corrected and evolution corrected
absolute magnitude in order to create three magnitude limited sam-
ples with Mr < −21, Mr < −20 and Mr < −19. The following
section describes the details of our sample selection.
2.1 Galaxy subsamples
We use the k-corrected r-band Petrosian magnitude of galaxies to
account for the fact that observed magnitudes of galaxies at differ-
ent redshifts will probe different parts of the galaxy spectral energy
distribution. The k-corrections were derived using template spec-
tra and galaxy magnitudes in the 5 SDSS photometric bands, as
described in Blanton et al. (2003) and Loveday et al. (2012, 2015).
The observed magnitude is also affected by luminosity evo-
lution. We have taken this into account by applying a redshift-
dependent correction to the magnitudes so that the galaxy sample is
consistent in comoving density over the entire range of redshift. We
have used two different ways to correct luminosity evolution and
found consistent results for our sample. We first used the luminos-
ity evolution correctionE(z) = −Q0(z−zref) , whereQ0 = 0.97
and zref = 0 derived in McNaught-Roberts et al. (2014). We have
also derived a new luminosity-dependent luminosity evolution cor-
rection E(z,M) = Qe(M)(z − zref). where M is the magnitude
with k-correction but without any evolution correction, Qe(M) is
given by a sigmoid function which corresponds to approximately
Q0 = 1.0 for the brighter sample given by the previous correc-
tion. In this correction we used zref = 0.1 to be consistent with the
reference redshift used in the k-correction. The expression giving
Qe(M) is as follows:
Qe(M) = A/(1.0 + e
−W×M ) +Qshift, (1)
where A = −5.8, W = 4.5 and Qshift = −1.09; these values
were obtained by fitting a linear model of luminosity evolution with
redshift in magnitude bins.
We finally define a magnitude-limited sample of galaxies in
the redshift range 0.05 to 0.36 and Mr < −21, where Mr is r-
band absolute magnitude after applying the k-correction and the
magnitude dependent evolution correction. This gives us 23309
galaxies in the three GAMA regions G09, G12 and G15. Figure 1
shows the number density as function of redshift for galaxies with
Mr < −21. The different points show magnitude limited samples
defined using the various correction terms. We note that the two
different methods for correcting the luminosity evolution give the
same result, apart from a small vertical shift which is due to the
difference in the reference redshift assumed for the two cases. As
stated above, we adopt a reference redshift of 0.1. We also create
two other magnitude limited samples Mr < −20 and Mr < −19
for extending our analysis to deeper samples but smaller volumes.
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Figure 1. Number density of Mr < −21 galaxies as a function of redshift
with various corrections to magnitude, showing jackknife errors. The circle,
square, star and triangle symbols represent respectively density with no-
correction, with only k-correction, with k + Q0 correction and with k +
Qe(M) correction. Here, Q0 is the evolution correction with reference at
z = 0 while Qe(M) is the magnitude dependent evolution correction with
reference redshift at z = 0.1.
3 MODELLING NON-LINEAR SCALES
The linear theory of large-scale structure (LSS) successfully de-
scribes many aspects of the distribution of matter in the universe.
But linear theory becomes progressively less applicable on small
scales and at late times when the structure undergoes nonlinear
growth. The remarkable success of linear theory can be extended to
gain further information by solving for higher order terms in per-
turbation theory and using data on quasi-linear scales (Scoccimarro
2004; Taruya et al. 2010; Okamura et al. 2011; Reid & White 2011;
Crocce et al. 2012; Vlah et al. 2012). But the only fully reliable
way to model non-linear scales is to solve for the exact dark-matter
dynamics via N-body simulations. Several methods exist for per-
forming pure dark matter N-body simulations in efficient ways and
these have been shown to give quite robust predictions (Klypin et al.
2011, 2016). But such simulations can only tell us about dark mat-
ter haloes and their distribution in the universe. In order to model
the observed galaxy distribution we must understand how galaxies
form and evolve within the scaffolding of dark matter. The direct
approach to this problem is to use a full hydrodynamical simula-
tion (e.g. Schaye et al. 2010; Vogelsberger et al. 2014; Dubois et al.
2016; The EAGLE team 2017), where all the components of the
universe are accounted for and galaxies form through a variety of
physical processes. Such simulations are currently rather limited in
nature as it is impractical to simulate a large cosmological volume
while retaining sufficient resolution to capture the details of galaxy
formation. Therefore the omitted small-scale processes have to be
re-inserted in an approximate fashion using a range of ‘subgrid’
recipes. This leads to a range of results from various groups work-
ing on such simulations, and the calculations cannot currently be
considered to have converged at the level we would need in order
to analyse real data Chisari et al. (2018).
A common alternative approach is therefore to work with large
volume dark matter only simulations, populating them with galax-
ies based on empirical models. Two such models widely used in
LSS analyses are subhalo abundance matching (SHAM; see e.g.
Vale & Ostriker 2004; Conroy et al. 2006) and the Halo Occupation
Distribution (HOD), discussed below. The former is more demand-
ing computationally, as it requires sufficient resolution to identify
the substructure within dark-matter haloes. In this paper we there-
fore use the HOD approach to populate galaxies within a dark mat-
ter simulation and compare the observables calculated from such
mock catalogues with data. In the following section we describe
the details of different components of our model.
3.1 N-body simulation and halo catalogue
We are using the publicly available Bolshoi simulation Klypin et al.
(2011) through the CosmoSim database 2. Bolshoi is a dark matter
only N-body simulation run using the Adaptive-Refinement-Tree
(ART) code Kravtsov et al. (1997). The simulation assumes a flat
ΛCDM cosmology with Ωm = 0.27, Ωb = 0.0469, h = 0.7,
ns = 0.95 and σ8 = 0.82. It is in a periodic box of side length
250h−1Mpc and 20483 particles. The ART code used for Bolshoi
is designed to preserve the physical resolution to ∼ 7h−1kpc for
z = 0− 8.
A halo catalogue using the ROCKSTAR3 halo finder Behroozi
et al. (2013) was constructed using the snapshot at an effective red-
shift of z = 0.1 for Bolshoi. ROCKSTAR starts with a friends-of-
friends group catalogue and analyses particles in full phase space
(i.e. position and velocity) in order to define halo properties and
robustly identify substructures. We use particle data from MDPL14
at z = 0.
3.2 Galaxy-halo connection
It is widely accepted that galaxies form in the densest regions of
universe. As cosmological density perturbations become nonlinear,
they generate dark matter haloes, which provide the appropriate en-
vironment for baryonic processes to form stars and hence galaxies.
Such processes are more effective in high-mass haloes, and as a re-
sult of this bias the clustering of galaxies shows a higher amplitude
than the clustering of matter itself. At large linear scales, this yields
galaxy n-point clustering statistics that are a simple multiple of the
underlying matter statistics. But as we look at smaller non-linear
scales, gravitational collapse leads to non-linear evolution of the
matter power spectrum. Thus on these non-linear scales the halo
or galaxy power spectrum in general displays a scale-dependent
bias in the clustering signal. In order to model this non-linear bias
of galaxies we choose to populate haloes with galaxies, using the
Halo Occupation Distribution approach (HOD: Benson et al. 2000;
Seljak 2000; Peacock & Smith 2000; White et al. 2001; Berlind
& Weinberg 2002; Cooray & Sheth 2002). This places two distinct
kinds of galaxies into haloes: a single central galaxy that dominates
the halo, plus a number of distinct satellites.
We use the HOD method to model the observed clustering of
GAMA galaxies within the Bolshoi dark matter haloes. The HOD
model used in this paper was proposed in White et al. (2011), and
it assumes a specific functional form with a small number of free
parameters for the occupation probability of a halo with a central
and satellite galaxies:
〈Ncen〉M = 12erfc
(
ln(Mcut/M)√
2σM
)
,
〈Nsat〉M = Ncen(M)
(
M−κMcut
M1
)α
, (2)
where 〈Ncen〉M gives the occupation probability of central galaxies
2 https://www.cosmosim.org/cms/simulations/
bolshoi/
3 https://bitbucket.org/gfcstanford/rockstar
4 https://www.cosmosim.org/cms/simulations/mdpl/
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in a halo of given mass M and average number of satellite galaxies
is given by 〈Nsat〉M .
The occupation probability of central galaxies involves an er-
ror function with two parameters Mcut and σM . This is motivated
by the fact that we are trying to model a magnitude limited sam-
ple. So our galaxy selection is a step function in magnitude. If we
assume that there exists a monotonic relationship between the ab-
solute magnitude of a galaxy and its host halo mass then we should
be able to model these galaxies with a similar step function in halo
mass where the parameter Mcut sets the location of this halo mass
limit for the corresponding magnitude limit. But such a relation be-
tween halo mass and light from the central galaxy will inevitably
have some intrinsic scatter that depends on the exact formation his-
tory of the halo (and which dominates over any measuring error,
although both would combine into a single empirical dispersion).
Therefore one should allow the occupation probability to ‘turn on’
over some width which is given by σM . The assigned number of
central galaxies is one or zero, chosen as a binomial quantity ac-
cording to the occupation probability.
The number of satellite galaxies in a halo is sampled from
a Poisson distribution with mean given by 〈Nsat〉M . The param-
eter κ specifies the minimum halo mass to host a satellite galaxy
in units of Mc. The parameter combination M1 + κMc gives the
halo mass at which the halo on average will have a single satellite
galaxy. The more massive haloes are expected to host numerous
satellite galaxies and the model assumes that this number scales as
a power law of mass with index α. This parametrization is moti-
vated from hydrodynamical simulation and semi-analytic models
of galaxy formation (Zheng et al. 2005).
Once we know how many central and satellite galaxies a given
halo should host we need to be able to assign their position with
respect to the halo. We place central galaxies at the centre of mass
of the halo and satellite galaxies are distributed with an NFW radial
profile in a spherically symmetric manner:
ρ(r) =
ρ0
r
Rs
(
1 + r
Rs
)2 (3)
ρ0 =
Mvir
4piR3s
[
ln(1 + c)− c
1+c
] . (4)
The above equations define the NFW profile (Navarro et al. 1996),
whose parameters Rs, c and Mvir are scale radius, concentration
and virial mass of the halo respectively; these are measured by fit-
ting the NFW profile to individual halo density profiles as part of
the ROCKSTAR analysis. By definition, Rs ≡ rvir/c, where the
virial radius rvir is the outer edge of the halo. We populate satel-
lites within rvir using an NFW distribution with an additional free
parameter fc, which is a multiplicative factor to the concentration,
allowing the satellite distribution to deviate from the dark matter
halo distribution. This fc parameter defines a new scale radius for
the satellites asR′s = Rs/fc. This is physically motivated by look-
ing at hydrodynamical simulations, which indicate that the stellar
and gas distribution could be different from the dark matter distri-
bution Zhu et al. (2016). But in any case it is safer not to assume that
satellite galaxies must follow the dark matter exactly, even though
this is a common assumption in HOD analyses.
3.3 Redshift space distortions and galaxy velocities
Spectroscopic surveys such as GAMA measure the spectral energy
distribution (SED) of their target galaxies, yielding a precise red-
shift for each galaxy from the relative shift in the location of spec-
tral features. In order to measure three-dimensional clustering of
these galaxies one needs a radial distance, which is inferred from
the redshift assuming the distance–redshift relation of an isotropic
fiducial cosmology. But in addition to the redshift from cosmolog-
ical expansion, the observed redshift also contains imprints from
galaxy dynamics and its environment. The observed redshift can
be written as sum of the Hubble recession velocity, galaxy peculiar
velocity, local gravitational potential and other relativistic effects
(Cappi 1995; Yoo 2014; Alam et al. 2017; Zhu et al. 2017):
zobs = H(z)r/c+ vpec/c+ zg + · · · , (5)
where zobs is the observed redshift, r is the true line-of-sight dis-
tance, H(z) is the Hubble parameter, vpec is the radial peculiar
velocity of the galaxy, c is the speed of light and zg is the gravita-
tional redshift. The above expression is valid for distances r where
a linear Hubble relation is a good approximation; in general it is
better to say that vpec adds an offset (1 + z)vpec/H(z) to the in-
ferred comoving distance of the galaxy. The gravitational redshift is
an order of magnitude smaller than the peculiar velocity (Zhu et al.
2017). Therefore we will ignore any impact of gravitation redshift
and higher order terms on the observed redshift in this paper. The
peculiar velocity systematically biases the line-of-sight distance es-
timated from the observed redshift, breaking the spherical symme-
try of large scale structure traced by galaxies. This makes the two-
point galaxy clustering anisotropic and is known as redshift space
distortion (RSD).
Therefore in order to model the observed galaxy survey in
redshift space one must be able to model the galaxy velocities ac-
curately. We study the structure of dark matter halo velocities in
the MPL1 N-body simulation in order to quantify the uncertainty
and motivate our modelling choices regarding galaxy velocities. We
first define a measure of distance from halo centre as the fraction of
halo mass enclosed (µ). This allows us to average haloes with dif-
ferent concentration and virial radius in a consistent manner within
a range of halo mass. One can easily transform µ to distance from
halo centre assuming the NFW halo density profile by solving the
following equation:
ln(1 + cx)− cx
1 + cx
= µ
[
ln(1 + c)− c
1 + c
]
, (6)
where c is the halo concentration parameter and x = r/rv with rv
being the virial radius of the dark matter halo. We show a set of
solutions to the above equation in Figure 2 for various concentra-
tion parameters. This illustrates how different values of r/rv map
to our measure of distance µ used in the next two subsections.
3.3.1 Central galaxy velocity
The first question we ask is to how to assign the velocity of central
galaxies. For each halo in the simulation we measure the core ve-
locity vcore, which is defined as the mean velocity of 10% of the
particles in the halo around the halo centre with a minimum of 100
particles. We use the core velocity as the velocity of the central
galaxy. In order to estimate the impact of this choice on the veloc-
ity of the central galaxy, we look at the mean velocity of the halo
particle as a function of fractional halo mass enclosed (µ).
The top panel of Figure 3 shows how the core velocity varies
in magnitude for different fractions of halo mass enclosed, as mea-
sured in the MDPL1 simulation. The peculiar velocity of the central
part of the halo is uncertain at the 1% level depending on what scale
MNRAS 000, 1–18 (2018)
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Figure 2. Relationship between halo radius in units of virial radius (r/rv)
with µ indicating fractional halo mass enclosed within the distance. The
different lines show different values of concentration parameter as indicated
in the legend. The black solid line represents a linear relation to guide the
eye.
we measure, with this difference rising to 2–3% in the most mas-
sive haloes. Such an impact is negligible for our analysis, but we
will include a 2% additional systematic uncertainty in our measure-
ment due to the uncertainty in the choice of central galaxy velocity.
The second panel of Figure 3 also shows how the direction of the
velocities changes as we include more particles. This indicates a
change of direction of less than 5◦ for up to 50% of the halo parti-
cles, which increases to larger values in the outer part of the halo;
the amount of misalignment between the outer part of the halo and
the inner part is proportional to the mass of the halo. Therefore,
we expect our constraints to be largely independent of the choices
we made in the definition of core velocity which is assigned to the
central galaxies.
3.3.2 Satellite galaxy velocities
The next question is how to assign the velocities of the satellite
galaxies. In our default model we assign satellite velocities from a
normal distribution N (vcore, γIHVσv) where σv is the halo veloc-
ity dispersion up to virial radius and γIHV is a free parameter which
allows satellite galaxy velocity distribution to be different from that
of the dark matter in the halo. Note that we only use the velocity
dispersion of satellites along the line of sight, with a Gaussian dis-
tribution. In principle this function will also depend on the relative
position within the main halo with respect to the los. As a result a
combination of tangential and radial velocity dispersions will con-
tribute to the satellite velocity distribution. We discuss this point in
more detail below.
Figure 4 shows the velocity statistics of particles in dark mat-
ter haloes measured from N-body simulations as a function of the
enclosed mass fraction (µ). The different coloured markers rep-
resent different halo mass bins as indicated in the legend. The
top panel shows three-dimensional velocity dispersion with dashed
lines and radial velocity dispersion with dashed-dotted lines. Note
that the velocity dispersion strongly increases with halo mass but
is constant with respect to distance from the halo centre. The radial
velocity dispersion is greater than or equal to the three-dimensional
velocity dispersion, indicating the presence of velocity anisotropy
together with a net infalling motion.
The middle panel of Figure 4 shows the velocity anisotropy
measured from the N-body simulation with markers. Łokas & Ma-
Figure 3. Magnitude and angle of the offset between core velocity as a
function of halo mass enclosed (< µ), relative to µ = 0.1. The top panel
shows that the amplitude of core velocity is robust against fraction of halo
mass enclosed within 1% except in the most massive haloes where this in-
creases to 2-3%. The bottom panel shows that the mean halo velocity has a
slight misalignment from the centre of the halo to the outskirts at the level
of 5 deg which increase to larger values outside 50% of mass enclosed.
mon (2001) suggested using β(s) = s2/(s2 + s2a) as the para-
metric form to fit velocity anisotropy where s is the distance from
halo centre and sa is a free parameter called anisotropy radius. This
functional form fails to describe the velocity anisotropy measured
in our simulations. Zait et al. (2008) studied velocity anisotropy by
solving the Jeans equation with the assumption of a spherical dark
matter halo in dynamical equilibrium with the NFW density and
a power-law phase space density profile. They predict a functional
form for the velocity anisotropy parameter β, given in their equa-
tion 14. We found that this functional form does not provide a good
fit to the measured velocity anisotropy in N-body simulations ei-
ther. This is probably due to a failure of some of the assumptions in
the analytic model. Therefore, we propose the following empirical
relation for the velocity anisotropy as the function of halo mass and
the mass enclosed parameter µ:
β(µ,Mh) = Aβ(Mh)× µBβ(Mh) × e−Cβ(Mh)µ ; (7)
Aβ(x = log10(Mh)) = A0x
2 +A1x+A2 ; (8)
Bβ(x = log10(Mh)) = B0x
2 +B1x+B2 ; (9)
Cβ(x = log10(Mh)) = C0x
2 + C1x+ C2 . (10)
The velocity anisotropy for a fixed halo mass as a function of
µ is simply a power law at the core of the halo with exponen-
tial suppression on the outskirt as described by equation 7. The
three coefficients (Aβ , Bβ , Cβ) are modelled as quadratic func-
tions of the logarithm of halo mass given by equation 8, 9 and 10
respectively. The dashed black lines in the middle panel of Fig-
ure 4 represents the best-fit model with parameters set to A0 =
0.16, A1 = −4.39, A2 = 30.58, B0 = 0.20, B1 = −5.45, B2 =
37.32, C0 = 0.25, B1 = −7.54, B2 = 56.35. This empirical
MNRAS 000, 1–18 (2018)
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model gives a good description of the velocity anisotropy measured
from N-body simulations.
The bottom panel of Figure 4 shows the radial velocity mea-
sured from N-body simulation with markers. These velocities are
corrected for the Hubble flow and show an amplitude at the level
of 5% of the velocity dispersion in the most massive haloes, indi-
cating that the most massive haloes are very slowly accreting mass.
This could imprint a small infall velocity on the satellite galaxies.
We propose an empirical model to describe the accretion by a halo
as a function of halo mass and mass enclosed fraction parameter
(µ):
vrad(Mh, µ) = v0 [log10(Mh)− 11.0]3 (µ)3/2 . (11)
The radial infall velocity goes as the cube of the logarithm of halo
mass and as the 3/2 power of the halo mass fraction parameter (µ).
v0 is the free parameter that decides the amplitude of radial velocity
infall. We obtain v0 = −2.37 by fitting the N-body simulations and
show the best-fit model with the black dashed line in the bottom
panel of Figure 4.
In our modelling of the GAMA data, we considered apply-
ing velocity anisotropy using our empirical fit given in equation 11
to assess the impact of such anisotropy in the measurement and
how variations in the anisotropy could be reflected in the small-
scale clustering of galaxies. For the purpose of this paper, however,
we will ignore such velocity anisotropy effects: the main empiri-
cal justification for doing so is that the mass weighted dispersion
shows rather little variation with radius, as shown in the top panel
of Figure 4, and therefore the effect of velocity anisotropy is largely
included when we allow the satellite velocity dispersion to vary.
3.3.3 Satellite galaxies: density distribution vs velocity
dispersion
One can argue that the the efficiency of galaxy formation within
a halo can easily be a function of distance. Such variation in effi-
ciency will result in the satellite galaxies distribution being differ-
ent from the distribution of dark matter itself within a halo. It is
interesting to ask how such a phenomenon would affect the veloc-
ity dispersion of satellites and hence the small-scale clustering in
redshift space. In order to do so we first consider spherically sym-
metric NFW haloes and theoretically evaluate the mass-weighted
velocity dispersion as a function of halo mass and concentration.
We compare the theoretical estimate of velocity dispersion with
the one measured from numerical halo catalogues. This is shown
in the top panel of Figure 5. In the middle panel we show the ra-
tio of velocity dispersion measured in N-body simulations with the
theoretical estimates as a function of halo mass and concentration.
The theoretical prediction seems to work reasonably well except
in highly concentrated or low mass haloes, where we see an error
of the order of 15%. This estimate of velocity dispersion is good
enough for our study as we will be using it only to scale the veloc-
ity dispersion estimated from N-body simulations.
We allow for the mass distribution of the satellite galaxies be-
ing possibly different from the dark matter by introducing a single
parameter fc, which is the ratio of the scale radii of the two distribu-
tions (see equation 4). We then compute the ratio γIHV between the
velocity dispersion of satellite galaxies with a given distribution to
the velocity dispersion of satellite galaxies that trace the mass. Note
that we implicitly assume here that the masses of the galaxies them-
selves are negligible, so that the velocity dispersion profile is given
only by the dark matter distribution in the halo. The result of this
calculation is a constraint relation between fc and γIHV as shown
Figure 4. The velocity statistics of the dark matter halo particles as a func-
tion of halo mass. The top, middle and bottom panels show the velocity
dispersion, velocity anisotropy and radial velocity respectively, as a func-
tion of mass enclosed (µ). The different coloured markers represent haloes
in different ranges of mass as indicated in the legend. In the top panel the
points connected via dashed lines show the three dimensional velocity dis-
persion and the points connected via dotted-dashed lines refer to radial ve-
locity dispersion. In all three panels, the points shows measurements from
N-body simulations. The dashed black lines in the middle and bottom panel
are from the empirical models proposed in this paper.
in the bottom panel of Figure 5 for a given halo mass and concen-
tration. The lines with different colours show the effect of changing
concentration whereas solid and dashed lines represent the two dif-
ferent halo masses of 5× 1011 h−1M and 1× 1015 h−1M.
We note that the constraint relation (fc ↔ γIHV) strongly de-
pends on the concentration. For haloes with lower dark matter con-
centration fc and γIHV are negatively correlated whereas for more
concentrated haloes they are positively correlated. We also note that
the constraint relation is independent of the the mass of the halo for
haloes with concentration above 5. But for haloes with lower con-
centration the constraint relation show a mass dependence, and the
solid and dashed lines are different in the bottom panel of Figure 5.
It is also interesting to note that the velocity dispersion of
satellite galaxies is hard to change even when we modify the galaxy
concentration by large amount. The change in velocity dispersion
stays within 5% except when we reduce the concentration of the
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Figure 5. The internal velocity dispersion of dark matter haloes and its re-
lation to the concentration of the satellite galaxies. The top panel shows the
velocity dispersion of dark matter haloes with halo mass for different bins
of concentration. The circles denotes measurements from numerical halo
catalogues whereas the lines show analytical predictions assuming spheri-
cally symmetric NFW haloes. The agreement between lines and points indi-
cates that the velocity dispersion is not greatly impacted by deviation from
spherical symmetry. The middle panel shows the ratio between the velocity
dispersion measured from N-body simulations and the theoretical predic-
tion. The bottom panel shows the constraint relation between fc and γIHV
for two different halo masses with solid and dashed lines and for several
values of halo concentration, shown in different colours.
satellite galaxies by a factor of 10 (i.e. fc < 0.1) and the halo has
concentration c > 10; in this case it shows more than 10% reduc-
tion in the velocity dispersion of the satellite galaxies. This is also
good news for dynamical masses, implying systems with hydro-
static equilibrium will have quite stable velocity dispersion even
if we use a relatively biased distribution of satellite galaxies. We
therefore use this constraint relation in our analysis where we set
γIHV for a given haloes based on its virial mass and concentration
for a fixed value fc. Note that when using the constraint relation fc
is still a single parameter independent of any halo properties, but
γIHV now depends on halo properties, namely mass and concentra-
tion.
3.3.4 Satellite galaxy radius
One more uncertainty regarding satellite galaxy distribution around
haloes is the question of the halo boundary as regards satellite
galaxies. Typically, one assumes that the satellite galaxies are trun-
cated at the halo boundary defined as the virial radius. But the NFW
density profile formula lacks a sharp truncation and there is no clear
reason for satellite galaxies to be precisely limited by the virial ra-
dius of the mass. Therefore, we consider the question of how far
one should extend the satellite galaxies, and whether data can tell
us anything about such freedom. This motivates us to introduce
an additional parameter fvir, which is the maximum distance out
to which satellite galaxies should be populated around haloes in
units of the virial radius: i.e. we populate satellite galaxies up to a
distance of fvirrvir around the halo centre. This also implies that
the velocity dispersion of satellite galaxies will depend on fvir. To
account for this change in velocity dispersion we analytically es-
timate the ratio of mass-weighted velocity dispersion at a distance
of fvirrvir and rvir . This analytical estimate of the ratio of velocity
dispersion is then used to scale the numerically estimated velocity
dispersion of each halo within the virial radius. The resulting scaled
velocity dispersion is then assigned to the satellite galaxies.
3.4 Impact of cosmological parameters
One issue for RSD analysis is that the background cosmological
model is not known exactly. In practice, a fiducial cosmology is
assumed in order to convert observables of angle on the sky and
redshift into comoving spatial separations:
∆r⊥ = (1 + z)DA(z) ∆θ; ∆r‖ = c∆z/H(z) , (12)
whereDA is the usual proper angular-diameter distance. If the fidu-
cial cosmology is not correct, both DA and H will alter, but not by
the same factor, leading to anisotropic clustering. Since the fiducial
cosmology is known by definition, a measurement of this apparent
anisotropy will yield an estimate of the parameter
F (z) ≡ (1 + z)DA(z)H(z)/c . (13)
This signature was first proposed by as a means of constraining the
expansion history via F (z) (Alcock & Paczynski 1979), but the
measurement of Alcock–Paczynski distortion is nearly degenerate
with RSD anisotropy (Ballinger et al. 1996). We allow the allow the
freedom of Alcock–Paczynski parameters in our model for some of
the analysis to asses its degenracy with RSD anisotropy and impact
on parameter constrinats.
4 MEASUREMENTS
We start with four measured quantities for each galaxy in our sam-
ple: right ascension (RA), declination (dec), redshift (z) and extinc-
tion corrected r-band Petrosian magnitude rpetro. We first estimate
the r-band absolute magnitude (Mr) using the following equation:
Mr − 5 log10 h =rpetro − 5 log10
DL(z)
h−1Mpc
− 25
− kcol(z)− E(z,M) ,
(14)
where DL(z) is the luminosity distance, kcol(z) is the colour de-
pendent k-correction derived in McNaught-Roberts et al. (2014)
and E(z,M) is the magnitude dependent evolution correction de-
scribed in section 2. We then select three absolute magnitude lim-
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Figure 6. Correlation matrix and relative diagonal error on our observable measured using combination of jackknife and mocks. The top plot shows the
correlation matrix between wp , ξˆ0, ξˆ2 and ξˆ4 estimated using 108 jackknife regions for the Mr < −21 subsample of GAMA. The bottom four panels
shows the relative error estimated using jackknife for both mocks and data with respect to error estimated from the variance of mock. The jackknife errors are
typically a factor 2 smaller compared to the mock error at all scales.
ited samples with Mr < −21, Mr < −20 and Mr < −19, giving
us volume limited samples out to maximum redshifts of 0.36, 0.26
and 0.17 respectively. The maximum redshift for subsamples were
obtained after applying the k+e correction to the survey flux limit.
The volume occupied by the three samples are 0.0175, 0.0071 and
0.0021 in units of (h−1Gpc)3 for Mr < −21, Mr < −20 and
Mr < −19 respectively. We also apply the same procedure to
the random catalogue provided with the GAMA data and generate
matching random samples Farrow et al. (2015). In order to esti-
mate errors and the covariance matrix we split the survey into 108
jackknife regions by dividing each of the 12×5 deg2 GAMA fields
into 9×4 regions. This allows 108 realisations for any measurement
by removing one jackknife region each time. We then measure the
galaxy number density and clustering with their covariances as de-
scribed below.
4.1 Galaxy Number density
In order to estimate the number density we first need to estimate
the area of the survey after removing all masked regions. We used
a mask of the survey in the form of a Healpix map with Nside =
2048. We then use 108 randoms uniformly distributed over the full
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sky to count the number of pixels in the survey (nsurvey). Therefore
the number density (njn) for each jackknife realisation is given by
njn =
njngalaxy
4
3
pi (D3L(z = zmax)−D3L(z = 0.05))Ajn
(15)
Ajn =
3602
pi
njnsurvey
108
, (16)
where njngalaxy and n
jn
survey are respectively the number of galaxies
and the number of randoms included in the survey for given jack-
knife realisation jn = 1−108.DL(z) is the luminosity distance at
redshift z in h−1Mpc units.
4.2 Correlation function
We first estimate the position of each galaxy in 3-dimensional space
by converting redshift to line-of-sight distance using our fiducial
cosmology. We then measure the galaxy auto-correlation function
using the minimum variance Landay-Szalay estimator (Landy &
Szalay 1993) given by:
ξ(~r) =
DD(~r)− 2DR(~r) +RR(~r)
RR(~r)
, (17)
where DD, DR and RR are the numbers of galaxy-galaxy, galaxy-
random and random-random pairs as a function of the difference
vector in 3-dimensional space. We note that redshift space distor-
tions make the line-of-sight a special direction, and we therefore
project the 3-dimensional space onto a 2-dimensional space that de-
composes pair separation vectors along line-of-sight (s‖) and per-
pendicular to the line-of-sight (s⊥). This gives us a 2-dimensional
correlation function ξ(s‖, s⊥).
We first measure the projected correlation (wp) by integrat-
ing the 2-dimensional correlation function along the line-of-sight
between s‖ = −40h−1Mpc to s‖ = +40h−1Mpc (following
appendix B of Loveday et al. (2018)) and using 25 logarithmically
spaced bins in s⊥ between 0.01h−1Mpc and 30h−1Mpc. The
projected correlation function helps us constrain the HOD param-
eters that govern the galaxy-halo connection. In order to measure
the redshift space distortion and impact of galaxy velocity we need
to quantify the shape of the anisotropic galaxy clustering in this 2-
dimensional space. We measure the anisotropy of galaxy clustering
using two different estimators at very small (s < 2h−1Mpc) and
small scales (2h−1Mpc < s < 30h−1Mpc) to overcome the lim-
itation of our measurements. We first measure 3 ‘wedge’ statistics
covering below 2h−1Mpc as follows:
ξ(s)wedgew =
∫ µ=(w+1)/3
µ=w/3
ξ(s, µ) dµ , (18)
where s is the pair separation in h−1Mpc and µ = cos(θ)
where θ is the angle of pair separation from line-of-sight. The w
takes values 0,1,2 giving us three wedges ξ(s)wedge0 , ξ(s)
wedge
1 and
ξ(s)wedge2 respectively. We create 5 logarithmic bins in wedges be-
tween s = 0.01h−1Mpc and s = 2h−1Mpc. We then mea-
sure multipole moments of the galaxy clustering for scale above
2h−1Mpc. The Legendre decomposition is given as follows:
ξ(s)` =
∫ µ=1
µ=0
ξ(s, µ)P`(µ) dµ , (19)
whereP`(µ) is the Legendre polynomial of order `with ` = 0, 2, 4
corresponding to monopole, quadrupole and hexadecapole respec-
tively. We create 6 logarithmically spaced bins of multipoles in
s between 3h−1Mpc and 30h−1Mpc. we distinguish between
wedges at very small scales and multipoles at small scales in order
to perform these measurements in an efficient way without intro-
ducing convergence issues in any integral. In principle we should be
able to measure multipoles at all scales which is our default choice.
But at very small scales in order to measure multipole moments we
need a large number of bins in µ for the integral in equation 19 to
converge. But this will mean several of our bins might have zero
counts at very small scales which can lead to issues in measure-
ment. Therefore we avoid this by making wide µ bins and working
with wedges at these smallest scales. We denote the combination of
wedges at small scales and multipoles at large scales as follows:
ξˆ`(s) =
[
ξwedgesw (s < 2h
−1Mpc), ξ`(s > 2h
−1Mpc)
]
. (20)
4.3 Covariance matrix
We estimate the full covariance matrix using jackknife and mocks
together. We first divide each of the three GAMA fields into 9×4
jackknife regions, which gives us altogether 108 jackknife regions
for our data. We then measure all of our observables by removing
one jackknife region at a time leading to a total of 108 jackknife
realisations. We compute the covariance matrix from these 108 re-
alisation. The top plot in Figure 6 shows the correlation matrix for
auto and cross terms of number density,wp , ξˆ0, ξˆ2 and ξˆ4 estimated
from this jackknife procedure. Such an estimate of the covariance
matrix might underestimate the diagonal error as it will not capture
the cosmic variance terms entirely. Therefore we measure the diag-
onal error on all of our observables using 24 mocks from Merson
et al. (2013). We then compare the diagonal error estimated from
the mocks with the diagonal error estimated from the jackknife in
the bottom panel of Figure 6. The black points shows the ratio of
jackknife error and mock error where the error bars are estimated
by estimating jackknife errors for each of the mocks and looking at
the variance in the ratio of jackknife error to the mock error over
all the mocks. The red points represents the ratio of jackknife er-
ror on data to the mock error. We find that the jackknife error on
the data is smaller at most by a factor of 2 compared to the mock
errors. Our finding is consistent with results reported in Figure 6
of Farrow et al. (2015). Therefore we multiply our jackknife co-
variance matrix by a factor of 4 which should at best over-estimate
our error bars. We also note that the theoretical predictions will
also have error due to limited volume of simulation used. But the
volume of survey is much smaller than simulation used except for
Mr < −21 sample. Given our errors are conservative we do not
add any additional contribution to the covariance matrix coming
from theoretical uncertainty. A better estimate of the covariance
matrix is desirable but outside the scope of this work. In fact this
work should help us improve the estimate of the covariance matrix
for future analysis by providing an improved model at all scales. By
applying our final model to several realisations of the N-body sim-
ulation we should be able to construct a better covariance matrix in
the deeply non-linear scale used in this analysis.
4.4 Analysis methods
We start with the halo catalogue produced using the ROCKSTAR
halo finder on the Bolshoi N-body simulation. In the halo catalogue
we have measurements of concentration, virial radius, scaled ra-
dius, halo mass, core velocity and velocity dispersion as described
in section 3. For each point in the parameter space we first assign
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Parameters Description prior
Mcut Halo mass at which probability of hav-
ing central galaxy is 0.5.
1011–1015
σM scatter in the halo mass to model the
given absolute magnitude limited sam-
ple. This should be related to scatter in
halo mass and absolute magnitude of
galaxies.
0–8
κ This determines the mass at which
haloes have no satellite galaxies in units
of Mcut
0–3
M1 This determines the scaling of number
of satellite galaxies with halo mass.
1011–1015
α The power law index of number of satel-
lite as the function of halo mass.
0–3
fc The distribution of galaxies might fol-
low a different concentration than dark
matter itself. This parameter scales the
concentration of the dark matter halo
to determined the concentration of the
satellite galaxies by scaling the scale ra-
dius Rs of the halo.
10−3–5
γHV This parameters scales the inter-halo ve-
locity to allow an additional degree of
freedom as the growth rate of structure.
0–3
γIHV This scales the velocity dispersion of the
dark matter halo in order to allow the
satellite galaxy velocity distribution to
be different from dark matter.
0–3
fvir This scales the maximum distance up to
which satellite galaxies are distributed
in unit of virial radius of the halo. A cor-
responding velocity dispersion is also
estimated based on the according to the
distance.
0.1–5
α‖ Alcock-Paczynski effect by scaling the
line-of-sight distances.
0.5–1.5
α⊥ Alcock-Paczynski effect by scaling the
distances perpendicular to the line-of-
sight.
0.5-1.5
Table 1. The list of model parameters with their short descriptions and prior
range used in our analysis.
the number of central and satellite galaxies using equation 2. We
then place the central galaxy at the centre of the halo and assign a
velocity equal to the halo’s core velocity, but scaled by a free pa-
rameter γHV. For satellite galaxies we assign positions that follow
an NFW profile for the given halo based on its concentration, mass
and radius parameters where in all cases the galaxy concentrations
is scaled with respect to the intrinsic halo concentration by a global
free parameter fc. We then assign satellite velocities sampled from
a Gaussian distribution with the same mean as the central galaxy
and a dispersion given by the halo velocity dispersion multiplied by
a free parameter γIHV. We then move each galaxy to its redshift-
space position assuming that the line-of-sight direction lies along
the z-axis of the periodic box, adopting the plane parallel approx-
imation. We now treat this dataset as an observed catalogue and
measure all of our observables, namely number density, wp, ξˆ0, ξˆ2
and ξˆ4. These results are then used as our model prediction. The pa-
rameter space is then sampled to estimate the posterior distribution
of our parameters given the data and covariance matrix. In practice,
we perform this sampling via an MCMC analysis using emcee.
The full list of parameters with their descriptions and priors is
given in Table 1.
5 RESULTS
We present one of the first constraints on the HOD parameters for
absolute magnitude limited samples using GAMA. Figure 7 shows
the two- and one- dimensional constraints on four of the five base
HOD parameters that connect halo populations to the galaxy pop-
ulation, using three absolute magnitude limited subsamples Mr <
−21,−20,−19 in GAMA. The only parameter left unconstrained
by the data, not shown in the plot, is κ. Figure 8 similarly shows the
two and one dimensional constraints on the extended set of HOD
parameters. In the two dimensional posterior plots (in Figure 7
and 8), the solid and dashed contours of a given colour represent the
1σ and 2σ confidence limits respectively. Note that there are three
parameters (fvir, γIHV and fc) that set the satellite distribution and
dynamics. The yellow unfilled, magenta filled and magenta unfilled
contours represent the constraints with all three satellite parameters
free, with fixed fvir and with fixed fvir, γIHV using the constraint
relation for the Mr < −19 subsample. Similarly, the blue unfilled,
cyan filled and cyan unfilled contours represents the three cases
for the Mr < −20 subsample. Finally, orange unfilled, red filled
and red unfilled contours are for Mr < −21. The green unfilled
contours are when Alcock–Paczyinski parameters are also fixed for
the Mr < −21 subsample. The grey, silver and black contours
(only in Figure 7) are for the Mr < −21 subsample with different
minimum scales of 0.1h−1Mpc, 1.0h−1Mpc and 5.0h−1Mpc
respectively. We note that the base HOD parameters are insensi-
tive to the details of the satellite degrees of freedom. We also show
for the Mr < −21 sample that allowing extra degree of freedom
with the Alcock–Paczynski parameter does not affect the HOD pa-
rameters constraint, and hence we are also relatively immune to
the details of the fiducial cosmology assumed in the analysis. An-
other interesting question to ask is what scales are relevant for the
purpose of constraining the base HOD model. We show that scales
below 1h−1Mpc have negligible information about the base HOD
parameters. We also show that including much smaller scales with
a variety of assumption about small scale satellite population does
not bias the base HOD parameters. For all subsamples we use scales
from 0.01h−1Mpc to 30h−1Mpc, covering more than three or-
ders of magnitudes, from deep inside haloes to the cosmological
linear scales. Table 2 shows the constraints on various parameters
for the Mr < −21 sample with different choices of scales. We
show the rest of the results on parameter constraints for different
subsamples and with various model assumptions in table 3.
We show the measured clustering statistics wp, ξˆ0, ξˆ2 and ξˆ4
in Figure 9 including the best fit models with different minimum
fitting scales. Our model shows consistent prediction of the data to
the smallest scales.
5.1 Galaxy host halo properties
For each of the three limits in r band absolute magnitude we fit
for the occupation distribution in terms of Mcut, which defines the
50% probability of hosting a central galaxy, and M1, which deter-
mines the characteristic halo mass for satellite galaxies. We ob-
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Figure 7. The two dimensional and one dimensional constraints on the base HOD parameters for three r band absolute magnitude limited (Mr <
[−21,−20,−19]) subsamples in GAMA. The solid and dashed contours of given colour represents the 1σ and 2σ confidence limits respectively. The yellow
unfilled, magenta filled and magenta unfilled contours represents the constraints forMr < −19 subsample with all three satellite parameters (fc, γIHV, fvir)
free, with fixed fvir and with fixed fvir, γIHV using constraint (fc → γIHV) relation respectively. Similarly, the blue and cyan contours represent the three
cases for the Mr < −20 subsample. Finally, orange and red contours are for Mr < −21. The green contours are when Alcock–Paczyinski parameters are
also fixed for theMr < −21 subsample. The grey, silver and black contours are for theMr < −21 subsample with different minimum scale of 0.1h−1Mpc,
1.0h−1Mpc and 5.0h−1Mpc respectively.
tain log10(Mcut) = 11.86
+0.25
−0.22, 12.1
+0.13
−0.1 , 12.64
+0.1
−0.07 h
−1M
and log10(M1) = 12.66
+0.21
−0.23, 13.05
+0.13
−0.15, 13.58
+0.15
−0.17 h
−1M
for samples with absolute magnitude limit of −19, −20 and −21
respectively. We recover the well known correlation between host
halo mass and galaxy luminosity. Our measurements are consistent
with the results reported in Guo et al. (2015), which used a similar
approach to model redshift space galaxy clustering for SDSS data.
We obtain satellite fractions of fsat = 0.24, 0.19 and 0.17 for abso-
lute magnitude limited samples at−19,−20 and−21 respectively.
The satellite fraction we obtained is consistent with Guo et al.
(2015), but slightly smaller than the values reported in Zehavi et al.
(2011) and Cacciato et al. (2013). We note from the top left panel of
Figure 7 that the characteristic halo mass of central galaxies (Mcut)
and satellite galaxies (M1) are not correlated with each other. Also,
the characteristic halo mass of satellites is strongly constrained us-
ing scales between 1h−1Mpc and 5h−1Mpc as shown by the dif-
ference between the black and silver contours. The positive corre-
lation between Mcut and σM as shown in the top middle panel of
Figure 7 can be understood in terms of increasing Mcut increasing
the galaxy bias and reducing the number density. Therefore to con-
serve both we need to increase σM , which allows more low mass
haloes to host galaxies, resulting in a decrease in galaxy bias and
increase in number density. Similarly, the positive correlation be-
tween M1 and α as shown in the top right panel of Figure 7 can
be understood in terms of increasing M1 reducing the number of
satellites, resulting in increased galaxy bias and decreasing fraction
of satellite galaxies; both of these can be balanced by increasing α.
Our constraint on σM is larger than previously reported values (e.g.
Zehavi et al. 2011; Guo et al. 2015). This difference is probably
caused by our need to fit very small scale clustering, which none of
the previous studies incorporated. As one can see from table 2 and
the top middle panel of Figure 7, the value of σM increases as we
include smaller scales in our analysis and our results on σM using
data above 1h−1Mpc for theMr < −21 subsample are consistent
with the values reported in Guo et al. (2015). This is probably be-
cause as we push clustering to the highly non-linear regime inside
the halo, we become more sensitive to the presence of less massive
haloes, which can be allowed for by increasing σM . This also leads
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Figure 8. The same as Figure 7, but going beyond the base HOD parameters. The top left panel shows that if we allow satellites to have different concen-
tration and velocity dispersion compared to dark matter haloes, then the brighter (Mr < −21) satellites show the same velocity dispersion but much lower
concentrations, whereas including the fainter satellites (Mr < −19) increases the concentration of the satellite distribution to be consistent with dark matter
but requires a smaller velocity dispersion. If we allow the maximum radii of satellites to be free then the velocity dispersion of fainter satellite becomes more
consistent with the dark matter, although the same trend for concentration is still seen.
to the interesting trend of a slight increase in σM as we move from
brighter galaxies (Mr < −21) to fainter ones (Mr < −19), which
is opposite to the results seen in Guo et al. (2015). We again think
that this reflects the sensitivity to smaller haloes that arises from
including clustering measurements to very small scales. We em-
phasise that our ability to model extremely small scales, together
with the robustness of HOD parameters against choice of satellite
galaxy degrees of freedom, shows that the simplified models re-
garding galaxy halo connection assumed in most large scale struc-
ture studies are valid, and that hydrodynamical processes seems not
to affect the occupation probability of dark matter haloes. In later
sections we will investigate whether baryonic physics has an impact
on the more detailed kinematics and dynamics of galaxies beyond
the occupation probability.
5.2 Growth rate (fσ8)
We allow the velocity of galaxies to be scaled by a free parameter
γHV which constrains the product of growth rate and amplitude of
matter density fluctuation (fσ8). The constraints on the growth rate
of structure formation are reported in Table 2 for the Mr < −21
subsample with different minimum scales and in Table 3 for all
three subsamples with various choices of satellite galaxy degrees
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Parameters smin = 0.01 smin = 0.01 (no AP) smin = 0.10 smin = 1.0 smin = 5.0
Basic HOD model
log10(Mcut) 12.68
+0.11
−0.08 12.74
+0.1
−0.09 12.63
+0.1
−0.08 12.57
+0.09
−0.05 12.64
+0.16
−0.1
σM 0.93
+0.27
−0.26 1.09
+0.21
−0.23 0.77
+0.29
−0.34 0.47
+0.36
−0.3 0.57
+0.53
−0.38
log10(M1) 13.63
+0.11
−0.1 13.62
+0.12
−0.13 13.66
+0.1
−0.11 13.69
+0.13
−0.14 13.71
+0.61
−0.64
α 0.86+0.2−0.21 0.72
+0.21
−0.19 0.86
+0.21
−0.21 0.84
+0.27
−0.36 0.39
+0.65
−0.28
κ 2.17+0.54−0.87 2.14
+0.6
−0.84 2.16
+0.6
−0.85 1.84
+0.81
−1.05 1.65
+0.95
−1.09
Dynamics and Satellite
γHV 1.29
+0.11
−0.12 1.29
+0.14
−0.12 1.33
+0.13
−0.12 1.3
+0.12
−0.13 0.98
+0.78
−0.73
fc 0.26
+0.32
−0.16 0.26
+0.26
−0.16 0.19
+0.34
−1.13 2.11
+1.94
−1.5 2.57
+1.65
−1.7
γIHV 0.85
+0.12
−0.14 0.84
+0.12
−0.14 0.86
+0.13
−0.13 1.08
+0.28
−0.26 1.06
+0.74
−0.48
Alcock–Paczynski parameters
α‖ 1
+0.03
−0.03 fixed 0.99
+0.03
−0.03 1
+0.03
−0.03 1.01
+0.05
−0.05
α⊥ 0.94+0.04−0.03 fixed 0.93
+0.03
−0.03 0.95
+0.05
−0.03 1.01
+0.12
−0.09
Inferred Parameters
fsat 0.15± 0.02 0.14± 0.01 0.15± 0.02 0.17± 0.03 0.22± 0.11
103n¯ [h−1Mpc]−3 1.61 1.61 1.61 1.61 1.60
fσ8(zmean) 0.60
+0.05
−0.06 0.60
+0.07
−0.06 0.62
+0.06
−0.06 0.60
+0.06
−0.06 0.46
+0.36
−0.34
Table 2. The mean and 1σ of parameters for theMr < −21 subsample. The different columns show fits down to different minimum scales including one with
fixed Alcock–Paczynski parameters. The table is vertically divided in four parts for ease of reading based on the nature of different parameters. The first set
of rows showing base HOD parameters, the second set showing dynamical and satellite parameters, the third set for AP parameters to understand cosmology
dependence, and the final set are some derived parameters.
of freedom. By allowing extra degree of freedom in the galaxy pe-
culiar velocity, we constrain the deviation from GR in the growth
rate of structure through γHV = 0.95± 0.13(stat.)± 0.02(sys.).
This implies a constraint on the growth rate fσ8(z = 0.2) =
0.43±0.05 under the assumption of ΛCDM and Planck cosmology
for our deepest sample with the most flexible model. This is a 12%
constraint on growth rate in comparison to 14%(25%) obtained
using multi-tracer analysis from large scales (Blake et al. 2013) at
z = 0.18(0.38). The constraint on the growth rate thus shows a
modest improvement by pushing to very small scales, even though
we lose precision by using only a single tracer. We show that this
constraint on the growth rate is insensitive to choice in the free-
dom of satellite galaxy population or to fiducial cosmology via the
Alcock–Paczynski parameters. The only sensitivity we find is that
the brightest sample shows about a 2σ higher value of the growth
rate. The brightest sample could be more sensitive to the non-linear
effects and hence this could be an indication of assembly bias or
aspect of galaxy or galaxy cluster formation not captured in our
HOD model. Our constraint on the growth rate is also uncorrelated
with the Alcock–Paczynski parameters, unlike large-scale or high
redshift measurements; allowing the AP parameters to be free nei-
ther weakens our constraint nor introduces any bias. The measured
fσ8 is consistent with the prediction from Planck under the ΛCDM
assumption with GR. The robustness of the growth rate measure-
ment shows the great promise of the present approach in pushing
cosmological constraints to very high precision in future studies.
We have not explored all aspects of the satellite galaxy phase
space distribution. It will be interesting to explore aspects dis-
cussed earlier that we chose to ignore in the present study owing
to their relatively small impact, which will be very hard to see in
the GAMA data. One can try to improve our measurement by com-
bining results from GAMA and the SDSS Main Galaxy Sample
(MGS) which covers a much larger volume but suffers from in-
completeness at small scales. In the near future, the DESI BGS
sample will be an ideal case to extend this analysis but will require
more work including testing the model to much higher precision
and employing simulations of much larger volumes.
5.3 Satellite galaxy properties
Apart from basic HOD parameters we are particularly interested in
the details of the distribution and dynamics of satellite galaxies in-
side the dark matter haloes. These aspects of the model are studied
using three additional parameters fc, γIHV, fvir and two additional
parameters for Alcock–Paczynski effect α‖, α⊥ shown in Figure 8.
First we note that we obtain significant constraints on the AP pa-
rameters α‖ = 1.0± 0.02, α⊥ = 0.95± 0.03, consistent with the
ΛCDM Planck predictions.
5.3.1 Satellite concentration and velocity dispersion
The satellite galaxies are distributed with the concentration of
1/10th for the Mr < −21 sample which increases to 1/3rd for the
Mr < −19 sample compared to dark matter halo concentrations in
the absence of any other satellite degree of freedom and requiring
dynamical equilibrium to set γIHV. This is probably unrealistic as
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free (fc, γIHV, fvir) free (fc, γIHV) free (fvir)
Parameters Mr < −21 Mr < −20 Mr < −19 Mr < −21 Mr < −20 Mr < −19 Mr < −21 Mr < −20 Mr < −19
Basic HOD model
log10(Mcut) 12.64
+0.1
−0.07 12.1
+0.13
−0.1 11.86
+0.25
−0.22 12.69
+0.08
−0.08 12.03
+0.1
−0.08 11.72
+0.19
−0.13 12.78
+0.09
−0.08 12.25
+0.12
−0.12 11.98
+0.16
−0.18
σM 0.77
+0.29
−0.31 1.12
+0.3
−0.28 1.58
+0.5
−0.51 0.99
+0.2
−0.21 0.98
+0.23
−0.25 1.34
+0.42
−0.31 1.18
+0.18
−0.18 1.42
+0.22
−0.25 1.78
+0.31
−0.34
log10(M1) 13.58
+0.15
−0.17 13.05
+0.13
−0.15 12.66
+0.21
−0.23 13.71
+0.09
−0.1 13.24
+0.09
−0.08 12.95
+0.09
−0.09 13.37
+0.17
−0.27 12.77
+0.19
−0.24 12.24
+0.24
−0.16
α 0.71+0.26−0.27 0.91
+0.14
−0.14 1
+0.15
−0.14 0.9
+0.21
−0.19 1.05
+0.12
−0.11 1.11
+0.08
−0.08 0.59
+0.2
−0.24 0.78
+0.12
−0.12 0.71
+0.13
−0.1
κ 2.31+0.48−0.78 2.53
+0.3
−0.45 2.29
+0.47
−0.68 2.21
+0.48
−0.61 2.21
+0.52
−0.67 2.24
+0.49
−0.42 2.38
+0.42
−0.54 2.33
+0.34
−0.54 2.35
+0.45
−0.73
Dynamics and Satellite
γHV 1.32
+0.12
−0.11 1.01
+0.11
−0.1 0.95
+0.14
−0.12 1.27
+0.13
−0.12 1.07
+0.1
−0.1 1.08
+0.1
−0.1 1.29
+0.13
−0.14 0.77
+0.1
−0.09 0.83
+0.1
−0.07
fc 0.26
+0.25
−0.15 0.55
+0.32
−0.24 1.01
+0.58
−0.4 0.28
+0.26
−0.18 0.47
+0.25
−0.2 0.81
+0.38
−0.25 fixed fixed fixed
γIHV 0.99
+0.2
−0.19 0.8
+0.14
−0.12 0.8
+0.17
−0.15 0.84
+0.16
−0.12 0.73
+0.09
−0.09 0.68
+0.1
−0.09 fixed fixed fixed
fvir 1.27
+0.35
−0.27 1.56
+0.46
−0.34 2.75
+1.12
−0.76 fixed fixed fixed 1.81
+0.6
−0.38 3.4
+0.84
−0.78 3.91
+0.74
−0.94
Alcock–Paczynski parameters
α‖ 1
+0.03
−0.03 0.99
+0.03
−0.03 1.03
+0.02
−0.03 1.01
+0.03
−0.03 1.01
+0.02
−0.02 1.03
+0.02
−0.02 fixed fixed fixed
α⊥ 0.93+0.03−0.03 0.99
+0.02
−0.02 0.99
+0.02
−0.02 0.93
+0.03
−0.03 1
+0.04
−0.03 1
+0.02
−0.03 fixed fixed fixed
Inferred Parameters
fsat 0.17± 0.03 0.19± 0.03 0.24± 0.05 0.12± 0.01 0.15± 0.02 0.15± 0.02 0.16± 0.02 0.23± 0.02 0.28± 0.03
103n¯ [h−1Mpc]−3 1.62 6.73 16.80 1.61 6.62 16.20 1.64 6.95 17.11
fσ8(zmean) 0.61
+0.06
−0.05 0.46
+0.05
−0.05 0.43
+0.06
−0.05 0.59
+0.06
−0.06 0.49
+0.05
−0.05 0.49
+0.05
−0.05 0.60
+0.06
−0.07 0.35
+0.05
−0.04 0.37
+0.05
−0.03
free (fc) with: fc → γIHV free (fc, ssp) with: fc → γIHV
Parameters Mr < −21 Mr < −20 Mr < −19 Mr < −21 Mr < −20 Mr < −19
Basic HOD model
log10(Mcut) 12.64
+0.08
−0.08 11.97
+0.11
−0.07 11.65
+0.12
−0.1 12.61
+0.07
−0.06 12.03
+0.12
−0.08 11.55
+0.11
−0.09
σM 0.84
+0.21
−0.26 0.71
+0.32
−0.27 1.13
+0.27
−0.27 0.75
+0.24
−0.24 0.92
+0.3
−0.25 0.88
+0.31
−0.34
log10(M1) 13.7
+0.1
−0.1 13.12
+0.06
−0.06 12.73
+0.07
−0.1 13.59
+0.09
−0.08 13
+0.07
−0.08 12.65
+0.05
−0.06
α 0.79+0.17−0.18 0.86
+0.08
−0.09 0.92
+0.07
−0.08 0.62
+0.14
−0.13 0.72
+0.08
−0.09 0.85
+0.05
−0.05
κ 2.12+0.58−0.81 2.2
+0.47
−0.55 2.56
+0.3
−0.35 2.04
+0.6
−1.16 1.84
+0.62
−0.78 2.12
+0.57
−0.82
Dynamics and Satellite
γHV 1.23
+0.09
−0.1 1.12
+0.08
−0.11 1.07
+0.1
−0.08 1.22
+0.09
−0.09 1.04
+0.11
−0.1 1.07
+0.09
−0.08
fc 0.12
+0.2
−2.18 0.13
+0.1
−1.02 0.33
+0.12
−0.11 0.19
+0.19
−0.53 0.21
+0.09
−0.08 0.32
+0.12
−0.1
γIHV fixed fixed fixed fixed fixed fixed
fvir fixed fixed fixed fixed fixed fixed
Alcock–Paczynski parameters
α‖ 1.02
+0.03
−0.03 1.03
+0.02
−0.02 1.04
+0.01
−0.01 1.01
+0.04
−0.03 1.04
+0.02
−0.01 1.04
+0.01
−0.01
α⊥ 0.92+0.03−0.03 1.04
+0.04
−0.06 1.02
+0.02
−0.02 0.91
+0.03
−0.03 1.04
+0.03
−0.03 1.02
+0.03
−0.02
Inferred Parameters
fsat 0.14± 0.01 0.18± 0.01 0.2± 0.02 0.18± 0.03 0.21± 0.02 0.23± 0.02
103n¯ [h−1Mpc]−3 1.62 6.53 16.92 1.72 6.87 17.80
fσ8(zmean) 0.57
+0.04
−0.05 0.51
+0.04
−0.05 0.48
+0.05
−0.04 0.57
+0.04
−0.04 0.48
+0.05
−0.05 0.48
+0.04
−0.04
Table 3. The same as table 2 but with different choice of extended HOD parameters. For each set of additional freedom we also allow all the base HOD
parameters to be free. Each of the three absolute magnitude limited samples (Mr < −21,Mr < −20,Mr < −19) is shown for each set of free parameters.
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Figure 9. Clustering measurements for Mr < −19, Mr < −20 and Mr < −21 subsamples in GAMA, together with best fit model. The measurements are
shown with points and jackknife errors. The best fit models are shown with lines as indicated in the legend. The wp, ξˆ0, ξˆ2 and ξˆ4 are shown in the top left,
top right, bottom left and bottom right panels respectively. We only show the best model lines corresponding to our fiducial model.
it ignores all the physics especially to do with baryonic processes.
Therefore, we also allow the velocity dispersion of satellite galax-
ies to be free on top of the concentration, and do not invoke the
relationship between them for dynamical equilibrium with the dark
matter distribution. The top left panel in Figure 8 shows these two
parameters and rules out the satellites following the dark matter dis-
tribution at high significance. Note that the satellite concentration is
parameterized with parameter fc and detailed constraints are given
in table 3. But this has an assumption that the satellite galaxies are
limited within the virial radius of the dark matter haloes, which may
not be the case. If we do allow the satellites to reside beyond the
virial radius (by introducing fvir) then we expand the contours in
fc − γIHV space to include the possibility of satellite being popu-
lated following the dark matter distribution. In the absence of such
an additional degree of freedom, we note that the brighter galax-
ies prefer to populate haloes with low concentration but consistent
velocity dispersion, whereas the fainter satellite galaxies prefer to
redistribute following the halo concentration but with a smaller ve-
locity dispersion.
5.3.2 Satellite boundary
The analytic NFW formula for the density profiles of dark matter
haloes lacks a sharp boundary and extends to infinity. But for dy-
namical reasons the virial radius seems like a sensible length to use
as the definition of the halo boundary. Most HOD studies assume
that the satellite galaxies in a dark matter haloes are populated no
further than the virial radius. This is not necessarily true, and the
issue will become increasingly important with more precise data.
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Therefore, we introduced the free parameter fvir which defines the
halo boundary as fvirrvir. This allows us to look at its impact on
small scale clustering and whether this has a degeneracy with other
satellite properties, such as concentration and velocity dispersion.
The open contours in Figure 8 represent the constraint while in-
cluding this free parameter. We notice from the top left panel that
allowing this freedom moves the contours slightly such that satel-
lite galaxies follow the dark matter concentration and velocity dis-
persion within 2σ. We find the halo boundary for the purpose of
satellite galaxies depends on the limiting absolute magnitude of
satellite galaxies. The brightest satellite galaxies (Mr < −21) are
limited within the virial radius whereas fainter satellite galaxies
(Mr < −19) extends to twice the virial radius. This result shows
that satellite galaxies with different brightness/mass could be dis-
tributed at different distances from the halo centre. Note that in
general including fainter galaxies makes the concentration and ve-
locity dispersion consistent with dark matter haloes, but extends
them to larger distances than the virial radius.
5.3.3 Satellite statistics
The number of satellite galaxies for a given halo depends on its
dark matter mass in our HOD model given by equation 2. But this
gives the mean occupation of the number of satellite galaxies and
we still need to assume a statistical distribution, which is Poisson
in our fiducial model. In principle given that galaxy formation cor-
relates various scales with each other, the number statistics could
deviate from Poisson and this is an important aspect to test. There-
fore, we introduce an additional parameter, Ap, which allows the
statistics of satellites to change between sub-Poisson (Ap < 1) to
super-Poisson (Ap > 1) in a continuous manner. We allow this
additional parameter to be free for each of the absolute magnitude
limited samples, finding that the data do not constraint Ap inde-
pendent of the absolute magnitude limit. For the purpose of current
observation we thus do not have the ability to constraint the satellite
statistics. The last set of results in table 3 presents the constraints
on all the parameters when Ap is allowed to vary. The details of
how the modified poission distributions were generated is given in
Appendix A.
6 SUMMARY AND DISCUSSION
We have explored a flexible approach that is designed to model the
redshift-space clustering of galaxies in a manner that permits the in-
clusion of many realistic complications. The interest in RSD stems
primarily from the original realisation (Kaiser 1987) that the distor-
tions in the linear regime had a simple analytic form that allowed
the extraction of the logarithmic growth rate of density fluctuations
(or at least the related parameter fσ8). But subsequent work has
served to emphasise that nonlinear and quasilinear modifications
of the Kaiser result exist up to rather large scales, so that precise
models for the RSD effect down to small scales are required for
efficient statistical exploitation of RSD measurements from galaxy
redshift surveys. Ideally, such models would be analytic in nature,
and much heroic effort has been invested in extending perturbation
theory in this direction (see e.g. Hand et al. 2017). Our concern,
however, has been that it is difficult in such work to include some of
the more complicated aspects of the relation between galaxies and
the underlying dark matter. We have therefore taken a brute-force
approach in which model galaxies are inserted into simulated dark-
matter distributions according to various recipes. These recipes are
governed by a set of nuisance parameters, and we have three related
aims: (1) how well can such degrees of freedom be constrained by
data? (2) how large is the potential bias in the growth rate if these
complications are neglected? (3) how does the precision in the re-
covered growth rate degrade if we marginalise over all the hidden
degrees of freedom?
Our approach has been to work with an extension of the Halo
Model, using empirical catalogues of dark-matter haloes extracted
from the Bolshoi and MultiDark Planck (MDPL1) simulations
(Klypin et al. 2011; Prada et al. 2012). A simple model would de-
fine a Halo Occupation Distribution function, N(M), which speci-
fies the existence (or not) of a central galaxy and a number of satel-
lites as a function of halo mass. Such a model has met with a good
deal of success in accounting for low-order galaxy correlations, but
it makes many unwarranted assumptions. The ones that we have
focused on in this work are spatial and kinematical biases: should
we assume that the satellites are distributed within a halo in the
same way as the dark matter, and do their peculiar velocities have
the same distribution function as the dark matter? To the extent that
haloes are equilibrium objects, any such biases should be coupled:
satellites that are ‘cooler’ than the dark matter will sink to the centre
of the halo, and vice versa. We have therefore introduced nuisance
parameters that explicitly govern such biases. We have also allowed
a large-scale velocity bias, in which all peculiar velocities arising
from the centre-of-mass motion of haloes are scaled. This is not ex-
pected to be an astrophysical degree of freedom in the same way as
the small-scale velocity bias, but rather would reflect a large-scale
modification of the strength of gravity. The whole interest in mea-
suring RSD arises from the desire to test such modifications, so it
is important to be able to generate mock galaxy datasets in which
they are present.
We have applied this modelling to data from the GAMA sur-
vey (Liske et al. 2015b; Baldry et al. 2018), which is a flux limited
spectroscopic survey of approximately 300,000 galaxies over 230
deg2. Larger catalogues of greater statistical power exist, but for
our present purposes the GAMA dataset has the unique advantage
of being close to 100% in spectroscopically complete. Thus the
small-scale clustering measurements are not compromised by the
common problem of missing close pairs, and we can see how well
our modelling works down to the smallest scales.
We first present the constraint on the distribution of galax-
ies’ host halo mass and their brightness. We find that such distri-
butions are not sensitive to clustering data below 1h−1Mpc. We
also show that these distributions are independent of what goes
on within a halo in detail and hence the occupation probability of
dark matter haloes with galaxy brightness is insensitive to the bary-
onic physics. We then present our constraint on the growth rate
fσ8(z = 0.2) = 0.43 ± 0.05, which is more precise than previ-
ous constraints from same dataset (Blake et al. 2013). We note that
the constraint on the growth rate is insensitive to whether or not we
allow the additional degrees of freedom regarding the detailed kine-
matics of the galaxies within dark matter haloes. We finally present
one of the very first constraints on the detailed kinematic degree of
freedom for galaxies within haloes. We found that brighter galaxy
samples show significantly lower satellite concentrations, but have
NFW-level velocity dispersions; in contrast, fainter samples show
NFW-level satellite concentrations but have lower velocity disper-
sions. This deviation of satellite kinematics from the properties of
the underlying NFW dark matter halo reduces if we allow the satel-
lite boundary to be beyond the virial radius. We then find that the
satellite concentration and velocity dispersion become consistent
with NFW kinematics at the 2σ level, but there is then a trend in
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the boundary with the depth of the sample – with the satellite dis-
tribution for the deeper sample tending to extend to larger radii.
It is encouraging that our results provide the first constraints
on the kinematics of satellites from a cosmologically significant
volume. We found no significant potential bias in the measurement
of the growth rate, nor degradation in error while marginalising
over the hidden parameters of galaxy formation. Our main limi-
tation here is the use of a conservative covariance matrix, which
degrades our constraints, and also the limited volume covered by
GAMA. A more sophisticated treatment of the covariance matrix
will be possible in the future as more high resolution N-body sim-
ulations become available. In terms of progress on data, the Bright
Galaxy Survey as part of DESI (DESI Collaboration 2016) will
have a very similar flux selection to GAMA, but will cover 14000
square degrees – thus approximately 100 times the survey volume.
But unlike GAMA, DESI will be strongly incomplete for close
pairs, with a major impact on its measurements of small scale clus-
tering. Extraction of the RSD signal from DESI will therefore re-
quire either a sacrifice of precision through restricting the analysis
to very large scales, or a reliance on sophisticated schemes for can-
celling the incompleteness (see Smith et al. 2019). In either case,
however, it will be important to be able to confront the results with
mock data that include real-world effects of galaxy formation. We
feel that our extended treatment of satellite properties in the Halo
Model framework will be able to make a valuable contribution here.
Finally, an interesting extension of this work will be to use ad-
ditional statistics measured from the same dataset as complemen-
tary information in the RSD analysis. One such statistic recently
proposed in Paranjape & Alam (2020) is the Voronoi Volume Func-
tion (VVF), which is in effect a convenient combination of higher-
order correlations. It will be interesting to see if one can improve
the constraints presented in this paper by including the VVF or
other similar statistics. We will leave such possibilities for future
work.
ACKNOWLEDGMENTS
We thank Aseem Paranjape for insightful discussions. We thank
Horst Meyerdierks and Eric Tittley for their support with Stacpolly
and Cuillin cluster where all of the computing for this project is
performed. SA and JAP are supported by the European Research
Council through the COSFORM Research Grant (#670193). We
thank the Multi Dark Patchy Team for making their simulations
publicly available. This research has made use of NASA’s Astro-
physics Data System. SA was supported in part by the International
Centre for Theoretical Sciences (ICTS) during a visit for partici-
pating in the programme ‘Cosmology – The Next Decade’ (Code:
ICTS/cosmo2019/01).
GAMA is a joint European-Australasian project based around
a spectroscopic campaign using the Anglo-Australian Telescope.
The GAMA input catalogue is based on data taken from the
Sloan Digital Sky Survey and the UKIRT Infrared Deep Sky Sur-
vey. Complementary imaging of the GAMA regions is being ob-
tained by a number of independent survey programmes includ-
ing GALEX MIS, VST KiDS, VISTA VIKING, WISE, Herschel-
ATLAS, GMRT and ASKAP providing UV to radio coverage.
GAMA is funded by the STFC (UK), the ARC (Australia), the
AAO, and the participating institutions. The GAMA website is
http://www.gama-survey.org/ .
The CosmoSim database used in this paper is a service by the
Leibniz-Institute for Astrophysics Potsdam (AIP). The MultiDark
database was developed in cooperation with the Spanish MultiDark
Consolider Project CSD2009-00064.
The authors gratefully acknowledge the Gauss Centre for Su-
percomputing e.V. (www.gauss-centre.eu) and the Partner-
ship for Advanced Supercomputing in Europe (PRACE, www.
prace-ri.eu) for funding the MultiDark simulation project by
providing computing time on the GCS Supercomputer SuperMUC
at Leibniz Supercomputing Centre (LRZ: www.lrz.de).
REFERENCES
Abazajian K. N., et al., 2009, ApJS, 182, 543
Alam S., Zhu H., Croft R. A. C., Ho S., Giusarma E., Schneider D. P., 2017,
MNRAS, 470, 2822
Alcock C., Paczynski B., 1979, Nature, 281, 358
Baldry I. K., et al., 2010, MNRAS, 404, 86
Baldry I. K., et al., 2018, MNRAS, 474, 3875
Ballinger W. E., Peacock J. A., Heavens A. F., 1996, MNRAS, 282, 877
Bardeen J. M., Bond J. R., Kaiser N., Szalay A. S., 1986, ApJ, 304, 15
Bassett B., Hlozek R., 2010, in Ruiz-Lapuente P., ed., , Dark Energy: Ob-
servational and Theoretical Approaches. Cambridge, UK, p. 246
Behroozi P. S., Wechsler R. H., Wu H.-Y., 2013, ApJ, 762, 109
Benson A. J., Cole S., Frenk C. S., Baugh C. M., Lacey C. G., 2000, MN-
RAS, 311, 793
Berlind A. A., Weinberg D. H., 2002, ApJ, 575, 587
Bernardeau F., Colombi S., Gaztan˜aga E., Scoccimarro R., 2002,
Phys. Rep., 367, 1
Blake C., et al., 2011, MNRAS, 418, 1707
Blake C., et al., 2013, MNRAS, 436, 3089
Blanton M. R., Lin H., Lupton R. H., Maley F. M., Young N., Zehavi I.,
Loveday J., 2003, AJ, 125, 2276
Bruni M., Lyth D. H., 1994, Physics Letters B, 323, 118
Cacciato M., van den Bosch F. C., More S., Mo H., Yang X., 2013, MNRAS,
430, 767
Cappi A., 1995, A&A, 301, 6
Carlson J., Reid B., White M., 2013, MNRAS, 429, 1674
Chisari N. E., et al., 2018, MNRAS, 480, 3962
Clifton T., Ferreira P. G., Padilla A., Skordis C., 2012, Phys. Rep., 513, 1
Coil A. L., 2013, in , Planets, Stars and Stellar Systems. Springer
Netherlands, pp 387–421, doi:10.1007/978-94-007-5609-0˙8, https:
//doi.org/10.1007%2F978-94-007-5609-0_8
Cole S., Kaiser N., 1989, MNRAS, 237, 1127
Colless M., et al., 2003, ArXiv:astro-ph/0306581,
Comer G. L., Deruelle N., Langlois D., Parry J., 1994, Phys. Rev. D, 49,
2759
Conroy C., Wechsler R. H., Kravtsov A. V., 2006, ApJ, 647, 201
Cooray A., Sheth R., 2002, Phys. Rep., 372, 1
Crocce M., Scoccimarro R., Bernardeau F., 2012, MNRAS, 427, 2537
DESI Collaboration 2016, arXiv:1611.00036,
Dawson K. S., et al., 2016, AJ, 151, 44
Dubois Y., Peirani S., Pichon C., Devriendt J., Gavazzi R., Welker C.,
Volonteri M., 2016, MNRAS, 463, 3948
Durrer R., 1994, Fundamentals Cosmic Phys., 15, 209
Einstein A., 1915, Sitzungsberichte der Preussischen Akademie der Wis-
senschaften zu Berlin, pp 844–847
Eisenstein D. J., et al., 2005, ApJ, 633, 560
Eisenstein D. J., et al., 2011, AJ, 142, 72
Farrow D. J., et al., 2015, MNRAS, 454, 2120
Fixsen D. J., Cheng E. S., Gales J. M., Mather J. C., Shafer R. A., Wright
E. L., 1996, ApJ, 473, 576
Garilli B., et al., 2014, A&A, 562, A23
Guo H., et al., 2015, MNRAS, 453, 4368
Hamilton A. J. S., 1992, ApJ, 385, L5
Hand N., Seljak U., Beutler F., Vlah Z., 2017, J. Cosmology Astropart.
Phys., 2017, 009
Hopkins A. M., et al., 2013, MNRAS, 430, 2047
MNRAS 000, 1–18 (2018)
18 Alam et. al.
Jain B., Khoury J., 2010, Annals of Physics, 325, 1479
Jones D. H., et al., 2009, MNRAS, 399, 683
Kahn F. D., Woltjer L., 1959, ApJ, 130, 705
Kaiser N., 1987, MNRAS, 227, 1
Klypin A. A., Trujillo-Gomez S., Primack J., 2011, ApJ, 740, 102
Klypin A., Yepes G., Gottlo¨ber S., Prada F., Heß S., 2016, MNRAS, 457,
4340
Komatsu E., et al., 2011, ApJS, 192, 18
Kopeikin S. M., Ramirez J., Mashhoon B., Sazhin M. V., 2001, Physics
Letters A, 292, 173
Kravtsov A. V., Klypin A. A., Khokhlov A. M., 1997, ApJS, 111, 73
Lagos M., Baker T., Ferreira P. G., Noller J., 2016, J. Cosmology Astropart.
Phys., 2016, 007
Landy S. D., Szalay A. S., 1993, ApJ, 412, 64
Liddle A. R., Lyth D. H., 1993, Phys. Rep., 231, 1
Liske J., et al., 2015a, MNRAS, 452, 2087
Liske J., et al., 2015b, MNRAS, 452, 2087
Łokas E. L., Mamon G. A., 2001, MNRAS, 321, 155
Loveday J., et al., 2012, MNRAS, 420, 1239
Loveday J., et al., 2015, MNRAS, 451, 1540
Loveday J., et al., 2018, MNRAS, 474, 3435
Ma C.-P., Bertschinger E., 1995, ApJ, 455, 7
Matsubara T., 2008, Phys. Rev. D, 78, 083519
McNaught-Roberts T., et al., 2014, MNRAS, 445, 2125
Merson A. I., et al., 2013, MNRAS, 429, 556
Mukhanov V. F., Feldman H. A., Brandenberger R. H., 1992, Phys. Rep.,
215, 203
Navarro J. F., Frenk C. S., White S. D. M., 1996, ApJ, 462, 563
Newman J. A., et al., 2013, ApJS, 208, 5
Okamura T., Taruya A., Matsubara T., 2011, J. Cosmology Astropart. Phys.,
8, 012
Okumura T., Seljak U., Vlah Z., Desjacques V., 2014, J. Cosmology As-
tropart. Phys., 2014, 003
Paranjape A., Alam S., 2020, arXiv:2001.08760,
Peacock J. A., Smith R. E., 2000, MNRAS, 318, 1144
Peebles P. J. E., 1980, in , The large-scale structure of the universe. Re-
search supported by the National Science Foundation. Princeton, N.J.,
Princeton University Press, 1980. 435 p.
Peebles P. J. E., Yu J. T., 1970, ApJ, 162, 815
Perlmutter S., et al., 1999, ApJ, 517, 565
Planck Collaboration 2018, arXiv:1807.06209,
Prada F., Klypin A. A., Cuesta A. J., Betancort-Rijo J. E., Primack J., 2012,
MNRAS, 423, 3018
Reid B. A., White M., 2011, MNRAS, 417, 1913
Reid B. A., Seo H.-J., Leauthaud A., Tinker J. L., White M., 2014, MNRAS,
444, 476
Riess A. G., et al., 1998, AJ, 116, 1009
Robotham A., et al., 2010, Publ. Astron. Soc. Australia, 27, 76
Rubin V. C., Ford Jr. W. K., 1970, ApJ, 159, 379
Schaye J., et al., 2010, MNRAS, 402, 1536
Scoccimarro R., 2004, Phys. Rev. D, 70, 083007
Seljak U., 2000, MNRAS, 318, 203
Sievers J. L., et al., 2013, Journal of Cosmology and Astro-Particle Physics,
2013, 060
Smith A., et al., 2019, MNRAS, 484, 1285
Story K. T., et al., 2013, ApJ, 779, 86
Takada M., et al., 2014, Publications of the Astronomical Society of Japan,
66, R1
Taruya A., Nishimichi T., Saito S., 2010, Phys. Rev. D, 82, 063522
The EAGLE team 2017, arXiv:1706.09899,
Vale A., Ostriker J. P., 2004, MNRAS, 353, 189
Vlah Z., Seljak U., McDonald P., Okumura T., Baldauf T., 2012, J. Cosmol-
ogy Astropart. Phys., 11, 009
Vlah Z., Castorina E., White M., 2016, J. Cosmology Astropart. Phys.,
2016, 007
Vogelsberger M., et al., 2014, Nature, 509, 177
White M., Hernquist L., Springel V., 2001, ApJ, 550, L129
White M., et al., 2011, ApJ, 728, 126
Yoo J., 2014, Classical and Quantum Gravity, 31, 234001
Zait A., Hoffman Y., Shlosman I., 2008, ApJ, 682, 835
Zehavi I., et al., 2011, ApJ, 736, 59
Zhai Z., et al., 2019, ApJ, 874, 95
Zheng Z., et al., 2005, ApJ, 633, 791
Zhu Q., Marinacci F., Maji M., Li Y., Springel V., Hernquist L., 2016, MN-
RAS, 458, 15591580
Zhu H., Alam S., Croft R. A. C., Ho S., Giusarma E., 2017, MNRAS, 471,
2345
Zwicky F., 1937, ApJ, 86, 217
de Jong R. S., et al., 2019, The Messenger, 175, 3
APPENDIX A: MODIFIED POISSON RANDOM
NUMBERS
We developed a python library to efficiently generate super- and
sub-Poisson random numbers to study the nature of satellite galaxy
statistics. The Poisson distribution is given by following equation:
f(k;λ) =
λke−λ
k!
(A1)
where k is the random integer with mean and variance λ. The goal
is to generalise this to be able to generate random numbers with a
similar distribution that preserves the same mean, but which has a
different variance. In other words we want to obtain a distribution
such that:
µ =
∫
kP (k;λ,Ap)dk = λ (A2)
σ2 =
∫
k2P (k;λ,Ap)dk − µ2 = Apλ (A3)
where Ap is an additional parameter controlling the width of the
distribution. Therefore, Ap = 1 will give a Poisson distribution,
Ap > 1 will lead to super-Poisson fluctuations, and Ap < 1 will
result in sub-Poisson fluctuations. We achieve this by first gen-
erating a Poisson distribution with λ′ = λ/Ap and then we map
k → Ap × k. In this way we generate a distribution with variance
Apλ and mean of λ. But the problem is that the random numbers
generated in this way do not sample the distribution at integer
values as Ap is not an integer in general. Therefore, we interpolate
this probability distribution to integer values to generate an integer
sampled probability distribution satisfying our requirement.
Figure A1 shows the accuracy of this method with the top panel
showing that the ratio of the mean of the distribution and the target
mean is unity within 2%. The bottom panel shows the variance
is scaled by Ap as per our requirement for λ > 4 but it shows
some deviation for smaller λ. The python library is available at
https://gitlab.com/shadaba/modified_poisson/
-/blob/master/Example_usage_plot.ipynb.
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Figure A1. Accuracy of the modified Poisson distribution python library.
The top panel shows the ratio of the mean of the random numbers to the
expected mean as the function of parameter λ. The bottom panel shows the
ratio of observed variance to the expected variance. The different coloured
line shows the different values of the Ap parameter.
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