The problem of continuous-time process parameter identification is considered. Filtered input-output process signals are used to create a linear differential equation governed by the same continuous-time process parameters. The estimation scheme is implemented by sampling the filtered signals and using a recursive least squares algorithm (RLS). The choice of filter leads to different parameter convergence properties. Conditions for parameter convergence are established in terms of frequency content of the input signal. The convergence rate is also analysed and an upper bound on the parameter error norm is given. The relation between choice of filter, sampling time selection and quality of the estimates is discussed and exemplified with simulation examples.
INTRODUCTION
Identification of continuous-time process was the initial goal in the earliest work on process identification. However, the new potentials offered by the computers and the rapid development in the discrete control theory have turned towards the identification of discrete-time models via recursive algorithms. Today a wide variety of recursive algorithms is available in the literature (Astrom and Eykhoff') and can be easily implemented as well as supervisory loops insuring the algorithm realibility. It is clear then, that the estimation trends will be rnaintened in the computer application field. However, the discrete-time models, generally associated with these recursive algorithms, are not necessarily the most appropriate ones. Discretetime models parameters are normaly sampling-time dependent and have a non-linear distribution in the continuous-time parameter space. This makes most of the usable a priori process knowledge worthless and the optimal selection of the sampling time difficult (in adaptive control, the usable estimation band width may differ from the one required for control purposes). Also, the sensitivity to time-variation in the physical process parameters may be considerably reduced after the discrete mapping, e.g., the left side hand of the S-plane is contracted into the unit circle by performing the z-transform. Optimal sampling parameter choices and some properties of different time transformation are given by Sinha et alla ; A s t r~m~~~ and G~odwin'~.
An intermediate approach between the continuous and discrete time models is the Delta operator (A = (q-1)Rsamp ; q = forward shift operator).
It has been shown that the Delta model retains some of the key features of the continuous-time models (Goodwin et all4) and improves over the zmodels for fast sampling (G~odwin'~). However, Aoperator is an approximation of the timederivatives and its accuracy depends on the sampling rates.
An alternative to overcome the problems resulting from discrete models is to use filtered process signals and to directly identify continuous-time process parameters. Continuous-time models give the following advantages : 1) more usable a priori knowledge of the process, e.g. order and form of the differential equations, order of magnitude of model-parameters values and known values for some of the parameters. Robust identification may be improved by using the a priori process knowledge (Dasgupta et ala). 2) Independent selection of the sampling rates for identification and control purposes. Hybrid adaptive control become a natural approach to combine on-line continuous parameter estimation with continuous-time control loops ( E l i~t t~* '~) .
As a consequence, the control bandwidth is not constrained by the sampling choice and its selection will uniquely concern the properties of the parameter estimation scheme.
In the earliest work in continuous process identification, a generalized model was proposed by Eykoff" in order to fit different process descriptions. The signal needed to generate the model error was created by stable dynamic operators acting on the inputoutput process signals. In particular, when these operators are chosen as low-pass filters, it is passible to estimate the coefficients of the continuous-time differential process representations. This technique combined with an off-line identification procedure was used before, by Young?'. The introduction of the Iowpass filters is motivated, in Johansson' as a process model transformation where the model's coefficients are a linear combination of the process parameters. The same idea was also used to identify the process delay via a non linear recursive algorithm (Agarwal and Canudas de Wit4).
in this paper, the estimation scheme is implemented by sampling the filtered signal and using a recursive least-squares algorithm. It is clear that the choice of the filters influences the properties of the parameter estimation scheme, e.g. the kind of information produced, the speed of convergence to the solution, the interaction of parameter estimates and the usable a priori process knowledge. Here, we place particular emphasis on: 1) The study of the parameter convergence and convergence rate in a deterministic environment. 2) Understanding the influence of the filter choice. Plant, filter and estimation algorithms are related to the well-known convergence condition (persistent excitation). The analysis is carried out in the frequency domain as in previous studies of Boyd and Sasty6. An upper bound on the parameter error norm is given as a function of the design variables and the frequency characteristics of the input signal and process.
ESTIMATION SCHEME
This section aims at formalizing the models to be used in the estimation scheme. As was mentionned before, the introduction of additional filters permits the creation of signals that are related to each other as time derivatives. This method allows identification of the parameters of the Laplace process representation.
Model. Let a stable physical process be described by a finite dimensional 1) where, Di is the ilh differential operator, a, and bi are constant coefficients. Equation (1) describes a proper system, n > m, having minimal representation. Without loost of generality we assume that the initial conditons of the system (1) are zero. Now, taking the Laplace transformation of equation (l), we obtain :
Let F(s) be a dynamic operator acting on each side of equation (2) and define : THE PERSISTENT EXCITATION CONDITION The time representation of (3) can be obtained by taking the inve rse Laplace transform, ( L~) , as follows :
With, y,(t) and ui(t), the inverse of the Laplace transformation of yi(s) and ui(s) respectively. The above structure and filter signals will be used in the estimation scheme. The creation of the filtered signals, yi and ui, is described in the following procedure.
Implementation of the filtered signals.
The choice of the operator F(s) depends on the type of application and purpose of the estimation scheme. Assuming interest in models representing the process accurately at low frequencies, it seems intuitive to use a low-pass filter as operator F(s) with the obvious intention of eliminating the high-frequency information, In the sequel, F(s) = cl/(s+c)' I 2 n ; however, other structures are also possible, see Zernos et a122. Further discussions on the choice of F(s) are refered to Section 4. The implementation of the filtered signals y,(t) and u,(t), can accomplished in different ways. A straightforward way is individual implementation of each signal by passing u(t) and y(t) through slF(s). However, it is also possible to construct the signal sets, y,(t), u,(t) using only low-pass filters and their linear combinations. Further deta.ils are given in Canudas de Wd7.
Estimation algorithm.
The estimation scheme will be based on a recursive algorithm rather than on off-line methods as in works of Youngz0," and Eykoff". This hybrid scheme allows us to deal with slow time-variant process and to use the computer potentials. The parameterization of the model (4) leads to the next compact form :
The observation vector, $(t), contains continuous-time information that will be sampled at t=O, h, 2h, ..., kh in order to implement a discrete RLS estimation algorithm. Thus the model error will be defined as :
The estimation algorithm is obtained by minimizing a model error function (6).
J ( e ( k h ) ) =~I
1-0 and is described by the following set of recursive equations
6(kh)=6(kh-h)+P(kh)P(kh)[y,(kh)-6(kh)TP(kh)
with P(0) = y, for y >> 0.
PARAMETER CONVERGENCE AND CONVERGENCE RATE
This section studies the parameter convergence of the previous identification scheme. The noise free case is considered in order to simplify as well as elucidate the analysis. Since our objective is to choose the filter F and to see its influence on the parameter convergence, it is useful to translate some of the timedomain properties of the RLS algorithm into the frequency-domain. This permits us to give the parameters convergence properties in terms of the input signal's frequency content and to analyze the influence of the filter in terms of its frequency spectrum. In the sequel, only input signal with bounded frequency spectrum will be considered. Signals having finite mean power.
The persistent excitation condition is a well-known prerequisite to achieving parameter convergence in identification schemes. For the recursive least squares algorithm (deterministic case), this condition is called "per- It is useful to relate the PE condition (10) to the equation (11). This allows interpretation of the time-domain condition (10) in terms of the spectral distribution of the input signal u(t). Notice that equation (10) is given in terms of a discrete vector sequence, {$(kh)}, and we intend to relate it to the spectral characteristics of a continuous-time signal, u(t). To review the relation of (10) to the Definition 2, we proceed as in previous work of Boyd and Sastry6. The similarities between PE condition (10) and R'$(kh)(O) in (12) become evident in the following lemmas. The next step is to relate the spectrum of u(t) with the condition (10). Let g be the operator vector relating $(t)=g*u(t), and G(iv) its transfer function. (14) where N/D is the process transfer function and F is the dynamic operator defined in Section 1. Assume that u(t) has a bounded power spectrum, and from the filter theory we have :
P (s) = H (s) F (s) u (s) = G (s) u (s)

@(t)(V) = H(iv) H ' ( W T IF(Wl2 S"(I)(V) (1 6)
where Su(f)(v) is the spectral density function of u(t). Due to the sampling process, the spectrum of $(t) is reproduced at frequencies which are multiple of llh.
Combination of Lemmas 1 and 2 and Equations 16 and 17 allows expression of the time-domain condition (1 0) in the frequency domain as :
where v = v+ilh. Choosing h small enough, to avoid frequency spectrum overlapping, the summation above can be limited to i=O. Then from Lemma 1 and equation (24) {$(kh)} is PE iff,
is satisfied. Now, call uf(t) the signal resulting from udt)=f*u(t), and S,t(q(*) their spectral density function, the next theorem follows. Then, Equation (19) takes the following form :
Since the combination of K p symmetrical matrices of rank 1 in IRPnP is a singular matrix,{I$(k)} is not PE. For second part of the proof, see Goodwin and Sin", assume that &fct)(v) is not zero at more than p points, but there exists a non-zero vector, h, such that in K e p support points and the spectrum of the fiHer F is non-zero at those points.
From the definitiin of Sd &), it is clear if SNo(v) is concentrated in K support points at Vi, then Sdi~(v) will also be concentrated at the same frequencies provided that IF(w,)12 be non-zero for all j= l,.,,,p.
Notice that, from the above corollary, the asymptotic convergence of the RLS algorithms will not be affected by the filter F(s), unless its spectral density is null at the frequencies vi' s , Ths is not possible since it implies the implementation of "ideal filters", i.e. filters with perlect spectral windows. However, the selection of F(s) is critical when more realistic cases are considered, i.e. unmodeled dynamics and presence of noise. Also, the estimation transient will strongly depend on the choice of F(s).
Convergence rate.
From the basic properties of the RLS algorithm, see Goodwin and Sin12, 6 (kh) 0 (kh) -@* will converge to zero providea tnat
Assuming that {I$(*)} is a PE sequence, an upper bound in lle(hk)/? can be established in terms of the sampling time, initial conditions and spectral distribution of the input signal, filter and process. Thr-wem 2. Assume that input signal is rich enough, such that I$(*)} is a PE sequence, and that RLS algorithm described by the equation (7-9) is used to minimize the model error (6), the square euclidean norm of the parameter error vector has the following upper bound.
Proof. The proof is straightfolward from the Lemma 1 and Equation (A.4)
tIl6(kh+h)ll2ak
Remarks. The rate 14 is inherent in the RLS algorithm. Exponential convergence can be achieved for the weighted RLS algorithm, see Johnstone et al". Notice also that the convergence rate "gain", hlle(0)l12/p, depends on : the initial condaion of the RLS algorithm (Ile(0)l12/y), the sampling time (h) and the frequency properties of G(iv), F(iv) and S(V),(~ (a = f(G,F,S,v).
A measure of the numerical condition for the inversion of the P matrix may also be derived as the condition number of the matrix R@bh)(0); @/a)'".
FILTER AND SAMPLING TIME SELECTION
This section discusses the selection of the filter F. As is intuitively expected the choice of the spectrum of F is closely connected with the process band-width. The choice of F is derived from the cost function in equation ( , that the operator F has a double purpose ; it creates the filtered inputatput process signals and acts as a weighting function that dictates the relative importance of matching the model to the process at any particular frequency. The estimation algorithm identifies parameters that will enable the model to describe the process accurately in the frequency range where the m a g nitude of F is high, while representing the process poorly in the frequency range where this magnitude is low. Then, the "ideal" choice of F would be a linear filter with a spectral distribution similar to the desired model spectrum. In practice, however, F is selected as a linear filter of the form F(s) = cI/(s+c)', with I 1: n. Thus the magnitude of F is constant for frequencies up to c and diminishes thereafter at a rate depending on I. The choice of the above F is an attractive candidate for identifying models at low frequencies.
Sampling time seleciion
The model equation (8) holds for all times, 1, which implies that periodic sampling is not necessarily required and that its choice is not constrained by the process band-width. However, equation (27) shows that the convergence rate can be improved by increasing the sampling rate and conversely low sampling rates will decrease the parameter convergence rate.
EXAMPLES
The aim of the following examples is to show the influence of the filter F on the performance of the identification scheme. The process to be identified is a first order system, described by the following differential equation
The parameters a and b will be estimated using the technique described in Section 1. F is chosen to be a low-pass filter of the form F(s) = C~/ ( S + C )~. The input signal is periodic, lOcos(2mut), with its density energy concentrated on two points : k vu.
Example 1. This example illustrates the behavior of the parameter error norms for different choices of h and c. Figures 1 and 2 show the time evolution of the parameter error norm for different c's (fixing h) and h's (fixing c) respectively. It is clear that fast convergence rate is obtained as the value of c is increased and h is disminished. The parameter convergence is also affected by the type of input signal chosen. Figure 4 shows how the a value is modified when vu is changed;
the convergence rate will be increased if the input signal has its spectral lines close to the process modes and it will be diminished thereaff er. The value of vu also gives an indication of the condition number of the P matrix defined in the previous section. The Figure 4 shows that the best condition is obtained for vu close to the process modes. Very low or high frequencies may lead to bad numerical conditions.
CONCLUSIONS
Process parameter identification is a powerful tool in modeling and control design. Its major advantage is that the set of identified model parameters is directly related to the differential equation that describes the physics of the process. This avoids the non-linear and time-dependent parameter transforms and gives a natural framework to introduce the a priori process knowledge. In this estimation framework, the convergence of estimated parameters is archived providen that the input signal spectrum is concentrated in p or more support points and that the spectrum of F is nonzero at those points. In reality, F does not destroy the algorithm convergence because all physical-realizable filters have non-zero spectrum over the hole frequency interval. However, the selection of F may affect the rate of convergence and may be relevant when more realistic cases are considered, i.e. unmodeled dynamic and presence of noise. Indeed, F acts as a weighting function that dictate the relative importance of matching the model to the process at any particular frequency. Hence, the "ideal" choice of F would be a linear and stable filter with a spectral distribution similar to the desired model spectrum.
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