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An ecient, parallel computer program package has been developed based on the multi-
physics phase eld model to simulate a wide range of electromigration behavior on high-
performance supercomputers. The program can solve for the concurrent and coupled
diusion processes involving electrical conduction, heat transfer, and mechanical stress
buildup in highly heterogeneous and anisotropic interconnects. The model is applied to
pore and inclusion migration, as an example, subjected to various external loadings and
internal microstructure-dependent elds. The simulation results are used to analyze pore
and inclusion velocity and path. Interactions among defects and the important roles of
anisotropy are also discussed. These simulations reveal and provide new insight into the
microstructural processes in electromigration phenomena.
This work is divided into six chapters. The rst is an introduction with background
regarding electromigration behavior and summary of relevant materials of interest. In
the second chapter, the modeling equations used to describe the multiphysical phenom-
ena associated with electromigration are developed and discussed. In the next chapter,
the development and implementation of the program used to simulate these behaviors
is showcased. This includes the development of semi-implicit time integration methods
and implementation of low-pass ltering methods. In addition, the algorithms used are
discussed in some detail.
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The fourth and fth chapters showcase the modeling particularly on the migration of
pores and inclusions. The rst of these chapters deals with both heat and charge conduc-
tion. In this chapter, applications relevant to tin solders are described. In particular, those
related to fundamental pore migration behaviors taking into account electrical conduc-
tivity anisotropy are discussed. The rst part of the applications section has previously
been published in
Z. J. Morgan and Y. M. Jin, “Phase eld modeling of pore electromigration in
anisotropic conducting polycrystals,” Computational Materials Science, vol.
172, p. 109362, Feb. 2020, doi: 10.1016/j.commatsci.2019.109362.
The last part dealing with pore-pore interactions is intended to be submitted, in part, to
a journal. The next chapter deals with elasticity. It builds upon the previous chapter
integrating the role of stress and its gradient on migration behavior. This work is also
intended to be submitted, in part, to an appropriate journal. Finally, the last chapter briey
summarizes the modeling, simulation, and analysis work, and it suggests future directions.
The rst appendix includes some example problems veried using the developed program.
They are put here to be in one place for ease of review and to simplify the ow of each
chapter. A brief description of each program is described in the next appendix. Note that
not all of the code is provided here. The last appendix includes some lengthier derivations
that would otherwise interrupt the ow of the content in chapters preceding it.
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With the miniaturization of microelectronic devices, the reliability of solder intercon-
nects is a signicant concern. As size is reduced, the current density owing through an
interconnect becomes larger and exacerbates electromigration leading to microstructural
changes and failure. Since most solder alloys are required to be lead-free over toxicity con-
cerns, there are additional challenges to interconnect performance. Nearly all solder alloys
are comprised with its majority component being tin due to its low melting temperature
and economical cost. The typical metallic white tin phase has a body-centered tetragonal
crystal structure which exhibits strong anisotropy in its physical properties. In particular,
the electrical/thermal conductivity and elastic modulus are highly anisotropic. For this
reason, the performance of solder bumps that contain only a few grains are sensitive to
the orientation of each individual grain. Quantitative description of electromigration at
such scales is required to understand the microstructure behavior impacting performance
and degradation of interconnects.
Electromigration induced microstructure evolution in solder interconnects involves com-
plicated multiphysical processes. It involves the diusion of atoms driven by charge con-
duction which is also strongly aected by concurrent heat conduction and mechanical
processes. A multiphysics phase eld model is developed to investigate the diusional
processes in tin solder interconnects. The driving forces for electromigration are obtained
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solving for current density and electric eld in microstructures with inhomogeneous and
anisotropic electrical conductivity using microscopic Ohm’s law. Similarly, the driving
forces caused by temperature gradients are obtained solving for heat ux using Fourier’s
law of conduction that accounts for inhomogeneous and anisotropic thermal conductiv-
ity. The model is capable of accounting for the generation of heat through Joule heating.
Simulations of conduction driven pore and inclusion migration are discussed in terms
of volume and surface diusion mechanisms. Finally, the contribution of stress and its
gradient are obtained through microelasticity modeling. From Hooke’s law of elasticity,
the modeling allows dierent external loading conditions to be considered and is capa-
ble of solving for internal stress concentrations in microstructures with structural and
elastic property mismatches near defects including grain boundaries, voids, and precip-





Electromigration is mass transport driven by the motion of charges in an electrical con-
ductor [3]. It is a complicated multiphysical process that involves diusion of atoms,
conduction of electric charge and heat, as well as lattice deformations. It is an important
issue and concern within the microelectronics industry that aects solder interconnects.
Lead-tin solders are a common alloy used to join electronic components. It forms a simple
binary eutectic with 75.8% Sn at 460 K at the eutectic point [4]. The major component tin
has a melting temperature of 505.1 K, and lead melts at 600.6 K. Alloy compositions are
chosen for its low melting temperature and desired mechanical properties and electromi-
gration performance. However, lead is undesirable due to toxicity and mandates dictate
that solder alloys are lead-free [5]. Common lead-free solder alloys, nearly all using tin as
its major component, include gold, silver, copper, bismuth, indium, zinc, and antimony.
1
Of these, only bismuth-tin and zinc-tin form a simple binary eutectic system [5]. All oth-
ers form systems with complicated intermetallic compounds. The copper-tin system is
of particular importance since solder joints form interconnections between copper lines.
Zinc is an inexpensive element but tends to form oxides during solder processes. Indium
on the other hand, is expensive and generally not considered in broad applications. An-
timony has concerns about being potentially harmful. Bismuth is primarily a byproduct
of lead mining but is still considered to be a good candidate alloy. Shown in Fig. 1.1 are a
collection of relevant binary systems [4, 6, 7, 8, 9, 10, 11].






































































ζ ′ δ ε η Sn
(c) Gold-tin























































































In α γ Sn
(g) Indium-tin

























Figure 1.1: Binary phase diagrams for common solder alloys
1.1 Motivation
Moore’s law is the observation that the number of transistors in manufactured integrated
circuits doubles approximately every two years [12]. Recognized by Gordon Moore in 1965,
then co-founder of Fairchild Semiconductor and future co-founder of Intel, this observa-
tion drove the semiconductor industry to what it is today. However, the practical limits of
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Moore’s law is seen in 2016 where device features are already as small as 14 nm [13]. De-
spite this looming breakdown of Moore’s law, there is still optimism that microprocessors
will continue to improve. One technique includes reducing the size of integrated circuit
packaging. This, however, brings about new challenges associated with electromigration.
Electromigration is mass transport in metals due to charge transport. Recognized as a
failure mode in integrated circuits, James Black investigated the median time to failure
t1/2 of integrated circuit metallizations in the late 1960s and early 1970s [14, 15]. For his









bears his name. Here, Q is an activation energy related to the driving force for diusion,
R is the gas constant, T is temperature, and j is the current density. It should be noted
that Eq. (1.1) is not a physical model but an engineering tool to help designers. Constants
k and n are tting parameters accounting for material, geometry, and environmental con-
ditions. Black recognized that current density alone did not increase the driving force for
diusion. Factors such as gradients in temperature and current density also have an in-
uence on the degradation of these metallizations. Joule heating due to current crowding
increases temperature variations which alters the driving force for diusion. In 1976, Ilan
Blech and Conyers Herring showed that a critical current density exists below which gra-
dients in stress and concentration oppose the electromigration driving force [16]. These
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stress and concentration gradients form as a result of electromigration itself as atoms ac-
cumulate at the anode and deplete at the cathode. These coupled phenomena illustrate the
diculty in understanding electromigration. When considering integrated circuit solder
interconnects, the complication increases further.
1.2 The copper-tin system
Table 1.1
Crystallographic properties of room-temperature
copper-tin phases
Cu Cu3Sn Cu6Sn5 Sn
Crystal system Cubic Orthorhombic Monoclinic Tetragonal
Space group Fm3̄m Cmcm C2/c I41/amd
a [Å] 3.614 5.53 11.023 5.832
b [Å] —— 4.775 7.282 ——
c [Å] —— 4.324 9.827 3.173
α [°] 90 90 90 90
β [°] —— —— 98.84 ——
γ [°] —— —— —— ——
Ω [Å3] 47.2 114.1 779.4 108.2
Copper and tin solders repre-
sent the simplest solder system
formed by the joining of cop-
per metallizations with pure tin.
Many copper-tin-based solders
also contain other alloying ele-
ments such as silver. The cal-
culated copper-tin phase diagram
[6] is shown in Fig. 1.1b. For temperatures below T = 461 K (188 ◦C) and above T = 286 K
(13 ◦C), four phases are stable; they are the α-Cu, ε-Cu3Sn, η′-Cu6Sn5, and white Sn phase.
White tin refers to the metallic allotrope to distinguish it from gray tin, the nonmetal-
lic allotrope that transforms below 13 ◦C, albeit slowly. Similarly, cooling below 188 ◦C,
the Cu6Sn5 phase undergoes a transformation from its simple superlattice η phase to its
long-period superlatticeη′ phase structure. The crystallographic parameters [17, 18, 19, 20]
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for these four phases are shown in Table 1.1. The unit cell Bravais lattice for each phase
in this temperature range is summarized as follows: Cu is face-centered cubic, Cu3Sn is
base-centered orthorhombic, Cu6Sn5 is base-centered monoclinic, and Sn is body-centered
tetragonal. In experimental observations of copper-tin solders, it is typical to observe all
four phases existing at local equilibrium with respect to one another.
For the binary copper-tin system [6], the Gibbs functionGk for phase k with mole fraction
X j is given by
Gk = (1 − XSn)µkCu + XSnµ
k
Sn (1.2)
where µkj is the chemical potential, or partial molar Gibbs free energy, of component j
in phase k . The Cu phase is assumed to be a subregular solution. For a general solution
phase, the chemical potential of the Cu component is
µkCu =















and Sn component is
µkSn =
0GkSn + RT lnXSn + (1 − XSn)
2Lk0
+ (1 − XSn)2(1 − 4XSn)Lk1 + (1 − XSn)




where 0Gki is the standard Gibbs free energy [21] of component j in phase k , R is the gas
constant, T is the temperature, and Lki are the solution parameters of a Redlich–Kister
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not necessarily zero. Tin is assumed to have no solubility such that its Gibbs function
is simply its standard Gibbs free energy G0Sn. Both Cu3Sn and Cu6Sn5 are intermetallic
compounds and assumed to have negligible solubility. Their compositions are xed by
stoichiometry and their Gibbs functions are
Gk = G
0






is the standard Gibbs energy of formation for compound k . The Gibbs energy
diagram at room temperature is shown in Fig. 1.2. The copper phase is the only one that
shows any appreciable composition dependence.



























Figure 1.2: Gibbs energy diagram of equilibrium copper-tin phases at T = 298 K
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The material properties of individual phases are all uniquely dierent. When consider-
ing the main electromigration phenomena, that is, mass diusion, charge conduction,
elastic deformation, thermal expansion, and heat conduction, the constitutive equations
describing the phenomena relate two physical quantities that are directly proportional to
one another by an appropriate material property. For the phenomena above, they are the
chemical diusivity, electrical conductivity, elastic moduli, thermal expansivity, and ther-
mal conductivity, respectively. Isotropic average values [22, 23, 24, 25] for each phase are
summarized in Table 1.2. Each describes how a material responds to some type of stimuli.
Table 1.2
Polycrystalline properties of room-temperature
copper-tin phases
Cu Cu3Sn Cu6Sn5 Sn
D0Cu [m
2 s−1] 34 0.018 0.062 0.24 ×10−6
QCu [J mol−1] 195.6 78.8 80.5 33.02 ×103
D0Sn [m
2 s−1] 29.5 0.00079 0.59 0.0012 ×10−6
QSn [J mol−1] 177 79.7 85.2 43.89 ×103
σ [S m−1] 0.59 0.112 0.0571 0.087 ×108
E [Pa] 117 19 85.6 41 ×109
G [Pa] 46.8 42.1 50.2 15.4 ×109
α [K−1] 17.1 19 16.3 23 ×10−6
k [W m−1 K−1] 398 70.4 34.1 67
Table 1.3
Physical properties of room-temperature copper-tin
phases
Cu Cu3Sn Cu6Sn5 Sn
ρ [kg m−3] 8.94 8.97 8.31 7.29 ×103
cp [J kg−1 K−1] 385 326 286 227
M [kg mol−1] 63.5 309.3 974.7 118.7
At room temperature, there is no
clear trend in properties with re-
spect to one another. The only
exception is the electrical con-
ductivity and thermal conductiv-
ity where all the phases have the
same relative magnitude with re-
spect to one another. For ex-
ample, Cu and Cu6Sn5 are the
most and least conductive of all
phases, both electrically and ther-
mally. This relationship between
the two conductivity types can be
8
























































Figure 1.3: Temperature-dependent diusivity of copper and tin in each of the
four equilibrium phases for 0 ≤ T ≤ 500 K
resolved by recognizing that free electrons carry most of the heat in metals [26]. For all
other properties there is no obvious relationship or trend. Included in Table 1.3 are the
density ρ, specic heat capacity cp , and molar mass M for each phase. Shown in Fig. 1.3a
and Fig. 1.3b are the temperature dependent isotropic diusivities for copper and tin in
each of the four phases.
1.3 The physical properties of tin
All of the polycrystalline properties discussed are isotropic due to the mostly random
orientation of grains. For individual grains, however, properties are generally anisotropic
with directional dependence corresponding to the symmetry of its crystal structure. Other
than the elastic modulus which is represented by either the fourth-rank stiness or com-
pliance tensor, the properties are second-rank tensors. Since copper is cubic, all of its
9
transport properties are isotropic excluding its compliance. The intermetallic compounds
are expected to be anisotropic since Cu3Sn is orthorhombic and Cu6Sn5 is monoclinic. Un-
fortunately, no experimental data of this anisotropy is available. Nevertheless, the grain
size of these intermetallics is small which suggests they can be assumed to be isotropic.
Considering that they have low volume fractions, this assumption is realistic. Tin, how-
ever, is highly anisotropic because it is tetragonal: all of its properties exhibit a prefer-
ence either along its a-axis or c-axis. Furthermore, tin grains are relatively large in solder
compared to the intermetallic compounds which suggests that grains are textured. The
anisotropic properties of tin are not systematically preferred along just the a-axis or c-
axis. To illustrate, the anisotropy surface [27] for each property is shown. These surfaces
represent how magnitude of the property varies as a function of direction and should
not be confused with the representation quadric or magnitude ellispoid for second rank
tensors [28]. These latter two dene a surface which relates the directions of two elds.
For example, the second rank tensor of electrical conductivity relates the current density
to the electrical eld. In this case, the magnitude ellipsoid traces out the current density
relative magnitude and direction for a unit length of applied electric eld. Conversely, the
representation ellipsoid traces the relative magnitude and direction of the electric eld
for a given resolved current density direction of unit length. Finally, each property’s de-
pendence on temperature is provided up to the melting temperature of tin Tm 231.9◦C, or
505.1K.
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(a)Room temperature body-centered tetrag-
onal structure of tin




















(b) Unary phase diagram of tin
Figure 1.4: White tin, or β-tin, is stable at room temperature
Recalling from Table 1.1 that the structure is tetragonal, the room-temperature lattice pa-
rameters a and c are 5.832 Å and 3.173 Å, respectively. Shown in Fig. 1.4a is the crystal
structure of tin. The white tin phase, often referred to as β-tin is the stable room temper-
ature phase. Below 13.2 ◦C, the structure becomes the diamond cubic structure, the brittle
grey tin phase referred to as α-tin. The unary phase diagram of tin is shown in Fig. 1.4b.
The chemical diusivity Dij for tin is completely described by two independent coef-
cients by symmetry. The anisotropy surface for the self-diusion of tin is shown in
Fig. 1.5a. The surface is an oblate spheroid indicating that tin prefers to self-diuse per-
pendicular to its own c-axis [29]. Shown in Fig. 1.5b is a plot of these diusion coecients
from 273 K to the melting temperatureTm which follows an Arrhenius relationship. Con-
sidering the interstitial diusion of copper atoms in a tin lattice, the opposite is observed
where diusion of copper along the c-axis of tin is preferred [30]. The anisotropic surface




(a) Visualization of anisotropic diusivity at
T = 298K





















(b) Temperature-dependence of diusivity
for 273 K ≤ T ≤ Tm
Figure 1.5: Anisotropic chemical diusivity for self-diusion of tin in tin
[100] [010]
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(a) Visualization of anisotropic diusivity at
T = 298K ∗





















(b) Temperature-dependence of diusivity
for 273 K ≤ T ≤ Tm
Figure 1.6: Anisotropic chemical diusivity for interstitial diusion of copper in
tin
along its c-axis is about 500 times larger than it is along its a-axis at room temperature
and 12 orders of magnitude greater than observed for self-diusion. The temperature de-
pendence of the anisotropic diusion coecients for copper in tin follows an Arrhenius





(a) Visualization of anisotropic conductivity
at T = 298K























(b) Temperature-dependence of conductiv-
ity for 273 K ≤ T ≤ Tm
Figure 1.7: Anisotropic electrical conductivity of tin
clear that the smaller interstitial atoms of copper have more spacing to move along the
c-axis direction compared to its basal plane.
The electrical conductivity σij of tin is highly anisotropic: electrons prefer to conduct
along directions perpendicular to the c-axis [31] as compared to the a-axis; this is illus-
trated in Fig. 1.7a. An electric eld applied in the basal plane will result in a larger current
density over a eld applied along the c-axis. At room temperature, the ratio of conduc-
tivity for the a-axis to c-axis is about 1.5. The temperature dependence of the electrical
conductivity is shown in Fig. 1.7b. The relationship with temperature is assumed to be lin-
ear which is typical for metals. Over the temperature range 273 K toTm, the conductivity
decreases, and the degree of anisotropy also decreases.
Similar to the electrical conductivity where the conduction of electrons is preferred along




(a) Visualization of anisotropic conductivity
at T = 298K


























(b) Temperature-dependence of conductiv-
ity for 273 K ≤ T ≤ Tm
Figure 1.8: Anisotropic thermal conductivity of tin
A temperature gradient along the c-axis is more insulating to heat ux compared to that
in the basal plane which is more conductive. The anisotropic surface for thermal con-
ductivity κij is shown in 1.8a. Up to the melting temperature, the magnitude of the two
coecients decreases with a slight decrease in anisotropy. This is consistent with what is
observed for electrical conductivity.
Some of the peculiar mechanical properties of tin are due to its anisotropic elastic moduli.
The elastic behavior of a crystal cannot be represented by a single surface, however. The
variation of Young’s modulus with direction, nonetheless, provides a good visualization
of the elasticity. This surface is shown in Fig. 1.9a for tin [33]. The crystal is stiest along
its c-axis. Unlike the diusivity, conductivity, and expansivity, the stiness varies in the
basal plane. For example, at 45° from the a-axis in the basal plane, the stiness is softer
than it is for the a-axis itself. The elastic properties of a crystal are given by a fourth-








(a) Visualization of anisotropic Young’s
modulus at T = 298K


























(b) Temperature-dependence of compliance
for 273 K ≤ T ≤ Tm
Figure 1.9: Anisotropic Young’s modulus and elastic compliance of tin
tensors can be simplied to 36 × 36 matrices cij and sij , respectively. For tin, only six
of the components are independent. The temperature dependence of the six compliance
coecients are shown in Fig. 1.9b. It is observed that only s11 and s12 appear to vary with
temperature. The other four constants s33 , s31 , s44 and s66 are mostly constant over the
temperature range 0 ◦C to its melting temperature.
The thermal expansivity αij of tin is also anisotropic [34]. As a second-rank tensor, only
two components are independent. For a uniform stress-free thermal strain, the tempera-
ture dierence perpendicular to the c-axis is larger than it is parallel to the c-axis which
is shown in Fig. 1.10a. The thermal expansivity as a function of temperature is provided
in Fig. 1.10b. For increasing temperatures, the two thermal expansion coecients also
increase. The ratio of the two expansivities also increases with temperature. Under a uni-





(a) Visualization of anisotropic expansivity
at T = 298K





















(b) Temperature-dependence of expansivity
for 273 K ≤ T ≤ Tm
Figure 1.10: Anisotropic thermal expansivity of tin
























(a) Specic heat capacity





















Figure 1.11: Temperature-dependent specic heat capacity and density of tin
273 K ≤ T ≤ Tm
Finally, the specic heat capacity and density of tin are shown in Fig. 1.11a and Fig. 1.11b,
respectively [35, 36]. Under increasing temperature up to the melting point of tin, the
specic heat capacity increases while the density decreases. This is typical behavior for
metals.
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1.4 Review of microstructural observations
As the size of integrated circuit packaging technology is expected to decrease, the un-
derstanding of solder microstructure and its role in electromigration performance will
become more important. A typical solder microstructure [1] is shown in Fig. 1.12. This
microstructure is formed by the soldering process performed at 250 ◦C for 45 minutes. At
either end are the α-Cu phase substrates. Moving inward from the ends are the ε-Cu3Sn
and η′-Cu6Sn5 phases which have an average thickness of about 1.4 µm and 7.2 µm, re-
spectively. The average radius of the Cu6Sn5 scallops is about 7.1 µm. The intermetallic
layer thickness can be controlled: by soldering for longer times, the thickness of the lay-
ers increases as do the radii of the scallops. During solid-state aging, it is known that the
Cu6Sn5 phases changes from a scallop-type to layer-type morphology [37]. If an electrical
current is applied, the transformation occurs much faster. It is observed, however, that
the Cu6Sn5 intermetallic phase dissolves into a layer at the cathode while it grows into a
layer at the anode; this is intuitive by recalling that electrons ow from the cathode to the
anode (which is opposite of conventional current).
The solder conguration in Fig. 1.12, which shows a low volume of tin, has not been exten-
sively studied. In general, electromigration studies have focused on solder bumps which
have a height of about 100 µm [38]. The intermetallic layers are still on the order of 10






Figure 1.12: Multiphase solder microstructure (adapted from Huang [1])
are carried out at elevated temperatures near the transformation temperature of the η′
phase. These temperatures are not typical of the actual operating conditions which alter
the reaction kinetics. For the solder bump congurations and operating conditions, it is
observed that voids nucleate at the Cu6Sn5-Sn interface which is where the highest cur-
rent density is expected. Similarly, lower temperature studies performed have shown the
actual segregation of the Cu6Sn5 intermetallic into tin itself [39]. This has been attributed
to both the combined eects of the current density and heat ow. The direction of heat
ow is known to aect tin where the atoms tend to migrate from the cold end to the hot
end [40].
When considering the smaller solder congurations as in Fig. 1.12, growth of the inter-
metallics subject to no electrical current does not necessarily follow the same trends as
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the larger solder bumps. It has been observed that the tin is actually consumed by the
intermetallics. The scallop morphology of the Cu6Sn5 phase is retained until the layers
impinge upon one another [41]. Recent electromigration studies suggests that solder joints
formed by soldering until the only remaining phase is Cu3Sn have a higher resistance to
electromigration failure than those which have initially unconsumed tin [22]. For the
microstructures with tin, scallops at the anode grow into the cathode layer. Because the
scallops are not uniform in thickness, large voids can develop as they run into the cath-
ode layer. These large voids ultimately contribute to the poor performance of the solder
interconnect. Clearly, the reactions and morphology of the joint are quite complicated.
Interest in the role of anisotropy of tin on electromigration performance has been growing
over the past 10 years. These experimental studies have tried to understand the role of tin
anisotropy in solder performance. For example, it is observed that in pure tin, grains will
rotate under the inuence of electric current [42]. It is believed that due to the anisotropy
in the electrical conductivity, vacancies are transported along the grain boundaries giving
rise to stresses that can cause the grains to rotate. This grain rotation leads to a drop in
resistance in the direction of current ow. In addition, the anisotropy is known to play
a signicant role in the fatigue behavior of tin undergoing large temperature changes
[43, 44]. Due to thermal expansion mist, large stresses at grain boundaries form and
contribute to grain boundary sliding and decohesion. The role of grain orientation has
also been extensively studied in solder bumps comprised of a high volume of tin with
intermetallics present. For instance, it has been observed that when the c-axis of large
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tin grains is aligned with the current direction, the interstitial diusion of copper leads to
signicant damage [45, 46]. Conversely, when the c-axis is perpendicular to the direction
of current ow, the damage occurs much slower. It has been suggested that this slower
damage rate is due to the interstitial diusion of tin. However, this explanation does not
resolve the issue that interstitial diusion of copper in tin along the c-axis is about 500
times larger than the it is for the a-axis and 12 orders of magnitude greater than it is for the
self-diusion of tin at room temperature. Another study revealed the Cu6Sn5 phase can
be formed within the bulk of tin due to dierences in the orientation of adjacent grains;
this gives rise to a net ux of copper atoms to a particular grain allowing the Cu6Sn5
phase to form and grow [47]. The role of grain size has also been investigated. Through
repeated soldering, the average size of the tin grains becomes smaller; it has been shown
that this improves the electromigration reliability and is attributed to the averaging out
of anisotropy eects [48]. It could be argued that this increased performance is due to
the random orientation of the grains. However, because tin is tetragonal, it should not
necessarily be expected that grains are randomly oriented. In fact, the above study showed
that most of the grain boundaries form together at small angles less than 20° or at 60° twin
boundaries. Regarding this observation, it would appear that this textured arrangement is
preferred to minimize mist between grains. That is, the random orientation of tin grains
is not preferred.
Finally, the interest in void, or pore, migration is of rising interest due to smaller bump
sizes. The anisotropy of tin grains is an important factor in electromigration performance
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where it has been observed that only several grains are present within the bump [49, 50,
51]. In particular, the role of anisotropy on pore migration path and velocity has yet to be
examined where pore formation, growth, and coalescence has been observed due to high
current densites [52].
1.5 Review of pore and inclusion migration
Motivated by observations of helium-lled bubbles migrating in nuclear fuel materials,
Shewmon rst analyzed the motion of spherical inclusions under a temperature gradient
[53]. Assuming the bubble as a mostly insoluble precipitate, the motion is analyzed in
terms of three mechanisms: surface diusion, volume diusion, and vapor transport. For
each of the three cases, it is assumed the crystal has isotropic properties and is being
subjected to some driving force in terms of irreversible thermodynamics. In the case of
surface diusion, atoms or vacancies move from one side of the bubble to the other along
its surface. Thus, the bubble (of insoluble gas or vacancies) moves in the direction opposite
to that of the force exerted on the atoms. For vapor transport, it is assumed the gas is
ideal, and therefore, the diusivity of the gas varies inversely with pressure. In the case of
volume diusion, the bubble moves through vacancy formation on the trailing edge and
moves through the lattice of the matrix where vacancy annihilation occurs on the leading
edge. Considering the bubble as a remote, nonconducting inclusion, the driving force
acting on the atoms is assumed to be uniform. From irreversible thermodynamics, the
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driving force is proportional to the temperature gradient in thermomigration or electric
eld in electromigration [54]. In general, any ellipsoidal inclusion with homogeneous
and isotropic properties embedded in a matrix that also has homogeneous and isotropic
properties gives rise to a uniform temperature gradient or electric eld when subjected
to a corresponding remote eld [55, 56]. Given the uniform driving force, the velocity of
the bubble will be in the direction of — and with magnitude proportional to — the applied
eld.
In the above analysis, the sphere is assumed to be rigid under motion and nonconducting.
Further work extended the analysis without assuming a rigid or nonconducting inclusion
for surface [57], volume [58], and vapor [59] mechanisms. Further generalizations were
carried out for motions induced by both a thermal gradient and direct current [60] as well
as for cylindrical inclusions. In general, the behavior of spherical and cylindrical pores
is similar. Both types migrate with a velocity independent of radius for the volume and
vapor mechanisms and with a velocity inversely proportional to radius for the surface
diusion mechanism. By analyzing the interface motion of the inclusion, it is shown
that it will migrate without changing shape. For the volume diusion mechanism, an
inclusion with identical conductivity (thermal or electrical) to that of the surrounding
matrix will not migrate relative to a coordinate system xed to the lattice. At one limit
where the inclusion becomes a nonconducting pore, void, or bubble, it will migrate at a
velocity higher than that of the lattice due to either contributions due to volume or surface
diusion. In particular, a pore will migrate at a velocity twice the velocity of the lattice
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for the volume diusion mechanism. In the limit where where the inclusion is a good
(perfect) conductor compared to the matrix, motion is dominated by volume diusion
and approaches an equal but opposite of the lattice velocity.
The terminology used to describe pore and inclusion migration is briey summarized [61].
Although many of the terms can be interchanged, two general terms are used: pore and
inclusion. Pores describe an absence of material within another material. Common terms
include voids, bubbles, holes, and cavities. The general characteristics and meanings are
summarized below and by no means is denitive:
I Void — has relatively low vapor pressure
I Bubble — has relatively high vapor pressure
I Hole — exposed to a free surface
I Cavity — enclosed in a volume
Similarly, an inclusion is distinguished from a pore and describes a region of material
within another material. Common examples of inclusions include inhomogeneities, pre-
cipitates, particles, and markers. Again the terminology used is neither exhaustive or
denitive but generally mean the following:
I Inhomogeneity — has dierent structural properties or elastic response
I Precipitate — is in solution with another phase
I Particle — is not in solution with another phase
I Marker — does not participate in diusion
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In addition to movement of pores and inclusions by electric elds and temperature gra-
dients, stress inuences their evolution with respect to their size, path, and shape. The
migration of spherical bubbles has been analyzed and available analytical solutions for
their migration is known [2, 62]. Following the work of [62], bubbles in uniaxial stress
gradient will move upwards with the gradient whether or not it is due to tension or com-
pression. Shown in Fig. 1.13 is the expansion of the normal velocity of a pore or inclusion
into zeroth order dilation, rst order translation, and higher order distortion modes [2].
The gure is adapted for a cylindrical pore using Chebyshev polynomials of the rst kind
[63] instead of Legendre polynomials for a sphere. From this analysis, stress gradients are
responsible for migration at constant volume and shape while stress itself is responsible
for distortions at constant volume and xed center. The equilibrium shapes of distorted
pores can be analyzed [64, 65] from minimum free energy by accounting for the surface
energy due to shape and the change in potential energy due to loading. It is found that
there is a critical loading and aspect ratio that can be established beyond which the growth
of elliptical pores grow unstably into cracks.
Dilation Translation Distortion
. . .
xed shape xed center xed volume
∆V , 0 ∆C , 0 ∆n , 0
Figure 1.13: Evolution of a pore/inclusion due to interface normal velocity ex-
panded in terms of Chebyshev polynomials (adapted from Olander [2])
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A phase eld model of pore migration driven by temperature gradient has been devel-
oped for nuclear fuel materials [66]. This model only considers isotropic properties, but
provides a good benchmark for volume and surface diusion mechanisms. A phase eld
focusing on incorporating the eects of homogeneous stress on the evolution of copper-
tin phases has also been developed [67]. However, the model does not incorporate the
inuence of external stress gradients which also contribute to the migration of phases. In
the interest of fundamental electromigration behaviors, a complete multiphysics model
accounting for the concurrent driving forces aecting the diusional processes including
charge and heat conduction along with elastic deformation is developed. In particular,
special care is taken to account for anisotropy, especially with regard to the electrical
conductivity of tin. In addition, the phase eld model incorporates microelasticity mod-
eling and special care is made to account for external stress gradient driven migration.
Finally, all of this work is analyzed for simpler cases of pore and inclusion migration
behaviors. The basic idea is to focus on tractable problems to not only verify the new
models, but to also demonstrate behaviors and explain their underlying mechanisms. A
model is only as good as it is useful; simply emulating real behavior is not the goal. In-






Multiphysical processes involving the migration of atoms driven by electric elds, tem-
perature gradients, and stress gradients. Appropriate modeling for mass diusion, charge
conduction, heat conduction, and elastic deformation is developed taking special care to
account for inhomogeneous and anisotropic properties. In addition, migration in a binary
system is developed with emphasis on surface and volume diusion mechanisms.
2.1 Mass diusion
The net movement of atoms arising from their thermal motions is the process of diusion.
These motions can be characterized as random due to initially non-random distribution of
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atoms and/or nonrandom due to driving forces acting on the atoms [68]. To characterize
these motions, it is necessary to dene a ux for each component.
2.1.1 Fick’s law of diusion and conservation of chemical species
The mass ux Jk of a component k is related to its concentration ck and velocity vk [69]
which is dened by
Jk ≡ ckvk . (2.1)
Conservation of mass requires that continuity equation be satised for each component
k . In spatial coordinates (laboratory reference frame), the continuity equation is
∂ck
∂t
= −∇ · Jk (2.2)
Here, it is assumed there are no sources of sinks of component k . If there are chemi-
cal reactions, Eq. (2.2) can be written to take into account the generation/annihilation of
component k [69]. In dening a velocity, a reference frame must be chosen to make these
measurements. Observers in dierent laboratory reference frames may obtain dierent
uxes and velocities of a given component based on the choice of a reference point to
measure from. These laboratory frames are commonly chosen out of convenience which
are characterized by a set of points that remain xed relative to all other points over time.
A common example is to choose one end of a sample as the reference point. However,
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choosing one end of the sample will result in dierent measurements of the uxes and
velocities compared to the other end. For these reasons, a reference frame that is inde-
pendent of the observer is desired. One convention is to choose a mean velocity reference
frame to overcome the diculties in using laboratory reference frames [68]. The basic
idea is to take a weighted average of all component velocities measured in a laboratory
frame to obtain a mean velocity frame. There are various choices in weighting the veloc-
ities. For example, the center of mass of each component can be chosen. Another is the
mean molar (also called number-xed) reference frame which is chosen using the mole




Xk = 1. (2.3)
The mole fraction Xk of component k is dened by the ratio of composition ck for each





such that summing all individual compositions gives the total overall composition
n∑
k
ck = c0. (2.5)
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The velocity of the mean molar reference frame measured relative to the laboratory frame





where vk is the velocity of component k measured in a given laboratory frame. A new
mean molar ux can be dened J ′k ≡ ck(vk − v). Rearranging Eq. (2.1) and substituting
into Eq. (2.6) gives ux constraint
n∑
k
J ′k = 0. (2.7)
Due to the constraint Eq. (2.3), onlyn−1 conservation equations are required to completely
describe the diusion. For a two component binary system with components j and k ,
only one conservation equation is needed since X j + Xk = 1. However, it is dicult to
distinguish between what is participating in diusion or moving due to bulk ow due to
movement of all other components. Therefore, special care must be taken when dening
reference frames. There is distinction between ux of a certain component relative to
all other components and ux due to bulk ow of all components at the same rate and
direction. A reference frame that moves with the bulk ow is called the “inert marker”
(also called lattice-xed) reference frame; uxes J ∗k measured in this frame are due to
diusion only [68]. These uxes are related to the mean molar by





J ∗i . (2.8)
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For a binary system the uxes are J ′j = Xk J
∗




k = −Xk J
∗




The driving force Fk from component k is due to the negative gradient of its chemical
potential variations µk
Fk = −∇µk . (2.9)
In practice, the chemical potential is not a simple quantity to measure. From a historical
perspective, Fick’s laws of diusion are written in terms of concentration (or composi-
tion) gradients with corresponding diusion coecients. From a practical point of view,
compositions are much simpler to measure experimentally. In addition, solutions that
are ideal simplify the chemical potential gradient in terms of the concentration gradient.






The chemical potential of a component in a solution can be written as
µk = G
0
k + RT lnak = G
0
k + RT lnXk︸           ︷︷           ︸
ideal
+RT lnγk︸   ︷︷   ︸
excess
(2.11)
R is the gas constant, T is temperature, ak = γkXk is the activity of component k , and
γk is the activity coecient which is used to describe the deviation from ideal behavior,
or excess chemical potential [71]. In general, the activity coecient can be a function
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of composition γk = γk(Xk). If the component is nearly pure, Xk → 1 and Raoult’s law
applies where γk = 1 which characterizes an ideal solution. Conversely, if the component
is dilute Xk → 1 and Henry’s law applies where γk = constant , 1 which characterizes














The latter term is called the thermodynamic factor and can be multiplied by the tracer
diusion coecient to give the intrinsic diusion coecient. The mobility as a function





which gives the standard form of−Dk∇ck . From the concentration gradient, a wide variety
of solutions for nonsteady and stead state diusion problems can be utilized [72]. How-
ever, these solutions are not adequate to describe the behavior in many other systems. In
general, the driving force due to component k aects all uxes including the ow of itself.
In addition, gradients are independent of the reference frame chosen. From the principal
of microscopic reversibility [73, 74], Onsager’s reciprocal relations [75, 76, 77] hold for the
linear combination of thermodynamic forces for the ow of each component. Considering
one-dimensional uxes and driving forces each ux, there are n mobility coecients for
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MijFj i = 0, 1, . . . ,n (2.14)
for a total of n2 coecients. Onsager’s reciprocal relation requires that Mij = Mji if j , k
which simplies the number of independent coecients to n(n + 1)/2. This applies to
any reference frame chosen. However, a further restriction is imposed if a mean veloc-
ity reference frame is used. For the number-xed frame Eq. (2.7) holds. Going back to
vector notation and assuming isotropic mobilities for convenience (anisotropic mobility
coecients can be considered but the notation is cumbersome), the uxes for the binary
system are






















Recalling the Gibbs–Duhem equation at constant temperature and pressure
n∑
k
Xk dµk = 0, (2.17)
the binary relationship X j dµj + Xk dµk = 0 can be used to obtain
(1 − Xk)∇µj + Xk∇µk = 0 (2.18)
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such that F j = −(Xk/X j)Fk and Fk = −(X j/Xk)F j [78]. Using Eq. (2.7) with Eq. (2.17),
the number-xed frame (and any mean velocity reference frame) only has (n − 1)(n)/2
coecients [68] which greatly reduces the number of independent mobility coecients.
For example, a binary system only has one independent coecient. Using these results




















Since J ′j + J
′





, only one mobility coecient is needed to describe the







. Applying the same procedure to




















Using the result of Eq. (2.8) gives mean molar ux in terms of the inert marker reference
frame






jj − 2Xk(1 − Xk)M
∗
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+(1−Xk)2M∗kk). Choosing principal mobility
coecients M∗
kk







Eq. (2.19) and Eq. (2.21) gives interdiusion mobility with composition dependence [71]
given by
M = X (1 − X )(XMj + (1 − X )Mk). (2.23)
whereX ≡ Xk . Further simplications can be achieved using c ≡ ck and letting µ ≡ µk−µj
such that a new driving force can be dened for the binary system F ≡ −∇µ = −∇(µk−µj).
The mass conservation continuity equation for the binary system is
∂c
∂t
= −∇ · J (2.24)
in material coordinates where J = Jk . Fick’s law of diusion for the binary system [79]
states that the mass ux J of a component is proportional to the driving force F acting on
by the mobility
Ji = Mij Fj (2.25)
where the mobility Mij = Mij (Dij ,X ,T ) is a function of diusion coecient Dij , mole
fractionX , and temperatureT , which simplies to Eq. (2.23) when the diusion coecient
is isotropic. In general, the anisotropic mobility of each component is proportional to the





where Mij and Dij are symmetric second-rank tensors. For isotropic (or cubic) materials
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the diusion coecient can be described by a single term Dij = Dδij where δij is the
Kronecker delta. It can be shown that the mobility in Eq. (2.26) accounts for both surface
and volume diusion dominated mechanisms. For dilute solutions with equal diusion
coecients D = Dk = Dj , the mobility is proportional to the composition of the solute
[80]: it is the product of coecient involving the diusivity with the low concentration of










(1 − X ) volume (2.28)
The same proportionality coecient Dc0/RT is common between both cases. For surface
dominated diusion [80, 81], the mobility is conned to a small composition band near




X (1 − X ) surface (2.29)
which has the same proportionality coecient as the volume diusion mechanisms. As
the solution becomes more dilute, that is, where X → 0 or X → 1 the mobility tends to
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0.0 0.2 0.4 0.6 0.8 1.0
X
XMk
(1 − X )Mj
XMk + (1 − X )Mj
X (1 − X )
M(X )
(a) Illustration of both volume and surface
dominated mechanisms where the diusion
coecients of both components are unequal












(b) Various values of ζ = Mk/Mj showing
the shift in maximum mobility for a binary
solution comprised of phases α and β
Figure 2.1: Composition dependent mobility
zero. Dening the non-dimensional parameter ζ = Mk/Mj , the maximum mobility can be
found at mole fraction
X =
(4ζ − 2) −
√
(2 − 4ζ )2 − 4ζ (ζ − 3)
2(3ζ − 3)
(2.30)
for ζ , 1 and X = 1/2 for ζ = 1. Shown in Fig. 2.1a is an illustration of the composition
dependent mobility for a binary system with two unequal diusion coecients. For small
compositions, the mobility approximates volume diusion mechanism while over large
compositions, the mobility is maximum at the interface composition consistent with sur-
face diusion mechanism. Similarly, in Fig. 2.1b is the composition dependent mobility for
various ratios of diusion coecients and the shift in maximum mobility as a function of
mole fraction.
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where f (X ) is the bulk free energy of the coexisting α and β phases and the gradient
term describes the interfacial free energy due to the formation of interfaces between them
whereκ is the gradient coecient. The bulk free energy term as a function of mole fraction
is related to the chemical potential of each component µj and µk
f (X ) = (1 − X )µj(X ) + X µk(X ) (2.32)
and can be modied according to
f0(X ) = (1 − X )[µj(X ) − µj(Xα )] + X [µk(X ) − µk(X β )] (2.33)
which refers to an equilibrium mixture of α and β decomposed from an overall compo-
sition of c0 [82]. Shown in Fig. 2.2a is an example of a bulk free energy curve f (X ). The
intersection of the tangent line with the curve gives the equilibrium phase compositions
Xα and X β of phases α and β , respectively, with overall composition f (X 0). Subtract-
ing the tangent line from the bulk curve gives Eq. (2.33) which is shown in Fig. 2.2b. A
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fourth-order Taylor expansion can be used to approximate this free energy curve
f0(X ) ≈ 16f0(X 0)
[
X β − X
X β − Xα
]2 [
X − Xα
X β − Xα
]2
. (2.34)
where f0(X 0) is the height of the free energy barrier of this double-well potential. The
phase fractions of α and β are described by
xα =
X β − X
X β − Xα
and xβ =
X − Xα
X β − Xα
(2.35)
such that the polynomial may be rewritten as f0(X ) ≈ 16f0(X 0)x2αx2β . Since xα + xβ = 1,
the notation may be further simplied according to 16f0(X 0)(1 − x)2x2 where x ≡ xβ .
Using a simpler polynomial approximation allows the functional derivative of Eq. (2.31)







(a) Illustration of a nonuniform system com-
prised of phases α and β (Redlich–Kister
polynomial)







(1 − X )[µj(X ) − µj(Xα )] + X [µk(X ) − µk(X β)]
16f0(X 0)
[
X β − X
X β − Xα
]2 [
X − Xα
X β − Xα
]2
(b) Solution referenced to its equilibrium
state with overall mole fraction X 0k and
fourth order polynomial approximation
Figure 2.2: Free energy of a binary system as a function of the mole fraction for
component k
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to be carried out and facilitates its analysis for further investigation. In addition, it is
numerically more ecient to implement in a computer program. The functional derivative








= µ(r ); (2.36)








− κ∇2X . (2.37)
2.1.2 Driving forces for diusion: conduction and deformation
Driving forces for migration [84] include the inuences of charge and heat conduction
due to electric [85] and thermal driving force [86] elds. These driving forces are related
to these elds by material interference properties. In terms of elasticity, the chemical
potential is aected by the elastic elds [87, 88]. The resulting driving force is more or less
related to the stress gradient [89]. Considering electromigration, the ux of components
j and k in the mean molar frame can be expanded to include the inuence of the electric
eld E. Again considering only isotropic properties to simplify notation, the uxes with
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current density j are
J ′j = LjjF j + LjkFk + LjeE (2.38)
J ′k = LkjF j + LkkFk + LkeE (2.39)
j = LejF j + LekFk + LeeE (2.40)
where the mobility M ≡ Ljj = Lkk = −Ljk = −Lkj is consistent with the previous
analysis and σ ≡ Lee is the electrical conductivity by denition [90]. Here e refers to
the ow of electric charge which can be thought of as an additional component. Onas-
ger’s reciprocal relations require the cross eects be symmetric such that Lje = Lej and
Lke = Lek . Summing Eq. (2.38) and Eq. (2.39), it is clear that Lje + Lke = 0. In the case






) and Lek = eNA(LkjZ ∗j + LkkZ
∗
k
) such that the current density is










are the eective charge numbers of components j
and k . Here, NA is Avogadro’s constant and e is the elementary charge. The driving force







where Z ∗ij is the eective charge number dierence tensor between components k and
j. For each component, the contributions to the eective charge number include two
components: Z ∗ = electrostatic+wind where each term represents a dierent mechanism
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acting on the atom. The electrostatic term represents the electric eld eect of the atomic
valence. The so-called "wind" term represents the interaction of moving electrons with
the atom [84]. For heat conduction, the uxes with heat ux q are
J ′j = LjjF j + LjkFk + LjhT
−1X (2.42)
J ′k = LkjF j + LkkFk + LkhT
−1X (2.43)
q = LhjF j + LhkFk + LhhT
−1X (2.44)
where the thermal driving force X is the negative temperature gradient [91]. In the con-
text of irreversible processes, the driving force is related to T −1X responsible the rate
of entropy production [92] where Onsager’s reciprocal relations hold with new diagonal
term related to the thermal conductivity κ ≡ T −1Lhh . Here h refers to the ow of heat (en-







) and Lhk = T −1NA(LkjQ∗j + LkkQ
∗
k
) such that the current den-










are the heats of transport of components









ijX j thermal (2.45)
whereQ∗ij is the heat of transport dierence tensor between components k and j. For each
component, the heat of transport can be represented by three terms: Q∗ = intrinsic +
electron + phonon. The rst represents the intrinsic transport of energy by an atomic
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jump; the latter two represent the interactions of phonons and electrons with the atom
due to heat conduction [84]. For each component, negative values of either Z ∗ or Q∗
indicate the component diuses in a direction that is opposite to the external eld.
The elastic strain energy is arguably one of the most important considerations in under-
standing microstructure evolution. Unlike conduction, elastic deformation is an equilib-
rium property. Starting with the combined rst and second law of thermodynamics for
an open system




where Uv is the internal energy density (per unit volume), σij is the stress, εij is the total
strain, T is temperature, Sv is entropy density, and for component k , µk and ck are the
chemical potential and concentration, respectively [28]. The Gibbs free energy density is
the Legendre transform of the internal energyGv = Uv −σij εij −TSv . For a binary system,
c0 = ck + cj where dc0 = 0 such that the innitesimal reversible change of Gibbs free
energy density is
dGv = −εij dσij − Sv dT + µ dc . (2.47)
From the denition of partial derivatives, the strain, entropy, and chemical potential dif-
















= µ . (2.48)
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Maxwell’s relations can be used to dene a new parameter that accounts for the inter-
action of stress and composition. The symmetry of second derivatives of the Gibbs free






















which is a tensor with units of strain (dimensionless or length per length). The total
strain is the sum of elastic strain due to stress with the inelastic stress-free strain related
to change in composition. Similarly, the total chemical potential dierence in the binary
system can be split into an internal term due to interactions between components j and k
and an external term due to stress. Incorporation of the parameter ηij into the strain and
chemical potential may as well be











is the compliance tensor, X0 is the reference state of the overall solution, and
ζ = γk/γj is the ratio of activity coecients [93]. The stress-free strain ε0ij therefore is
ε0ij = ηij(X − X0) (2.51)
where ηij is the “chemical” expansivity. For a crystal with orthogonal lattice parameters




























These relations should also hold for hexagonal and trigonal crystals where a = b and
γ = 90°; the principal coecients are η11 = η22 and no o-diagonal coecients. The
composition dependence of the lattice parameter between phases α and β may follow
Vegard’s law which follows a simple rule of mixtures
a = (1 − X )aα + Xaβ b = (1 − X )bα + Xbβ c = (1 − X )cα + Xcβ (2.53)
and not expected to follow for monoclinic or triclinic crystals since they have nonzero
o-diagonal expansion coecients. The driving for diusion is therefore
Fi = −
∂(µ0 − ηjkσjk )
∂xi
elastic (2.54)
where µ0 = RT ln[ζX/(1 − X )] is now dened as the chemical potential without stress
eects. It is then possible to combine for each eect for electrical, thermal, and mechanical
eects by summing each contribution:
Fi = −
∂(µ0 − ηklσkl )
















The ow of charge in conductors as electrical current is due to collisions and momen-
tum transfers between charged particles driven by voltage, or electric potential dierence
[26]. Conductors are characterized by mobile charges including electrons in metals, holes
in semiconductors, and cations and/or anions electrolytes. Nonconductors, or insulators
have very few mobile charges. Conduction is especially enhanced by metallic bonding
in metals where free electrons are shared in a “sea of electrons” which gives rise to high
electrical and thermal conductivity. Of all the metals, silver has the highest electrical
conductivity. To solve the conduction problem, it is necessary to take into account the
long-range interactions of the electric eld due to inhomogeneous charge density distri-
bution [94, 95].
2.2.1 Ohm’s law of conduction and conservation of charge
Ohm’s law of conduction states that the free current j is proportional to the electric eld
E by the conductivity
ji = σij Ej (2.55)
where σij is the electrical conductivity tensor. The electric eld is decomposed into two
parts: one that is spatially homogeneous Ē and the other that is spatially inhomogeneous
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δE(r ) where
E(r ) = Ē + δE(r ) . (2.56)







which represents an applied external eld Ē = E∞ where E∞ is the remotely applied eld.
The inhomogeneous part is spatially variable
δE(r ) = −∇ϕ (2.58)
which represents the internal electric eld due to the negative gradient of the electrostatic
potential ϕ. Charge-charge interactions are Coulombic such that the potential energy U






|r − r ′|
d3r d3r ′ (2.59)
where ρ is the charge density and ε0 is the vacuum permittivity. Taking the functional
derivative with respect to the charge density eld gives the electrostatic potential
δU
δρ(r )
= ϕ(r ). (2.60)
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|r − r ′|
d3r ′ . (2.61)
Conservation of charge requires that continuity equation be satised
∂ρ
∂t
= −∇ · j (2.62)
where the time rate of change of charge density equals the convergence of the current
density eld. This equation can be derived from Maxwell’s equations, specically Am-
père’s circuital law and Gauss’s law for electricity [97].
2.3 Heat conduction
The transfer of heat by conduction is likely one of the most straightforward of the trans-
port phenomena. Despite being similar to diusion, its simple physical description results
in a rich variety of mathematical tools. Fourier’s study of heat gave rise to not only the
eponymous law of conduction, but also Fourier series and the Fourier transform. Specif-
ically, heat conduction is the transfer of internal energy through a material driven by
temperature gradients. For a solid, the transfer of energy is carried by a combination of
phonons (lattice vibrations) and free electrons [26]. Conduction is distinguished by two
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other heat transfer modes which include convection where heat is carried by the relative
motion of a material mainly observed in uids and radiation where heat is transferred
between disconnected over a distance by electromagnetic waves [55].
2.3.1 Fourier’s law of conduction and conservation of energy
Fourier’s law of conduction states that the heat ux q is proportional to the thermal driv-
ing force X by the conductivity
qi = κijX j (2.63)
where κij is the thermal conductivity tensor. The thermal driving force is decomposed
into two parts: one that is spatially homogeneous X̄ and the other that is spatially inho-
mogeneous δX (r ) where
X (r ) = X̄ + δX (r ) . (2.64)






X (r )d3r (2.65)
which represents an applied external eld X̄ = X∞ where X∞ is the remotely applied
eld. The inhomogeneous part is spatially variable
δX (r ) = −∇T (2.66)
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which represents the internal thermal driving force due to the negative gradient of the
temperature T .




= −∇ · q + φ (2.67)
where ρ is the density, u is the change specic internal energy, and φ is a term accounting
for sinks or sources of heat. One example of heat generation is due to Joule heating where
φ = j · E which depends on current density j and electric eld E [98]. Another is due
to viscous dissipation where φ = σijDij which depends on the state of stress σij and rate
of deformation Dij [99]. The left-hand side of Eq. (2.67) can be simplied if an equation
of state is known for the specic internal energy. An alternative approach is to use the
denition of specic enthalpy change




where p is the pressure. Rearranging and substituting Eq. (2.68) into Eq. (2.67) gives an







= −∇ · q + φ. (2.69)
Here, an equation of state for the specic enthalpy and pressure is needed. A common
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simplication for solids is to assume constant pressure ∂p
/
∂t = 0 such that the change





















= −∇ · q + φ. (2.72)
This is a common expression for conservation of energy applicable to heat transfer in
solids.
2.4 Elastic deformation
Solving the internal stress eld for any given arbitrary inhomogeneous and anisotropic
microstructure is important for analyzing microstructural phenomena and material prop-
erties but often overlooked due to its diculty. Elastic deformations are long-range and
act through — and are transferred by — the medium. This makes the problem more dif-
cult than electromagnetic interactions which are also long-range but act in disregard to
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the medium. For example, the electrostatic potential in Eq. (2.61) depends only on the
distribution of charge density eld. Both of the elds do not depend explicitly on the
medium or its properties. Similar integrals exist for the solution of electric and magnetic
eld in terms of polarization and magnetization densities, respectively, which also do not
rely on the medium. This means the electromagnetic elds can be solved for any inho-
mogeneous and anisotropic microstructures. For elasticity, there is no explicit solution
of the elastic elds in terms of the deformations in a body that can be used for any type
of microstructure. One of the only explicit solutions exists for a uniform isotropic body;
this is known as the Kelvin solution which gives the displacement eld u in terms of any
arbitrary distribution of forces in the body F given by
ui (r ) =
1
16πµ(1 − ν )
∫ {
(3 − 4ν )δij




i )(xj − x
′
j )




where µ is the shear modulus (Lamé’s second parameter) and ν is Poisson’s ratio [100].
However, many deformations are due to stress-free strains that are not due to a body
force in Eq. (2.73). In 1957, Eshelby determined the elastic elds inside and outside of
an ellipsoidal elastic inclusion embedded in an isotropic matrix with prescribed uniform
stress-free strain by relating the Kelvin state solution of elastic elds due to a body point
force to virtual relaxation, transformation, and restoration operations on the inclusion
[101, 102]. Eshelby showed that for ellipsoidal inclusions, the stress inside is uniform.
In principal, the force term in Eq. (2.73) is replaced with a stress-free strain deformation
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which gives the integral
ui (r ) =
1
8π (1 − ν )
∫ { (1 − 2ν )[δij (xk − x′k) + δik (xj − x′j ) − δjk (xi − x′i )]




i )(xj − x
′









where ε0ij is the stress-free strain. Due to elasticity being linear, an ellipsoidal struc-
tural inclusion with dierent properties of the surrounding matrix can be replaced by
an equivalent homogeneous problem. Replacing the structural inhomogeneity having
dierent properties than the surrounding matrix with an elastic inhomogeneity having
the same properties as the matrix gives rise to what is known as the equivalent inclu-
sion method. By 1967, Khachaturyan solved the inhomogeneity problem for inclusions of
∂Ω
Ω
(a) An inclusion em-












Figure 2.3: Determining the elastic elds due to the presence of inhomogeneity
arbitrary shape and anisotropy using Fourier transform integrals [100]. However, the de-
velopment of phase eld microelasticity theory and modeling allowed for the capability
of solving the stress eld of arbitrary microstructures with structural and elastic inho-
mogeneities [103]. Phase eld microelasticity modeling is one technique that provides
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such a capability and can be integrated into computational studies of microstructure evo-
lution and material properties such as voids and cracks in polycrystals [104], dislocation
dynamics [105, 106, 107], martensitic transformations [108, 109], ferromagnetic domains
[110], and ferroelectric domains [111]. The problem of phase eld microelasticity modeling
comes down to numerically solving for the eigenstrain that equivalently represents the
sturctural and elastic inhomogeneities of the inhomogeneous system in the homogeneous
system.
2.4.1 Hooke’s law of elasticity and mechanical equilibrium
Hooke’s law of elasticity states that the Cauchy stress tensor σij is proportional to the
innitesimal elastic strain eij = εij − ε
0
ij by the stiness tensor cijkl
σij = cijkl (εkl − ε
0
kl ) (2.75)
where the total innitesimal strain is εij and stress-free strain is ε
0
ij [112]. Stress is a sym-
metric tensor σij = σji by virtue of conservation of angular momentum as are the strain




ji by denition. Strain is the symmetrical part of the
displacement gradient that describes deformation including change in lengths and angles
while rotations are described the antisymmetrical part [99]. The inhomogeneous stiness




from Maxwell’s relations, specically the symmetry of
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second derivatives for internal strain energy density with respect to the strain [27, 28].








are due to the symmetry
of the stress and strain tensors, respectively. The stiness can be decomposed into two







)−1 and a remaining inhomogeneous part δc
ijkl
(r ) which sum to
cijkl (r ) = c
0
ijkl + δcijkl (r ) . (2.76)
The total strain can be decomposed into two parts: a spatially homogeneous ε̄ij and inho-
mogeneous part δεij (r ) where
εij (r ) = ε̄ij + δεij (r ) . (2.77)








and variable part is related to the gradient of displacement according to











Conservation of linear momentum is given by Cauchy’s equation of motion [99] which
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is a statement Newton’s second law of motion for a continuum body relating the rate of








in material coordinates where ρ is the density, u is the displacement vector eld, and F
is the body force term. In the context of linear elastostatics, the inertia term ρ ∂2u
/
∂t2
goes to zero since the acceleration a everywhere in the body is zero a = ∂2u
/
∂t2 = 0;
Eq. (2.80) simplies to
∂σij
∂xj
+ Fj = 0. (2.81)
Body forces like gravity are often neglected since they are usually insignicant, especially




The reference stiness tensor forms the equivalent homogeneous system. The stress in




ijkl (ε̄kl + δεkl − ε
∗
kl ) (2.83)
where the eigenstrain ε0ij is introduced to account for the inhomogeneous problem. The
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where the remote stress is σ∞ij and strain is ε
∞
ij . The divergence of the stress in Eq. (2.83)















. Taking the Fourier transform of Eq. (2.85) results in
− kjklc
0










as the inverse of Green’s function whereG
ik
(0) = 0, it can be
shown that the displacement eld is









ik ·r d3k (2.87)
by rearranging Eq. (2.86) and taking the inverse Fourier transform. The variation in strain
is then given by








mn(k)[kiGjk (k) + kjGik (k)]e
ik ·r d3k (2.88)
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c0ijkl (ε̄ij + δεij − ε
0




where its functional derivative with respect to the eigenstrain is the negative of the stress
δU
δε0ij(r )
= −σij (r ). (2.90)
If body forces are present, mechanical equilibrium is expressed by Eq. (2.81). The proce-
dure can be repeated with the body force present substituting the stress from the homo-









− Fi . (2.91)
Taking the Fourier transform, it is found that
− kjklc
0




kl (k) − Fi (k). (2.92)
The solution of the elastic elds accounting for the body forces gives














ik ·r d3k (2.93)
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for the displacement eld and














[kiGjk (k) + kjGik (k)]Fk (k)e
ik ·r d3k
(2.94)
for the variation in strain eld.
2.5 Conduction revisited
The equivalent inclusion method that forms the basis of microelasticity modeling can be
extend to steady-state conduction problems [113]. In much the same way, microscopic
Ohm’s law and Fourier’s law can be solved using the concept of eigenelectric elds, and
eigenthermal driving forces, respectively. One advantage of this approach is that the ex-
ternal eld is no longer limited to applied electric elds or thermal driving forces. This
approach allows current densities and heat uxes to be applied, as well.
2.5.1 Steady state charge conduction
The electrical conductivity can be decomposed into two parts: a positive denite, invert-





−1 and a remaining
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inhomogeneous part δσij(r ) which sum to
σij (r ) = σ
0
ij + δσij(r ) . (2.95)
In the context of steady-state conduction, the transient term ∂ρ
/
∂t goes to zero; Eq. (2.62)
simplies to
∇ · j = 0. (2.96)
The reference conductivity tensor forms the equivalent homogeneous system. The cur-




ij(Ēj + δEj − E
0
j ) (2.97)
where the eigenelectric eld E0 is introduced to account for the inhomogeneous problem.



















where the remote current density is j∞ and electric eld is E∞. The divergence of the























Denoting G−1(k) = kikjσ
0
ij as the inverse of Green’s function where G(0) = 0, it can be










ik ·r d3k (2.101)
by rearranging Eq. (2.100) and taking the inverse Fourier transform. The variation in










ik ·r d3k (2.102)







σ 0ij(Ēi + δEi − E
0








= −j(r ). (2.104)
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2.5.2 Steady state heat conduction
The thermal conductivity can be decomposed into two parts: a positive denite, invertible





−1 and a remaining
inhomogeneous part δκij(r ) which sum to
κij (r ) = κ
0
ij + δκij(r ) . (2.105)
In the context of steady-state conduction, the transient term ∂T /∂t goes to zero; Eq. (2.72)
simplies to
− ∇ · q + φ = 0. (2.106)
Heat sources and sinks are often negligible such that the steady state equation simplies
to
∇ · q = 0. (2.107)
The reference conductivity tensor forms the equivalent homogeneous system. The heat




ij(X̄ j + δX j − X
0
j ) (2.108)
where the eigenthermal driving force X 0 is introduced to account for the inhomogeneous
problem. The average eigenthermal driving force accounts for either external heat or
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temperature gradient elds using
X̄i =















X 0i (r )d
3r (2.109)
where the remote heat ux is q∞ and thermal driving force is X∞. The divergence of the





















Denoting G−1(k) = kikjκ
0
ij as the inverse of Green’s function where G(0) = 0, it can be
shown that the temperature eld is









ik ·r d3k (2.112)
by rearranging Eq. (2.111) and taking the inverse Fourier transform. The variation in ther-










ik ·r d3k (r ) (2.113)
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κ0ij(X̄i + δXi − X
0




where its functional derivative with respect to the eigenthermal driving force is the neg-
ative of the heat ux
δP
δX 0(r )
= −q(r ). (2.115)
If heat sources and/or sinks are present, steady state conduction is expressed by Eq. (2.106).
The procedure can be repeated with the heat generation term present substituting the
current density from the homogeneous system. The divergence can be taken and the








Taking the Fourier transform, it is found that
kikjκ
0




j (k) − φ(k) (2.117)
The solution of the thermal elds accounting for the heat sources and sinks gives













φ(k)G(k)eik ·r d3k (2.118)
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ik ·r d3k (2.119)
for the variation in thermal driving force.
2.6 Elasticity revisited
So far, only uniform remote stresses (and strains) are considered: tension, compression,
and shear. These represent loads that are acting far from the region where the elastic
elds are calculated. These are appropriate representations based on Saint-Venant’s prin-
ciple which states that the distribution of forces in a region is generally independent of
the loading if it is suciently far away [114]. This means dierent but statically equiv-
alent loads produce negligible changes in the stress state far from the loading. Far eld
tensile and shear stresses can therefore represent remote force loading. There is another
important class of external loads overlooked, however. They include bending and twisting
moments. A moment does not generally induce a uniform stress eld. Instead, it produces
a stress gradient. The issue of stress (and strain) gradients is now considered.






. Based on the






meaning there are 18 independent coecients. Considering a state of stress due to
external uniform stress and stress gradients only without internal stresses generated by






Enforcing mechanical equilibrium which requires the divergence of stress to be zero
∂σij
/







































333 = 0 (2.123)
For simplicity, all six of these components can be ignored since they are not generally
meaningful. These components represent a gradient in a particular direction with index
that has at least one common index of the stress component it represents. For example,
γ111 represents a gradient of σ11 in the x1-direction. From an equilibrium point of view,
this stress gradient is not physically meaningful. The alternative case where the third in-
dex is not repeated within the stress gradient component is indeed meaningful, however.
In these cases, there are no restrictions bases on mechanical equilibrium. Consider γ112 as
an example; a gradient of σ11 in the x2-direction represents a bending moment about the
x3-axis acting far along the x1-direction. The bending moments are all components where
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the rst two indices are repeated but not the third. The twisting moments arise from the
components where all three indices are dierent. However, they by themselves do not
give rise to the standard form of twisting moments leading to torsion. Instead a combi-
nation must be used. For instance, γ231 = −γ312 gives a state of anti-plane shear stress (in
cylindrical coordinates) that varies radially from the origin in the reference plane.












. Using similar reasoning, the six components, which are generally not mean-







From the point of view of microelasticity modeling, the external strain and stress elds





. Similarly, the relation between





















ijmxm + δεij (r ) strain-controlled
(2.125)
which can be easily incorporated into the microelasticity framework.
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2.7 Material properties
It is necessary to describe the transformation of the material properties in dierent co-
ordinate systems. Measurements of the standard component tensor properties in a ref-
erence coordinate system (with respect to crystallographic directions) will be dierent
when measured in a new coordinate system if the property is anisotropic. The standard
symmetric chemical diusivity D0ij transforms as
Dij(r ) = Qik(r )Qjl (r )D
0
kl (2.126)
where the tensor Qij(r ) is the transformation tensor. Similarly, the standard electrical
conductivity σ 0ij transforms according to
σij(r ) = Qik(r )Qjl (r )σ
0
kl , (2.127)
and the standard thermal conductivity κ0ij analogously transforms as
κij(r ) = Qik(r )Qjl (r )κ
0
kl . (2.128)
Finally, the elastic stiness transformation is given by




where c0mnpq is the reference stiness. All of the above properties can be represented
in Voigt notation since they are symmetric tensors. The transformation tensor can be







which has the orthogonal property that its inverse is its transposeQ−1 = Qᵀ. In summary,
the transformations as matrix multiplications are
D = QD0Q
ᵀ σ = Qσ0Q
ᵀ κ = Qκ0Q
ᵀ c = αc0α
ᵀ (2.131)
where the 3 × 3 matrices are denoted as D0, σ0, and κ0 and the 6 × 6 matrix is c0. Here,
the matrix α is used [27] to transform the fourth rank properties which is dened by the

















33 2q32q33 2q33q31 2q31q32
q21q31 q22q32 q23q33 q22q33 + q23q32 q21q33 + q23q31 q22q31 + q21q32
q31q11 q32q12 q33q13 q12q33 + q13q32 q11q33 + q13q31 q11q32 + q12q31
q11q21 q12q22 q13q23 q12q23 + q13q22 q13q21 + q11q23 q11q22 + q12q21

(2.132)
A summary of the material properties is given in Table 2.1. It lists the property relationship
between response and stimuli for each of the phenomena discussed. Furthermore, the
transformation matrices can be constructed using the three Euler angles [115] to reduce
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the number of parameters needed to describe the orientation of a coordinate system from
nine to three.
Table 2.1
Summary of properties and elds for diusion, conduction, and elasticity
Phenomena Law Response Property Stimuli
Mass diusion Fick Mass ux Ji Chemical mobility Mi j Chemical driving force Fj
Charge conduction Ohm Current density ji Electrical conductivity σi j Electric eld Ej
Heat conduction Fourier Heat ux qi Thermal conductivity κi j Thermal driving force X j




The numerical approach chosen for implementation of the solvers is the Fourier spectral
method [116, 117]. The basic idea is to use the discrete Fourier transform (DFT) which ac-
commodates periodic boundary conditions and allows for ecient calculation of deriva-
tives and harmonic functions in Fourier space facilitated by the fast Fourier transform
(FFT) algorithm. In addition, it lends itself to parallel programming using either dis-
tributed or shared parallelism. Numerical dierentiation and integration is discussed and
their implementation into a solver framework is described. Special focus on Fourier space
lters and semi-implicit time integration are highlighted. Finally, the programming lan-
guages used and other software tools that are built into the framework are explained. The
result is a fast and reliable program for simulating materials processes including diusion,
conduction, and deformation.
71
3.1 Numerical dierentiation and integration in space
The gradient, divergence, and curl are all eciently calculated in Fourier space where
the vector del operator becomes ∇ → ik where i is the imaginary unit and k is the
spatial frequency vector. The harmonic Newtonian potential integral with Green’s func-
tion becomes (4π )−1 |r − r ′|−1 → k−2 which corresponds to Poisson’s function found in
long-range interaction formulas. Similarly, the biharmonic potential integral with Green’s
function becomes −(8π )−1 |r −r ′| → k−4 which is used along with the harmonic potential
by Eshelby in the solution of the elastic elds in terms of the eigenstrain. In general, for




|r −r ′|2p−3 → k−2p [118]. Using these
relations and vector calculus identities, more complicated transforms can be constructed
when needed.
3.1.1 Discrete Fourier transform
The discrete Fourier transform [119] of function u(r ) in real space corresponds to a new
function u(k) in frequency space. The DFT is the digital version of the Fourier transform
which gives a complex-valued function that contains information about the amplitude and
phase of sinusoidal functions. These new functions are a function of the frequency of the
sinusoid. The DFT operates on discrete data sampled from an analog signal. The discrete
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−ik ·(n/N ) (3.1)
where the real space vector r of discrete points have size N = (N1 ,N2 ,N3 ) maps to
integer vector n = (n1,n2,n3) with ni = 0, 1, . . . ,Ni − 1. The summation operator is the
triple sum over all n from (0, 0, 0) to (N1 − 1,N2 − 1,N3 − 1) and the quantity (n/N ) =





0, 1, . . . ,Ni /2 − 1, −Ni /2, . . . ,−1 Ni is even
0, 1, . . . , (Ni − 1)/2, −(Ni − 1)/2, . . . ,−1 Ni is odd
(3.2)
which is nondimensional like the integer vectorn. Shown in Fig. 3.1a are an example of the
Fourier frequencies for a one-dimensional transform with even sample size. The spatial
frequencies do not include the positive Nyquist frequency at Ni /2 which is the highest
frequency that can be resolved by the Nyquist–Shannon sampling theorem. Shown in
Fig. 3.1b is an example of two sinusoids that t the same set of data exactly; they are
aliases of one another. Shown in Fig. 3.1c is a sinusoid that is sampled at exactly twice
its frequency. The frequency of the sinusoid corresponds to the Nyquist frequency. The








ik ·(n/N ) (3.3)
where N = N1N2N3 .
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(a) Discrete Fourier transform sample fre-
quencies for N = 16
(b) Two sinusoids that t the same set of
samples
(c) Sampling a sinusoid at rate exactly twice
its frequency
Figure 3.1: Illustration of discrete sampling
3.1.2 Low-pass ltering
In representing any signal by a Fourier series, the issue of Gibbs phenomenon responsible
for the overshoot and undershoot at jump discontinuities becomes an issue. These Gibbs
oscillations can be reduced in spectral methods using lters [120]. Fourier space low-pass
lters operate on signals in the spatial frequency domain [121] simply multiplying the
Fourier components by a lter function σ (k/N ) = σ (k1/N1 )σ (k2/N2 )σ (k3/N3 ) which
corresponds to convolution. A low-pass lter allows only the low frequencies and attenu-
ates high ones. The Fourier space lter is one that operates on its components to enhance
the decay rate of the Gibbs oscillations without reducing accuracy: these include the Lanc-
zos lter σ0(k/N ) = sinc(k/N ), the raised cosine lter σ1(k/N ) = [1 + cos (k/N )]/2, and
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Figure 3.2: Illustration of a sawtooth wave using N = 8 harmonics




1 ) [121]. The sinc func-
tion is the Fourier transform of the rectangular function. Shown in Fig. 3.2 is an example
of a sawtooth function which has a jump discontinuity and both nonzero amplitudes of
even and odd harmonics except for the zeroth frequency. Figure 3.2a shows the Fourier
approximation of the sawtooth wave using the rst 8 harmonics which shows the Gibbs
oscillations. In Fig. 3.2b, the reconstructed signal after applying the Lanczos low-pass l-
ter is shown. The resampling reduces the oscillations and improves the t. The Lanczos
sinc lter is implemented in the spectral solver and used as needed to reduces oscillations
in simulations with sharp boundaries. For mass diusion, the chemical potential is option-
ally ltered. In conduction problems, the electrostatic potential and temperature elds are
ltered as needed in charge and heat problems, respectively. Finally in elastic deforma-
tion problems, the displacement eld is ltered when required. This improves the stability
of the simulations when there are boundaries with narrow widths while preserving the
solution accuracy.
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3.2 Numerical integration in time
It is necessary to devise a time integration scheme for each solver. There is a trade-o
between accuracy, eciency, and stability of various methods. A good compromise be-
tween all three allows for fast and reliable solutions. Analyzing a simpler model problem,
the scheme can be utilized for mass diusion, charge and heat conduction, and elastic
deformation.
3.2.1 Model problem
The one-dimensional advection-diusion equation is used as a model problem for inves-










where µ is the diusion coecient and ν is the advection coecient corresponding to
velocity. In the context of PDEs, the advection-diusion equation is a combination of
a parabolic PDE owing to the second order diusion term and a hyperbolic PDE ow-
ing to the rst order advection term [122]. In the limit of long time, the transient term
of the left hand side goes to zero and the PDE becomes elliptic. In physical terms, a
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parabolic PDE is one that represents an irreversible process like the heat equation and
a hyperbolic PDE is one that represents a reversible process like the wave equation. An
elliptic PDE generally represents a steady-state process. For these reasons, it is a good
candidate for analyzing numerical methods like time integration in addition to having
well known analytical solutions for various boundary conditions [123]. For example,
the real space solution assuming periodic boundary conditions is found by transform-
ing [124] the spatial coordinate according to x′ = x − νt and t ′ = t which transform the
advection-diusion equation to the standard diusion (heat) equation which has solution
u(x , t) = u(x′ + νt , t ′) = u′(x′, t ′) = u′(x − νt , t) given by
u′(x′, t ′) = a0 +
∞∑
n=1




bn sin (nπx′)e−µ(nπ )
2t ′ . (3.5)
Here, the domain is on the interval −1 ≤ x ≤ 1 with eigenvalues λn = (nπ )2, eigenfunc-















′) sin (nπx′)dx′ .
(3.6)
The Fourier series solution lends itself to analysis with the Fourier transform. In Fourier
space, the PDE becomes an ordinary dierential equation (ODE)
dU
dt
= −µk2U − νikU (3.7)
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where k is the spatial frequency and i is the imaginary unit. The variable U (k) is the




u(x)e−ikx dx . (3.8)
The ODE can be rewritten as
dU
dt
= λU . (3.9)
where λ = −µk2 − νik . The Fourier space solution of the ODE is
U (k, t) = U0(k)e
λt (3.10)
where U0(k) is the Fourier transform of the initial condition U0(k) = F [u0(x)] and
u0(x) = u(x , t = 0). The solution can be approximated by one of several linear multi-
step integration methods either explicitly or implicitly by rewriting the ODE as
dU
dt
= f (U ) (3.11)
where time is discretized according to tn+1 = tn+h. Shown in Fig. 3.3 is an overview of this
Fourier spectral technique used to nd the solution of the PDE by converting it into an
ODE. Once the solution is obtained in the frequency domain, the inverse Fourier transform
is used to convert it back to the real space solution. The linear multistep methods [124] are
one method to numerically solve the initial value problem of the ODE. The basic idea is to
save previous results of U and f (U ) evaluated at prior time step iterations and use them
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u0(x) u(x , t)







Figure 3.3: Overview of the Fourier spectral method: obtaining solution ofu(x , t)
from initial condition u0(x) using Fourier transform to convert the PDE to a sim-
pler ODE
to predict future values. They dier from other methods like the Runge–Kutta or Crank–
Nicolson methods where the right-hand side of the ODE can be evaluated at intermediate
or future times. For example, it is not simple or straightforward to evaluate the diusive
derivative terms at a future time. Linear multistep methods overcome this obstacle by
advancing the solution forward using previous results obtained.
The linear multistep methods include the Adams family of methods where the left hand
side of Eq. (3.11) is approximated by a simple forward dierence and the right-hand side
uses a linear combination of f (U ). The rst, second, and third order explicit Adams–
Bashforth methods are
U n+1 −U n
h
= f (U n) (3.12)





f (U n) −
1
2
f (U n−1) (3.13)





f (U n) −
4
3
f (U n−1) +
5
12
f (U n−2) (3.14)
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which includes the forward Euler (rst order Adams–Bashforth) method. Explicit Adams–
Bashforth methods are generally best when the transient solution is desired. FutureU n+1
depends on the past f (U n−1), f (U n−2), . . . and presentU n, f (U n). These methods are more
ecient than implicit methods but less stable. Shown in Fig. 3.4a are the stability regions
of the Adams–Bashforth methods. With higher each order method, the stability region
becomes smaller. The stability regions are outside the enclosed curve rather than inside.
In general, higher order methods improve accuracy but are less stable and ecient. The
rst three implicit Adams–Moulton methods are given by
U n+1 −U n
h
= f (U n+1) (3.15)





f (U n+1) +
1
2
f (U n) (3.16)





f (U n+1) +
2
3
f (U n) −
1
12
f (U n−1) (3.17)
which includes the backward Euler (rst order Adams–Moulton) method. Implicit
Adams–Moulton methods are generally best when the steady-state solution is desired.
Future U n+1 depends on the future f (U n+1), past f (U n−1), f (U n−2), . . . and present U n,
f (U n). These methods are more stable than explicit methods but less ecient. Shown in
Fig. 3.4b are the stability regions of the Adams–Moulton methods. An alternative implicit
multistep method can be employed where the left hand side of Eq. (3.11) is approximated
by higher order dierences and the right-hand side is simply evaluated at future f (U n+1).
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These are the implicit backwards dierentiation formulae given by
U n+1 −U n
h
= f (U n+1) (3.18)
3U n+1 − 4U n +U n−1
2h
= f (U n+1) (3.19)
11U n+1 − 18U n + 9U n−1 − 2U n−2
6h
= f (U n+1) (3.20)
which also includes the backward Euler (rst order backwards dierentiation formula)
method. Shown in Fig. 3.4c are the stability regions of the backwards dierentiation for-
mula. Future U n+1 depends on the future f (U n+1), past U n−1, U n−2, . . . and present U n.
Explicit and implicit methods are chosen for desirable accuracy and stability. For many
problems, implicit methods are dicult to implement so explicit methods are usually em-
ployed out of convenience. The problem is that for many problems, they become pro-
hibitively unstable for sti problems. Therefore, a compromise can be reached by using
semi-implicit methods which combines both explicit and implicit methods. One exam-
ple is semi-implicit stiy stable methods [125] which combines explicit Adams–Bashforth
with implicit Adams–Moulton methods. The basic idea is to treat the two terms dierently
on right-hand side of Eq. (3.7). For example, the diusion term can be treated implicitly
and the advective term explicitly. Although both terms are linear, this splitting approach
allows for cases where there are nonlinear terms. That is, linear terms are treated implic-
itly and nonlinear terms are treated explicitly. The rst three orders of the stiy stable
81
splitting methods are
U n+1 −U n
h
= f (U n+1) + д(U n) (3.21)
3U n+1 − 4U n +U n−1
2h
= f (U n+1) + 2д(U n) − д(U n−1) (3.22)
11U n+1 − 18U n + 9U n−1 − 2U n−2
6h
= f (U n+1) + 3д(U n) − 3д(U n−1) + д(U n−2) (3.23)
where the linear terms are f (U ) and nonlinear terms are д(U ). A nice feature of this
approach is that the linear implicit terms do not require any additional treatment. For
example, constant coecient derivatives in real space become a simple multiplication in
Fourier space allowing the term to be algebraically rearranged. Shown in Fig. 3.4d is the
stability region of the stiy stable splitting method. The regions are larger and more
robust than the Adams–Bashforth methods while maintaining better accuracy than the
backward dierentiation formulae.
Using von Neumann stability analysis [126], the stability of the linear multistep methods
can be investigated. The basic assumption is that the error between the numerical and
analytical solution has the same form as the analytical solution, that is,
ϵ(k, t) = ϵ0(k)e
λt , (3.24)
and the error can be discretized with the same form as the numerical solution for the
chosen method. For the error to decay and not propagate with each time step requires
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(a) Explicit Adams–Bashforth methods


















(b) Implicit Adams–Moulton methods
















(c) Implicit backwards dierentiation for-
mulae


















(d) Semi-implicit stiy stable splitting
methods
Figure 3.4: Stability regions for the rst three orders of the linear multistep meth-
ods: if the complex coecients of the ODE multiplied by the time step fall within
the region, the method is stable
that the error diminish for each subsequent step n + 1. If the magnitude of the error
becomes smaller, the ratio ϵn+1ϵn
 ≤ 1 (3.25)
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gives the condition of stability. Considering the rst order explicit (forward Euler) method
discretization of Eq. (3.7)
U n+1 −U n
h
= −µk2U n − νikU n, (3.26)
the error should propagate according to the discretization and have the same form
ϵn+1 − ϵn
h
= −µk2ϵn − νikϵn . (3.27)
Rearranging the error discretization and substituting into the inequality of Eq. (3.25) gives
a time constraint of
h <
2µ
ν2 + µ2k2 (3.28)
which means the method is conditionally stable. There is an upper limit to the time step,
but as long as Eq. (3.28) is satised, the numerical solution is stable. Similarly, the rst or-
der implicit (backward Euler) method can be analyzed in the same way. The discretization
of Eq. (3.7) follows
U n+1 −U n
h
= −µk2U n+1 − νikU n+1, (3.29)
and the error has the same form
ϵn+1 − ϵn
h
= −µk2ϵn+1 − νikϵn+1. (3.30)
Rearranging the error discretization and substituting into the inequality of Eq. (3.25) gives
84
a time constraint of
h > 0 (3.31)
which means the method is unconditionally stable. Any time step can be used as long as it
is greater than zero and the method will be stable. Of course, a negative or zero time step
is not physically meaningful. For the rst order semi-implicit method, the discretization
of Eq. (3.7) follows
U n+1 −U n
h




= −µk2ϵn+1 − νikϵn . (3.33)
Following the same procedure, the time step constraint is
h <
2µ
ν2 − µ2k2 or h > 0 (3.34)
if ν2 > µ2k2 or ν2 < µ2k2 giving both conditional and unconditional stability, respectively.
If diusion dominates, there is no time constraint. However, if advection dominates, the
time constraint is determined by the parameters.
The semi-implicit method is attractive for its improvement of stability while maintaining
accuracy. However, there is a disadvantage of the stiy stable splitting method. Many
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PDEs have only nonlinear terms. For example, the heat equation with nonlinear temper-














does not have any linear terms. One approach employed by [116, 117] is to linearize the




= д(U ) (3.36)
where д(U ) is the nonlinear term. The rst order Taylor expansion of the function is
д(U ) ≈ д(Ū ) + (dд
/
dU )(U − Ū ) which can be rewritten as д(U ) ≈ C + f (U ). Adding and
subtracting a weighted linearization, the semi-implicit method becomes






3U n+1 − 4U n +U n−1
2h
=
2д(U n) − д(U n−1)
1 + αhL
(3.38)
11U n+1 − 18U n + 9U n−1 − 2U n−2
6h
=
3д(U n) − 3д(U n−1) + д(U n−2)
1 + αhL
(3.39)
where α is the weight of f (U ) = −LU . These methods are tested for the heat equation,
















Here, α is the thermal diusivity which must be approximately constant α = κ/ρcp =
constant. A thermal conductivity that can be integrated in Eq. (3.40) and resolved for
T = T (u) is chosen. One simple option is κ = κ0eσT [128] where κ0 = 1 and σ = 0.5 ln 2
are arbitrary. Finally, the initial condition chosen is a sawtooth function which has
Table 3.1
Error for the rst order semi-implicit method
h = 1 × 10−5 h = 1 × 10−4 h = 1 × 10−3
α = 0.0∗ 0.0619% unstable unstable
α = 0.5 0.0752% 0.833% 13.0%
α = 1.0 0.102% 1.23% 17.9%
Table 3.2
Error for the second order semi-implicit method
h = 1 × 10−5 h = 1 × 10−4 h = 1 × 10−3
α = 0.0∗ unstable unstable unstable
α = 0.5 0.0635% 0.520% 7.26%
α = 1.0 0.0829% 0.919% 12.1%
Table 3.3
Error for the third order semi-implicit method
h = 1 × 10−5 h = 1 × 10−4 h = 1 × 10−3
α = 0.0∗ unstable unstable unstable
α = 0.5 0.0732% 0.811% 12.0%
α = 1.0 0.0984% 1.19% 17.0%
both odd (sine) and even (cosine)
harmonics T (x , t = 0) = T0(x) =





Comparison of the rst, second,
and third order methods with
various time steps are shown
in Tables 3.1–3.3. In general,
the addition of the weighted lin-
earization improves the stability
while maintaining reasonable sta-
bility. In addition, the third order
method doesn’t oer a signicant
accuracy improvement to justify
∗Explicit method
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the added memory and eciency cost with lower stability. The second order method
oers an improvement in accuracy while maintaining stability. The rst order method,
however, oers reasonable accuracy and good stability properties. From von Neumann
stability analysis of the rst order method, a linearization weight of α > 1/2 gives uncon-
ditional stability h > 0.
This semi-implicit approach is employed for each solver which are, in general, nonlinear
due to inhomogeneous properties. In addition, the anisotropic material properties are ac-
counted for in this approach. The previous works [116, 117] ignored anisotropic properties
and only applied to the Cahn–Hilliard and Ginzburg–Landau (Allen–Cahn) equations.
3.2.2 Mass diusion
Conservation of mass with Fick’s law of diusion is an especially sti problem consid-
ering inhomogeneous mobility with external elds. At each time step, solutions of the
electric, thermal, and elastic elds are solved and incorporated into the driving force for
diusion. Therefore, the rate limiting step of the numerical procedure is mass diusion. A
good implementation of the semi-implicit method allows for accurate solutions achieved
in a reasonable amount of time while allowing for coupling to nonlinear external elds
including conduction and deformation. As implemented in previous works [116, 117] for
88
diusion only, the method is extended to account for anisotropic mobility and oers ex-
ibility in the chosen linearization at runtime. Dening a nonzero symmetric reference
mobility M0ij which can be chosen in the diusivity input le, it is used to split the total
mobility Mij (r ) into a homogeneous part and inhomogeneous part δMij(r ) such that
Mij (r ) = M
0
ij + δMij(r ) . (3.42)
An operator of the constant reference mobility can be dened in Fourier space where
kikjM
0
ij . Since the homogeneous mobility is constant everywhere, the gradient operator
from the chemical potential becomes ikj and the negative divergence becomes −iki that
when multiplied by the chemical potential or other potentials that contribute to external
driving forces, it approximates the time rate of change of concentration. Linearizing the
chemical potential about phase fraction x = 1/2 and utilizing the fourth order expansion
and the gradient term, a linear operator can be dened
L(k) = [16f0(X0) + κk2]kikjM
0
ij (3.43)
The operator can be multiplied by the concentration to approximate the convergence of
the ux. That is, it approximates the time rate of change of the concentration itself. This
linearity can be used as the implicit part of the semi-implicit scheme in frequency space
and help improve the stability. Again, the choice of the reference mobility must be chosen
carefully on a per problem basis to produce the desired stability for a given time step with
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reasonable accuracy. The rst, second, and third order time integration methods for the




ik · J (k)n
1 + αhL(k)
(3.44)
3c(k)n+1 − 4c(k)n + c(k)n−1
2h
= −
ik · [2J (k)n − J (k)n−1]
1 + αhL(k)
(3.45)
11c(k)n+1 − 18c(k)n + 9c(k)n−1 − 2c(k)n−2
6h
= −
ik · [3J (k)n − 3J (k)n−1 + J (k)n−2]
1 + αhL(k)
(3.46)
where α is the weight of the linearization and h is the time step. Higher order methods
tend to be more accurate but sacrice stability. Listed in Appendix A.1 include verication
of the mass diusion solver both in time integration schemes and concentration proles.
3.2.3 Charge conduction
To solve the transient problem, a semi-implicit scheme can be devised by splitting the
conductivity into a spatially homogeneous and inhomogeneous part just like that used in
the steady state approach:
σij (r ) = σ
0
ij + δσij(r ) (3.47)
where the inverse of Green’s function with respect to the dened homogeneous conduc-





in dening a new linear operator approximation. The Fourier transform of the electro-













which by multiplying the Fourier transform of the charge distribution gives a linearized
approximation in Fourier space of the current density convergence, that is, negative di-
vergence. Treating the linear approximation implicitly and the correct nonlinear term







3ρ(k)n+1 − 4ρ(k)n + ρ(k)n−1
2h
= −
ik · [2j(k)n − j(k)n−1]
1 + αhL(k)
(3.52)
11ρ(k)n+1 − 18ρ(k)n + 9ρ(k)n−1 − 2ρ(k)n−2
6h
= −
ik · [3j(k)n − 3j(k)n−1 + j(k)n−2]
1 + αhL(k)
(3.53)
where α is the weight of the linearization. Listed in Appendix A.2 are several examples
illustrating the time integration of the charge conduction module. In addition, several
steady state problems are veried in the long time limit of the transient problems.
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3.2.4 Heat conduction
A similar approach for charge conduction is applied to heat conduction except that elec-
trostatic potential is replaced by the temperature eld which acts locally. To solve the
transient problem, a semi-implicit scheme can be devised by splitting the conductivity
into a spatially homogeneous and inhomogeneous part
κij (r ) = κ
0
ij + δκij(r ) (3.54)
which is used to dene the inverse of Green’s function with respect to the dened homo-




The Fourier transform of the temperature T (k) by the inverse Green’s function gives an
approximation of the time rate of change of the temperature. The linear operator is simply




which by multiplying the Fourier transform of the heat distribution gives a linearized
approximation in Fourier space of the heat ux convergence, that is, negative divergence.
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Treating the linear approximation implicitly and the correct nonlinear term explicitly, the
rst, second, and third order methods are






3T (k)n+1 − 4T (k)n +T (k)n−1
2h
= −
ik · [2q(k)n − q(k)n−1]
ρcp + αhL(k)
(3.58)
11T (k)n+1 − 18T (k)n + 9T (k)n−1 − 2T (k)n−2
6h
= −
ik · [3q(k)n − 3q(k)n−1 + q(k)n−2]
ρcp + αhL(k)
(3.59)
where α is the weight of the linearization. Examples of heat conduction problems are
veried using known solutions shown in Appendix A.3.
3.2.5 Elastic deformation
Mechanical equilibrium is solved using microelasticity modeling where equivalency of
the stress in both the homogeneous and inhomogeneous system requires that
σij = cijkl (ε̄kl + δεkl ) = c
0
ijkl (ε̄kl + δεkl − ε
0
kl ). (3.60)
Here, the dierence between homogeneous and inhomogeneous system, denoted as






can be solved using the method of false transients. Here, a ctitious time derivative is
introduced to drive the dierence in stress between both systems toward zero δσij (r ) = 0
by evolving the eigenstrain with Ginzburg–Landau form. Because the time derivative is
only a numerical approach, there is no need for accuracy in time, only stability. Therefore,
only the rst order method is needed. The semi-implicit approach can be used by treating
the two terms in Eq. (3.61). The rst nonlinear term is treated explicitly and the second













where the false time step h advances the time forward according to tn+1 = tn + h. The
choice to implement in Fourier space eliminates the need to transform the eigenstrain
from real space which is necessary to compute the displacement integral of the next step.
Many examples verifying the stress solution are given in Appendix A.4 which include
classic examples of defects including holes, inclusions, cracks, dislocations, and point de-
fects.
3.2.6 Conduction revisited
In an analogous way that the equilibrium elastic elds are solved using the semi-implicit
method, the alternative approach using eigenelectric eld and eigenthermal driving force
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to obtain the steady state solution for conduction utilize the semi-implicit method. Equiv-
alency of the current density in both the homogeneous and inhomogeneous system is
ji = σij (Ēj + δEj) = σ
0
ij(Ēj + δEj − E
0
j ) (3.63)
where the dierence between the two systems is





Using the method of false transients, the rst order semi-implicit scheme of the eigenelec-
tric eld in Fourier space is
E0i (k)
n+1 = E0i (k)
n +
h δ ji (k)
n
1 + hσ 0ijδji
(3.65)
which drives the dierence in current density between the two systems toward zero
δ j(r ) = 0. Similarly, equivalency of the heat ux in both the homogeneous and inho-
mogeneous system is
qi = κij (X̄ j + δX j) = κ
0
ij(X̄ j + δX j − X
0
j ) (3.66)
where the dierence between the two systems is






Using the method of false transients, the rst order semi-implicit scheme of the eigen-
thermal driving force in Fourier space is
X 0i (k)






which drives the dierence in heat ux between the two systems toward zero δq(r ) = 0.
Using this steady-state approach over the corresponding transient case allows either the
current density of heat ux far-eld to be specied.
3.3 Implementation and programming
The solver is mainly written in C and Fortran. The low-level C functions invoke the
parallel environment, fast Fourier transform, and random number generator. Fortran is
used to modularize each solver. This makes it possible to combine any number of solvers
at any time by simply loading its corresponding module. Additional tools are written in
C++, Python, and Bash. C++ is used to create visualization les and other operations on
large datasets. Python is used to create input data arrays. Finally, Bash is used to launch
jobs on high-performance supercomputers and transfer data across networks. The solver
is compiled using a Makele which has platform specic variables for compilation on
various computer platforms.
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The four solvers are each wrapped into their own modules each with their own
object le and program binary. Shown in Table 3.4 are each of the les cor-
responding to a solver environment. Here, each Fortran module has an under-
lying C object le: fick.mod corresponds to mass.diffusion.o, ohm.mod corre-
sponds to charge.conduction.o, fourier.mod correpsonds to heat.conduction.o,
and hooke.mod correpsonds to elastic.deformation.o. The module les are com-
plied from Fortran code while the corresponding object les are written in C.
Table 3.4
Program binary, module, and object les






C/Fortran interface modules and common algorithm object les





bles can each be run
independently or




in Table 3.5 are the
main framework
functions. The modules interaction.mod and interface.mod are used to initialize the
C/Fortran environment including the allocation of arrays. The object les are for the
main parallel functions including the fast Fourier transform, random number generator,
and read-write le subroutines. The C object standard.functions.o has all routines
to initialize the parallel environments and general data function such as computing
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the gradient, divergence, and curl. Similarly, auxiliary.functions.o has all optional
routines that map the material properties to the microstructure variables. Shown in
Appendix B are several source codes and input les for the solvers.
3.3.1 Software libraries
Many of the core algorithms of the program use available software libraries including
fast Fourier transform (FFT), random number generator (RNG), linear algebra operations,
and parallel programming environments. Some of the software and compilers are in-
terchangeable depending on availability in various computer resources. Not all possible
combinations are highlighted, just the basic ones. Those libraries and compilers listed
that are optional are denoted. All of these libraries can be utilized with C.
The fast Fourier transform library FFTW http://www.fftw.org/ is a portable and typ-
ically the fastest freely available implementation of the FFT which computes the DFT in
O(N log2 N ) operations. It supports both distributed and shared memory parallel pro-
gramming. The name FFTW stands for “Fastest Fourier Transform in the West.” The
GNU Scientic Library (GSL) https://www.gnu.org/software/gsl/ is a general
purpose and free numerical C library. It is used for the generation of random num-
bers and also as an interface to the BLAS (Basic Linear Algebra Subprograms) http:
//www.netlib.org/blas/ subroutines including matrix multiplication and inversion.
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The CBLAS library can be optionally replaced using the Automatically Tuned Linear Al-
gebra Software (ATLAS) http://math-atlas.sourceforge.net/ free library that is
self-optimizing. The main solver can be compiled using GCC, the GNU Compiler Col-
lection https://gcc.gnu.org/ that interfaces with parallel programming implemen-
tations.
Message Passing Interface (MPI) is a portable standard for distributed memory parallel
computing. One common implementation is Open MPI https://www.open-mpi.org/,
a free library available on many supercomputers. Another is MPICH https://www.
mpich.org/. The interface OpenMP (Open Multi-Processing) https://www.openmp.
org/ supports shared memory processing instructions for the parallelization of programs.
The main program is built to allow for a combination of both MPI and OpenMP paral-
lelism; this hybrid scheme gives exibility on dierent platforms.
3.3.2 Key algorithms
In all simulations, the real-space data is real-valued, not complex-valued. For these rea-
sons the DFT of real input data gives output data with complex conjugate symmetry.
Mathematically, this is expressed as Uk1 ,k2 ,k3 = U
∗
N1−k1 ,N2−k2 ,N3−k3
where ∗ indicates the
complex conjugate. For these reasons, only about half of the outputs need be computed
and the missing data are simply the conjugate. Using the real-to-complex transform from
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FFTW, the real data array is padded by one or two extra values along its last dimension if
it is odd or even, respectively. The real data corresponds to the complex output data half
its size plus one to account for the Nyquist frequency. Shown in Fig. 3.5 is an illustration
if this correspondence in two dimensions where the two arrays have equivalent sizes in
bytes. This gives an improvement in speed of nearly two with just the small diculty in
allocating and managing arrays.
Another signicant improvement using FFTW is utilizing transposed distributions. In
performing the FFT on multidimensional input data using MPI, the MPI_Alltoall(...)
routine can be used which transposes the order of the rst two dimensions of the output
array. This is illustrated in Fig. 3.6 for a two-dimensional array using four MPI tasks. By
working with the transposed distribution, there is no reason to swap the axes back to
their correct order. Although additional care must be taken in iterating though the out-
put array, the routine can be used again performing the inverse FFT (IFFT) which coverts
the complex output back to the real input in the correct order. The OpenMP parallelism
mainly utilizes the #pragma omp parallel for directive to make the for loops parallel.
This is illustrated in Fig. 3.7 for four OpenMP threads where each thread operates on the
array on a “rst come, rst served” basis. Many other operations like reduction using both
approaches are done in parallel. MPI gather and scatter routines are used as needed. Fi-
nally, arrays are read and written in parallel using MPI read write operations and OpenMP
for loops.
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... ... ... ... ...
(a) Real data array n0 by n1 padded to n0 by 2(n1/2+1)
along the last dimension








































... ... ... ...
(b) Complex data array n0 by n1/2+1 with identical size
to real array
Figure 3.5: Illustration of real and complex data in two dimensions (adapted from
http://www.fftw.org/ documentation)
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(D, 3)(C, 3)(B, 3)(A, 3)
(D, 2)(C, 2)(B, 2)(A, 2)
(D, 1)(C, 1)(B, 1)(A, 1)





Send buer Receive buer
(D, 3)(D, 2)(D, 1)(D, 0)
(C, 3)(C, 2)(C, 1)(C, 0)
(B, 1)(B, 2)(B, 1)(B, 0)
(A, 3)(A, 2)(A, 1)(A, 0)
Figure 3.6: Diagram depicting all-to-all message passing of an array with 4 tasks
0 1 2 3
Figure 3.7: Diagram depicting multiprocessing of an array with 4 threads
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3.3.3 Performance
The overall performance of the solver is benchmarked using the Stampede2 supercom-
puter at Texas Advanced Computing Center, an Extreme Science and Engineering Discov-
ery Environment (XSEDE) resource. The speedup of the mass diusion solver is show-
cased in Fig. 3.8. The results of the distributed MPI, shared OpenMP, and hybrid memory
parallelization is tted to Amdahl’s law which states that the speedup s is related to the
number of cores used n which act to speed up the fraction p of the code that benets from
the parallelism [129]. Here it is assumed the number of cores n speeds up the parallel
portion by n itself. This law is s = 1/(1 − p + p/n). For MPI tasks only, the percent-
age beneting from the parallelism is p = 93.6%. Conversely, for OpenMP threads only,
the percentage is p = 63.2%. Finally, the hybrid cases with equal tasks and threads is
p = 76.9%. In general, MPI only produces the best speedup since it can take advantage of
the MPI_Alltoall(...) routine. The main point here is to emphasize the exibility of the
parallelization schemes. Depending on the particular problem size being simulated and
the architecture it is run on, the optimal scheme may be dierent. Shown in Fig. 3.9 is a
comparison in complexity between the DFT and FFT. In terms of two to three-dimensional
problems, the complexity at best is multiplied by the size of the additional dimension for
the operations outside of the FFT and at worse its square if using the DFT. The FFT com-
putes the DFT on the order of N1N2N3 log2 N1N2N3 operations.
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Figure 3.8: Speedup using distributed MPI (p = 93.6%), shared OpenMP (p =
63.2%), and hybrid (p = 76.9%) memory parallelization











O(N log2 N )
Figure 3.9: Comparison of quadratic and linearithmic time complexity for the




Volume and surface diusion mechanisms are veried for circular cylindrical inclusions
and pores and inclusions without assuming rigid circle shape. Two-dimensional pores
and inclusions are chosen since they behave similar to spherical ones while being sim-
pler to analyze and faster to simulate. Although the solvers work in three dimensions,
the complexity of the problem at best case is on the order of O(N1N2N3 ) and worst case
O(N1N2N3 log2 N1N2N3 ) using the FFT. Electric eld and temperature gradient induced
migration are then analyzed. In general, ellipsoidal pore/inclusion shapes result in uni-
form elds at the surface between the pore/inclusion and the matrix. Therefore, migra-
tion follows rigid body translations since uniform driving forces do not tend to change its
shape. Finally, the migration of pores accounting for the anisotropic properties of tin is
studied.
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4.1 Pore and inclusion migration
The velocityvn of the outward normal n at the surface of a pore or inclusion describes its
motion: for volume and surface diusion [130], it is given by
vn = v · n = v cosθ =

ΩJn volume
−Γ(∇s · J s) surface
(4.1)
where Jn is the normal component of the ux, ∇s · J s is the surface divergence of the
surface ux J s or tangential component of the ux, Ω = 1/c is the molar volume of the
component (Vm for a solution), Γ = δ/c is the moles per unit area (Am for a solution),
and δ is the interface thickness. Recall that the dot product between any two vectors is
a product of their magnitudes and the cosine of the angle between them. The surface del
operator ∇s is related to the del operator ∇ and the normal vector n of the surface
∇s = ∇ − (n · ∇)n (4.2)
which can be applied to gradient, divergence and curl operators. Any vector at a surface
dened by normal vector n can be decomposed into a normal and tangential component
A = An +As which are both perpendicular vector to one another such that A2 = A2n +A2s .
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Given a normal vector n, the decomposed components are
An = (n ·A)n = (A · n)n An = A · n normal (4.3)
As = (n ×A) × n = A − (A · n)n As =
√
A ·A − (A · n)2 tangential (4.4)
where the identities are given to highlight the surface del operator in Eq. (4.2). The sur-






Figure 4.1: Normal vector for a cylinder
The tangential component lies in the tangent
plane, but its direction is not unique for gen-
eral two-dimensional surfaces. That is, the tan-
gential unit direction vector depends on both
the normal vector and the vector being decom-
posed. In the case of one-dimensional “perimeter surfaces” like the circular cylinder in
Fig. 4.1 with n = (nx ,ny, 0), it is s = (ny,−nx , 0). Therefore, two-dimensional inclusions
are simpler to analyze for volume and surface diusion problems. Given a uniform driv-
ing force F = (F , 0, 0) in the x-direction, the normal and tangential components of the
driving force at the interface of the pore/inclusion and matrix are
Fn = F cosθ volume (4.5)
Fs = F sinθ surface (4.6)
The corresponding components of the ux are found by multiplying the components of
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the force with the isotropic mobility according to
Jn = MF cosθ volume (4.7)
Js = MF sinθ surface (4.8)
where the mobility for volume and surface diusion are dierent. Considering volume
diusion, the description of the mobility follows that of a dilute solution with low con-
centrations. In realistic cases, the diusion is dominated by surface diusion which is








X (1 − X ) surface
(4.9)
for both mechanisms [80]. In the surface diusion case, the diusivity between both
phases is assumed to be the identical. This need not be the case; for example, assuming
the inclusion is a pore with zero diusion coecient gives the same result. Substituting










expanding about X = 0. Comparing Eq. (4.10) to Eq. (4.1), the constant horizontal velocity
magnitude of the pore/inclusion is found by recognizing that the dot product of the vector
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for both mechanisms. The velocity of the pore or inclusion is directly proportional to the
driving force. Imposing a uniform driving force everywhere, the velocity of the pore/in-
clusion is veried using a grid size of 512 × 512 and κ/f0a20 = 5 × 10
−4. The velocity is
veried in Fig. 4.2 for both mechanisms which shows good agreement with Eq. (4.11). Here,
Fig. 4.2a shows the volume and Fig. 4.2b shows the surface diusion mechanism. With
respect to the size of the pore/inclusion, Eq. (4.11) indicates the velocity is independent of
its radius for the volume diusion mechanism while is inversely proportional to its radius
for the surface diusion mechanism. This is veried in Fig. 4.3 and Fig. 4.4, respectively.
The illustrations in Fig. 4.3a and Fig. 4.4a show the distribution of both the normal and














(a) Volume diusion mechanism














(b) Surface diusion mechanism
Figure 4.2: Velocity of a cylindrical pore/inclusion as a function of driving force
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tangential ux at the interface. The velocity of the volume mechanism in Fig. 4.3b is gen-
erally constant. In addition, the velocity in Fig. 4.3b for the surface diusion mechanism
shows good agreement with inverse radial dependence where smaller pores migrate faster
than larger ones. The ratio of pore sizes considered is 2.4 from largest to smallest.
c0
F∞
(a) Illustration of volume diusion












(b) Velocity as a function of radius




(a) Illustration of surface diusion












(b) Velocity as a function of radius
Figure 4.4: Migration of a circular cylindrical pore/inclusion with surface diu-
sion mechanism
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Considering two pores/inclusions of unequal size separated by some distance, a uniform
external driving force will result in dierent evolution. Shown in Fig. 4.5 is an example
of this scenario comparing the two cases. The smaller pore is oset below and behind a
larger pore. Subjecting it to a uniform external driving force, the pores will move to the
right. In the volume diusion case shown in Fig. 4.5a, the two pores migrate at the same
velocity and the distance between them remains rigid. In other words, they do not catch
up or drive apart from one another due to uniform elds. Shown in Fig. 4.5b is the surface
diusion case. Here, the smaller pore migrates at a faster rate than the larger pore. The
smaller one eventually catches up and collides with the larger pore. The two coalesce and
form a single and larger pore that reestablishes a circular cross-section shape. Indeed, the
migration driven by an external eld does not account for pore-pore interactions since
there is no internal eld which is microstructure-dependent. To account for this, the
electric and temperature gradient elds need be solved for the inhomogeneous problem.
F∞
(a) Volume diusion mechanism
F∞
(b) Surface diusion mechanism
Figure 4.5: Migration of two pores/inclusions with dierent radii
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4.2 Migration by thermal and electric elds
So far, only uniform external driving forces are considered. In reality, the driving forces
are due to internal and external elds. The internal electric eld and thermal driving force
are established due to conductivity inhomogeneities. Considering a single pore (with zero
conductivity) in an isotropic matrix, both charge and heat conduction are veried for the
volume and surface diusion mechanisms. Shown in Fig. 4.6 is verication for electric
eld driven pore migration. The circular cylindrical pore has zero conductivityσij = 0 and
matrix has isotropic electrical conductivity σij = σ0δij . Application of a uniform external
eld, the total eld is also uniform with magnitude that is twice as large inside and at the
surface of the pore. In addition, isotropic eective charge Z ∗ij = Z
∗
0δij is considered. Both
the volume diusion and surface diusion mechanisms in Figs. 4.6a and 4.6b follow the
same general behavior with respect to pore size. That is, the velocity is invariant with
respect to radius under the volume diusion mechanism and inversely proportional to
radius under the surface diusion mechanism. The same trend is followed in Fig. 4.7 for
heat conduction. In this case, the thermal conductivity of the pore and matrix are κij = 0




0δij . Recall that in steady state
conduction, heat and charge behave analogously. Hence, why Figs. 4.7a and 4.7b look
virtually identical to Figs. 4.6a and 4.6b despite being driven by a uniform temperature
gradient.
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(a) Volume diusion mechanism












(b) Surface diusion mechanism
Figure 4.6: Velocity of a cylindrical pore as a function of radius subject to electric
eld












(a) Volume diusion mechanism












(b) Surface diusion mechanism
Figure 4.7: Velocity of a cylindrical pore as a function of radius subjected to ther-
mal driving force
If the circular cylindrical pore is replaced by an inclusion with identical size but nite
conductivity, the total eld inside is a function of the inclusion and matrix conductivity.
For charge conduction, the isotropic electrical conductivity of the inclusion is σij = σ1δij ;
application of an external electric eld gives total eld inside proportional to 1 + (σ0 −
σ1)/(σ0 + σ1). The inclusion velocity is proportional to the total eld, so it is possible
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to verify the speed with respect to the conductivity ratio σ1/σ0 for the two mechanisms
shown in Figs. 4.8a and 4.8b. Analogously, Figs. 4.9a and 4.9b show the verication for
heat conduction with κ1/κ0 and κij = κ1δij . The negative temperature gradient inside the
inclusion is proportional to 1 + (κ0 − κ1)/(κ0 + κ1). For the volume diusion examples,
the lattice velocity is subtracted to obtain the velocity relative the lattice. This means an
inclusion with conductivity identical to the matrix migrates along with the lattice [130].













(a) Volume diusion mechanism












(b) Surface diusion mechanism
Figure 4.8: Velocity of a cylindrical inclusion as a function of electrical conduc-
tivity













(a) Volume diusion mechanism












(b) Surface diusion mechanism
Figure 4.9: Velocity of a cylindrical inclusion as a function of thermal conductivity
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4.3 Pore electromigration in tin polycrystals
Considering electromigration of voids in tin polycrystals, the role of anisotropic con-
ductivity is pronounced. These voids or pores are assumed to follow the surface diu-
sion mechanism since the operating temperatures of tin solders are high relative to its
melting temperature. Verication of pore velocity as a function of crystallographic di-
rection in tin single crystals shows good agreement. Its velocity is examined with re-
spect to the magnitude of applied electric eld and its radius for two dierent crystal
orientations: parallel to the principal c-axis and perpendicular in the basal plane. The




0 < 0 [90]. Measurements
of the single crystal eective charge coecients are known to be anisotropic with par-
allel to perpendicular ratio of 0.61 [131]. Similarly, the diusion coecient is also as-
sumed to be isotropic Dij = Dδij . Although the self-diusion volume coecient of tin
is known to be anisotropic [132], surface diusion is considerably higher [133]. Without
knowledge of the surface anisotropy, assuming isotropic diusion properties emphasizes
the role of electrical conductivity anisotropy. The conductivity components of tin are
σ 011 = σ
0
22 = 1.01 × 10
7 S m−1 and σ 033 = 6.99 × 10
6 S m−1 [27]. In Fig. 4.10 is the depen-
dence of pore velocity on crystallographic direction of the applied eld: pores migrate at
a velocity that varies directly with the applied eld magnitude in Fig. 4.10a and inversely
with pore radius in Fig. 4.10b agreeing with analytical solutions [60, 130]. The transforma-
tion tensor components in the rst case where the c-axis is perpendicular to the applied
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(a) External electric eld











0 c-axis ⊥ E∞-direction
c-axis ‖ E∞-direction
(b) Radius
Figure 4.10: Velocity of a cylindrical pore in a tin grain subjected to external
electric eld oriented parallel and perpendicular to the principal c-axis
eld direction are Q12 = Q23 = Q31 = 1 and all other are zero. For the second case where
the c-axis is parallel to the applied eld direction, the transformation tensor components
are Q13 = Q21 = Q32 = 1 and all other are zero. The ratio of pore velocities in the two





11. This is explained by the ratio of electric eld inside the pore in the two
cases; the electric eld is uniform inside the pore all the way out to its boundary where
surface diusion occurs. It is derived from the analytical solution for steady state conduc-















11; this is the proportionality constant between the two curves in Figs. 4.10a
and 4.10b. The pore migrates faster when the external eld is applied in the basal plane
compared to that along the principal axis.
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Having veried migration in single crystals, pore electromigration is investigated in tin
polycrystals. To study the electromigration behavior, a tin polycrystal must be generated.
Recalling that the size of solders is such that only several grains are present, it is nec-
essary to construct grain structures with realistic grain boundaries. Using Allen–Cahn
(Ginzburg–Landau) kinetic equations [134], the boundaries of a simple Voronoi tessella-
tion can be relaxed to obtain realistic curvatures. A periodic polycrystal with three grains
is constructed and dierent grain orientations can be mapped to each grain. For exam-
ple, the grain structure in Fig. 4.11 shows the orientation map of a tin polycrystal which
has central grain with its c-axis in the specimen y-direction. The remaining outer grains
have c-axis oriented in the x-direction. The specimen x-, y-, and z-direction are shown in
Figs. 4.11a–4.11c where the red color indicates the [001] c-axis direction.







Figure 4.11: Orientation map for a tin polycrystal with c-axis of the central grain
in the specimen y-direction and outer grains in the specimen x-direction
Application of an external electric eld in the x-direction results in an homogeneous dis-
tribution of charges along the grain boundaries. Since the magnitude of electrical conduc-
tivity is smaller in the direction of the c-axis, the central grain in Fig. 4.11 will accumulate
along its boundaries positive charges to the right and negative charges to the left. Its
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higher conductivity in the x-direction enhances the current density while diminishing
the total electric eld. This is shown in Fig. 4.12a which gives the total electric eld mag-
nitude in color and internal electric eld as vectors. Figure 4.12b shows the current density
magnitude in color with streamlines. Its elongated shape which is oriented roughly 45°
from the horizontal and conductivity mismatch with the surrounding grains distorts the
electric eld. The internal eld points upward and to the left which diminishes the total
eld in the central grain.
E∞
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(b) Current density
Figure 4.12: A tin polycrystal subjected to remote electric eld with c-axis of the
central grain in the specimen y-direction
Although the total eld is diminished by the central grain, the total eld still points gener-
ally in the direction of the applied eld. A pore present in the central grain in Fig. 4.12 will
migrate upwards and to the right driven by the total eld; this is shown in Fig. 4.13a. Com-
pared to its initial starting position which is aligned with the triple junction to the right,
118
the pore will migrate away from the triple junction toward the upper-right grain. Fig-
ure 4.13b shows the pore at the boundary between the central grain and upper-right grain
above the triple junction. Included is the distribution of charge density and internal eld
streamlines at the grain boundary. Negative charges accumulated along the right edge
of the pore initially interacts with the positive charges along the grain boundary which
tends to hasten its attraction to the boundary. As it is crossing the boundary, positive
and negative charges along the left and right edge of the pore interact with the positive
charges at the boundary. Under a small external electric eld, the pore may become stuck
at the boundary due to the competing interactions.
E∞
(a) Across a grain
E∞




(b) Across a grain boundary
Figure 4.13: Migration of a pore in a tin polycrystal with c-axis of the central
grain in the specimen y-direction
A contrasting case to investigate the migration of pores in polycrystals can be constructed
choosing dierent grain orientations for the grain structure. Instead, the central grain
has c-axis in the specimen x-direction and the surrounding grains have their c-axes in
the specimen y-direction. The orientation map of the these directions corresponding to
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this case is given in Fig. 4.14. The specimen x- and y-directions in Figs. 4.14a and 4.14b
are essentially swapped from Fig. 4.11 while Fig. 4.14c is the same. With respect to the
specimen x-direction, the conductivity is less than the surrounding grains.







Figure 4.14: Orientation map for a tin polycrystal with c-axis of the central grain
in the specimen x-direction and outer grains in the specimen y-direction
An applied electric eld in the x-direction results in Fig. 4.15. The central grain acts as a
capacitor where positive and negative charges accumulate along the left and right edges
of the grain boundary, respectively. The electric eld shown in Fig. 4.15a is enhanced by
the central grain where the internal eld points downward and to the right. The color rep-
resents the magnitude of the electric eld while the vectors represent the internal eld.
The corresponding current density is reduced as displayed in Fig. 4.15b which shows the
streamlines of current. The central grain has reduced current density compared to the
surrounding grains. The resulting elds in Fig. 4.12 and Fig. 4.15 subjected to the same
external eld are extremes of one another: in the rst case, the electric eld is reduced
and the current density is enhanced; in the second case, the opposite is observed. This
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(b) Current density
Figure 4.15: A tin polycrystal subjected to remote electric eld with c-axis of the
central grain in the specimen x-direction
As before, a pore present inside the central grain will migrate to the right. However, its
path now has a downward component. Starting from the same position, the pore will
migrate toward the lower-right grain below the triple junction. This is summarized in
Fig. 4.16a. As the pore approaches the grain boundary, the negative charges along the
right edge of the grain boundary interacts with the negative charges along the right side
of the pore. These interactions tend to slow the velocity of the pore. If the eld is large
enough, the pore will migrate to begin to cross the grain boundary as shown in Fig. 4.16b.
The complicated interactions of the pore with the grain boundary are revealed by the
internal electric eld streamlines. As it crosses the grain, the positive charges on left side
and negative charges on the right edge of the pore interact with the negative charges
at the boundary. Beyond a certain threshold distance, the pore speed may increase as it
migrates away from the boundary.
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(a) Across a grain
E∞




(b) Across a grain boundary
Figure 4.16: Migration of a pore in a tin polycrystal with c-axis of the central
grain in the specimen x-direction
Considering anisotropic conductivity, the crystallographic direction of the applied eld
is responsible for dierent pore migration speeds. Comparing Fig. 4.13 with Fig. 4.16,
conductivity mismatch plays an important role on pore migration path and pore-grain
boundary interactions. The inhomogeneous charge distribution is responsible for the de-
velopment of internal electric eld which either tends to enhance or diminish the total
electric eld and current density.
Pores will also interact with each other where conductivity anisotropy plays an important
role in their interactions. This is illustrated in the following example. Two pores with
unequal sizes are positioned next to each other inside a large tin grain with out-of-plane
c-axis. In-plane, the grain is eectively isotropic with respect to conductivity. An external
eld is applied such that the smaller pore is behind the larger pore as they migrate to the
right. Figures 4.17a–4.17e show the evolution of the two pores: the initial conguration is
given in Fig. 4.17a; the distance between the pores begins to lessen in Fig. 4.17b; the pores
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(a) t/t0 = 0 (b) t/t0 = 2 (c) t/t0 = 3 (d) t/t0 = 4 (e) t/t0 = 8
E∞
(f) c-axis out-of-plane (g) c-axis out-of-plane (h) c-axis in-plane




Figure 4.17: Pore annihilation and the eects of orientation on charge density
and internal electric eld
collide and begin to impinge on one another in Fig. 4.17c; the pores begin to grow into
a single pore in Fig. 4.17d; nally, the single pore reestablish a circular conguration in
Fig. 4.17e. Just prior to the collision in Fig. 4.17b, the interaction of the pores is shown
in Fig. 4.17f with the internal electric eld streamlines and charge density. The negative
charges along the right side of the smaller pore interact with the positive charges along
the left side of the larger pore. The charge density distribution of both pores is rotated
clockwise from a single pore which is shown in Fig. 4.17g. Comparing Figs. 4.17f and 4.17g,
the distortion of the internal eld due to the presence of both pores is clearer. The electric
eld near the pores is generally oriented downward and to the right. Just below the pores,
the eld is distorted in such a way indicating the electrostatic potential is zero between the
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pores. If the pores are instead present in a grain with the c-axis is in-plane, the anisotropic
conductivity plays a role in their interaction. Shown in Fig. 4.17h are the charge density
and internal electric eld for the two pores with in-plane anisotropy where the c-axis
points 45° clockwise from the horizontal direction of the applied eld. The charge density
and internal eld are now rotated counterclockwise compared to Fig. 4.17f. These elds
now more closely resemble that of the single pore in Fig. 4.17g. Indeed, the electrostatic
potential between the pores no longer goes to zero as in Fig. 4.17f.
Two pores separated by distance r and at angle θ to an externally applied eld interact as
two point dipoles if they are suciently far apart. The force components acting on two








(5 sin 3θ + sinθ ) (4.13)
where p and p′ are the strengths of the dipole moments. A uniformly polarized cylin-
der with polarization density P has uniform electric eld E = −(1/2ε0)P [97]. Indeed,
the eld inside a remote circular cylindrical pore is also uniform being twice the magni-
tude of the externally applied eld for an isotropic material. Taking this as the polariza-
tion density and multiplying by the volume of the cylinder results in the dipole moment
p = −4πε0a2E∞ (per unit length). If the two pores are far apart such that size eects can be
ignored, the radii of both pores only aects the relative strength of the interaction. Taking
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the pores as equal size of radius a = a′, an illustration of the two pores separated by dis-
tance r at angle θ is given in Fig. 4.18a. The total force is traced out at a xed distance and
varying angles in Fig. 4.18b. The horizontal and vertical components of force are shown in







(a) Illustration of two
pores with equal size
(b) Total force as a
function of angle
(c)Horizontal force as
a function of angle
(d) Vertical force as a
function of angle
Figure 4.18: Two circular cylindrical pores of equivalent size interacting at dis-
tance r apart and angle θ to an applied eld showing the force and force compo-
nents as a function of angle to the applied eld direction
other with respect to the applied eld, there is an attractive force that tends to decrease
the distance between them. Conversely, the pores stacked on top of one another generally
repel each other as they migrate with the external eld. As previously mentioned, pores
(or inclusions) of dierent radii following the volume diusion mechanism move at the
same rate under a constant eld. Considering the electrostatic interactions, this statement
will no longer be generally true due to the inhomogeneous charge density distribution and
internal electric elds developed. Inspecting Fig. 4.18b, it is clear that the total force never
goes completely to zero. However, the components Figs. 4.18c and 4.18d each go to zero at
various angles. The horizontal component of the force vanishes at θ = ±39.23 . . . °, ±90°,
and ±(180 − 39.23 . . . )°. Similarly, at angles θ = 0°, ±63.43 . . . °, ±(180 − 63.43 . . . )°, and
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±180°, the vertical component of the force goes to zero. Clearly, at no angle does the total
force become zero. Instead, at θ = 39.23 . . . and θ = 63.43 . . ., the pores exert a torque on
one another tending to decrease the angle between them.
To demonstrate the pore interactions in Fig. 4.18, two equally sized pores are positioned
next to each other at various angles relative to the applied eld in a large tin grain (single
crystal) with c-axis out of plane. Again, the in-plane conductivity is isotropic. The two
pores are separated by distance r/r0 = 0.375 at angles θ = 90°, 63.43°, and 39.23° with a
horizontally applied electric eld. This is shown in Figs. 4.19a–4.19c, respectively. In terms




























(d) Horizontal distance between two pores

















(e) Vertical distance between two pores
Figure 4.19: Migration of two circular cylindrical pores separated by r/r0 = 0.375
interacting due to electric eld
pores are large relative to their distance apart, the general behavior still holds. In each, the
path of both pores is traced and the charge density internal eld sometime after is shown
to highlight their interaction. At θ = 90°, the repulsion is greatest and the paths begin to
diverge. However, the force scales inversely with the fourth power of the distance between
them such that at suciently far distances the force is so small that their interaction is
negligible. The conguration initially at θ = 63.43° shows paths that are roughly parallel.
In this case, the vertical force is zero but the horizontal force is positive which tends
to decrease the angle between them by repulsion. The large size of the pores relative
the distance is also responsible for there general downward motion. Over the course of
their interaction, the distance will increase while the angle decreases. At a certain angle
θ = 39.23°, the force will transition to attraction as the horizontal force transitions from
positive to negative. In addition, the vertical force component is attractive. The pores
will migrate toward each other and eventually collide. Figures 4.19d and 4.19e show the
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horizontal distance rx and vertical distance ry between pores which clearly demonstrates
that pores repelling in Fig. 4.19a and attracting in Fig. 4.19c.
If the c-axis is in-plane, the situation changes since the crystal is no longer eectively
isotropic. Application of an external eld in the x1-direction, the electric eld inside a



















Notice that the square root for the rst term has a subtraction term related to the o-
diagonal conductivity component σ12 . Aside from being a symmetric tensor by Onsager’s
reciprocal relations, the conductivity is positive semi-denite. In other words, all of its
principal conductivity components (eigenvalues) are non-negative. For the thermal con-
ductivity tensor, this statement is required by the second law of thermodynamics which
can be shown through the Clausius–Duhem inequality [135]. The same requirement
should also hold for the electrical conductivity tensor. Considering transversely isotropic
conductivity in two dimensions, the positive semi-denite requires that σ11 ≥ 0, σ22 ≥ 0,
and σ11σ22 ≥ σ
2
12. This ensures that the quantity inside the square root is never negative
which would give rise to imaginary electric eld values. However, there is no restriction
on the sign of the o-diagonal component. The maximum and minimum o-diagonal
component σ12 occurs where the principal axes are at θ = ±45°. In particular, this corre-















The minimum and maximum angle the eld makes relative to the applied eld is α =











Taking the conductivity values of tin, the maximum and minimum angles are α =
±5.24 . . . ° when the c-axis makes an angle of θ = ±45° referenced from the applied eld
direction. This result can be used to illustrate the role of in-plane anisotropy on pore in-
teractions. Two unequal pores separated at angle that corresponds to vertically neutral
pores in the isotropic cases will result in two dierent results if they are present in single
crystals with c-axis at orientations ±45° from the applied eld direction. In these cases, if
the pores are signicantly far apart such that their size is small relative to the distance be-
tween them, the in-plane anisotropy only aects the angle the dipoles make relative to the
applied eld. In other words, the dipoles remain parallel to one another, but they are just
rotated by some amount. The force between parallel dipoles may still be used by rotating
the coordinate system to correspond with the rotated total eld. Shown in Fig. 4.5 is the
case described above. Here, the two pores are brought close together. Although they are
close, the major interaction eects due to in-plane anisotropy still inuence the migration
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(a) Repulsion (b) Attraction
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Figure 4.20: Two unequally sized pores migrating in a tin single crystal with
c-axis in-plane
path compared to the surface charge interaction eects. The case where the c-axis is 45°
pointing roughly in line with the separation vector is shown in Fig. 4.20a. Eectively,
the two pores tend to repel each other as shown. The internal eld between the pores
illustrates this repulsion. The pores are shown to tend to move away from each other. In
addition, few eld lines emanate from the left side of the larger pore with positive charges
that terminate on the right side of the smaller pore with negative charges. Conversely,
the alternative case where the c-axis is 45° roughly perpendicular to the separation vector
tends to cause the pores to attract one another as shown in Fig. 4.20b. Indeed, the pores
are shown to actually coalesce and form a single pore. The internal eld between the
pores just prior to combination show the strong interactions. The internal eld from the
left edge of the larger pore are shown to terminate on the right edge of the smaller pore
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which indicates attraction. In these two cases, the pores are shown to distort slightly. This
is due to the eects of the surface charge interactions causing the charges to redistribute
along its edge and establish electrostatic equilibrium. The eld inside is no longer uni-
form. Generally uniform electric elds do not tend to cause distortions which is always
the case for single remote pores. Accounting for pore interactions, there are distortion





Arguably one of the most important but overlooked materials process, elastic deformation
plays a dominant role in the evolution and morphology of microstructure. The computa-
tion of stress and strain elds accounting for material properties that are both inhomo-
geneous and anisotropic is especially diculty since elastic interactions are transferred
directly by the medium. This contrasts with electric and magnetic elds which exist in
spite of the medium they reside in: they depend solely on the charges, currents, and
dipoles that create them and persist even in a vacuum. Elastic elds can only exist and be
transferred by matter. Despite their diculty, many important solutions exist for stress,
strain, and displacement elds. In addition, microelasticity modeling allows for ecient
computation of elastic eld for complicate microstructures.
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In general, stress, unlike electric and thermal elds, aect the shape of remote pores and
inclusions through distortion. The equilibrium aspect ratio of elastic inclusions and pores
under stress is analyzed. It is demonstrated that pores grow into unstable cracks beyond
a maximum aspect ratio and critical tensile stress. Stress gradients are well established to
induce migration of matter. Internal stress elds are generated by microstructural features
including point defects, dislocations, cracks, pores, inclusions, and polycrystals which in-
uence the chemical potential and ultimately driving force for diusion. The application
of a remote stress gradient is somewhat dicult to visualize but can be incorporated into
diusional studies of pores and inclusions. Both volume and surface diusion mecha-
nisms are veried for elliptical inhomogeneities under uniform driving forces and and for
circular pores and inclusions by stress gradient.
5.1 Pore and inclusion deformation
So far, only the movement of pores under constant volume have been discussed. In ad-
dition to migration, pores and inclusions may deform especially by stress. The equilib-
rium shape of pores may be analyzed through free energy considerations since defor-
mation alone does not involve the net movement of the pore/inclusion. Under the as-
sumption of constant volume, the shape is determined by the competition between sur-
face energy and elastic strain energy. In the absence of external stress (or strain), an
elastic inclusion or inhomogeneity with isotropic expansivity has circular equilibrium
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shape in two-dimensions. Conversely, an anisotropic inhomogeneity is no longer circu-
lar. Shown in Fig. 5.1 are some equilibrium shapes of elastic inclusions with isotropic
elastic stiness identical to the surrounding matrix. Here, the elastic stiness is given
by c
ijkl
= λδijδkl + µ(δikδjl + δilδjk) where λ and µ are Lamé’s parameters. Although
this is not generally a realistic case, it is an illustrative example to examine equilib-
rium shapes considering deformation. In Fig. 5.1a, the equilibrium shape is an ellipti-
cal cylinder where the anisotropic expansivity has principal strain only η11 > 0 and
η22 = η33 = η23 = η13 = η12 = 0. The ellipse is elongated in the direction perpendic-
ular to the principal strain component. Transforming the expansivity tensor by 45° such
that η11 = η22 = η12 > 0 and η33 = η23 = η13 = 0, the equilibrium shape is another
elliptical cylinder that is oriented 45° relative to Fig. 5.1a as shown in Fig. 5.1b. Finally,
the equilibrium shape is cuboidal for η12 > 0 and η11 = η22 = η33 = η23 = η13 = 0 and
is shown in Fig. 5.1c. In this case, the principal stain components are η1 = −η2 which
indicate the signs of the principal components do not aect the shape. Instead, it is their
magnitude only. If the alternative is the case, it would be expected that the shape would
(a) Principal strain (b) Rotated principal strain (c) In-plane shear
Figure 5.1: Distortion of a cylindrical inhomogeneity by stress-free strain
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be an elliptical cylinder oriented 45° like it is shown in Fig. 5.1b. This is conrmed for
Fig. 5.1a by specifying an equal but opposite value of the principal strain component such
that η11 < 0. The resulting elliptical aspect ratio is identical.
The non-circular equilibrium shape of a pore due to some internal stimuli is determined
from minimum free energy. Assuming an elliptical shape, the free energy as a function of
its semi-major and semi-minor axes is
F (a,b) = T (a,b) +U (a,b) (5.1)
where T (a,b) is the change in surface energy and U (a,b) is the change in elastic strain
energy [136]. The surface energyT is related to the surface energy density γ and circum-
ference C according to T = γC . As a function of the semi-minor axis a and semi-major
axis b, the surface free energy T (a,b) is given by







where the function E(
√
1 − a2/b2) is the complete elliptic integral of the second kind. The
eccentricity of the ellipse is the parameter e =
√
1 − a2/b2. The elastic strain energy of an
elliptical inhomogeneity [100] where η11 , 0 and η22 = η33 = η23 = η13 = η12 = 0 is
U (a,b) =
πµa2b(2a + b)η211
2(1 − ν )(a + b)2
(5.3)
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where µ is the shear modulus and ν is Poisson’s ratio are related to the rst Lamé pa-
rameter λ = 2µν/(1 − 2ν ). Notice that the elastic strain energy depends on the square of
the principal strain component η11. This is consistent with the result displayed in Fig. 5.1
where the deformation is independent of the sign of the component. Minimizing the free
energy with respect to aspect ratio gives the equilibrium elliptical shape as a function of





















where the constant volume per unit length of the elliptical cylinder is V = πab. An illus-
tration of this minimization is shown in Fig. 5.2a. Verication of the equilibrium aspect
ratio as a function of the expansion coecient is shown in Fig. 5.2 which agrees well with
the derived analytical solution (ν = 0.3). Again, this case is not realistic physically as a
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
b/a
F (a,b) = T (a,b) +U (a,b)
U (a,b) =
πµa2b(2a + b)η211
2(1 − ν )(a + b)2






(a) Free energy as a function of aspect ratio











(b) Equilibrium aspect ratio
Figure 5.2: Elliptical cylindrical inhomogeneity due to nonzero principal expan-
sion coecient
137
highly anisotropic expansion coecient is generally not expected, but it provides a simple
approach to analyzing deformation. More importantly, it provides a way to investigate
the migration of elliptical inclusions and pores. The equilibrium shapes of inclusion with
cubic symmetry have been analyzed in some detail in cubic matrices [137]. They give rise
to cuboidal precipitate shapes.
5.2 Pore and inclusion migration
Using anisotropic expansivity, it is possible to investigate the migration of elliptical pores.




b2 cos2 θ + a2 sin2 θ
(5.5)
where θ is the polar angle (which should not be confused with the eccentric anomaly
typically used to parameterize an ellipse). Revisiting the normal velocity for volume and
surface diusion mechanisms, the normal ux and surface divergence of the tangential




−Γ(∇s · J s) surface
(5.6)
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For simplicity, a uniform driving force is used again that has horizontal component only
F = (F , 0, 0). In addition, the semi-major and semi-minor axes are aligned with the hori-
zontal and vertical directions. In particular, a lies along the horizontal andb in the vertical.
n
b cosθ√
b2 cos2 θ+a2 sin2 θ
a sinθ√




Figure 5.3: Normal vector for an elliptical
cylinder
The normal and tangential vector for an ellipse
is illustrated in Fig. 5.3 which show the horizon-
tal and vertical components. Again, the normal
vector and tangential vector for this surface is
simply n = (nx ,ny, 0) and s = (ny,−nx , 0),
respectively. Assuming the elliptical inclusion
moves rigidly along the horizontal with velocity v , the dot product of the velocity vector
v = (v, 0, 0) with the normal vector gives normal velocity as a function of the angle and
semi-major and semi-minor axes
vn = v · n = v
b cosθ
√
b2 cos2 θ + a2 sin2 θ
. (5.7)
Evaluating Eq. (5.6) for both the volume and surface diusion mechanisms with isotropic













b2 cos2 θ + a2 sin2 θ
[
1 +
2a(b − a) sin2 θ




Comparing Eq. (5.7) to Eq. (5.8) for the volume diusion mechanism, it is clear that the
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which is identical to the result for the circular cylinder. In other words, the velocity is
independent of the size and aspect ratio. For the surface diusion mechanism, the normal
velocity contains two terms in Eq. (5.8). The rst term is a migration term and the second is
a deformation term. The second term can be safely ignored. Integrating the term as with
respect to the rst moment of the horizontal normal component nx gives zero average






by neglecting the higher order term. The velocity is inversely proportional to b, that is,
the semi-axis perpendicular to the uniform driving force. In the limit of a circular cylinder,
a = b = r making the velocity consistent with the result for a circle. It is interesting that
the velocity is dependent on only one of the axes. Under the volume diusion mechanism,
the aspect ratio does not aect the velocity, whereas for the surface diusion mechanism,
the aspect ratio does aect the velocity through the semi-axis perpendicular to the applied
eld. In addition, neither depend directly on aspect ratio.
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The velocity of elliptical pores and/or inclusions are veried for both volume and surface
diusion mechanisms. In these cases, various aspect ratios are considered under xed
volume which are established by the anisotropic expansivity as veried in Fig. 5.2. The
results of the volume diusion mechanism are shown in Fig. 5.4 while those of the surface
diusion mechanism are given in Fig. 5.5 both agreeing with the analytical derivation.
c0
F∞
(a) Illustration of volume diusion










(b) Velocity as a function of aspect ratio
Figure 5.4: Migration of elliptical pore/inclusion with volume diusion mecha-
nism and constant volume
c0
F∞
(a) Illustration of surface diusion










(b) Velocity as a function of aspect ratio
Figure 5.5: Migration of elliptical pore/inclusion with surface diusion mecha-
nism and constant volume
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Illustrations of the normal and tangential ux for an ellipse are given in Figs. 5.4a and 5.5a,
respectively. The results are summarized for the volume and surface diusion mecha-
nisms in Figs. 5.4b and 5.5b. In each, the aspect ratios veried include b/a = 0.125, 0.25,
0.5, 1.0, 2.0, 4.0, and 8.0. For the volume diusion mechanism, there is no clear depen-




A uniform external eld is not generally going to generate the same eld inside a pore/in-
clusion if the properties are dierent that the surrounding matrix. In particular, the solu-
tions [113] assuming isotropic conductivity for the negative temperature gradient (matrix




















For both heat and charge conduction, the application of external eld gives total eld
inside a nonconducting inclusion or pore proportional to 1 + b/a. Assuming isotropic
interference coecients, its velocity under the same external eld is proportional to b/a
(less the lattice) for the volume mechanism and (a + b)/
√
ab for the surface mechanism.
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5.3 Deformation by stress
Stress itself tends to cause distortion. A pore or inclusion will change shape in accordance
with an externally applied stress, for example. Considering a cavity in an isotropic matrix
with lattice parameter that varies as Vegard’s law a = a0X (a = 0 in the pore and a = a0
in the matrix), the isotropic expansion coecient follows η0 = ∂ lna/∂X = 1/X such
that ε0ij = ηijX = δij . For a homogeneous material with only one phase, the component k




consistent for single component systems [87]. Shown in Fig. 5.6 are examples of a pore
distorted by external stresses. As expected [2, 64, 65, 138], an initially circular cylindrical
pore deforms into an elliptical pore under uniaxial tension as shown in Fig. 5.6a. Simi-
larly, under shear stress as shown in Fig. 5.6b the shape is elliptical but rotated 45° from
the horizontal compared to Fig. 5.6a. Finally, Fig. 5.6c shows the pore subjected to com-
pression. The pore is elliptical in shape but oblate rather than oblong as in Fig. 5.6a. The







Figure 5.6: Distortion of a cylindrical pore by stress
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For a uniaxially stressed elliptical pore where, the elastic strain energy is determined from
the equivalent inclusion method [100]; it is given by
U (a,b) =
πb[a + 2b(1 − ν2)]σ 2∞
4µ(1 + ν )
(5.13)
where σ∞ is the applied eld. Other expressions exist for elastic strain energy [139] that
consider an initially uniform system as a reference point. Both are equivalent in terms of
the energy change with respect to aspect ratio. However, the free energy in Eq. (5.1) needs
an additional term to account for the work due to the presence of external stress. The work
W is the negative of the potential energy changeV . From Clapeyron’s theorem [140], the
potential energy change is twice the magnitude of the elastic strain energy V = 2U . The
Gibbs free energy of the ellipse subjected to remote external stress eld [100] is
G(a,b) = T (a,b) −U (a,b). (5.14)
Following the minimization procedure of Eq. (5.14) with Eq. (5.13) as the elastic strain en-
ergy function, a critical aspect ratio can be determined [64, 65] by minimizing the free
energy function twice. In Fig. 5.7a is an illustration of the free energy minimization
showing the competing surface and elastic strain energy terms. Plotting the curves of
∂G
/
∂(b/a) = 0 and ∂2G
/
∂(b/a)2 = 0, the simultaneous solution gives the critical aspect
ratio as shown in Fig. 5.7b. Using a Poisson’s ratio of ν = 0.3, the critical aspect ratio
is (b/a)∗ = 2.817. This means that above a critical stress, initially circular pores deform
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(a) Free energy as a function of aspect ratio










(b) Critical aspect ratio
Figure 5.7: Instability of an elliptical pore due to uniaxial stress
into elliptical pores; upon reaching its critical aspect ratio, pore distortion is unstable.
Free energy is minimized for higher and higher aspect ratios without bound. The pore
maintains its volume and tending to become an innitely long crack ultimately leading to
failure of the material. This is illustrated in Fig. 5.8 for various stresses above the critical
stress which is determined to be σ ∗∞/σ0 = 0.2. In each, an outline of the elliptical pore
with critical aspect ratio is shown. For higher values of stress, deformation occurs more
rapidly. Catastrophic crack growth is faster than equilibrium shape change distortions.
σ∞
(a) σ∞/σ0 = 0.24
σ∞
(b) σ∞/σ0 = 0.28
σ∞
(c) σ∞/σ0 = 0.32
Figure 5.8: Unstable growth of an initially circular cylindrical pore into a crack
due to uniaxial tension
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This preceding approach gives a simple picture of microscopic creep rupture. It was devel-
oped mainly with assumptions used in analysis of Grith crack propagation explaining
brittle failure but instead propagating by diusion [138]. An important critique of this
analysis is needed considering the equilibrium shape of pores below the critical uniaxial
stress. Recalling that the elastic strain energy in Eq. (5.13) depends on the square of the
uniaxial stress, it eectively predicts that a compression stress with equal magnitude will
initiate the same catastrophic cavity growth in the exact conguration as Figs. 5.7 and 5.8.
More disconcerting, the equilibrium shape for the case of a biaxial stress state correspond-
ing to shear (at 45° by Mohr’s circle) comprised of equal but opposite stresses in tension
and compression is a circular pore, not elliptical. The elastic strain energy [100] is
U (a,b) =
π (1 − ν )(a + b)2σ 2∞
2µ
. (5.15)
Obviously, this seems unreasonable. The discrepancy can be resolved by realizing that
assumptions of these Grith type cracks assume the elastic contribution to the chemical
potential is simply proportional to the elastic strain energy density [139] as opposed to
the hydrostatic stress for isotropic materials [89, 93]. Shown in Appendix C is a derivation
of the latter. For the case of this analysis, there is a term missing that has a dependence
on the external stress alone instead of its square as in the elastic strain energy term. It
is from the interaction of the external stress with the stress-free strain that accounts for
this discrepancy. From the equivalent inclusion method [100], it is possible to obtain an
estimate of this term assuming the stress free strain is everywhere constant throughout
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the homogeneous system. The elastic strain energy in this case is given by
U (a,b) =
πb[a + 2b(1 − ν2)]σ 2∞
4µ(1 + ν )
+
π (1 + ν )b[a(1 − 2ν ) − 2b(1 − ν )]η0σ∞
2(1 − 2ν )
(5.16)
The former analysis of unstable pore shape is still valid. It provides a relative simple analy-
sis of the critical stress and aspect ratio of elliptical pores. Shown in Fig. 5.9a is an example
of an initially circular pore subjected to stress above the critical uniaxial stress magnitude.
At constant volume, the pore aspect ratio changes at constant rate until it reaches its criti-
cal aspect ratio. After which, it changes at faster rate still at constant volume which agrees
with the analytical analysis [64, 65]. Using the estimate for the eigenstrain contribution,
the equilibrium pore shape aspect ratio is tted and agrees reasonably well to the simula-
tion results shown in Fig. 5.9b. Accounting for this additional term, compressive stresses
are now predicted to cause the elliptical pore to become oblate rather than oblong.


























(a) Unstable aspect ratio and volume













(b) Equilibrium aspect ratio
Figure 5.9: Elliptical cylindrical pore due to uniaxial stress
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5.4 Migration by stress gradient
Unlike the driving force for diusion by an applied electric eld or temperature gradient,
it is somewhat dicult to visualize the driving force due to an externally applied stress
gradient. Eshelby gives an approximate result for the total force on a spherical inclusion
including a cavity and rigid (incompressible) inclusion due to applied pressure gradient
[141]. Other work incorporates the eects of a pressurized spherical bubble with surface
tension on its migration under the inuence of uniaxial compressive and tensile stress gra-
dients [142, 143]. However, the results disagree on the migration direction of the bubble
into regions of stress in compression, tension, or neither. Additional work for the applica-
tion of an external tensile stress gradient and pressure gradient on a spherical cavity show
that it is expected to move towards a region of higher stress intensity [62]. In all of these
analyses, it is not generally physically meaningful to consider a far-eld applied pressure
gradient or pure uniaxial stress gradient. For example, a remote pressure gradient makes
more sense in terms of uids owing in viscous media (Newton’s law of viscosity ) and
porous media (Darcy’s law of permeability). From the point of view of mechanical equi-
librium, it is dicult to justify a pure uniaxial stress gradient which varies linearly in the
direction it is applied in. If a remote uniform stress represents an external load, what does
an external moment correspond to? Perhaps the simplest moment to visualize is a bending
moment. Analyzing the internal stresses of an Euler–Bernoulli beam subjected to bend-
ing moment, for example, the normal stress varies linearly such that above and below the
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neutral axis, the beam is in a state of tension and compression. In this sense, a remote
uniaxial stress gradient that varies in any direction other than the direction it is applied
in corresponds to a bending moment. For instance, a uniaxial stress in the horizontal that
varies with the vertical direction corresponds to a bending moment about the out-of-plane
axis.
In the case of this stress gradient above, the velocity of a cylindrical pore or inclusion will
be in the vertical direction v = (0,v, 0) such that the motion is towards a higher stress
intensity. The normal velocity along the interface varies as
vn = v · n = v sinθ . (5.17)
The solution for stress around an isotropic circular inclusion is known at the interface in
the isotropic matrix phase [144]. In addition, the complete elastic eld solution (stress,
strain, and displacement) in an isotropic material away from a circular hole is known
[145]. These solutions can be used to construct the driving force for diusion due to stress
gradient corresponding to bending. Before analyzing each of these cases, it is useful to
rst look at the driving force due to stress gradient only where no internal stresses are
generated by inhomogeneities. In other words, an inclusion with identical elastic proper-
ties as the matrix. For isotropic phases, the driving force is Fi = − ∂(µ0 − Ωσkk)
/
∂xi . The
hydrostatic stress (or mean stress) is one-third of the rst invariant of the stress tensor
σ
kk
. It is useful to dene a “stress gradient vector” that corresponds to the gradient of this
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invariant (stress trace) dened byGi ≡ ∂σkk
/
∂xi . In addition, plane strain conditions are
considered where the out-of-plane stress component is σ33 = ν (σ11 + σ22). This gradient
evaluated for the case of stress gradient only without hole or inclusion is G1 = 0 and
G2 = (1+ν )γ∞ where γ∞ is the slope of the far eld stress gradient. This result is identical
to the gradient evaluated far from a hole or inclusion by boundary condition. Evaluating
the driving force using these gradient components and assuming constant molar volume
gives normal and tangential forces
Fn = Ω(1 + ν )(sinθ )γ∞ volume (5.18)
Fs = Ω(1 + ν )(cosθ )γ∞ surface (5.19)
which correspond to the volume and surface diusion mechanisms. Multiplying the forces




DΩ(1 + ν )γ∞
RT
sinθ volume




This is identical in form to the uniform driving force cases. In other words, the magnitude
of the driving force is F = Ω(1 + ν )γ∞. Comparing Eq. (5.20) to Eq. (5.17), it is clear that
for the volume diusion mechanism
v =




where the velocity is proportional to the magnitude of the stress gradient and independent
of size. Similarly, for the surface diusion mechanism, the velocity is
v =
DΩ(1 + ν )δγ∞
RTr
surface (5.22)
which varies inversely with the radius of the inclusion (with identical properties to that
of the matrix). Clearly, a remote stress gradient contributes to rigid motion of a cylin-
drical inclusion without the generation of internal stresses. The result for the volume
diusion mechanism indicates the velocity of the lattice. This procedure can be utilized
for the analysis of the hole and inclusion. Shown in Figs. 5.10 and 5.11 is verication of
the volume and surface diusion mechanisms without generation of internal stresses due
to property mismatches. Illustrations of these mechanisms showing the vertical velocity
of the pore/inclusion are given in Figs. 5.10a and 5.11a while the migration velocity as a
function of radius is shown in Figs. 5.10b and 5.11b.
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σ∞
(a) Illustration of volume diusion












(b) Velocity as a function of radius





(a) Illustration of surface diusion












(b) Velocity as a function of radius
Figure 5.11: Migration of a circular cylindrical pore/inclusion with surface diu-
sion mechanism
Due to property mismatches between the inclusion or pore with the matrix, additional
internal stresses will be generated which also contributes to the driving force for diusion
through their gradients. For the case of the hole [145], the stress gradient vector evaluated
at the outside boundary of the hole is
G1
γ∞
= 3(1 + ν ) sin 4θ and
G2
γ∞
= (1 + ν )(1 − 3 cos 4θ ). (5.23)
It is interesting to note that the result does not dependent on the magnitude of the elastic
modulus in any way. This observation is similar to that of the stresses around a hole
due to externally applied uniform tensile stress. At θ = ±45 and ±135, the vector is at a
maximum at 4(1 + ν ). At the top and bottom of the hole, the vector is at a minimum at
−2(1 + ν ). In both cases, the horizontal component is the only nonzero component. The
incorporation of Poisson’s ratio is due to the plane strain condition in two dimensions.
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On the outside of the cavity, the driving force is
Fn = Ω(1 + ν )(sinθ + 3 sin 3θ )γ∞ volume (5.24)
Fs = Ω(1 + ν )(cosθ − 3 cos 3θ )γ∞ surface (5.25)
while inside Fn = 0 and Fs = 0. Because the driving force is related to the stress, and the
stress itself is not required continuous across the hole, there is a jump discontinuity in
the ux across its surface. This is contrasted with the conduction driving forces where it
is often assumed there is no jump continuity. In general, both the electrostatic potential
and temperature are required to be continuous across any inhomogeneity. This means the
electric eld and temperature gradient will also be continuous. If the coupling coecients
are identical across the interface, the driving force will be continuous, too. However, if
these properties are signicantly dierent across the interface, a jump discontinuity will




DΩ(1 + ν )γ∞
2RT
(sinθ + 3 sin 3θ ) volume
DΩ(1 + ν )δγ∞
2RTr
(sinθ − 9 sin 3θ ) surface
(5.26)
Notice that the normal velocities contain two terms: sinθ which represents migration and
sin 3θ which corresponds to distortion. The distortion term can generally be ignored if
the applied gradient is small such that the stress magnitude is not large enough to cause
signicant distortion. In this case, the surface gradient term will help maintain the rigid
circular shape. The velocity of a pore in the laboratory reference frame for the volume
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diusion mechanism is approximately
v ≈
DΩ(1 + ν )γ∞
2RT
volume (5.27)
which is half the magnitude of the lattice reference frame. The approximate velocity for
the surface diusion mechanism is
v ≈
DΩ(1 + ν )δγ∞
2RTr
surface (5.28)
which also is half the result for stress gradient only migration. The general behavior
observed in both of these results is generally the same with respect to size for conduction
driven migration. Shown in Fig. 5.12 are results for a pore driven by a small stress gradient
that tends to cause migration but not distortion. Too large of an applied stress will induce
shape change. For volume diusion mechanism, the velocity of the pore is shown in












(a) Volume diusion mechanism












(b) Surface diusion mechanism
Figure 5.12: Velocity of a cylindrical pore as a function of radius subject to stress
gradient
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Fig. 5.12a to be independent of its size. The velocity of the pore under surface diusion
mechanism is shown in Fig. 5.12b. The velocity varies inversely with the radius of the
circular cylinder. The numerical results agree well with the derived solutions.
Next, the case of an inclusion is considered. Unfortunately, the complete solution for the
stress in and around an elastic inclusion is not known. The stress in the matrix at the hole
is known [144] and can be used to construct the complete solution using the Airy stress
function approach in [145]. Putting coecients in the excess Airy function that account
for the disturbance due to the inhomogeneity from the homogeneous stress gradient, it is
possible to solve for the unknown coecients using the known solution at the inclusion.
To do this, an additional Airy stress function is constructed with unknown coecients
that give the solution inside the inclusion. The form of the function is assumed to be of
the same form as the homogeneous function which gives rise to linear stress eld inside.
The boundary condition at the interface between the inclusion and matrix requires that
both the stress traction vector σijnj and displacement vectorui be continuous. The form of
the displacement vector is determined from the Michell solution [146]. To further simplify
the analysis, Poisson’s ratio is assumed to be identical between the two phases, but the
moduli may be dierent. Using, the derived elastic eld solution, the stress gradient vector




3(1 + ν )2(µ0 − µ1) sin 4θ




= (1 + ν ) −
3(1 + ν )2(µ0 − µ1) cos 4θ
(1 + ν )µ0 + (3 − ν )µ1
. (5.29)
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Here, the shear modulus of the matrix and inclusion are denoted as µ0 and µ1, respectively.
Checking the case of the hole where µ1 = 0, the gradient components reduce to the case
of the hole where G1 = 3(1 + ν )(sin 4θ )γ∞ and G2 = (1 + ν )(1 − cos 3θ )γ∞. The gradient







4µ1(1 + ν )
(3 − ν )µ0 + (1 + ν )µ1
. (5.30)
In the limit of a hole, µ1 = 0 and the gradient components simplify to G1 = G2 = 0 as
expected. When there is no hole present and the moduli are equivalent such that µ0 = µ1,
the gradient components areG1 = 0 andG2 = (1+ν )γ∞. This is true whether starting from
the result for the gradient evaluated in the matrix or inclusion. The normal and tangential
components of the driving force for diusion at the interface evaluated in the matrix is
Fn = Ω(1 + ν )
[
sinθ +
3(1 + ν )(µ0 − µ1) sin 3θ
(1 + ν )µ0 + (3 − ν )µ1
]
γ∞ volume (5.31)
Fs = Ω(1 + ν )
[
cosθ −
3(1 + ν )(µ0 − µ1) sin 3θ
(1 + ν )µ0 + (3 − ν )µ1
]
γ∞ surface (5.32)
Evaluating at the interface within the inclusion, the driving force components are
Fn = Ω(1 + ν )
4µ1(1 + ν ) sinθ
(3 − ν )µ0 + (1 + ν )µ1
γ∞ volume (5.33)
Fs = Ω(1 + ν )
4µ1(1 + ν ) cosθ
(3 − ν )µ0 + (1 + ν )µ1
γ∞ surface (5.34)
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Averaging the two driving forces within the inclusion and matrix together results in nor-
mal velocity at the interface given by
vn =






(3 − ν )µ0 + (1 + ν )µ1
+
3(1 + ν )(µ0 − µ1) sin 3θ
(1 + ν )µ0 + (3 − ν )µ1
]
volume





(3 − ν )µ0 + (1 + ν )µ1
+
9(1 + ν )(µ0 − µ1) sin 3θ




Again, the volume and surface diusion mechanisms both contain a sin 3θ term which
can be ignored. The velocity of the inclusion is approximately
v ≈





(3 − ν )µ0 + (1 + ν )µ1
]
volume (5.36)
for the volume diusion mechanism where the lattice velocity has to be subtracted to
obtain its velocity relative the lattice. The lattice term corresponds to the rst term in
brackets which does not contain any elastic property variables. That is, the relative ve-
locity of the inclusion as a function of the two elastic moduli is 4µ1/[(3−ν )µ0+ (1+ν )µ1)].
The approximate velocity for the surface diusion mechanism is
v ≈





(3 − ν )µ0 + (1 + ν )µ1
]
surface (5.37)
Shown in Fig. 5.13 are the verication of these two results. For the volume diusion
mechanism given in Fig. 5.13a, the velocity relative the lattice is plotted after subtract-
ing Eq. (5.21). As observed above, the case of a hole migrates at a speed half that of the
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lattice. It is interesting that unlike conduction where a pore migrates faster than the lattice
driven by temperature gradient or electric eld, the pore migrates slower than the lattice
driven by stress gradient. In addition, as the modulus of the inclusion increases relative
to the matrix, the migration velocity also increases. This is also observed in Fig. 5.13b for
surface diusion. This contrasts the increasing conductivity of the inclusion which tends
to decrease its migration velocity. The reason for this is explained recognizing that stress
is analogous to heat ux and electric current. The driving force for diusion is related to
the temperature gradient or electric eld in conduction but stress gradient in elasticity. In
general, the greatest temperature gradient or electric eld is observed when conductivity
of the inclusion tends to become insulative such that the heat ux or current density goes
towards zero. Conversely, the greatest stress observed is where the inclusion becomes
more incompressible such that the strain is less. This permits a higher stress gradient to
be transmitted across the inclusion.










(a) Volume diusion mechanism














(b) Surface diusion mechanism
Figure 5.13: Velocity of a cylindrical inclusion as a function of elastic modulus
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5.5 Internal stress concentrations
Using the microelasticity model, it is possible to solve a wide range of elastic problems
subjected to external loading. This includes microstructures with both inhomogeneous
and anisotropic properties. Some particular examples of structural inhomogeneities in-
cludes cracks, pores, and inclusions which have mistting elastic moduli. Polycrystals of
a particular material have orientation mist through its anisotropy which contribute to
its inhomogeneous structure. In addition, the model accounts for defects that contribute
to stress-free strains that includes dilation mist, for example, point defects and includes
distortion mist such as edge and screw dislocations. Listed in Appendix A are several
examples of these kinds of defects and problems veried. Shown in Fig. 5.14 is an overview
of this modeling approach. Figure 5.14a summarizes all the types of problems the model
is suited for. Solving for the elastic elds presents an new problem for visualizing the re-
sults. This is especially true for stress and strain which are second rank tensors. There are
many ways to visualize the six independent components. For example, the result of stress
in an isotropic acrylic model [147] is visualized in Fig. 5.14b using isochromatic (maximum
shear stress) contours. This particular model, despite being isotropic and of homogeneous
material, demonstrates the complexity of the stress state even at a larger scale compared
to that of a microstructure. Thinking about the role stress and its gradient (which has
18-independent components) on diusional processes, it even becomes more challenging

























(a) Solving for arbitrary anisotropic and in-
homogeneous material systems
(b) Example visualizing isochromatic
fringes of a photoelastic model
Figure 5.14: Microelasticity modeling
One way to graphically visualize stress in three-dimensions is using Lamé’s stress ellipsoid
which represents the principal stress magnitudes and directions in physical space [114].
However, it is generally dicult to visualize these as they vary across a microstructure, for
example. Despite these diculties, some simplication are achieved in two-dimensions
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5.6 Elastic elds in tin polycrystals
Considering the two tin polycrystals from Chapter 4, the stress and strain elds can be
calculated under dierent loads. The elastic stiness components for tin are given by c11 =
c22 = 7.35 × 10
10 Pa, c33 = 8.7 × 10
10 Pa, c44 = c55 = 2.2 × 10
10 Pa, c66 = 2.265 × 10
10 Pa,
c12 = 2.34 × 10
10 Pa, and c13 = c23 = 2.8 × 10
10 Pa [149]. The tin crystal is stiest along
its c-axis. In addition, the [100]-direction is stier than along the [110]-direction. The
rst case of the 3-grain polycrystal has central grain c-axis along the vertical direction
and the surrounding grains in the horizontal direction. Conversely, the second case is
the opposite where the central grain has its c-axis in the horizontal direction and the
remaining grains perpendicular in the vertical direction. In the following examples, the
internal von Mises stress and strain are in color and the internal principal stresses and
strains are drawn at various locations similar to a vector eld. The rst case under tension
and compression are shown in Figs. 5.15 and 5.16. Similarly, the second case under tensile
and compressive stresses are given in Figs. 5.17 and 5.18. From the perspective of stress and
strain magnitude, the case where the c-axis is perpendicular with the applied load gives
the highest strain (Figs. 5.15a and 5.16a) but lowest stress (Figs. 5.15b and 5.16b) in the central
grain. When it is parallel, the opposite is observed where the strain is lowest (Figs. 5.17a
and 5.18a) and stress is highest (Figs. 5.17b and 5.18b). From tension to compression, the
principal axis rotates by approximately 90° in each grain.
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(b) Stress
Figure 5.15: A tin polycrystal subjected to remote tensile stress with c-axis of the
central grain in the specimen y-direction
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(b) Stress
Figure 5.16: A tin polycrystal subjected to remote compressive stress with c-axis
of the central grain in the specimen y-direction
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(b) Stress
Figure 5.17: A tin polycrystal subjected to remote tensile stress with c-axis of the
central grain in the specimen x-direction
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(b) Stress
Figure 5.18: A tin polycrystal subjected to remote compressive stress with c-axis
of the central grain in the specimen x-direction
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In the above examples, it is clear that the central grain experiences dierent states of
stress that would lead to distortion of a pore or inclusion present within it. The stress and
strains are highest at triple junctions, and, in particular, they are highest where the c-axis
of the grains meet since they stier along that corresponding crystallographic direction.
It is likely a migrating pore driven by migration will be aected greatly not only by the
stresses at triple junctions but also across grain boundaries. Here, a pore at a grain bound-
ary may become stuck and tend to deform along the boundary leading to intergranular
fracture. In addition to tensile and compressive stress states given above, in-plane and
out-of-plane shear stresses may be applied. In-plane shear is not shown since the particu-
lar arrangement of grains is eectively isotropic to in-plane shear loading. In other words,
no internal stresses develop for these particular mistting grains. The case of stress gra-
dient by bending moment can also be considered. Shown in Figs. 5.19 and 5.20 are the
two grain structures with gradient applied. In these examples, the color now corresponds
to internal maximum shear strain (Figs. 5.19a and 5.20a) and stress (Figs. 5.19b and 5.20b)
less the average gradient part. The streamlines also illustrate this type of internal distri-
bution of strain and stress. They are the stain and stress trajectories [150]. The thicker
lines correspond to the major principal plane axis while the thinner lines correspond to
the minor principal plane axis. For the two dierent cases, it is clear an additional internal
stress gradient develops inside the central grain. However, the direction of these internal
stress gradients are in opposite directions across the grain. This will likely inuence the
migration behavior of pores across the grain driven by stress gradient.
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(b) Stress
Figure 5.19: A tin polycrystal subjected to remote stress gradient with c-axis of
the central grain in the specimen y-direction
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(b) Stress
Figure 5.20: A tin polycrystal subjected to remote stress gradient with c-axis of





A multiphysics phase eld model is developed to investigate electromigration behaviors
in solder interconnect microstructures. In particular, the eects of thermal, electrical, and
mechanical elds on the driving force for diusion have been accounted for and inves-
tigated through simulation. The computer program has been developed to run on high-
performance supercomputers and also has been extensively veried. Semi-implicit meth-
ods have also been developed to facilitate ecient solution of these elds that couple to
the microstructure evolution equation though chemical diusion. Appropriate analytical
solutions have been utilized or derived to demonstrate fundamental migration behaviors
related to heat and charge conduction and elastic deformation. Finally, the role of con-
ductivity anisotropy has been investigated which is relevant to tin solder alloys.
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6.1 Modeling
Mass diusion is modeled through Fick’s law of diusion which relates the mass ux to
the driving forces acting on each species by their mobility. In particular, binary systems
are emphasized accounting both for the internal chemical potential describing their so-
lution behavior and the driving forces due to multiphysical gradient elds including that
of temperature, electrostatic potential, and stress. The evolution of microstructures fol-
lows conservation of chemical species. Both volume and surface diusion mechanisms
have been accounted for. The model is also capable of describing anisotropic mobility
coecients, if necessary.
Both heat and charge conduction have been appropriately modeled using microscopic
Fourier’s law of conduction and microscopic Ohm’s law of conduction, respectively. The
transient equations describing conservation of energy and charge have also been imple-
mented using semi-implicit methods. In addition, the modeling of steady state conduction
using a microelasticity-like approach has also been developed and veried allowing for
new boundary conditions that include remote far-eld heat uxes and current densities in
addition to remote far-eld negative temperature gradients and electric elds. Their con-
tributions for the driving force for diusion have also been accounted for. This approach
also allows for ecient incorporation of heat sources and sinks through Joule heating, for
example.
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Finally, elastic deformation under mechanical equilibrium has been implemented using
microelasticity modeling making it possible to solve for the elastic elds in microstruc-
tures with inhomogeneous and anisotropic properties. In particular, it is possible to solve
for microstructures subjected to externals stress and strain elds. The incorporation of
stress-free strains generated by mistting defects is also accounted for. Semi-implicit
methods have been implemented to improve the stability of the relaxation equations used
to obtain the equilibrium elds. The microelasticity method has also been extended to
account for body forces and external stress (and strain) gradients. The latter is used to
demonstrate stress gradient driven migration behavior of pores and inclusions.
All of these models are combined into a computer program package developed to run on
high-performance supercomputers. It is optimized and implemented with parallel pro-
gramming support including OpenMP and MPI. It is also modular allowing for the con-
current solution of dierent elds together. The semi-implicit methods are applied to each
solver module to speedup calculations by improving stability. The program has many
tools to facilitate across-network simulations and transfers of data. This also includes
tools for visualization. The program is built using a Makele and can be run on many dif-
ferent machines including personal computer. An optional low-pass lter has also been
incorporated to overcome diculties associated with sharp boundaries to reduce Gibbs
oscillations in computing the Discrete Fourier Transform. The program also utilizes GSL,




Pore and inclusion migration is extensively veried for conduction driven electromigra-
tion and temperature gradient driven migration. The velocity is veried for both volume
and surface diusion mechanisms. In addition, stress deformation and stress gradient mi-
gration is derived and simulated. Detailed simulations are carried out studying the role
of electrical conductivity anisotropy in pore migration through tin polycrystals. Simula-
tions detailing the migration path of pores across grain boundaries are shown along with
their interactions near grain boundaries. These electrostatic interactions are revealed
through the internal electric eld which develops in response to property mismatches
across phases in microstructure. Pore-pore interactions that tend to cause attraction or
repulsion are also studied and analyzed in terms of distortion of the internal electric eld
between them. Their general interaction is compared to that of and explained by the
forces between point dipoles. Finally, the role of grain orientation on their interactions is
showcased.
This work is a signicant extension of previous work on pore migration that focuses only
on heat conduction in isotropic nuclear fuel materials. The incorporation of electric eld
eects oers new insights into the multiphysical processes that complicate the degrada-
tion behavior and performance of solder interconnects. Specically, the incorporation of
conductivity anisotropy. Anisotropic conductivity plays a larger role in electromigration
170
behavior due to the miniaturization trend of microelectronics where solder bumps con-
tain only a few grains. This multiphysics modeling allows for the study of complicated
interactions that arise from crystalline defects especially with polycrystalline β-tin solder
alloys. The incorporation of elastic elds using microelasticity modeling is also another
important development. Arguably one of the most important aecting microstructure
evolution and morphology, stress is complicated whether considering the loading of mi-
crostructures by external elds by forces and moments or considering internal stresses
generated by defects like edge and screw dislocations and point defects. All t within the
microelasticity framework. Simulations of stress elds in tin polycrystals are shown to
demonstrate the complicated stress state inside polycrystals.
6.3 Analysis
Some new solutions for migration velocities of pores and inclusions have been developed
both dealing with volume and surface diusion mechanisms. Although being discussed
in some detail, they are all listed here for completeness and summary. For the volume
diusion mechanism, the lattice velocity has been subtracted to obtain the relative velocity
of the pore or inclusion. Without loss of generality, the migration velocity of a circular
pore in an anisotropic conducting matrix due to externally applied eld in the x1-direction
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 X∞ surface (6.2)








































 E∞ surface (6.4)
Here, both anisotropic diusion and coupling coecients have been provided. Additional
analytical solutions derived for the migration velocity of an isotropic elliptical inclusion
driven by heat and charge conduction have also been derived. They are given in the
following where the external eld is applied along the x1-direction which coincides with







































For these cases, although the external eld is applied in the direction of one of the semi-
axes, it can be further generalized for o-axis applied elds using superposition. That is,
each component of velocity are independent in the isotropic case where each component
of the external eld tends to cause migration of the pore along that particular direction.
Finally, the solution for an isotropic circular inclusion driven by stress gradient induced
by a bending-like moment has been approximated for the volume and surface diusion
mechanism. It is given by
v ≈













(3 − ν )µ0 + (1 + ν )µ1
]
γ∞ surface (6.10)
This solution assumes that the inclusion has identical Poisson’s ratio to that of the matrix.
It also neglects any distortion behavior which is valid for small external stress gradients




Using the solutions derived for pores subjected to stress gradient, additional work is un-
derway to analyze the migration velocities of pores in tin subjected to remote stress gra-
dients taking into account the two grain structure cases. A similar approach deriving the
analytical solutions for electric eld inside pores present in anisotropic conducting matri-
ces may be used to obtain the stress gradient at pore interfaces taking into account elastic
stiness anisotropy. Some work using this approach adapted to elasticity and stiness
anisotropy has shown to agree for the case of circular hole subjected to remote tensile
stress using known solutions for anisotropic plates in the book by Lekhnitskii referenced
in this work. A similar adaptation may prove to be useful for the stress gradient. In this
derivation (not presented in this work), there are certain simplifying assumptions made
about the extent of the anisotropic stiness to make the analogy to electrical conductivity.
Aside from pores, other investigations focusing on inclusion electromigration may also be
studied. For instance, the bismuth-tin system has recently attracted some attention. Due
to its much simpler phase diagram than copper-tin, it may be a good system to investigate
both in the available physical and thermodynamic properties for the two phase system.
The basic idea is to simplify the systems studied to investigate fundamental electromigra-
tion behaviors. Other work for the vacancy-tin system can be investigated considering the
migration behaviors with other defects present. For example, edge dislocations generate
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hydrostatic stress gradients and may contribute to certain migration behaviors of pores
and inclusions. As only elliptical and circular inclusion shapes have been considered, it is
also possible to investigate more complicated shapes due to mistting elastic constants.
Finally, for both conduction and elasticity driven migration, the interactions defects like
pores and free surfaces can also be considered.
As all the appropriate models have been developed into a complete and ecient computer
program, there are many additional works and investigations that can be undertaken to
study these fundamental electromigration behaviors. All of this work also ts into the
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Each solver is veried using known analytical solutions and shown below. There are two
verication types: (1) lines across the domain to emphasize accuracy near and away from
disturbances due to inclusions or inhomogeneities; and (2) points near interfaces or within
these inclusions or inhomogeneities to verify relationships as function of parameters such
as aspect ratio. For the former case, a grid size of 1024 × 1024 is used. The far-eld
analytical solution is resolved for the periodic boundary conditions by using the method
of images where neighbors are constructed of tiled remote domain solutions out to 16
grids in both the positive and negative x1 and x2 directions. For the latter case, a grid size
of 512 × 512 is used and only the single domain solution is used since the local features
are negligibly aected by nearest image neighbors.
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A.1 Mass diusion
For diusional processes, it is important to verify correct static interface shapes which
are related to surface energy of at interfaces and volume energy within the bulk mate-
rial. In addition, time rate of change of these interfaces are veried for accuracy using
the semi-implicit method. There is always a trade-o between accuracy, eciency, and
stability. It is important to resolve the underlying microstructural processes, so accuracy
is important. However, to achieve realistic and timely simulations a compromise must be
made to eciently solve the diusion equation while maintaining stability.
The concentration prole of a cylindrical pore or inclusion is shown in Fig. A.1. The diuse
interface thickness is proportional to the square root of the gradient coecient-barrier
x = 1
x = 0
(a) Illustration of diuse interface around a
cylindrical pore or inclusion









(b) Comparison between analytical and nu-
merical solution for concentration across a
cylindrical pore
Figure A.1: A cylindrical pore or inclusion
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x = 1
x = 0 δ
(a) Illustration of diuse planar interface















(b) Comparison between analytical and nu-
merical solution for diuse planar interface
thickness
Figure A.2: A planar interface
height ratio [151]. Shown in Fig. A.2 is the thickness of a planar interface as a function
of this ratio which shows good agreement. For a remote pore or inclusion without any
elasticity eects, the equilibrium shape is circular. Allowing a pore to take on a non-
equilibrium elliptical pore shape, surface energy reduction drives the pore shape back to
its equilibrium circular shape. Considering the two extreme cases of volume and surface
diusion mechanisms, both follow an exponential decay rate of the aspect ratio. In Fig. A.3
is a comparison of the analytical and numerical solutions for the time rate of change of
the aspect ratio using the rst order semi-implicit method using time step h = 1 × 10−5,
weight α = 1.0, and ratio κ/f0a20 = 5 × 10
−4. The numerical solution agrees well with the
analytical solution.
Similarly, a sinusoidal interface representing a disturbance from a planar interface with
amplitude decays exponentially at a rate related to its wavelength and the surface energy
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(a) Volume diusion mechanism













(b) Surface diusion mechanism
Figure A.3: Comparison between analytical and numerical solution for aspect
ratio of an elliptical pore using rst order semi-implicit method
[80, 90, 152]. This analytical solution is an approximation and is not exact but serves as
a good test for the time integration scheme. Comparisons of the rst, second, and third
order methods with time step h = 1 × 10−4 and weight α = 1.0 are shown in Fig. A.4.
Here, the mobility is everywhere constant. Each method shows good agreement so no
additional accuracy is achieved with the second and third order methods. Thus, the rst
order method can be used which gives the best stability and eciency. To establish the
accuracy of the rst order method, the decay of the sinusoidal interface is tracked for
dierent weights and time steps. Shown in Fig. A.5a is the decay of the amplitude for
weights α = 0.5, α = 1.0, and α = 1.5 with time step h = 1 × 10−5. For larger values
of α , the method is more stable but loses accuracy. In Fig. A.5b is the comparison of
the numerical and analytical solution for time steps h = 1 × 10−4, h = 1 × 10−5, and
h = 1 × 10−6 with weightα = 1.0. For time steph = 1 × 10−4, the accuracy is not sucient.
However for h = 1 × 10−5, good agreement is achieved giving a speed-up of 10 over h =
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1 × 10−6 which is required for the explicit rst order method α = 0.0. The sinusoidal
interface also decays at an exponential rate for both the volume and surface diusion
mechanisms. Shown in Fig. A.6 are the numerical solutions compared to known analytical
solution using the rst order method. In both cases, the time step is h = 1 × 10−4, weight
is α = 1.0, and energy ratio is κ/f0a20 = 5 × 10
−4. For the surface diusion mechanism,
thickness of the interface comes into play.
x = 1
x = 0
(a) Illustration of a sinusoidal interface














(b) First order semi-implicit method














(c) Second order semi-implicit method














(d) Third order semi-implicit method
Figure A.4: Comparison between analytical and numerical solution for a sinu-
soidal interface decaying amplitude
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h = 1 × 10−4
h = 1 × 10−5
h = 1 × 10−6
h = 1 × 10−6
h = 1 × 10−5
h = 1 × 10−4
(b) Dierent steps
Figure A.5: Comparison between analytical and numerical solution for a sinu-
soidal interface decaying amplitude using rst order semi-implicit method














(a) Volume diusion mechanism














(b) Surface diusion mechanism
Figure A.6: Comparison between analytical and numerical solution for a sinu-
soidal interface decaying amplitude using rst order semi-implicit method
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A.2 Charge conduction
For the motion of charges in an electrical conductors, charge-charge interactions are long-
range. It is therefore helpful to verify the electric eld in steady and transient problems
due to the presence of charges and far-eld uniform electric elds. In addition, the steady-
state solutions of current density due to the presence of holes, inclusions, and cracks
are also illustrated. Many solutions of charge conduction are shared by heat conduction
problems.
The simplest case to verify the electric eld is due to the presence of charge-charge inter-
actions without conduction. Shown in Fig. A.7 is a uniformly charged circular cylinder.
Inside the cylinder, the electric eld varies linearly with the distance from its center. Out-
side the cylinder, the electric eld is inversely proportional to the distance away from its
center. Another case is to verify the electric eld around a conducting cylinder which
is initially uniform [56]. The verication is shown in Fig. A.8. The opposite case is a
conducting matrix with a nonconducting cylinder [55] given in Fig. A.9. Inside the non-
conducting cylinder, the magnitude of the electric eld is twice that of the applied eld.
If the nonconducting cylinder takes on an elliptical cross section, the electric eld inside
is a function of the aspect ratio proportional to 1+b/a [153] where the aspect ratio is b/a;
this is shown in Fig. A.10.
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ρ0
(a) Electric eld emanating from a uni-
formly charged cylinder
















(b) Comparison between analytical and nu-
merical solution for electric eld emanating
from a uniformly charged cylinder
Figure A.7: A uniformly charged cylinder
σ0
E∞
(a) Electric eld around a conducting cylin-
der












(b) Comparison between analytical and nu-
merical solution for electric eld across a
conducting cylinder




(a) Illustration of a nonconducting cylinder












(b) Comparison between analytical and nu-
merical solution for electric eld across a
nonconducting elliptic cylinder





(a) Electric eld around a nonconducting el-
liptic cylinder
















(b) Comparison between analytical and nu-
merical solution for electric eld inside a
nonconducting elliptic cylinder
Figure A.10: A nonconducting elliptic cylinder subjected to a uniform electric
eld
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Verifying the semi-implicit method is accomplished using the transient solution of the
electric eld inside a conducting cylinder due to an initially uniform eld [56]. The electric
eld decays exponentially toward zero with decay rate proportional to the conductivity of
the cylinder. Verication of the rst, second, and third order methods is shown in Fig. A.11
where a time step of h = 1 × 10−3 with weight of α = 1.0 is used. In general, the rst order
method is sucient giving good accuracy with the best stability and eciency properties.
σ0
E∞
(a) Evolution of an initially uniform electric
eld in and around a conducting cylinder













(b) First order semi-implicit method













(c) Second order semi-implicit method













(d) Third order semi-implicit method
Figure A.11: Comparison between analytical and numerical solution for electric
eld inside a conducting cylinder
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To verify the electric eld with respect to anisotropic electrical conductivity, a solution is
derived mapping the anisotropic conductivity tensor to the solution of the electric eld
inside a nonconducting ellipse. Shown in Fig. A.12 are examples of the electric eld depen-
dence inside a nonconducting cylinder embedded inside a transversely isotropic matrix.
The example includes various ratios of the principal conductivity coecients where the
eld inside is proportional to 1 +
√
σ1/σ2 when one of the principal axes is aligned with
the applied eld. Rotating the principal axes away from the applied eld, the electric eld
is a function of the angle the principal axis makes with the external eld direction. The






22 in the di-
rection of the applied eld and σ12/σ22 in the direction perpendicular to the applied eld.
The principal axes are at angle dened by tan 2θ = 2σ12/(σ11 − σ22 ). In this example, the
principal components are held xed using arbitrarily σ1/σ2 = 2.0.






























(b) Symmetry axis misaligned with applied
eld
Figure A.12: Comparison between analytical and numerical solution for electric
eld inside a nonconducting cylinder with a transversely isotropic matrix
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The steady state module is veried for current density where are an external far-eld is
applied. Cases veried include a circular cylindrical hole Fig. A.13, insulative inclusion
Fig. A.14, conductive inclusion Fig. A.15, perfectly conducting inclusion Fig. A.16. Finally,
streamlines of current density around a crack are shown in Fig. A.17. All show good agree-
ment with the analytical solutions obtained from the analogous [113] micromechanics so-
lutions [100]. For the rst case, the maximum current density outside the hole is twice
the magnitude of the applied eld. Inside the perfectly conducting cylindrical inclusion,
it is twice the magnitude of the applied eld. In general, for a matrix of conductivity σ0
and inclusion σ1, the current density inside is proportional to 1 − (σ0 − σ1)/(σ0 + σ1) and
maximum outside is 1+ (σ0−σ1)/(σ0+σ1). In the case of the current density near a crack,
the magnitude of the eld tends toward innity in linear conduction.
σ0
j∞
(a) Streamlines of current density around a
cylindrical hole










(b) Comparison between analytical and nu-
merical solution for current density across a
cylindrical hole






(a) Streamlines of current density around a
cylindrical inclusion












(b) Comparison between analytical and nu-
merical solution for current density across a
cylindrical inclusion






(a) Streamlines of current density around a
cylindrical inclusion














(b) Comparison between analytical and nu-
merical solution for current density across a
cylindrical inclusion





(a) Streamlines of current density around a
cylindrical inclusion










(b) Comparison between analytical and nu-
merical solution for current density across a
cylindrical hole




(a) Streamlines of current density around a
crack











(b) Comparison between analytical and nu-
merical solution for current density near a
crack tip
Figure A.17: A crack subjected to remote far-eld current density
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A.3 Heat conduction
Many classic solutions are available for heat conduction problems due to its simplicity.
Unlike electrical charge conduction where interactions are long range, the thermal inter-
actions act locally are short range. Both steady and transient problems are veried due to
uniform far-eld thermal driving forces (negative temperature gradients) and heat uxes
which are veried for temperature, thermal driving force, and heat ux elds. For the
steady problems, the solutions are similar to that of electrical conduction.
Under a uniform far-eld temperature gradient, the isotherms are known around a cir-
cular cylinder in an isotropic conducting matrix [55]; this is shown in Fig. A.18. Inside
the cylinder, the temperature varies linearly with the distance from the center. Outside
the nonconducting cylinder in the direction of the applied temperature gradient eld, the
temperature varies inversely with the distance away from the edge of the cylinder. Con-
sidering a nonconducting elliptical cylinder, the negative temperature gradient inside in
the direction of the applied eld is related to the aspect ratio b/a and is proportional to
1+b/a [153]. The perpendicular component of the negative temperature gradient is zero.




(a) Isotherms around a nonconducting
cylinder












(b) Comparison between analytical and nu-
merical solution for temperature across a
nonconducting elliptic cylinder






(a) Illustration of a nonconducting elliptic
cylinder
















(b) Comparison between analytical and nu-
merical solution for thermal driving force
inside a nonconducting elliptic cylinder
Figure A.19: A nonconducting elliptic cylinder subjected to a uniform thermal
driving force
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To verify the numerical methods, the known transient solution of the temperature due to
heat initially concentrated at a point owing outward decays at an exponential rate [154].
For the rst, second, and third order methods using a time step of h = 1 × 10−4, weight
α = 1, and thermal diusivity κ/ρcp = 0.2 gives good accuracy. The rst order method is
typically sucient and provides the best stability properties.
κ0
(a) Heat ow away from heat concentrated
initially at a point

















(b) First order semi-implicit method

















(c) Second order semi-implicit method

















(d) Third order semi-implicit method
Figure A.20: Comparison between analytical and numerical solution of decaying
maximum temperature from heat concentrated initially at a point
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To verify the thermal driving force with respect to anisotropic thermal conductivity, the
solution derived for anisotropic electrical conductivity tensor is reused. Shown in Fig. A.21
are examples of the thermal driving force dependence inside a nonconducting cylinder
embedded inside a transversely isotropic matrix. The example includes various ratios of
the principal conductivity coecients where the eld inside is proportional to 1+
√
κ1/κ2
when one of the principal axes is aligned with the applied eld. Rotating the principal
axes away from the applied eld, the thermal driving force is a function of the angle the
principal axis makes with the external eld direction. The two components of the thermal






22 in the direction of the applied eld
and κ11/κ22 in the direction perpendicular to the applied eld. The principal axes are at
angle dened by tan 2θ = 2κ12/(κ11 − κ22). In this example, the principal components are
held xed using arbitrarily κ1/κ2 = 2.0.






























(b) Symmetry axis misaligned with applied
eld
Figure A.21: Comparison between analytical and numerical solution for thermal
driving force inside a nonconducting cylinder with a transversely isotropic matrix
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Following the charge conduction cases for current density, the steady state module is veri-
ed for heat ux where are an external far-eld is applied. Cases veried include the same
cases including a circular cylindrical hole Fig. A.22, insulative inclusion Fig. A.23, conduc-
tive inclusion Fig. A.24, perfectly conducting inclusion Fig. A.25. In addition, streamlines
of heat ux around a crack are shown in Fig. A.26. All show good agreement with the ana-
lytical solutions obtained from the analogous micromechanics solutions [113] which were
rst derived for heat conduction but equivalent to the charge conduction cases. For the
rst case, the maximum heat ux outside the hole is twice the magnitude of the applied
eld. Inside the perfectly conducting cylindrical inclusion, it is twice the magnitude of
the applied eld. In general, for a matrix of conductivity κ0 and inclusion κ1, the heat ux
inside is proportional to 1−(κ0−κ1)/(κ0+κ1) and maximum outside is 1+(κ0−κ1)/(κ0+κ1).
In the case of the heat ux near a crack, the magnitude of the eld tends toward innity
in linear conduction. Finally, the case of heat sources and sinks is veried in Fig. A.27
which shows a cylinder generating heat uniformly; the cylinder has conductivity identi-
cal to that of the matrix. The solution is identical in form to the electric led outside a
uniformly charged cylinder. Instead of the electric eld, the heat ux emanates radially
from the heat source/sink. Inside the cylinder, the heat ux varies linearly with distance
from center. Outside in the matrix where there is no heat generation, the heat ux decays
inversely with distance from the edge of the heat source/sink. The analogy of steady state
conduction to electrostatics has the same equation form: ∇ · q = φ for conduction and




(a) Streamlines of heat ux around a cylin-
drical hole











(b) Comparison between analytical and nu-
merical solution for heat ux across a cylin-
drical hole





(a) Streamlines of heat ux around a cylin-
drical inclusion













(b) Comparison between analytical and nu-
merical solution for heat ux across a cylin-
drical inclusion







(a) Streamlines of heat ux around a cylin-
drical inclusion















(b) Comparison between analytical and nu-
merical solution for heat ux across a cylin-
drical inclusion




(a) Streamlines of heat ux around a cylin-
drical inclusion











(b) Comparison between analytical and nu-
merical solution for heat ux across a cylin-
drical inclusion





(a) Streamlines of heat ux around a crack












(b) Comparison between analytical and nu-
merical solution for heat ux near a crack
tip
Figure A.26: A crack subjected to remote far-eld heat ux
φ0
(a) Streamlines of heat ux due to a cylinder
generating uniform heat














(b) Comparison between analytical and nu-
merical solution for heat ux across a cylin-
der generating uniform heat
Figure A.27: A cylinder generating uniform heat
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A.4 Elastic deformation
Many solutions are known for inclusions or holes in a matrix with isotropic properties.
The classical Kirsch solution rst reported in 1898 for stress around a cylindrical hole
subjected to uniaxial tension [155] is veried in Fig. A.28. The hoop stress is three times
that of the applied uniaxial stress. Considering an inclusion embedded in the matrix, the
equivalent inclusion method can be used to obtain the stress eld solution [156]. A soft
inclusion is shown in Fig. A.29 and a hard inclusion is shown in Fig. A.30. Considering the
isotropic parameters, there are no simple expressions for the constant stress inside and
maximum stress outside at the surface of hole; however, assuming ν = 1/4 [157] for both
phases, the stress inside is proportional to 1− (µ0 − µ1)/(µ0 + 2µ1) where µ0 and µ1 are the
shear modulus of the matrix and inclusion, respectively. Given Poisson’s ratio, the other
moduli (Young’s modulus and the bulk modulus) of the two phases may also be substituted
directly. Outside, the maximum stress is proportional to 1+ (µ0 − µ1)/(µ0 + 2µ1) using the
same assumption. Shown in Fig. A.31 is a rigid inclusion embedded in a matrix under
tension. Not only can uniaxial tensile stress be specied but also shear. Superimposing
the solution for uniaxial tension and compression is equivalent to applied shear stress.
These results are shown in Fig. A.32 for shear and Fig. A.33 for biaxial stress. Subjecting
the hole to far-eld pressure results in Fig. A.34. Conversely, pressurizing the hole gives




(a) Distribution of hoop stress around a
cylindrical hole















(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal inclusion





(a) Distribution of hoop stress around a
cylindrical inclusion
















(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal inclusion







(a) Distribution of hoop stress around a
cylindrical inclusion














(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal inclusion




(a) Distribution of hoop stress around a
cylindrical inclusion
















(b) Comparison between analytical and nu-
merical solution for stress near a cylindrical
inclusion





(a) Distribution of hoop stress around a
cylindrical hole















(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal hole
Figure A.32: A cylindrical hole subjected to remote far-eld shear stress
µ0,ν
σ∞
(a) Distribution of hoop stress around a
cylindrical hole













(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal hole




(a) A cylindrical hole subjected to uniform
pressure












(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal hole
Figure A.34: A cylindrical hole subjected to uniform pressure
µ0,ν
p∞
(a) A pressurized cylindrical hole












(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal hole
Figure A.35: A pressurized cylindrical hole
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Additional solutions for stress around holes and inclusions due to far-eld tensile stress
gradients are shown below. Lekhnitskii presents a solution for stress near a circular in-
clusion (or hole) at the interface corresponding to a bending moment [144]. The exact
solution for the elastic elds due to a bending moment (or linear stress gradient) is known
[145] and veried in Fig. A.36. The distribution of the hoop stress around the hole is illus-
trated. Its maximum tensile stress is at the top of the hole and is also equal and opposite
to the maximum compression at the bottom of the hole. There are six places where the
stress is zero around the hole. Every multiple of 45° from the horizontal gives maximum,
minimum or zero hoop stress. Using the Airy stress function approach [146] to solve for
the elastic elds for the hole subjected to linear stress gradient [145], unknown coe-
cients of the Airy stress function are found for the case of an inclusion in a matrix by
equating the stress terms in the Lekhnitskii solution at the interface [144]. The solution
of the stress inside the inclusion is determined by continuity of the stress traction vector
and displacement vector eld at the interface. It is assumed the stress inside the inclu-
sion has the same form as the solution of stress in a uniform material due to linear stress
gradient without inclusion or hole. This assumption is valid considering linear elastic-
ity and that the inclusion is an ellipsoid (cylinder in plane strain or disk in plane stress).
Ellipsoids have uniform elds inside when subjected to uniform elds [55, 56, 100]. Con-
sider Curie’s principle where the symmetry of stimuli are observed in the response [69];
it is reasonable to assume the same for linear elds. Figures A.37–A.39 show verication




(a) Distribution of hoop stress around a
cylindrical hole













(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal inclusion






(a) Distribution of hoop stress around a
cylindrical inclusion













(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
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(b) Comparison between analytical and nu-
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(a) Distribution of hoop stress around a
cylindrical inclusion













(b) Comparison between analytical and nu-
merical solution for stress near a cylindrical
inclusion
Figure A.39: A rigid cylindrical inclusion subjected to remote far-eld tensile
stress gradient
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The next major advancement in stress analysis around holes is given by Inglis in 1913 [158].
The stress state around an elliptical hole in an isotropic matrix is mapped to the circular
hole using elliptical coordinates. Figure A.40 shows the classical solution with biaxial
stress state with both components equal in tension. This analysis allows any elliptical
shape to be considered. In the limit of large or small aspect ratios, the ellipse becomes a
crack. A mode I crack which is subjected to tensile stress is displayed in Fig. A.41. Sim-
ilarly, a mode II crack which is subjected to in-plane shear stress is shown in Fig. A.42.
Finally, a mode III crack which is subjected to anti-plane shear stress is given in Fig. A.43.
These cracks correspond to opening, sliding, and tearing modes, respectively. In each of
the crack solutions, the plastic zones are plotted each using von Mises yield criterion. Un-
der uniaxial tension, the maximum hoop stress of the ellipse varies with 1 + 2b/a at the
tip which is veried in Fig. A.44. Under shear stress, the maximum hoop stress is propor-
tional to (a+b)2/ab [159] which is shown to agree in Fig. A.44. Here, the maximum stress
is not necessarily at the ellipse tip; it is at an angle away dened by sin 2β = 2ab/(a2+b2).
In addition to the specication of remote external stress, a constant stress gradient can
be applied which corresponds to a moment. An elliptical hole subject to far-eld moment
(stress gradient) has maximum hoop stress proportional to 1+b/a at the vertex of the el-
lipse [144]. This verication is shown in Fig. A.46 for both ends of the ellipse. In general,
the six unique stress or strain components can be applied. Similarly, there are 18 unique
stress (or strain) gradient components that can be specied of which 12 are physically




(a) Distribution of hoop stress around an el-
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(a) Plastic stress zones near a crack tip
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(a) Illustration of an elliptical cylindrical
hole















(b) Comparison between analytical and nu-
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(b) Comparison between analytical and nu-
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(a) Illustration of an elliptical cylindrical
hole














(b) Comparison between analytical and nu-
merical solution for maximum stress around
an elliptic cylindrical hole
Figure A.46: An elliptical cylindrical hole subjected to stress gradient moment
So far, only structural inhomogeneities have been veried. Another important class of
problems involves elastic inhomogeneities corresponding to mist strains. In these cases,
the material everywhere is isotropic and there is some volume that has uniform inelastic
strain. If this volume of strain takes on an elliptical shape, the stress inside is uniform
and the stress outside can be found using Eshelby’s methods. The stress solution of a
cylindrical inhomogeneity with only in-plane normal strain is veried in Fig. A.47. Sim-
ilarly, the case for a cylindrical inhomogeneity with out-of-plane normal strain is shown
in Fig. A.48. The case for a cylindrical inhomogeneity with in-plane shear strain is shown
in Fig. A.49 which is the rotated equivalent to a biaxial stress state with equal but oppo-
site normal strain components given in Fig. A.50. A more realistic case corresponds to
Fig. A.51 which has uniform dilation strain; this is typical for isotropic materials experi-
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(b) Comparison between analytical and nu-
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Figure A.47: A cylindrical inhomogeneity with in-plane normal strain
ε033
µ0,ν
(a) Displacement around a cylindrical inho-
mogeneity













(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal inhomogeneity




(a) Displacement around a cylindrical inho-
mogeneity
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(a) Displacement around a cylindrical inho-
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(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal inhomogeneity
Figure A.50: A cylindrical inhomogeneity with biaxial shear strain, or equiva-




(a) Displacement around a cylindrical inho-
mogeneity

















(b) Comparison between analytical and nu-
merical solution for stress across a cylindri-
cal inhomogeneity
Figure A.51: A cylindrical inhomogeneity with dilation strain
Other types of defects which can be modeled by the stress-free strains include dislocations
[100] and point defects [160]. Two straight edge dislocation can either be attracting or re-
pelling depending on whether they are on the same or dierent slip planes and direction of
the Burgers vector b. Cases are considered for an edge dislocation pair with anti-parallel
Burgers vectors both with parallel slip planes. An attracting case with nonzero burgers
vector component b1 is shown in Fig. A.52 where the two dislocations lie on the same slip
plane. A repelling case with nonzero burgers vector component b2 is shown in Fig. A.53
where the two dislocations lie on dierent slip planes. Similarly, two straight screw dis-
locations attract each other with anti-parallel Burgers vector component b3 shown in
Fig. A.54. A point defect can be thought of as innitesimal point where this a mist of
volume; the defect can be considered an elastic inclusion or rigid non-deforming inclu-
sion. Both behave similarly and only aect the magnitude of the stress emanating away





(a) Hydrostatic stress near an edge disloca-
tion













(b) Comparison between analytical and nu-
merical solution for stress near an edge dis-
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(a) Hydrostatic stress near an edge disloca-
tion














(b) Comparison between analytical and nu-
merical solution for stress near an edge dis-
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(a) Shear stress near a screw dislocation












(b) Comparison between analytical and nu-
merical solution for stress near a screw dis-
location
Figure A.54: An attracting screw dislocation pair
µ0,ν
(a) Illustration of a point defect













(b) Comparison between analytical and nu-
merical solution for stress near a point de-
fect
Figure A.55: A point defect
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The solutions for stress inside an elliptical inhomogeneity in an anisotropic matrix is
known [161, 162]. For simplicity, only two general cases are considered: elliptical inho-
mogeneities in an isotropic matrix and circular inhomogeneities in an anisotropic matrix.
The strain components considered include in-plane normal, in-plane shear, and anti-plane
shear strains. Shown in Fig. A.56 are the stress components inside an elliptical inclusion
as a function of aspect ratio b/a. The anisotropic cases are veried both for a cubic crystal





(a) Illustration of an elliptical inhomogene-
ity















(b) In-plane normal strain component















(c) In-plane shear strain component

















(d) Anti-plane shear strain component
Figure A.56: Comparison between analytical and numerical solution for stress
inside an elliptical inhomogeneity
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For the cubic crystal, in-plane normal and shear strains are veried for dierent Zener ra-
tiosα = 2c44/(c11−c12) and orientations of the matrix with respect to the strain component
where α = 2.0; results are summarized in Fig. A.57. For the transversely isotropic mate-
rial, the anti-plane strain is veried for dierent ratios of c44/c55 and orientations with
ratio 2.0 which is displayed in Fig. A.58. A cylindrical inclusion with identical isotropic
properties of the matrix subjected to uniform body force [163] is shown in Fig. A.58.















(a) In-plane normal strain component and
dierent Zener ratios















(b) In-plane normal strain component and
dierent orientations













(c) In-plane shear strain component and dif-
ferent Zener ratios














(d) In-plane shear strain component and dif-
ferent orientations
Figure A.57: Comparison between analytical and numerical solution for stress
inside a cylindrical inhomogeneity with a cubic matrix
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(a) Symmetry axis aligned with anti-plane
shear strain component

















(b) Symmetry axis misaligned with anti-
plane shear strain component
Figure A.58: Comparison between analytical and numerical solution for stress
inside a cylindrical inhomogeneity with a transversely isotropic matrix
µ0,ν
F0
(a) Displacement around a cylinder sub-
jected to uniform body force


















(b) Comparison between analytical and nu-
merical solution for stress across a cylinder
subjected to uniform body force





Each solver is built as a module and can be run independently or combined together. The
number of threads are specied with an environment variable and tasks are specied at
runtime. For example, 10 iterations using two threads and two tasks is run by
export OMP_NUM_THREADS=2
mpirun -np 2 ./bin/volution 10
where the binary les are stored in the bin/ directory. The get/ directory has all input
les while the folder put/ contains the output les. Several hidden directories are used
to save temporary les necessary for doing a transient restart. This means the simula-
tion can be rerun with the same parameters and conditions at the end of a previous run.
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Shown in Fig. B.1 is the main parameter le where the variables for the simulation are
specied. These parameters include the spatial size, temporal restart, material mapping,
























Figure B.1: Parameter input le
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B.1 Mass diusion





































Figure B.2: Mass diusion solver
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B.2 Charge conduction


































Figure B.3: Charge conduction solver
240
B.3 Heat conduction


































Figure B.4: Heat conduction solver
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B.4 Elastic deformation










































Some additional details are provided for clarication and completeness. This includes the
derivation of the elastic strain energy contribution to the chemical potential which ulti-
mately aects the driving force for diusion. This involves taking the variational deriva-
tive of the energy functional. In addition, the details concerning the system subjected
to external stress and strains are also discussed. This includes the macroscopic enthalpy
and free energies. A brief description of the thermodynamic terms used throughout this
work are summarized for clarity. Finally, derivations of solutions obtained for this work
are discussed in some detail. This includes electric eld inside a pore in an anisotropic
conducting matrix and stress in and around an inclusion with isotropic elastic stiness
due to stress gradient. Some analysis of migration behavior is also discussed
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C.1 Microelasticity
The elastic strain energy U for the equivalent system is identical to the original system.






c0ijkl (ε̄ij + δεij − ε
0






is the reference stiness tensor, ε̄ij is the average strain given by the integral








Subtracting the average strain from the total eld gives the spatially inhomogeneous eld
δεij = εij − ε̄ij . Finally, ε
0




































where V is the system volume. From the expansion, the term
∫
Ω
c0ijkl ε̄ij δεkl d
3r = 0 (C.4)
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is omitted since the volume integral of inhomogeneous part of the strain eld is zero by
denition. From Parseval’s formula, the two terms that depend on the innitesimal part
of the strain eld can be represented in Fourier space according to
∫
Ω

























where the asterisk ∗ represents the complex conjugate and the vector k is the spatial
frequency. Using the identity for innitesimal strain eld








it can be shown in Fourier space that the term in Eq. (C.5) is
δεij (k)δε
∗










where Gij is Green’s tensor. It is recalled that the inverse Green’s tensor is dened ac-
cording to G−1ij (k) = kkklc
0
ikjl
. In addition, the term in Eq. (C.6) is expressed as
ε0ij(k)δε
∗









Using the inverse Green’s tensor, it can be shown that two terms expressed in Eqs. (C.5)
and (C.6) are actually equivalent such that
∫
Ω






















This simplication reduces the number of terms in the strain energy functional from ve





































which now depends only on the stress-free strain and the average strain. The stress free
strain is a function describing the mist strain which is material dependent. It can be due
to thermal, chemical, magnetic, or electrical eects. In the context of diusion, it is often
written as ε0ij = ηij(X −X0) where X is the mole fraction and X0 is a reference equilibrium














where σ∞ij and ε
∞
ij are the external stress and strain, respectively. Taking the functional
derivative of the elastic strain energy, it can be shown that
δU
δε0ij
= −σij . (C.13)
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This important identity is useful in describing the role of elastic strain energy in mi-
crostructural processes. Supposing that the stress-free strain depends on some parameter
η where ε0ij = ε
0









can be used to evaluate the functional derivative with respect to the order parameter. For












The chemical potential can be dened by any of the thermodynamic potentials including
internal strain energyU , enthalpy H , Helmholtz free energy F , or Gibbs free energyG. In



























where T and S are the temperature and entropy, respectively. For a stress-controlled sys-
tem, the enthalpy includes internal energy and work required to achieve its macroscopic

















































Although there is an additional term, its gradient is zero if ηij is everywhere constant.
This term is often neglected or overlooked. The above two results for internal energy and
enthalpy hold in the case of isentropic (adiabatic) conditions. Considering the Helmholtz
free energy F = U − TS and Gibbs free energy G = H − TS , the same respective results
are obtained under isothermal conditions. For a binary system at constant temperature
and stress, the Gibbs free energy isG = µjnj + µknk where nj and nk are the molar amount
of component j and k , respectively. Similarly, the volumetric Gibbs free energy is Gv =
µjcj +µkck . Using the typically dened parameters for a binary system including potential

































In dealing with both microscopic and macroscopic thermodynamics, there are sev-
eral terms introduced and used that should not be confused. In particular, the ther-
modynamics of microscopic crystals often involves volumetric terms that are used
to describe variations of that particular term throughout the material that may be
integrated to obtain the standard macroscopic form. Similarly, specic (per unit
mass) quantities are often used to describe microscopic transport processes while
molar (per unit mole) are used in chemistry. All of these terms are briey sum-
marized below in Table C.1. It is noted that the specic volume is the recipro-
cal of the mass density v = 1/ρ, and there is no dimensionless “volumetric vol-
ume” term generally dened or used. It is, therefore, omitted from Table C.1.
Table C.1
Summary of thermodynamic quantities
Quantity Macroscopic Molar Volumetric Specic
Internal energy U Um Uv u
Enthalpy H Hm Hv h
Helmholtz free energy F Fm Fv f
Gibbs free energy G Gv Gv д
Work W Wm Wv w
Heat Q Qm Qv q
Entropy S Sm Sv s
Heat capacity C Cm Cv c
Volume V Vm v
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C.3 Solutions
The problem of nding the electric eld inside a circular pore or hole in an anisotropic
conducting matrix can be found using the solution of an elliptical hole in an isotropic
matrix and coordinate transformation. This is illustrated in Fig. C.1. The electric eld



















where the applied eld is along the x1-axis. Figure C.1a shows an illustration of this. Here,
the angle α represents misorientation of the major and minor axes of the ellipse which is
equivalent to applying a eld along both axes where
(E∞1 )
′ = E∞ cosα , (E∞2 )















where σij is the electrical conductivity tensor and ϕ is the electrostatic potential. The










(a) Illustration of an elliptical cylindrical









(b) Illustration of a circular cylindrical hole
in an anisotropic matrix
Figure C.1: The solution of the electric eld inside an elliptical hole in an isotropic
matrix can be transformed into a circular hole in an anisotropic matrix
conductivity according to
σ ′kl = LkiσijLl j . (C.25)
Here, Lij is the transformation tensor. Explicitly, the conductivity matrices for the












The anisotropic case considered has is in-plane o-diagonal components, only.
The transformation can be decomposed into two parts: a circle into ellipse
with semi axis lengths a = 1/√σ1 and b = 1/
√
σ2 related to the prin-
cipal conductivity values; and a rotation by principal angle θ . This is il-








Figure C.2: Transformation of










− sinθ cosθ 0
0 0 1
 . (C.27)
Using the electric eld inside an elliptical cylinder, the an-
gle of misorientation is related to the principal angle by
the relation







Putting all this together, the electric eld inside a circular cylindrical pore in an anisotropic



















By analogy, the thermal driving force (negative temperature gradient) has identical solu-



















The problem of the stress near an inclusion in an isotropic matrix due to stress gradient
is solved using the Airy stress function [146]. The function expresses the equations of
mechanical equilibrium in two-dimensions according to the biharmonic equation given
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The form [145] of the Airy stress function in the matrix is taken as the Michell solution
















where the coecients A, B, and C are unknown and represent the disturbance of the in-
clusion. These three terms all go toward zero in the limit of large distances away from the
inclusion as they contain 1/r terms such that only the rst two terms of the uniform stress

























after coordinate transformation. Similarly, the corresponding polar strain components
are found by dierentiating the displacement vector. In this case, the displacement vector
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where the parameter κ is Muskhelishvili’s coecient [157] which is κ = 3 − 4ν in plane
strain and κ = (3−ν )/(1+ν ) in plane stress. From the solution at the edge of the inclusion
in the matrix [144], the parameters are found to be
A =
3[µ1(κ1 − 7)(κ0 + 9) − µ0(κ1 + 9)(κ0 − 7)]
(κ0 − 7)[µ1(κ1 − 7) − µ0(κ1 + 9)]
(C.38)
B = −
2(κ0 − 7)(µ1 − µ0)
µ1(κ0 + 9) − µ0(κ0 − 7)
(C.39)
C =
3(κ0 − 7)(µ1 − µ0)
µ1(κ0 + 9) − µ0(κ0 − 7)
(C.40)
which reduce to A = 3, B = −2, and C = 3 in the limit of a hole (µ1 = 0) and A = 0, B = 0,
and C = 0 in the limit of no inclusion (µ0 = µ1 and κ0 = κ1). To nd the stress inside
the inclusion, it is recognized that the stress traction vector must be continuous across
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the inclusion. For a circular inclusion, this means only the radial and shear stress are
continuous across the inclusion. Assuming the Airy stress function inside the inclusion




(3Ur 3 sinθ −Vr 3 sin 3θ ) (C.41)









(3Vr 2 cos 3θ − 3U (κ0 + 2)r 2 cosθ ) (C.43)
Equating the stress between the inclusion and matrix for the radial and shear components,
the unknown coecients are found to be
U = −
16µ1(κ1 − 7)




µ1(κ0 + 9) − µ0(κ0 − 7)
(C.45)
which reduce to U = 0 and V = 0 in the case of a hole (µ1 = 0) and U = 1 and V = 1 in
the case of no inclusion (µ0 = µ1 and κ0 = κ1). These solutions agree in the two limiting
cases [145] and that of [144]. This new solution can be used to obtain the stress gradient
at the inclusion interface.
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The analysis of pore or inclusion behavior can be analyzed in terms of its interface ve-
locity. These velocities can be decomposed into three modes: volume changes under
constant shape and position (dilations); center shift under constant shape and volume
(translations), and shape changes under constant volume and position (distortions). This
is illustrated in Fig. C.3 which show the expansion of the horizontal surface normal com-
ponent of an ellipse into Chebyshev polynomials. For circular shapes, these modes for the
Dilation Translation Distortion . . .
xed shape xed center xed volume
∆V , 0 ∆C , 0 ∆n , 0
Figure C.3: Evolution of a pore/inclusion due to interface normal velocity ex-
panded in terms of Chebyshev polynomials (adapted from Olander [2])
horizontal component expansion correspond to cosnθ where n is any nonegative integer.
Here n = 0 corresponds to dilation, n = 1 to translation, and n ≥ 2 to distortion modes.
As an expression, the normal velocity is




which takes the form of a Fourier cosine series. As mentioned above, this is really the ex-
pansion of the components in terms of Chebyshev polynomials. The rst few Chebyshev
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polynomials of the rst kind [63] are given by
T0(x) = 1 dilation (C.47)
T1(x) = x translation (C.48)
T2(x) = 2x2 − 1 distortion (C.49)
T3(x) = 4x3 − 3x distortion (C.50)
... distortion (C.51)
where the next polynomial is given by the recurrence relation Tn+1 = 2xTn(x) − Tn−1(x).
Substituting x = nx = cosθ gives Tn(cosθ ) = cosnθ . For an elliptical inclusion with
semi-axes a and b, the normal components are nx = (b cosθ )/
√
b2 cos2 θ + a2 sin2 θ and
ny = (a sinθ )/
√
b2 cos2 θ + a2 sin2 θ which reduce to nx = cosθ and ny = sinθ in the limit
of a circle (a = b). Letting x = nx as before, the velocity of the normal component in terms
of the polynomials can be written as




For example, the rigid horizontal translation component is given by T1(nx ) =
(b cosθ )/
√
b2 cos2 θ + a2 sin2 θ . Similarly, the rst horizontal distortion component for
the ellipse isT1(nx ) = (b2 cos2 θ −a2 sin2 θ )/(b2 cos2 θ +a2 sin2 θ ). Because the Chebyshev
polynomials are orthogonal [63], the only term that contributes to the average velocity of
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0 if n ,m
π
2
if n =m , 0
π if n =m = 0
(C.53)
which can be transformed to polar angle coordinates using the transformation θ = φ(x) =
2 arcsinx such that φ′(x) = 2/
√
1 − x2 and dθ = 2/
√
1 − x2 dx . In addition, evaluating the
original limits of integration gives new interval from θ = φ(x = −1) = −π to θ = φ(x =
1) = π . This transformation is chosen to correspond integration around the entire edge
of the pore/inclusion. Recalling that the vector normal velocity is found from vn = vnn,
the average velocity in the horizontal direction can can be found by integrating around










The division by 2π is since the average is around the entire pore/inclusion. This means
only the n = 1 term of the normal velocity expansion contributes to the average velocity.
In other words, normal velocities that contain (b cosθ )/
√
b2 cos2 θ + a2 sin2 θ terms are
related to the average horizontal velocity. All others are negligible. So far, only the normal
velocity has only been expanded using the horizontal component. The vertical component
can also be used using similar procedures. For a circle, sinnθ results in translations in the
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vertical direction (n = 1) and distortions n ≥ 2. Of course, n = 0 results in no changes
(the volume part in the n = 0 cosine term). In this case, the expansion is now in terms
of a Fourier series with even (cosine) and odd (sine) modes. The extension to an elliptical
pore can also be considered with some additional care.
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