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ëÙ ½¿² ¬¸»² ¾» ½±²­¬®«½¬»¼ ¿¬ ¬¸·­ ®»½»·ª»®ô ­«½¸ ¬¸¿¬ Ù ã Å¹ï å ¹î å å ¹³Ã
Ìò Ì¸» ²«³¾»®
ø®ð ÷ ±º ·²º±®³¿¬·±² °®±½»­­»­ ¬¸¿¬ ½¿² ¾» ½±®®»½¬´§ ¼»½±¼»¼ ¾§ ®»½»·ª»® ·­ »¯«¿´ ¬± ®¿²µøÙ ÷ò
In the rst part of our study, we are interested in the º»¿­·¾·´·¬§ °®±¾¿¾·´·¬§ ±º ¿ ²»¬©±®µ ½±¼»
øßåÚ÷ º±® ¬¸» ³«´¬·½¿­¬ ½±²²»½¬·±² °®±¾´»³ô ·ò»òô ¬¸» °®±¾¿¾·´·¬§ ¬¸¿¬
®¿²µøÙ ÷ ã Îå è î Ø æ øí÷
Ì¸·­ º»¿­·¾·´·¬§ °®±¾¿¾·´·¬§ ½¿² ¿´­± ¾» ¹·ª»² ¿­ Ðº ã ï ÐÑô ©¸»®» ÐÑ ·­ ¬¸» °®±¾¿¾·´·¬§ ±º
±«¬¿¹»ò Ñ«¬¿¹» ±½½«®­ ©¸»² ¿²§ ®»½»·ª»® º¿·´­ ¬± ®»½±ª»® ¿²§ ±º ¬¸» Î ­±«®½» °®±½»­­»­ëò
É¸»² ÛóÎÒÝ ·­ «­»¼ ·² ³«´¬·½¿­¬ ²»¬©±®µ­ô »¿½¸ ±«¬¹±·²¹ »¼¹» ·­ »²½±¼»¼ ·²¼·ª·¼«¿´´§ ¿²¼
¿² ·²¬»®³»¼·¿¬» ²±¼» · ¹»²»®¿¬»­ ¶Û¼ø·÷ ±ø·÷¶ random coefcients from the nite eld for
»¿½¸ ®±«²¼ of random combining [5][6]. Generating these random coefc·»²¬­ô ¸±©»ª»®ô ½¿² ¾»
¿ ½±³°«¬¿¬·±²¿´ñ­¬±®¿¹» ¾«®¼»² ¬± ·²¬»®³»¼·¿¬» ²±¼»­ò Ì¸» ¿«¬¸±®­ ·² ÅïðÃ °®±°±­» ¿ ­½¸»³» ¬±
®»¼«½» ¬¸·­ ¾«®¼»² ¾§ ­°¿®­» ²»¬©±®µ ½±¼·²¹ in which non-zero random coefcients are used at
¿ ²±¼» ±²´§ ©·¬¸ °®±¾¿¾·´·¬§ °ò ×² ±«® ­¬«¼§ô ©» ´»­­»² ¬¸·­ ¾«®¼»² ±² ·²¬»®³»¼·¿¬» ²±¼»­ ¾§
»³°´±§·²¹ ´·³·¬»¼ ®¿²¼±³·¦»¼ ²»¬©±®µ ½±¼·²¹ øÔóÎÒÝ÷ô ©¸·½¸ «­»­ ±²´§ ² ã ¶Û¼ø·÷¶ ®¿²¼±³
coefcients for each round of encoding. In addition to reduc·²¹ ½±³°«¬¿¬·±²¿´ñ­¬±®¿¹» ½±³°´»¨·¬§ô
ÔóÎÒÝ ·­ ¿´­± ³±¬·ª¿¬»¼ ¾§ ¬¸» ¿³¾·¹«·¬§ ±º ¼±©²­¬®»¿³ ½±²²»½¬·ª·¬§ ø·ò»òô «²½»®¬¿·²¬§ ±² ¬¸»
ª¿´«» ±º ¶Û±ø·÷¶÷ ¬¸¿¬ ³¿§ »¨·­¬ ·² ½»®¬¿·² ø»ò¹òô ¿¼ ¸±½÷ ²»¬©±®µ ¬±°±´±¹·»­ò ×² ¬¸» ±®·¹·²¿´ ÎÒÝ
­½¸»³» ÅëÃÅêÃ ¿²¼ ³±­¬ ±¬¸»® ­¬«¼·»­ ±² ÎÒÝô ·¬ ·­ ·³°´·½·¬´§ ¿­­«³»¼ ¬¸¿¬ ¬¸» ¯«¿²¬·¬·»­ ¶Û¼ø·÷¶
¿²¼ ¶Û±ø·÷¶ ¿®» ¿´©¿§­ µ²±©²å ¬¸·­ ·­ ¾¿­»¼ ±² ¬¸» °®»³·­» ¬¸¿¬ ²»¬©±®µ »¼¹»­ ¿®» »®®±®óº®»» ø±® ¿¬
´»¿­¬ ¬¸¿¬ »¨¿½¬ ·²º±®³¿¬·±² ±² »¼¹» º¿·´«®»­ô ·ò»òô »®¿­«®»­ô ·­ µ²±©² ¾»º±®»¸¿²¼ ÅïîÃ÷ò Ø±©»ª»®ô
©¸·´» ¬¸» ¯«¿²¬·¬§ ¶Û¼ø·÷¶ ·²¼»»¼ ½¿² ¾» ®»¿¼·´§ ±¾¬¿·²»¼ ·² ³±­¬ ¿°°´·½¿¬·±²­ô ¬¸» ¼»¬»®³·²¿¬·±²
±º ¶Û±ø·÷¶ may be difcult in certain dynamic networks, e.g., due to cha²¹» ·² ²»¬©±®µ ¬±°±´±¹·»­ô
·²­¬¿²½»­ ±º ¼±©²­¬®»¿³ »¼¹» º¿·´«®»­ô »¬½ò Ûª»² ©¸»² ¬¸»®» ·­ ²± °¸§­·½¿´ ½¸¿²¹» ·² ²»¬©±®µ
¬±°±´±¹§ô ·º ±²» ±º ¬¸» ¼±©²­¬®»¿³ ²±¼»­ ­·³°´§ ®»º«­»­ ¬± »²½±¼» ¬¸» ·²º±®³¿¬·±² ·¬ ®»½»·ª»¼ô
¬¸» »ºº»½¬·ª» ²«³¾»® ±º ¼±©²­¬®»¿³ »¼¹»­ ø·ò»òô ª¿´«» ±º ¶Û±ø·÷¶÷ ©·´´ ¾» ®»¼«½»¼ò Ñ¬¸»® º¿½¬±®­ô
ëÉ» ­¸±«´¼ ²±¬» ¬¸¿¬ ©¸»² ¿ ²»¬©±®µ ½±¼» ·­ ­¿·¼ ¬± ¾» ·²º»¿­·¾´» ø±® ¬¸¿¬ ¿² ±«¬¿¹» ¸¿­ ±½½«®®»¼÷ô ·¬ ·²¼·½¿¬»­ ¬¸¿¬ ¬¸»
max-ow of the network is not achieved at all destinations. S±³» °®¿½¬·½¿´ ®»¿´ó¬·³» ¼»½±¼·²¹ °®±½»­­»­ ¸¿ª» ¾»»² ¼·­½«­­»¼
ø»ò¹òô ·² ÅèÃ÷ ©¸·½¸ ¿½½«³«´¿¬» ¼»¹®»»­ ±º º®»»¼±³ ·² ¬¸» °reparation of decoding to speed up nal decoding. Yet decodi²¹ ±º
¿²§ ·²º±®³¿¬·±² ·­ ­¬·´´ ²±¬ ¹«¿®¿²¬»»¼ ¾»º±®» Î ¼»¹®»»­ ±º º®»»¼±³ ¸¿ª» ¾»»² ¿½½«³«´¿¬»¼ò Ì¸»®»º±®»ô ¿² ±«¬¿¹» ·² ¿ ²»¬©±®µ
½±¼·²¹ ­½¸»³» ®»¯«·®»­ ®»¬®¿²­³·­­·±² ±º ¿´´ Î ·²º±®³¿¬·±² °¿½µ»¬­ô ©¸·½¸ ½±«´¼ ¾» ½±­¬´§ ·² °®¿½¬·½» ø»ò¹òô º±® ¬·³»ó­»²­·¬·ª»
¿°°´·½¿¬·±²­÷ò ×² Í»½¬·±² ×Êô ©» ¼·­½«­­ ¿² ¿´¬»®²¿¬» ¿°°®±¿½¸ ¬± ®»¼«½» ­«½¸ ·²­¬¿²½»­ ±º ±«¬¿¹» ©¸»² ÎÒÝ ·­ «­»¼ò
ê­«½¸ ¿­ ¬¸» ®»¿½¸¿¾·´·¬§ ±º ¾®±¿¼½¿­¬·²¹ »¼¹»­ ·² ­±³» ø©·®»´»­­÷ ²»¬©±®µ­ ½¿² ¿´­± ½±²¬®·¾«¬»
¬± ¬¸» ¿³¾·¹«·¬§ ±º ¼±©²­¬®»¿³ ½±²²»½¬·ª·¬§ò Ñª»®¿´´ô «²½»®¬¿·²¬§ ¿¾±«¬ ¶Û±ø·÷¶ ½±³°´·½¿¬»­ ¬¸»
¼»¬»®³·²¿¬·±² ±º ¬¸» ø²»½»­­¿®§÷ ª¿´«» ±º ¶Û¼ø·÷ ±ø·÷¶ ²»»¼»¼ ·² ÛóÎÒÝò Ì¸»®»º±®»ô ·² ­«½¸
½·®½«³­¬¿²½»­ô ¬¸» ÔóÎÒÝ ¿°°®±¿½¸ ·­ ³±®» °®¿½¬·½¿´ò Ñª»®¿´´ô ÔóÎÒÝ °®±ª·¼»­ ¿ ³»½¸¿²·­³
¬± ¯«¿²¬·º§ ¬¸» ¬®¿¼»±ºº ¾»¬©»»² ¬¸» °»®º±®³¿²½» ±º ÎÒÝ ¿²¼ ¿ ²±¼»ù­ ®¿²¼±³·¦·²¹ ½¿°¿¾·´·¬·»­ò
×¬ ·­ º±® ¬¸»­» ®»¿­±²­ ¬¸¿¬ ¬¸» ÔóÎÒÝ ³»¬¸±¼ ·­ °®±°±­»¼ ¿²¼ ­¬«¼·»¼ ¸»®»ò
Þò Ô·³·¬»¼ Î¿²¼±³·¦»¼ Ò»¬©±®µ Ý±¼·²¹ øÔóÎÒÝ÷
In the following, we denote the number of random coefcients ¹»²»®¿¬»¼ º±® »¿½¸ ®±«²¼
±º »²½±¼·²¹ ¿­ ·ò ×² ¬¸» ÛóÎÒÝ ­½¸»³»ô ©¸»®» ¼±©²­¬®»¿³ ½±²²»½¬·ª·¬§ ·­ µ²±©² ¿²¼ »¿½¸
·²¬»®³»¼·¿¬» ²±¼» · is capable of generating the “full” number of random coefci»²¬­ »¿½¸ ®±«²¼ô
©» ¸¿ª» · ã ¶Û¼ø·÷ ±ø·÷¶ò ß­ ¿ ®»­«´¬ô »ª»®§ ±«¬¹±·²¹ ´·²µ ·­ »²½±¼»¼ ·²¼»°»²¼»²¬´§ò ×²
ÔóÎÒÝô ©» ¿­­«³» ¬¸¿¬ ¿² ·²¬»®³»¼·¿¬» ²±¼» · ©·´´ «­» ±²´§ ¿ ´·³·¬»¼ ²«³¾»® ±º ®¿²¼±³
coefcients in each round of encoding. Thus, what is the appr±°®·¿¬» ­»¬ ±º ª¿´«»­ ±º · º±® «­
¬± «­» ·² ­¬«¼§·²¹ ¬¸» ÔóÎÒÝ ­½¸»³»á Ì± ¿²­©»® ¬¸·­ ¯«»­¬·±²ô we rst note that randomized
²»¬©±®µ ½±¼·²¹ ®»´·»­ ±² ¬¸» º¿½¬ ¬¸¿¬ ø¼»­°·¬» ®¿²¼±³ ½±³¾·²·²¹÷ô ¬¸» ¼¿¬¿ °¿½µ»¬­ ®»½»·ª»¼ ¿¬
¬¸» ¼»­¬·²¿¬·±² ¾»½±³» ¼»°»²¼»²¬ ±²´§ ®¿®»´§ô ·ò»òô ©·¬¸ ¿ °®±¾¿¾·´·¬§ ¾»´±© ­±³» ¬±´»®¿¾´» ±«¬¿¹»
°®±¾¿¾·´·¬§ò ×º ©» ­»´»½¬ · ä ¶Û¼ø·÷¶ô ·²½±³·²¹ °¿½µ»¬­ ¿¬ ¿² ·²¬»®³»¼·¿¬» ²±¼» · ©·´´ ·³³»¼·¿¬»´§
¾»½±³» ½±®®»´¿¬»¼ «°±² »²½±¼·²¹ò ß´¬¸±«¹¸ ­«½¸ ½±®®»´¿¬·±²­ ¿¬ ¿² ·²¬»®³»¼·¿¬» ²±¼» ¼± ²±¬
²»½»­­¿®·´§ ·³°´§ ¬¸¿¬ ¬¸» ¼¿¬¿ ¬¸¿¬ »ª»²¬«¿´´§ °®±°¿¹¿¬»­ ¬± ¬¸» ¼»­¬·²¿¬·±² ©·´´ ¾» ¼»°»²¼»²¬
ø·ò»òô ¿² ±«¬¿¹» ±½½«®­÷ô ¬¸» ¼»´·¾»®¿¬» ·²¬®±¼«½¬·±² ±º ½±®®»´¿¬·±² ½±²¬®¿¼·½¬­ ¬¸» °®»³·­» ±º ÎÒÝò
Ú±® ¬¸»­» ®»¿­±²­ô °®±°»® ½¸±·½» ±² · ­¸±«´¼ ­¿¬·­º§ ¬¸» ½±²¼·¬·±² ¬¸¿¬ · ¼ø·÷¶ò Ñ² ¬¸»
±¬¸»® ¸¿²¼ô ©·¬¸ ¬¸» ¿³¾·¹«·¬§ ±² ¼±©²­¬®»¿³ ½±²²»½¬·ª·¬§ô ·²¬»®³»¼·¿¬» ²±¼»­ ·² ­±³» ²»¬©±®µ­
³¿§ ²±¬ ¾» ¿¾´» ¬± ¼»¬»®³·²» »¨¿½¬ ª¿´«» ±º ¶Û±ø·÷¶ô ·³°´§·²¹ ¬¸¿¬ ©» ­¸±«´¼ ½¸±±­» · ¬± ¾»
·²¼»°»²¼»²¬ ±º ¶Û±ø·÷¶ò ß­ ¿ ®»­«´¬ô ·² ¬¸» ÔóÎÒÝ ­½¸»³» ¼·­½«­­»¼ ·² ¬¸·­ °¿°»®ô ©» ¿­­«³»
· ã ¶Û¼ø·÷¶ò É·¬¸ ¬¸·­ ½¸±·½» ±º · ô ©» ´±©»® ¾±«²¼ ±º ¬¸» º»¿­·¾·´·¬§ °®±¾¿¾·´·¬§ô ¿²¼ ø¿­ ·­
­¸±©² ´¿¬»® ·² ¬¸» Ð®±±º ±º Ì¸»±®»³ íòï÷ ©» ¼»³±²­¬®¿¬» ¬¸¿¬ ¬¸·­ ©±®­¬ó½¿­» ÔóÎÒÝ °®±ª·¼»­
¬¸» ­¿³» ¬¸»±®»¬·½¿´ ´±©»® ¾±«²¼ ±² ¬¸» º»¿­·¾·´·¬§ °®±¾¿¾·´·¬§ ¿­ ©¸»² · ø¶Û¼ø·÷ ï÷ ±ø·÷¶ò
From the discussions above, we now provide a formal denitio² ±º ¬¸» ÔóÎÒÝæ
Denition 2.1 (Limited Randomized Network Coding): Ú±® ¿² ·²¬»®³»¼·¿¬» ²±¼» · ·² ¿² ¿½§½´·½
²»¬©±®µô ´»¬ ­· ã ¶Û¼ø·÷¶ ¾» ¬¸» ²«³¾»® ±º ·²½±³·²¹ ·²º±®³¿¬·±² °®±½»­­»­ ®»½»·ª»¼ ¿¬ ²±¼» ·
é¿²¼ ¬· ã ¶Û±ø·÷¶ ¾» ¬¸» ²«³¾»® ±º ¬¸» ø¼·­¬·²½¬÷ ±«¬¹±·²¹ »¼¹»­ º®±³ ·å ©» ¿­­«³» ¬· ²ÿ ¸»®»ò
Ì¸» ­· ·²º±®³¿¬·±² °®±½»­­»­ º±®³ ¿² ·²º±®³¿¬·±² ª»½¬±® ªò ×² ¬¸» ÔóÎÒÝ ­½¸»³»ô ­· ®¿²¼±³
coefcients from a nite eld Úî« ©·´´ ¾» ¹»²»®¿¬»¼ ¬± º±®³ »²½±¼·²¹ ª»½¬±® ¦ò Ô»¬ ¦ø¶÷ ¾»
¬¸» ¶¬¸ ²±²ó®»°»¬·¬·ª» °»®³«¬¿¬·±² ±º ¦ò Ò±¼» · ©·´´ ¬®¿²­³·¬­ ¬¸» ´·²»¿® »²½±¼»¼ ·²º±®³¿¬·±²
«ø¶÷ ã ªÌ¦ø¶÷ ø°¿½µ»¼ ©·¬¸ ¬¸» «°¼¿¬»¼ ÙÛÊ÷ ±²¬± ¬¸» ¶¬¸ ø¶ ã ïå îå ¬·÷ ±«¬¹±·²¹ »¼¹»ô ¬¸«­
nishing the L-RNC encoding process at node ·ò
×² ­±³» ­°»½·¿´ ½¿­»­ô ¬¸» °®±°±­»¼ ÔóÎÒÝ ·­ »¯«·ª¿´»²¬ ¬± ¬¸e E-RNC rst studied in [5][6].
Ú±® »¨¿³°´»ô ©¸»² ¬· ã ïô ©» ¸¿ª» ¬¸¿¬ ±²´§ ±²» »²½±¼·²¹ °®±½»­­ ·­ °»®º±®³»¼ ·² »¿½¸ ®±«²¼
¿²¼ ²± °»®³«¬¿¬·±² ·² ¦ ·­ ®»¯«·®»¼ º±® ÔóÎÒÝò É¸»² ¬· ã ï º±® ¿´´ ·²¬»®³»¼·¿¬» ²±¼»­ ·ô
¬¸» ®»­«´¬·²¹ ²»¬©±®µ ³¿§ ´±±µ ´·µ» ¬¸» ±²» ·² Ú·¹ò ï ø©¸·½¸ ·­ ­·³·´¿® ¬± ¬¸» ±²»ó¼·³»²­·±²¿´
Ì¿²¼»³ ²»¬©±®µ ­¬«¼·»¼ ·² ÅïíÃ÷ò ß²±¬¸»® ø³¿§¾» ³±®» ·²¬»®»­¬·²¹÷ ­½»²¿®·± ©¸»² ÔóÎÒÝ ¿²¼
ÛóÎÒÝ ¿®» ·¼»²¬·½¿´ ·­ ©¸»² ·²¬»®³»¼·¿¬» ²±¼»­ ¾®±¿¼½¿­¬ ê ¬¸» ­¿³» ·²º±®³¿¬·±² ¬± ·³³»¼·¿¬»
downstream nodes. Specically, when an intermediate node · ¸¿­ ³«´¬·°´» ±«¬¹±·²¹ »¼¹»­ô ·¬
½¿² ½¸±±­» ¬± ¬®¿²­³·¬ ¬¸» ­¿³» »²½±¼»¼ ³»­­¿¹»­ ±²¬± ¼·ºº»®»²¬ ±«¬¹±·²¹ »¼¹»­ò ×² ­«½¸ ½¿­»ô
¬¸» »ºº»½¬·ª» ²«³¾»® ±º ±«¬¹±·²¹ »¼¹»­ º®±³ ²±¼» · ·­ ®»¼«½»¼ ¬± ¬· ã ïò ×² ¬¸» º±´´±©·²¹ô ©»
®»º»® ¬¸·­ ­°»½·¿´ ½¿­» ±º ÔóÎÒÝ ø±® ÛóÎÒÝ÷ ¿­ ¾®±¿¼½¿­¬·²¹óÎÒÝ øÞóÎÒÝ÷ô ¿²¼ ©» ©·´´ ¬®»¿¬
ÞóÎÒÝ ¿­ ¿ ­°»½·¿´ ½¿­» ±º ÔóÎÒÝ ·² ¬¸» º±´´±©·²¹ ¼·­½«­­·±²ò
×××ò ÐÛÎÚÑÎÓßÒÝÛ ßÒßÔÇÍ×Í ÚÑÎ Ô×Ó×ÌÛÜ ÎßÒÜÑÓ×ÆÛÜ ÒÛÌÉÑÎÕ ÝÑÜ×ÒÙ
ßò Ð»®º±®³¿²½» ¾±«²¼­ ±º ÔóÎÒÝ
Ý±²­·¼»® ¿ ³«´¬·½¿­¬ ²»¬©±®µ Ù ©·¬¸ ®»´·¿¾´» »¼¹»­ò Ì¸» ²»¬©±®µ ¸¿­ Ü ®»½»·ª»®­ ¿²¼ ·¬­
¬±°±´±¹§ ¿´´±©­ ¿ ³·²ó½«¬ ª¿´«» ±º Îò ß ÎÒÝ øßåÚ) is constructed over nite eld Úî« ò Ô»¬
ã ³¿¨·º¶Û±ø·÷¶¹ ã ³¿¨·º¬·¹ ¿²¼ ½¸±±­» « ­«½¸ ¬¸¿¬ « â ´±¹î ò Ð¿®¿³»¬»® is dened
¬± ¾» ¬¸» ³¿¨·³«³ ²«³¾»® ±º ¬¸» »¼¹»­ ¬¸¿¬ ï÷ ½±²­¬·¬«¬» ¿² »¼¹e-disjoint ow solution for
¬¸» ³«´¬·½¿­¬ °®±¾´»³å ¿²¼ î÷ ½¿®®§ ·²º±®³¿¬·±² ¹»²»®¿¬»¼ ¾§ ®¿²¼±³ »²½±¼·²¹ò É» ²±© ¹·ª» ¿
´±©»® ¾±«²¼ ±² ¬¸» º»¿­·¾·´·¬§ °®±¾¿¾·´·¬§ ±º ÔóÎÒÝ ·² ¬¸» º±´´±©·²¹ ¬¸»±®»³æ
êÒ±¬» ¬¸¿¬ ­¬®·½¬´§ ­°»¿µ·²¹ô ¬¸» ¬»®³ ¾®±¿¼½¿­¬ «­»¼ ¸»®» ½¿² ¾» ³±®» ¿½½«®¿¬»´§ ®»½±¹²·¦»¼ ¿­ ³«´¬·½¿­¬ ¬®¿²­³·­­·±²ô
­·²½» ¬¸» ­¿³» ·²º±®³¿¬·±² ·­ ±²´§ ¬®¿²­³·¬¬»¼ ¬± ·³³»¼·¿¬» ¼±©²­¬®»¿³ ²±¼»­ô ·²­¬»¿¼ ±º ¬± ¿´´ ²»¬©±®µ ²±¼»­ò Ø±©»ª»®ô ¬±
¿ª±·¼ ½±²º«­·±² ©·¬¸ ¬¸» ±ª»®¿´´ ³«´¬·½¿­¬ °®±¾´»³ô ©» º±´´±© ½±²ª»²¬·±² ¿²¼ ®»º»® ¬± ¬®¿²­³·¬¬·²¹ ¬¸» ­¿³» ·²º±®³¿¬·±² ±² ¿´´
±«¬¹±·²¹ »¼¹»­ ¿­ ¾®±¿¼½¿­¬·²¹ò Í·³·´¿® ¬»®³­ ¿®» «­»¼ ·² ±«® ­«¾­»¯«»²¬ ¼·­½«­­·±²­ ±² ¾®±¿¼½¿­¬ ­»¬­ ¿²¼ ¸§°»®ó»¼¹»­ò
èÌ¸»±®»³ íòïæ É¸»² ÔóÎÒÝ ·­ °»®º±®³»¼ ·² ¬¸» ²»¬©±®µ ¬±°±´±¹§ ¼»­½®·¾»¼ ¿¾±ª»ô ¬¸» ´±©»®
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É» ½¿² ­»» ¬¸¿¬ ·² ¬¸» ­°»½·¿´ ½¿­» ©¸»² ã ïô ¬¸» ´±©»® ¾±«²¼ ±² ¬¸» º»¿­·¾·´·¬§ °±­­·¾·´·¬§
¿½¸·»ª»¼ ¾§ ÔóÎÒÝ ·­ »¨¿½¬´§ ¬¸» ­¿³» ¿­ ¬¸¿¬ ±º ÛóÎÒÝô ©¸·½¸ ©¿­ ¹·ª»² ·² ÅëÃÅêÃò ×² º¿½¬ô
ÔóÎÒÝ ¿²¼ ÛóÎÒÝ ¿½¸·»ª» ¬¸» ­¿³» °»®º±®³¿²½» ¾±«²¼ ±²´§ ©¸»² ã ïô ©¸·½¸ ½±®®»­°±²¼­
¬± ¿ ­³¿´´ ¿²¼ ­°»½·¿´ ½´¿­­ ±º ²»¬©±®µ­ò É¸»² ïô ¬¸» º»¿­·¾·´·¬§ °®±¾¿¾·´·¬§ ±º ÔóÎÒÝ ©·´´
¾» ­´·¹¸¬´§ ·²º»®·±® ¬± ¬¸¿¬ ±º ÛóÎÒÝ ø¿­ ­¸±©² ·² ¬¸» °®±±º ±º Ì¸»±®»³ íòï ·² ß°°»²¼·¨ ß÷ô
­·²½» ¬¸» ÐÔÞ ·² øì÷ ¿½¸·»ª»­ ·¬­ ³¿¨·³«³ ¿¬ ã ïò ×² ¹»²»®¿´ô ¿¬ ´»¿­¬ ­±³» ·²¬»®³»¼·¿¬» ²±¼»­
«­«¿´´§ ¸¿ª» ³±®» ¬¸¿² ï ¼·­¬·²½¬ ±«¬¹±·²¹ »¼¹»­ò Ì¸»®»º±®»ô ¬¸» ´±©»® ¾±«²¼ ±² ¬¸» º»¿­·¾·´·¬§
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The observations above are conrmed using both numerical an¼ ­·³«´¿¬·±² ®»­«´¬­ ·² Ú·¹ò ì
º±® ¿ í-dimensional grid network. Specically, we plot the outage °®±¾¿¾·´·¬·»­ ø·ò»òô Ð ¹®·¼Ñ ã
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®»¼«²¼¿²½§ ½¿² ¾» °±¬»²¬·¿´´§ «­»º«´ ·² signicantly ·³°®±ª·²¹ ¼¿¬¿ ®»½±ª»®¿¾·´·¬§ ·² ÎÒÝò
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«­»¼ ·² ©·®»´»­­ ½±³³«²·½¿¬·±²­å ¾±¬¸ ¼»­½®·¾» ½®·¬»®·¿ ¬¸¿¬ ³»¿­«®» ¬¸» ®»´¿¬·ª» °±­­·¾·´·¬§
±º ®»½±ª»®·²¹ ­±«®½» ·²º±®³¿¬·±² ¿¬ ¬¸» ¼»­¬·²¿¬·±²ò Ì¸» ¼·ºº»®»²½» ·­ ¬¸¿¬ ¼·ª»®­·¬§ ·­ «­»¼ ¬±
½±³¾¿¬ ´·²µ º¿·´«®» ¼«» ¬± ©·®»´»­­ º¿¼·²¹å ÎÒÝ ®»´·¿¾·´·¬§ ¹¿·² ·­ «­»¼ ¸»®» ¬± ®»¼«½» ±«¬¿¹»
¬¸¿¬ ¿®·­»­ º®±³ °±­­·¾´» ¼¿¬¿ ¼»°»²¼»²½§ ¼«» ¬± ®¿²¼±³ ½±³¾·²·²¹ô ©¸·½¸ ½¿² ¸¿°°»² »ª»²
©¸»² ¿´´ ²»¬©±®µ »¼¹»­ ¿®» ®»´·¿¾´»ïðò É» ²±© ­¬«¼§ ¬¸» ®»´·¿¾·´·¬§ ¹¿·² º±® ¿ ³«´¬·½¿­¬ ²»¬©±®µ
·² ¬¸» º±´´±©·²¹ ¬¸»±®»³æ
Ì¸»±®»³ ìòïæ Ý±²­·¼»® ¿ ³«´¬·½¿­¬ ²»¬©±®µ ÙÎ ©·¬¸ ®»´·¿¾´» »¼¹»­ ¿²¼ ¿ ³·²ó½«¬ ª¿´«» ±º
Îò Ì¸» ­±«®½» ¬®¿²­³·¬­ Î ¼»°»²¼»²¬ ·²º±®³¿¬·±² °®±½»­­»­ »¨°¿²¼»¼ ¾§ Ï øï ä Ï ä Î÷
·²¼»°»²¼»²¬ ·²º±®³¿¬·±² °®±½»­­»­ò Ì¸» º±®³¿¬·±² ±º ¬¸» ¼»°»²¼»²¬ ·²º±®³¿¬·±² °®±½»­­»­ ¿®»
°»®º±®³»¼ ­«½¸ ¬¸¿¬ ¿²§ Ï ø±«¬ ±º Î÷ ·²º±®³¿¬·±² °®±½»­­»­ ¬®¿²­³·¬¬»¼ ¾§ ¬¸» ­±«®½» ³«­¬













½¿² ¾» ¿½¸·»ª»¼ô ©¸»®» Î Î are the parameters dened in Theorem 3.1 and Ï Ï
¿®» »¯«·ª¿´»²¬ °¿®¿³»¬»®­ º±® ¿ ®»¼«½»¼ ²»¬©±®µ ÙÏ ±¾¬¿·²»¼ ¾§ ¼»´»¬·²¹ ½»®¬¿·² »¼¹»­ º®±³ ÙÎô
»ò¹òô ¾§ ¼»´»¬·²¹ Î Ï edges in a max-ow cut, till a max-ow of Ï ·­ ±¾¬¿·²»¼ò
Ð®±±ºæ Í»» ß°°»²¼·¨ Þò
Ì¸»±®»³ ìòï °®±ª·¼»­ ¿ ½¿°¿½·¬§ó®»´·¿¾·´·¬§ ¬®¿¼»±ºº ©¸»² ¿ ²»¬©±®µ ±º Î ¼·­¶±·²¬ ­±«®½»ó
¼»­¬·²¿¬·±² °¿¬¸­ ·­ «­»¼ ¬± ¬®¿²­³·¬ Ï ä Î ·²¼»°»²¼»²¬ ·²º±®³¿¬·±² °®±½»­­»­ò Ú«®¬¸»®ô ·¬
­¸±©­ ¬¸¿¬ ¬¸» ®»½±ª»®¿¾·´·¬§ ±º ®¿²¼±³´§ »²½±¼»¼ ·²º±®³¿¬·±² ½¿² ¾» signicantly ·³°®±ª»¼
¾§ ±²´§ ­´·¹¸¬´§ ¼»½®»¿­·²¹ ¬¸» ¬®¿²­³·¬ ®¿¬»ò ß´¬¸±«¹¸ ¬¸» ²»¬©±®µ ±«¬¿¹» °®±¾¿¾·´·¬§ ½±«´¼ ¾»
reduced by increasing size of nite eld Úî« as well, the arithmetic operations in a larger nite
eld are more complicated and may not always be desirable. In ½±²¬®¿­¬ô Ì¸»±®»³ ìòï °®±ª·¼»­
¿² ¿´¬»®²¿¬» ©¿§ ±º ·³°®±ª·²¹ ²»¬©±®µ ®»´·¿¾·´·¬§ ©·¬¸ ¿ ­³¿´´ ½±­¬ ·² ²»¬©±®µ ½¿°¿½·¬§ò ×²
çÉ¸»² ª ã ïô »¿½¸ ·²¬»®³»¼·¿¬» ²±¼» ½¿² °»®º±®³ ÎÒÝ ©·¬¸±«¬ ·²¬®±¼«½·²¹ ´±½¿´ ¼»°»²¼»²½§å ¬¸«­ Ðª ã ðò
ïðÌ¸¿¬ ¾»·²¹ ­¿·¼ô ·¬ ·­ °±­­·¾´» ¬± »¨°´±®» ¬¸·­ ¬®¿¼»±ºº ¾»¬©»»² ½¿°¿½·¬§ ¿²¼ ®»´·¿¾·´·¬§ ¿­ ¿ ³»¿²­ ¬± ½±«²¬»® ¬¸» ·³°¿½¬
±º º¿¼·²¹ ø·ò»òô «²®»´·¿¾´» »¼¹»­÷ ±² ¬¸» °»®º±®³¿²½» ±º ÎÒÝ ·² ©·®»´»­­ ²»¬©±®µ­ò É» ­¸±© ·² ÅïêÃ ¬¸¿¬ ¾§ ­½¿´·²¹ ¾¿½µ ¬¸»
­±«®½» ¬®¿²­³·­­·±² ®¿¬»ô ¸·¹¸»® º»¿­·¾·´·¬§ ½¿² ¾» ¿½¸·»ª»¼ ·² ¿ ©·®»´»­­ ²»¬©±®µ ©·¬¸ º¿¼·²¹ ´·²µ­ò
ïí
º¿½¬ô ©¸»² »·¬¸»® ÛóÎÒÝ ±® ÔóÎÒÝ ·­ «­»¼ô ¿ ®»´·¿¾·´·¬§ ¹¿·² ½´±­» ¬± Î
Ï
·­ «­«¿´´§ ¿½¸·»ª¿¾´»
(depending on the specic network topology). We show this ne¨¬ º±® ²ó¼·³»²­·±²¿´ ¹®·¼ ²»¬©±®µò
Ý±®±´´¿®§ îæ É¸»² ÔóÎÒÝ ·­ ¿°°´·»¼ ¬± ¬¸» ²ó¼·³»²­·±²¿´ ¹®·¼ó²»¬©±®µ ©·¬¸ º«´´ ¾®±¿¼½¿­¬ó
·²¹ ø·ò»òô ÞóÎÒÝ÷ ¿²¼ ¿­­«³·²¹ ¬¸» ­±«®½» ¬®¿²­³·¬­ ² ·²º±®³¿¬·±² °®±½»­­»­ ¬¸¿¬ ¿®» ´·²»¿®
½±³¾·²¿¬·±²­ ±º ³ øï ä ³ ä ²÷ ·²¼»°»²¼»²¬ °®±½»­­»­ ø·ò»òô Î ã ² ¿²¼ Ï ã ³÷ô ¿ ®»´·¿¾·´·¬§




Ð®±±ºæ Ú±® ¬¸» ²»¬©±®µ ¬±°±´±¹§ ­¬«¼·»¼ ¸»®»ô ·¬ ·­ ­¬®¿·¹¸¬º±®©¿®¼ ¬± ­¸±© ¬¸¿¬ Î ã Ï ã
ï. Also, from the denition of ·² Ì¸»±®»³ íòïô ©» ¸¿ª» Î ã ²ø ²·ãï · î÷ ¿²¼ Ï ã


















Ú±® ÔóÎÒÝ ¿²¼ ÛóÎÒÝ ­½¸»³»­ô ©» ½¿² ¼»®·ª» ­·³·´¿® ®»´·¿¾·´·¬§ ¹¿·² º®±³ Ì¸»±®»³ ìòïò
ß­ ¿² »¨¿³°´»ô ©» ·´´«­¬®¿¬» ¬¸» ¬®¿¼»±ºº ¾»¬©»»² ®»´·¿¾·´·¬§ ¿²¼ ½¿°¿½·¬§ º±® ¿ íó¼·³»²­·±²¿´
¹®·¼ ²»¬©±®µ ·² Ú·¹ò ëò Þ±¬¸ ¬¸»±®»¬·½¿´ «°°»®¾±«²¼­ ¿­ ©»´´ ¿­ ­·³«´¿¬·±² ®»­«´¬­ ¿®» °®±ª·¼»¼ò
×² ±«® ­·³«´¿¬·±²ô ©» ¿­­«³» ¬¸» ¼»­¬·²¿¬·±² ·­ ´±½¿¬»¼ ¿¬ øíå íå ì÷ò É¸»² º«´´ ½¿°¿½·¬§ ·­
¿½¸·»ª»¼ô í ·²¼»°»²¼»²¬ ·²º±®³¿¬·±² °®±½»­­»­ ¿®» ¬®¿²­³·¬¬»¼ ¾§ ¬¸» ­±«®½»å ©¸»² ¬¸» ²»¬©±®µ
·­ ±°»®¿¬·²¹ ¿¬ ®»¼«½»¼ ½¿°¿½·¬§ ø±º î÷ô ¬¸» ­±«®½» ¬®¿²­³·¬­ î ·²¼»°»²¼»²¬ ·²º±®³¿¬·±² °®±½»­­»­
¿²¼ ï ¼»°»²¼»²¬ °®±½»­­ò É» ½¿² ­»» ¬¸¿¬ ©¸»² ¬¸» ­±«®½» ¬®¿²­³·¬­ ¿¬ ®»¼«½»¼ ½¿°¿½·¬§ô ¬¸»
±«¬¿¹» °®±¾¿¾·´·¬§ »¨¸·¾·¬­ ¿ ®»´·¿¾·´·¬§ ¹¿·² ±º í ï
î ï
ã î when the size of the nite eld is
´¿®¹»ò Ò±¬» ¬¸¿¬ ¬¸» ÎÒÝ ®»´·¿¾·´·¬§ ¹¿·² ·² Ú·¹ò ë ·­ ­»»² ¿­ ¬¸» ·²½®»¿­» ø·ò»òô ¼±«¾´·²¹÷ ±º
the slope in the outage probability for large nite elds. We ½¿² ¿´­± ­»» º®±³ Ú·¹ò ë ¬¸¿¬
¬¸» ¿½¬«¿´ ±«¬¿¹» °®±¾¿¾·´·¬·»­ º±® ¬¸» íó¼·³»²­·±²¿´ ¹®·¼ ²»¬©±®µ ¿®» ³«½¸ ´±©»® ¬¸¿² ¬¸»
½±®®»­°±²¼·²¹ ¬¸»±®»¬·½¿´ «°°»® ¾±«²¼­ô ¾±¬¸ º±® º«´´ ¿²¼ ®»¼«½»¼ ½¿°¿½·¬§ ¬®¿²­³·­­·±²ò Ì¸·­
·­ ¬± ¾» »¨°»½¬»¼ ­·²½» ¬¸» ¬¸»±®»¬·½¿´ ®»­«´¬­ ¼»®·ª»¼ ·² Ì¸»±®»³­ íòï ¿²¼ ìòï ø¿²¼ ­¸±©² ·²
Ú·¹ò ë ÷ ¿®» ¬¸» «°°»® ¾±«²¼­ ±² ±«¬¿¹» °®±¾¿¾·´·¬§ ø·ò»òô ¬¸» ©±®­¬ó½¿­» °®±¾¿¾·´·¬§÷ º±® ¿²§
¿®¾·¬®¿®§ multicast network. When we choose a specic network topolog§ ø»­°»½·¿´´§ô ¿ ®»¹«´¿®ô
small-scale conguration such as in our simulations), we ca² »¨°»½¬ ¬¸» ¿½¬«¿´ ±«¬¿¹» °®±¾¿¾·´·¬§
¬± ¾» ³«½¸ ´±©»® ¬¸¿² ¬¸» «°°»® ¾±«²¼ò Ø±©»ª»®ô ©» ­»» ¿¬ ¬¸» ­¿³» ¬·³» ¬¸¿¬ ¬¸» ­·³«´¿¬·±²
®»­«´¬­ ¿®» ¿­§³°¬±¬·½¿´´§ ½±²­·­¬»²¬ ©·¬¸ ¬¸» ¬¸»±®»¬·½¿´ ®»­«´¬­æ Þ±¬¸ ­¸±© ¿² »¨°±²»²¬·¿´ ¼»½¿§
·² ²»¬©±®µ ±«¬¿¹» °®±¾¿¾·´·¬§ ©·¬¸ ®»­°»½¬ ¬± ¬¸» ´»²¹¬¸ ±º ¬¸» ¬®¿²­³·¬¬»¼ ­§³¾±´ò
É» ­»» ¸»®» ¬¸¿¬ ¿ ½±²­·¼»®¿¾´» ·³°®±ª»³»²¬ ·² º»¿­·¾·´·¬§ °®±¾¿¾·´·¬§ ½¿² ¾» ¿½¸·»ª»¼ ¾§
ïì
¬®¿¼·²¹ ±ºº ¿ ­³¿´´ º®¿½¬·±² ø»­°»½·¿´´§ º±® ²»¬©±®µ­ ©·¬¸ ´arge max-ow) of achievable capacity,
©¸·½¸ ³¿§ ¾» ª»®§ ¼»­·®¿¾´» ·² »®®±®ñ¼»´¿§ ­»²­·¬·ª» ¿°°´·½¿¬·±²­ò Ò»ª»®¬¸»´»­­ô ©» ­¸±«´¼ ¿´­±
note that network coding was proposed to achieve the max-ow ²»¬©±®µ ½¿°¿½·¬§ ©¸·½¸ ³¿§
¾» «²¿½¸·»ª¿¾´» ±¬¸»®©·­» ·² ¿ ¹»²»®¿´ ²»¬©±®µò ß ­»ª»®» ®»¼«½¬·±² ·² ½¿°¿½·¬§ øº±® ·³°®±ª»¼
º»¿­·¾·´·¬§÷ ³¿§ ¬¸»®»º±®» ¾» «²¿¼ª·­¿¾´»ô »­°»½·¿´´§ ·² ²»¬©±®µ­ ©·¬¸ ®»´·¿¾´» »¼¹»­å ·²­¬»¿¼ô ¿
careful decision should be made based on the specic applica¬·±²ò
Êò ÝÑÒÝÔËÜ×ÒÙ ÎÛÓßÎÕÍ ßÒÜ ÚËÌËÎÛ ÉÑÎÕÍ
×² ¬¸·­ °¿°»®ô ©» ­¬«¼§ ¿ ®¿²¼±³·¦»¼ ²»¬©±®µ ½±¼·²¹ ­½¸»³» ¾¿­»¼ ±² ¿ ´·³·¬»¼ ²«³¾»® ±º
random coefcients. The tradeoff between the reduction of the number of random coefcients and
º»¿­·¾·´·¬§ ¾±«²¼­ ±º ­«½¸ ÔóÎÒÝ ­½¸»³» ·­ ­¬«¼·»¼ò Ì¸»²ô ¿ ¼·­¬·²½¬ ½¿°¿½·¬§ó®»´·¿¾·´·¬§ ¬®¿¼»±ºº
for general RNC schemes is revealed and quantied. This trad»±ºº °®±ª·¼»­ ¿² ¿´¬»®²¿¬» ¿°°®±¿½¸
¬± ·³°®±ª·²¹ ¬¸» °®±¾¿¾·´·¬§ ±º ®»½±ª»®·²¹ ®¿²¼±³´§ó»²½±¼»¼ ·²º±®³¿¬·±² ¿¬ ¬¸» ¼»­¬·²¿¬·±²
without using an excessively large nite eld. In both casesô ©» ·´´«­¬®¿¬» ¬¸» ¿°°´·½¿¬·±² ±º ¬¸»
¬©± ¬®¿¼»±ºº­ ·² ¬¸» ½±²¬»¨¬ ±º ¹®·¼ ²»¬©±®µ­ò
É¸·´» ¬¸» ¬©± ¬®¿¼»±ºº­ ­¬»³ º®±³ ¼·ºº»®»²¬ ³±¬·ª¿¬·±²­ ·² ®»¹¿®¼­ ¬± ¬¸» ·³°´»³»²¬¿¬·±² ±º
®¿²¼±³·¦»¼ ²»¬©±®µ ½±¼»­ô ¬¸»·® ±«¬½±³»­ ³¿§ ½±²ª»®¹» ·² ­±³» ­°»½·¿´ ­½»²¿®·±­ò Ú±® »¨¿³°´»ô
in a network where the source node is unaware of max-ow capac·¬§ô ·¬ ³¿§ ¿¼±°¬ ÔóÎÒÝ ¿²¼
¬®¿²­³·¬ ¿¬ ¿ ®¿¬» Ï that turns out to be below the max-ow rate Îò ×º ©» ³¿µ» ¿ ½«¬ ³«½¸
º«®¬¸»® ¼±©² ¬¸» ²»¬©±®µô ·ò»òô ¿º¬»® ³«´¬·°´» ¬·»®­ ±º ®»´¿§­ô ¬¸» »¼¹»­ ·² ­«½¸ ½«¬ ³¿§ ½¿®®§
·²º±®³¿¬·±² ¬¸¿¬ ­¿¬·­º§ ¬¸» ½±²¼·¬·±²­ ·² Ì¸»±®»³ ìòïò ×² ­«½¸ ­°»½·¿´ ½¿­»­ô ¬¸» ±«¬½±³» ³¿§
½±·²½·¼»²¬¿´´§ ³·³·½ ¬¸» ½¿°¿½·¬§ó®»´·¿¾·´·¬§ ¬®¿¼»±ººô ·ò»òô ¿´¬¸±«¹¸ ¬¸» ­±«®½» ½±²­»®ª¿¬·ª»´§
transmits below max-ow due to downstream edge uncertainty ø¿ ³±¬·ª¿¬·±² º±® ÔóÎÒÝ÷ô ¬¸»
°®±½»­­ ±º ®¿²¼±³·¦»¼ ²»¬©±®µ ½±¼·²¹ ¿¬ ·²¬»®³»¼·¿¬» ²±¼»­ ³¿§ °®±¼«½» ®»´·¿¾·´·¬§ ¹¿·²­ò
ß´¬¸±«¹¸ ­«½¸ ±«¬½±³»­ ¿®» ²±¬ ¿°°´·½¿¾´» ¬± ¿®¾·¬®¿®§ ³«´¬·½¿­¬ ²»¬©±®µ­ô ¿²¼ ·² ³¿²§ ½¿­»­ô
½±²­»®ª¿¬·ª» ¬®¿²­³·­­·±² º®±³ ¬¸» ­±«®½» ½¿²²±¬ ¹«¿®¿²¬»» ¬¸» º«´´ ½¿°¿½·¬§ó®»´·¿¾·´·¬§ ¬®¿¼»±ºº
·² Ì¸»±®»³ ìòïô ·¬ ·­ ©±®¬¸ °±·²¬·²¹ ±«¬ ¬¸¿¬ ¬¸» ¬©± ¬®¿¼»±ºº­ ­¬«¼·»¼ ·² ¬¸·­ ©±®µ ¼± ­¸¿®» ¿
²¿¬«®¿´ ½±²²»½¬·±²ò
One nal remarks we would like to make is that although tradeoºº­ ¼·­½«­­»¼ ·² ¬¸·­ °¿°»® ¿®»
¼»®·ª»¼ ¾¿­»¼ ±² ¬¸» ³±¼»´ ±º ©·®»´·²» ²»¬©±®µ­ô ­±³» ±º ¬¸»³ ³¿§ ½¿®®§ ·³°±®¬¿²¬ ·³°´·½¿¬·±²­
·² ©·®»´»­­ ­»¬¬·²¹­ ¿­ ©»´´ò Ú±® »¨¿³°´»ô ¬¸» ¬®¿¼»±ºº ¾»¬©»»² ½¿°¿½·¬§ ¿²¼ ®»´·¿¾·´·¬§ ½¿² ¾»
ïë
»¨°´±®»¼ ¬± ®»¼«½» ±«¬¿¹» ¼«» ¬± º¿¼·²¹ ·² ©·®»´»­­ ½¸¿²²»´­ò ß¼¼·¬·±²¿´´§ô ¬¸» ¾®±¿¼½¿­¬óÎÒÝ
approach is a natural t in the inherently-broadcasting wir»´»­­ ³»¼·¿ò É» ½±²¬·²«» ¬¸·­ ´·²» ±º
©±®µ ·² ÅïêÃ ¿²¼ »¨°´±®» ¬¸» ¿°°´·½¿¬·±² ±º ¬¸»­» ¬®¿¼»±ºº­ ·² ©·®»´»­­ ²»¬©±®µ­ ©·¬¸ º¿¼·²¹ ¿²¼
¾®±¿¼½¿­¬·²¹ »¼¹»­ò
ßÐÐÛÒÜ×È
ßò Ð®±±º ±º Ì¸»±®»³ íòï
We rst present a lemmaïï ¬¸¿¬ ­¬«¼·»­ ¬¸» «°°»® ¾±«²¼ ±º ¬¸» °®±¾¿¾·´·¬§ ¬¸¿¬ ¿ °±´§²±³·¿´
over a nite eld equals ðò
Ô»³³¿ ßòïæ Ú±® ¿ °±´§²±³·¿´ Ðø¦ïå ¦îå ÷ over nite eld Úî« ±º ¬±¬¿´ ¼»¹®»» Ó ô ·º ¬¸»
³¿¨·³«³ »¨°±²»²¬ ·² ¿²§ ª¿®·¿¾´» ¦· ·­ ³ ø³ ä Óå ³ ä î«÷ô ¬¸» °®±¾¿¾·´·¬§ ±º Ð »¯«¿´­ ¦»®±






Ð®±±ºæ Ô»¬ ³¶ ¾» ¬¸» ´¿®¹»­¬ »¨°±²»²¬ ±º ¦¶ ·² Ðø¦ïå ¦îå ÷ò Ì¸» °±´§²±³·¿´ Ð ½¿² ¬¸»² ¾»
©®·¬¬»² ¿­ Ð ã ¦³ïï Ð
½
ï õ Îïô ©¸»®» Ð
½
ï ·­ ¿ °±´§²±³·¿´ ¬¸¿¬ ¼±»­ ²±¬ ½±²¬¿·² ¬»®³­ ±º ¦ï ¿²¼
¸¿­ ¼»¹®»» ²± ¸·¹¸»® ¬¸¿² Ó ³ï ¿²¼ Îï ·­ ¬¸» ®»­·¼«» °±´§²±³·¿´ ±º Ð ©ò®ò¬ò ¦
³ï
ï ò Ú®±³
¬¸» ®«´»­ ±º ¼»º»®®»¼ ¼»½·­·±² ¿²¼ Í½¸©¿®¬¦óÆ·°°»´ ¬¸»±®»³ ÅïéÃô ©» ¬¸»² ¸¿ª» Ð®øÐ ã ð÷





ò ß°°´§·²¹ Í½¸©¿®¬¦óÆ·°°»´ ¬¸»±®»³ ÅïéÃ ®»½«®­·ª»´§ô ©» ±¾¬¿·²











ï÷ É¸»² ³±¼ øÓå ³÷ ã ðò Ì¸» «°°»® ¾±«²¼ ±² Ð®øÐø¦ïå ¦îå ÷ ã ð÷ ½¿² ¾» º±«²¼ ¾§












ð ³¶ ³å è¶ ¿²¼ ³¶ î Æ
Ð®±¾´»³ øè÷ ½¿² ¾» ­±´ª»¼ ¾§ ·²¼«½¬·±²ò É» ¿­­«³» ¬¸» ±°¬·³¿´ ­±´«¬·±² ¬± øè÷ ·­ ³ ã
º³ïå ³îå ³Ó¹. First, we inspect the case when the rst constraint
Ó
¶ãï ³¶ Ó ·­ ²±¬
ïïÌ¸» °®±±º ±º ¿ ­°»½·¿´ ½¿­» ±º Ô»³³¿ ßòï ½¿² ¾» º±«²¼ ·² ÅêÃò É» «­» ¸»®» ¿ ­·³·´¿® ¬»½¸²·¯«» ¿­ ¬¸» ±²» ¿¼±°¬»¼ ¾§
¿«¬¸±®­ ±º ÅêÃò Ì¸» ­µ»¬½¸ ±º ¬¸» ³¿¶±® ­«°°±®¬·²¹ ¿®¹«³»²¬ ·­ ·²½´«¼»¼ º±® ½±³°´»¬»²»­­ ±º ¬¸» °®±±ºò
ïê
¾·²¼·²¹ ø·ò»òô ¬¸» ±°¬·³¿´ ­±´«¬·±² ·­ ±¾¬¿·²»¼ ©¸»² Ó¶ãï ³¶ ä Ó÷ò Ì¸»² ©» ½¿² ¿´©¿§­
nd a feasible solution ³ ã ³ õ ô ©¸»®» ã º ï îå Ó¹ ¿²¼ · â ðô ­«½¸ ¬¸¿¬
ÐËÞø³ ã ³ õ ÷ ÐËÞø³ ã ³ ÷ â ðò Ì¸·­ ½±²¬®¿¼·½¬­ ¬¸» ±°¬·³¿´·¬§ ±º ³ ò Ì¸»®»º±®»ô
the rst constraint must be binding and we have Ó¶ãï ³¶ ã Ó ò Í·³·´¿®´§ô ©» ½¿² ­¸±© ¬¸¿¬
¾±¬¸ »²¼­ ±º ¬¸» ­»½±²¼ ½±²­¬®¿·²¬ ³«­¬ ¾» ¾·²¼·²¹ô ·ò»ò ³· ã ð ±® ³· ã ³å è·ò Ì¸»®»º±®»ô ¬¸»
±°¬·³¿´ ø³¿¨·³¿´÷ ª¿´«» ±º ÐËÞ ·­ ¿½¸·»ª»¼ ©¸»² »¨¿½¬´§
Ó
³
±º ³· ¬¿µ» ±² ¬¸» ª¿´«» ±º ³
¿²¼ ¬¸» ®»³¿·²·²¹ ³· ¬¿µ» ±² ¬¸» ª¿´«» ±º ðò ×¬ ·­ »¿­§ ¬± ­»» ¬¸¿¬ ¬¸·­ ±°¬·³¿´ ­±´«¬·±² §·»´¼­
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