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AVERAGE WAITING TIME ASSIGNMENT




We consider a system in which- V users are competing for the transmission
capacity of a link. The users generate messages in a Poisson manner. The mes-
sage length distribution of each user is arbitrary. and may differ for different users.
Our objective is to investigate non-preemptive scheduling as a means of selectively
controlling the average waiting time of the users.
Our first result characterizes the average waiting time assignments that can be
realized (i.e., are feasible) using non-preemptive queuing strategies. It can be used
to establish in O(V log V) computations if a given average waiting time assignment
is feasible. The proof of this result relies on a "universal" queuing strategy which is
itself a useful by-product. This strategy is simple. time-invariant, and can be used
to realize any feasible average waiting time assignment.
Then, associating a waiting time cost function to each user, we study the
problem of finding a non-preemptive queuing strategy that minimizes the overall
waiting time cost. We give a set of optimality conditions for this problem, and
construct an algorithm solving it. in O(V log V) steps. With a simple modification
the algorithm also solves the problem of finding a non-preemptive queuing strategy
that minimizes the lexicographic ordering of the waiting time costs. Finally, assuming
that all service times are drawn from a common exponential distribution, we extend
the results to the case in which preemptive queuing is allowed.
1. Introduction
In the queuing literature considerable attention has focussed on characterizing
several queuing strategies (e.g., FIFO, LIFO and Round-Robin, see [1]). The approach
generally taken consists of selecting a strategy, and then analyzing how the strategy
relates to various measures. In several applications. however, the main concern is
not a particular queuing strategy, but it is to optimize certain performance measures.
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In this context it is useful to consider the performance measures of interest directly.
without relating them to some particular, a priori chosen queuing strategy. Indeed, a
priori choosing a strategy may only unduly restrict. the set. of achievable performances.
and may complicate the search for the optimum as the performances achievable by
a particular strategy are often related in intricate wavs to the parameters of the
strategy.
If certain performance measures are considered as primary variables it then
becomes important to determine the conditions under which a given assignment for
these measures is feasible, and to determine how a given feasible assignment can be
converted into a queuing strategy actually capable of achieving it. In other words,
given the physical parameters of a system (e.g., arrival rate, service time) and an
assignment for some performance measures of interest. under which conditions can
we guarantee the existence of a queuing strategy realizing the assignment. and if such
a strategy exists, how can it be found?
A substantial contribution to the understanding of these problems was made
by Coffman and Mitrani [2]. They studied a single-server queue in which several
classes of jobs are distinguished. The jobs arrive in a Poisson manner and, within
each class, the job lengths follow a common exponential distribution. Considering
the class of queuing strategies in which the scheduling decisions are independent of
the remaining service time requirement of the jobs. but which are not necessarily
non-preemptive, they showed that the set of feasible average delays can be charac-
terized in terms of several simple equations. They also showed the existence of a
"universal" queuing strategy in the class which can be used to realize any average
delay assignment realizable using a queuing strategy in the class. Unfortunately. a
major drawback of the characterization result is that. the number of equations grows
exponentially with the number of classes. In practice this limits the applicability of
the result to situations in which a few classes (say ten) are distinguished. especially
when the result is used to obtain a precise analytical description of the set of feasible
average delays in the framework of an optimization problem. A second related draw-
back concerns the universal queuing strategy. Indeed. determining the instance of
the queuing strategy realizing a particular delay assignment requires solving a linear
program whose number of variables grows exponentially with the number of classes.
Characterizing the delay performances realizable in a single-server queue has
also been addressed in [3] where results similar to those of 21] are reported. [3] contains
a.good discussion motivating these issues in the context of operating a computer and
relating them to other more practical issues. Also, some fundamental characterization
results, in particular a conservation law, are presented in [4].
In this paper we consider a system in which several users generate messages
which must be transmitted over a link. This system basically fits the framework of
[2], where classes correspond to users and jobs to messages. However, as opposed to
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[2] in which preemptive queuing is allowed, we concentrate on the case in which only
non-preemptive queuing may be used. This is because our main motivation for study-
ing the system is that it models a typical link in a packet-switched communication
network, and because preemptive queuing is never used in this context. Indeed, we
do not know of any current communication network in which preemption is used in
the scheduling of the messages, except perhaps when some exceptional catastrophic
event occurs (e.g., link or node failure). Assuming non-preemptive queuing allows us
to dispense with the assumption required in [21 that the message length distribution
of each user be exponential, but allows us to use instead arbitrary distributions. Re-
suits completely analogous to those presented in the paper can be established in the
context in which preemptive queuing is allowed. We must then impose a common
exponential service time distribution for all users, but we obtain in compensation a
larger set of admissible strategies. The derivation of the results in the preemptive
case is very similar to that of their non-preemptive counterpart. For this reason, the
results in the preemptive case are only briefly summarized in the paper. The reader
may refer to [4] for more details.
Finally, it is worth noting that although the discussion is casted in the context
of a packet-switched communication network, the framework considered in the paper
is also appropriate in several other applications, notably in operating a computer [5],
and in call-waiting telephone networks [61.
2. Model Formulation
We model the link as a single-server whose service rate is pL bits/sec, where
A corresponds to the capacity of the link. There are V competing users, labelled
1,...,V. We denote by Ri the mean arrival rate of messages of user i (in mes-
sages/sec.). We assume that:
(A1.1) The arrival process of the messages of each user is a Poisson process
independent of the other arrival processes.
(A1.2) The lengths (in bits) of the messages of user i are drawn independently
from an arbitrary distribution whose first and second moments are de-
noted respectively by I' and 12.
(A1.3) jV, RiT < / -
Following [21 we define a queuing strategy as a function Q(t) indicating the
identity of the message being served at time t, or 0 if no message is being served. We
assume that:
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(A2.1) Q(t) = 0 if and only if the system is idle.
(A2.2) If t falls within busy period B, then the value of Q(t) depends only
on those arrival times, departure times, completed service times, and
user identities which apply to messages waiting, being served or having
received service during B up to time t.
(A2.3) If message m enters service at time to, then Q(t) = m for all t E
[to, to + Im/IL], where Im is the length of message m.
(A2.4) Q(t) may be deterministic or may be governed by some probability law
whose parameters are restricted to those of assumption (A2.2).
(A2.1) imposes that the link cannot be idle if there are messages waiting,
which is obviously reasonable. The main limitation imposed by (A2.2) is that the
scheduling decisions must be independent of the lengths of the waiting messages.
This is restrictive because this information is usually known, and it could potentially
be used to obtain a better scheduling. This limitation can be overcome to a certain
extent by refining the description of the users; for example by splitting each user into
several components in which the message lengths are approximately equal, but we
will not pursue this in the present paper. Together with (Al.3) and (A2.1), (A2.2)
insures that in steady-state the sample functions do not depend on initial conditions,
which we need to equate ensemble averages to time averages. (A2.3) insures that. only
non-preemptive queuing strategies are admissible. (A2.4) is made to allow the use of
randomized rules in the queuing strategies.
3. Characterization of the Set of Realizable Waiting Times
Let W i denote the average waiting time in queue of the messages of user i.
From (Al) and (A2), 1Wi exists and is finite. For convenience we hereafter refer to
W i simply as the waiting time of user i. We define Pi = Riz-i/I. Pi corresponds to
the proportion of the time messages of user i are transmitted, and we refer to it. as
the load of user i. We also introduce for convenience the following function:





is the expected residual service time of the message in service (if any), as seen in
steady-state by an arriving message.
Let W = (W-l,..., Wtr)* be a given waiting time assignment. In a queuing
system satisfying (Al) we say that. W is realizable, or feasible, whenever there exists
a queuing strategy satisfying (A2) and resulting in user i. i = 1..., V, experiencing
the waiting time Ii. Also, we say that a user i has full non-preemptive priority over
a user j whenever a message of j cannot enter service when a message of i is in the
system.
Our first result states a property of feasible waiting time assignments. The
result is essentially an extention of a conservation law proven in [4].
Lemma 1: Let W be feasible. Then for all g C {1,... V}:
ZPiWi > Bnp(ZPi)
iEg iEg
Moreover, the equality is strict if the users in g have full priority over the users not
in g, or if g = {1,...,V}.
This result is proven in Appendix A. The equality equation obtained when
g =1, . . ., /} is often called Kleinrock's conservation law.
Lemma 1 can be intuitively motivated as follows. Consider a particular set
g C {1.... V}. If the users in g were given full preemptive priority over the other
users, then Kleinrock's conservation law would apply to these users considered in
isolation. Namely, we would then have:
leg - i 9ePi 12(3)
iEfg Z1 - ,'g Pi - Eg
Note that the term IZ '-ieg RZl' in the right hand side represents the expected
residual service time of the message in service when only the messages of the users
in g are considered, and as seen by an arriving message. In our context. only non-
preemptive queuing is allowed. Then. a message of a user in g may not eject from the
server a message of a user not in g, and accordingly the expected residual service time
of the message in service that the arriving messages see should include the contribution
due to the messages not in g. Hence when the users in g have full non-preemptive
' An arrow over a variable indicates that the variable is a vector.
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Figure 1: The cascade scheme
priority over the users not in g, we should expect in view of (3) that:
.iEgPi 1 -piWi= 6i X2 R-i
iEg E 21 i=1
=Bnp(: Pi) (4)
iEg
which is indeed true. as proven in Appendix A. In general however. as the tsers in g
may not always have full priority over the other users. p-_g ti[' t, may be larger than
Bnp (iEg Pi), which is what lemma 1 asserts.
We now describe a universal queuing strategy (this will soon be proven). The
strategy, called the cascade scheme. is depicted in Figure 1. There are 1" inputs to
the cascade scheme, one for each user. The output consists of V streams of messages.
called the priority streams. By construction each prioritv stream i has full priority
over the priority streams i + 1,..., V.
The priority streams are built as follows. Upon arrival in the system a message
of user 1 is given with probability Pl the highest "1" priority*. The messages of user 1
which are given the highest priority constitute the priority stream 1. The messages of
user 1 which are not given the highest priority cascade down and are lumped into the
Throughout this paper, as in most of the literature, priorities are numbered in order of
precedence.
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stream of messages of user 2. In the aggregate stream 2 (consisting of the messages
of user 2 and of the messages of user 1 rejected from the top priority) a message is
given with probability P2 the second highest priority. The messages which are given
the second highest. priority constitute the priority stream 2. The messages which are
not given the second highest priority cascade down and are lumped into the stream
of messages of user 3. This cascading continues until user V1 is reached, at which
point messages are all given the lowest priority. All priorities are non-preemptive
and, within each priority stream, the messages are served on a FIFO basis.
Let -7 = Pi, k1 = 0, and define recursively for i = 2,.. .,V:
Vi =Pt + (1 - pii-) 0 i-Y (5)
OZi = qi- + 7Pi-l"Yi- (6)
-y is the load due to the messages of user i and to the messages of users 1,...,i - 1
which have not been given one of the first i - 1 priorities (c.f. Figure 1). hi is the
overall load due to priority streams 1, ... , i - 1. piyi is the load of priority stream i.
Our next result gives a set of necessary and sufficient conditions for assessing
if a given waiting time assignment is feasible, and also establishes that the cascade
scheme is universal. The result assumes that the waiting times satisfy W 1 < ... <
Wv. This assumption is not restrictive as it can always be enforced via an appropriate
re-labelling of the users.
Theorem 1: Let W be a waiting time assignment satisfying W 1 < ... < Wv. Then
the following propositions are equivalent.
a) WV is realizable.
b) WP is realizable using the cascade scheme and the choice of the p i =
1..... 1 - 1, is unique.
c) The inequalities:





This is proven in Appendix B. A significant advantage of this theorem is that
proposition c allows us to determine in O(Vlog V) computations if a given waiting
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time assignment is feasible. The major task is the ordering of the waiting times which
takes O(V log V) computations. The cascade scheme is also a useful by-product of
the theorem. In addition to being universal, it possesses several other nice properties:
for example time invariance and ease of implementation.
We already knew that any feasible waiting time assignment must. satisfv the
equations of lemma 1. However a consequence of theorem 1 is that the converse
of this proposition is also true. Indeed if a waiting time assignment satisfies the
equations of lemma 1, it must also satisfy the equations of proposition c of theorem
1 corresponding to its ordering as these equations are a subset of those of lemma 1.
But if this is the case theorem 1 then guarantees that the waiting time assignment
is feasible. Hence we may conclude that a waiting time assignment is feasible if and
only if it satisfies the equations of lemma 1. A useful consequence of this fact is the
following corollary:
Corollary 1: The set of feasible waiting times is convex and compact.
The proof of this result follows immediately from the discussion of the pre-
ceeding paragraph, from.the convexity of the equations of lemma 1 with respect to
W, and from Kleinrock's conservation law.
Theorem 1 guarantees that any feasible waiting time assignment can be realized
using the cascade scheme. However, it does not say how to find the instance of the
cascade scheme realizing a particular waiting time assignment. This is the topic of
the following corollary.
Corollary 2: Let 1W/ be feasible and assumne that. l ..I < I< '-. Then the
probabilities pi, i = 1..... V - 1, defining the instance of the cascade scheme realizing
W1- are given recursively for k = 1.... V - 1 by:
Kk - / - 4 ,k + (1 - k (k - )
rPk 2- 'k k + 1
where yl = - , %k, k = 2,...,V, can be determined from Pl,.. Pk-l via (5), and
where:
Kk = (1 - ok) Wkt+ -1;k ( 1Wk1 - 1. -
1 - ak
This is proven in Appendix C. Note that the number of computations required to
determine the pi's is O(V), which is very small.
We summarize in the following corollary some simple results concerning feasible
waiting time assignments which will be used later. These results follow easily from
lemma 1 and theorem 1. We leave their proofs to the reader.
Corollary 3: Let W be feasible. Then:
a) If user i does not have full priority over user j, then there exists ix > 0
such that for all a E [0,a] the assignment:
Wi Wi - c/pi
;' - %'S + //P j
Wk Wk k# i, j
is feasible.
b) If user i has full priority over user j, then W/t < 1,[.
c) The equality:
E PiWi = Bnp( v pi)
iES iES
holds if and only if the users in S have full priority over the users not
in S.
4. Minimization of Overall Waiting Time Cost
Let Ci(Wi) quantifies the dissatisfaction of user i when its average waiting-
time is Wi, and assume that:
(A.3) For all i, Ci( ): [0, oo) - R, is convex, non-decreasing and differen-
tiable.
Our objective is to find a feasible waiting time assignment minimizing the
overall dissatisfaction. Specifically, we seek for an optimal solution to the problem:
I'
min E Ci(W;i)(Ps) m1
W feasible
Of course once a solution is found the cascade scheme and corollary 2 can be used to
obtain a corresponding queuing strategy.
The next result characterizes the optimal solutions to (Ps).
Theorem 2: Under assumptions (A1)-(A3), a sufficient condition for a feasible
assignment W1* to be an optimal solution to (P,) if that for all i, j, if:
1C(W*) > 1 C ,(
Pi p-
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then user i has full priority over user j. Moreover this condition is necessary if the
C'l(.), i = 1,...,V, are continuous.
This is proven in Appendix D. The theorem essentially asserts that the overall
waiting time cost is minimized when each user has full priority over the users having
a lower marginal waiting time cost per unit. load. This however does not forbid the
possibility of having a group of users in which no user has full priority over the others.
This situation may happen when the marginal waiting time costs per unit load are
equal. In fact when a group of users have the same marginal waiting time cost per
unit load, usually no user in the group has full priority over the others, but this may
happen in a degenerate situation.
In the linear cost case; i.e., when Ci(VVi) = ciWi, i = 1,.../, theorem 2
guarantees that optimality is obtained by assigning priorities to the users in order of
decreasing unit waiting time cost to load ratio. That is. an optimal strategy consists
of giving the top priority to a user i with the largest ci/lp, then giving the second
priority to a user j 7 i with the next largest cj/pj, etc. In the context of exponential
message length distributions, this result.was already known as the "uLc" rule (see for
example [7]). We can view theorem 2 as a generalization of it.
We now present an algorithm for solving (P,). We first motivate the main
ideas behind the algorithm through a simple example, and then formally present it.
To simplify the discussion and the description of the algorithm we assume that. the
cost functions are strictly convex. We shall comment later on how this assumption
can be removed.
Consider a system in which three users are competing for service. The service
rate of the link is p. = 1. and the users are characterized as follows:
C 1 V(W1) = 1.25W l(lWi. - 1/2) pI = 0.05
C2 ( 142 ) = 1/1.5exp(10H' - 15) P2 = 0.1 (7)
C:3 ( r3) = 7(W 3 )1' $ P3 = 0.15
Under the strict convexity assumption the optimal solution. 1 ' . to (Ps) is
unique. Suppose we guess that in this solution all the users have the same marginal
waiting time cost per unit load. That is. for some 1v* > 0:
-CI(Wi*) = 1, 2, 3 (8)
Pi
Based on this equation we can define Wi, i = 1, 2, 3, as a function of v as follows:
Wi -[Ctl-'l(pi> ) (9)
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where the function [C']-'(.), the inverse of C'(-), is well-defined because C"(.) is
strictly convex. Note that [Ci-1(-) is increasing, and that there exists v i C 0*x)
and i7 E [0, ool such that -C"-1 (pii) = 0 and ['-i] (pT-vi) = c. In our example a
little calculus gives:
1Cl(pi)-2 (25 2/)
10[C2]-1(P2v) = 1.5 + T6 ln(0.15v) (10)
To solve the problem we only have to find the value of v for which the assignment
prescribed in (9) is feasible. This can be done by first finding a v sufficiently large
to insure that all the inequality equations are satisfied, and that the left hand side of
Kleinrock's conservation equation is at least as large as the right hand side. Then we
can decrease v until feasibility is achieved. To assert the feasibility of an assignment
we can rank the users in order of increasing waiting time, and then use proposition c
of theorem 1. Note however that, except for Kleinrock's equation, the constraints in'
proposition c of theorem 1 may vary as v decreases because the ordering may change.
In our example, starting with v = 200, we find that it can be decreased to 78.38, at
which point Kleinrock's equation becomes satisfied with equality. The corresponding
assignment is:
WI = 1.32 W 2 = 1.74 W 3 = 1.25 (11)
The ordering is W3 < W 1 < W 2 and, correspondingly. the constraints in proposition
c of theorem 1 are:
P3WV3 > Bnp(p3 ) (12)
P W1 + p 3W 3 > Bnp(P1 P3) (13)
Pl W1 + P2 W2 + P3 W3 = Bnp(pl + p2 - P3) (14)
It is easily verified that the assignment (11) satisfies these constraints, and hence that
it is feasible. As, by construction, the assignment (11) also satisfies the condition of
theorem 2, we may conclude that it is indeed the optimal solution to (Ps).
Now assume that # = 1.1. Starting again with v = 200, we find that it. can be
decreased to 72.74,. Then, the assignment is:
WI = 1.20 W 2 = 1.74 W 3 = 1.08 (15)
The ordering is still W 3 < W 1 < W 2 , so that (12), (13) and (14) are still the feasibility
constraints. It is easily verified that the assignment (15) satisfies (12) with strict
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inequality, (13) with equality, but that it causes the left. hand side of (14) to be
greater than the right hand side. As (13) is satisfied with equality, v cannot be
further decreased, for otherwise this constraint would be violated. However, as (14)
is satisfied with strict inequality, the waiting times must still be reduced to obtain
a feasible assignment.. Clearly there is a difficulty here, which is basically that our
initial guess in now wrong. By assuming that user 2 has the same marginal waiting
time cost per unit load as users 1 and 3, the waiting time of user 2 is forced to be
needlessly high. This causes the left hand side of (14) to be too high, and leads to
infeasibility.
However, we can exploit the preceding observation to refine our initial guess.
Specifically, it is reasonable to suppose now that. user 2 has a lower marginal waiting
time cost per unit load than users 1 and 3. Accordingly, to solve the problem, we may
leave W1 and W 3 as in (15), still define 14'2 as a function of v via (9), and reduce v
until (14) holds. This will result in an assignment in which the marginal waiting time
cost per unit load of user 2 is less than that of users 1 and 3, but as the assignment
satisfies (13) with equality users 1 and 3 will have full priority over user 2. Hence the
assignment will satisfy all the conditions of theorem 2, and will thus be optimal.
We will not in general solve the problem as easily as in the preceding exam-
ple. However, the basic idea can be exploited to solve iteratively a more general
problem. Namely, starting with a marginal waiting time cost per unit load suffi-
ciently large to insure that all feasibility constraints, including Kleinrock's equation,
are satisfied with strict inequality, we reduce it until one constraint becomes satisfied
with equality. This determines the highest marginal waiting time cost per unit load,
the users experiencing it, and the waiting times of these users. Then. in a second
iteration, we maintain constant the waiting times of the users involved in the first
saturated constraint, and reduce the marginal waiting tinle cost per unit load of the
other users until a second constraint becomes binding. This determines the second
largest marginal waiting time cost per unit. load, the users experiencing it.. and their
waiting times. If there still remain users with needlessly high waiting times we repeat
the procedure, and continue until all waiting times are determined. The algorithm
presented below essentially formalizes this idea.
Alg_Ps: Assume that in addition to satisfying (A3), the cost functions are strictly
convex. Then the assignlent W produced by the following algorithm is an optimal
solution to (Ps).
1) Let T E N and v E [0, oo). Set T = 1, and arbitrarily label the users 1,... V.
2) For i > T let:
Wi- [Ci](-l(piv)
provided that this expression is well-defined. Otherwise if v_ > v then set
Wi = 0, and if vi < v then set. Wi = co.
1- /'-
3) Find the minimum v such that the following constraints are satisfied. where
for each v the users T,..., V are labelled in order of increasing waiting tile:
T-1 k k
£ PiWi +- A pi Wi > Bnp( EPi = T,...V
i=l i=T i=l
(Note that within one execution of step 3 the first sum in the left hand side is
constant because W1,..., WT_1 are not updated.)
4) Let 1: T < I < V, be the highest index for which equality is achieved in the
preceding set of equations. Set:
a) Wi = [C]-1(piv), i = T,...,1.
b) T = 1+ 1.
5) If T > V stop, else go to step 2.
The proof of correctness of AlgsP, is given in Appendix E. Since T is initialized
at 1, and increases by at least 1 each time step 4 is executed, the algorithm terminates
in at most V iterations. If fact the algorithm requires as many iterations as there are
distinct marginal costs per unit load in the solution.
It is not difficult to see that if the equations of step 3 are not satisfied for
a given v, then they cannot be satisfied for any smaller value of v. Similarly, if
the equations are satisfied for a given v, then they are also satisfied for all larger
values of v. It is also not difficult to see that the solution to step 3 always lies
in an interval of the form [0,vma_], where vmaz E R can be determined in O(V)
computations from the loads and the cost functions of the users. These observations
suggest that step 3 can be solved by using the well-known binary search algorithm
[8]. The rate of convergence is linear, but it does not depend on the number of users.
The number of iterations, say G. of the binary search algorithm to be performed
can be selected so as to locate with a given desired accuracy a number in the interval
[0, vmaz] (for example G = 10 + log2 vmax for an accuracy of three decimal places). In
each iteration the ordering task implicit in step 3 can be accomplished in O(V log V)
computations. This ordering being done, O(V) computations are required to evaluate
the equations. Hence the work required to solve step 3 if the binary search algorithm
is used is O(GV log V). As most of the computational burden in an iteration of
Alg-Ps occurs in step 3 we may conclude that the overall amount of computation
required by the algorithm is O(GV2 log V). Note, however, that this is a loose upper
bound. In practice users have seldom to be reordered in step 3, so that the amount
of computation is typically proportional to GV'2.
If Ci(') is not strictly convex [Ct]-l(-) may not exist. This poses a problem
because in step 2 and 4.a of Alg-Ps a unique waiting time cannot be associated with
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a given marginal waiting time cost per unit load. This problem can be overcome by
relating the waiting time to the pnarginal waiting time cost via:
W i = max W
1 c! g~r (16)
s. t. (
and by modifying slightly the last iteration of Alg-Ps. It is not difficult to see that'
Alg-Ps works correctly in all but the last iteration when (16) is used in steps (2)
and (4.a). The problem in the last iteration is that the solution, say Ulast, to step
(3) may be such that none of the constraints of step (3) are satisfied with equality.
Indeed, it is possible that the constraints of step (3) be violated for any v < vlast,
but that they be satisfied with strict inequality for v = vlast. This happens because
when a user has the same marginal waiting time cost per unit load over a waiting
time interval, (16) always chooses the maximum waiting time. This situation can.
however, be easily handled. A test can be inserted at the beginning of step (4) for
detecting when the constraints of step (3) are all satisfied with strict inequality. Upon
detecting this condition the algorithm would reduce the waiting times of the users
T,..., V while keeping constant their marginal waiting time costs per unit load until
a feasible waiting time assignment is obtained, and then stop.
5. Min-max Fair Waiting Time Assignment
In the formulation analyzed in the preceding section the concerns of the users
are not treated on an individual basis but are instead only considered through their
impact on an aggregate performance measure. In this formulation a user can be heav-
ily penalized if the overall impact is beneficial. A formulation in which the individual
concerns of the users are more explicitly considered is the max-min fairness formula-
tion [9]. The philosophy behind this formulation is to make the system as transparent
to the users as possible. In particular an important objective is to uncouple as much
as possible the quality of the service given to the users from the particular constraints
imposed by each user on the system.
The problem associated with the min-max fairness formulation, which is called
(Pu), consists of finding a feasible waiting time assignment possessing a specific fair-
ness property. We call such an assignment min-max fair. Its distinctive property can
be stated as follows: if W is a min-max fair waiting time assignment, then whenever
W provides a worse service than some arbitrary feasible waiting time assignment W
to some user i, W must instead provide a better service to some user j not served as
well as i. More precisely stated, a feasible assignment W is min-max fair if and only
if for any feasible waiting-time assignment W14, if Ci(Wi) > Ci(Wi) for some i then
for some j # i Ci(Wi) < Cj(Wj) and Cj(4Wj) < C'j(Wj).
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We can solve (Pu) via solving a sequence of nested subproblems. The first
subproblem consists of minimizing the maximum waiting time cost. This insures
that the most heavily penalized users get as much service as they can possibly get.
The second subproblem consists of minimizing the next maximum waiting time cost
among the users whose waiting time cost can be reduced, but subject to not increasing
the maximum waiting time cost. This insures that among the users not experiencing
the maximum waiting time cost those experiencing the second maximum waiting
time cost are served as well as possible. Clearly this method can be generalized to
determine the waiting time of every user.
In this section the assumption that the cost funtions be convex is not needed.
However, it is necessary that they be increasing instead of being only non-decreasing.
For this reason, we replace (A3) by:
(A4) For all i, Ci(.): [0, o) -c R, is continuous and increasing.
Note that this assumption guarantees that Ci(') has an inverse, say [Ci]-l(-).
We have the following result:
Theorem 3: Under assumptions (Al), (A2) and (A4), the optimal solution to (PU)
is unique. Moreover, W* is the optimal solution if and only if it is feasible and if, for
all users i, j, whenever:
then user i has full priority over user j.
This is proven in Appendix F. There is an obvious similarity between theorems
2 and 3. As a consequence (Pu) can be solved using essentially Alg-Ps. In fact. if the
waiting-time is related to v via:
W i -[Ci]- () (17)
in steps (2) and (4.a), then Alg-Ps solves (Pu). The successive iterations of AlgPs
then correspond to solving in sequence the nested subproblems, each iteration solv-
ing one particular subproblem. Moreover, as the discussion of the complexity of
Alg-Ps can be straightforwardly extended, the complexity of the algorithm remains
O(GV2 log V). It is interesting to note that even if (Ps) and (Pu) are based on very
different philosophies, their optimal solutions can be characterized in a similar way,
and can be obtained using similar algorithms.
6. Comments and Generalizations
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In the cascade scheme the messages of a user are not necessarily transmitted
in order of arrival. For example a message of user 1 may cascade all the way down to
the lowest priority stream where it is likely to experience a long waiting time. Then.
any other message of user 1 arriving while the first message is still waiting, and not
routed to the lowest priority stream, will be transmitted before the first message.
It is however often important that the messages of a user be transmitted in order of
arrival. This can be insured in the cascade scheme by adding the following rule: when
a message of a given user is transmitted it must be the oldest message of this user in
the system but this message exchanges its priority and position in its priority stream
with the message (of the same user) that would otherwise have been transmitted.
This rule does not affect the results presented in the paper because it is independent
of the service times, but it forces the messages of each user to be tranmitted in order
of arrival.
Assume that all message lengths are drawn from a common exponential distri-
bution, and assume without further loss of generality that it is of unit mean. Then,
all the results presented in the paper, including the order preserving version of the
cascade scheme that we just described, have a straightforward equivalent in the con-
text of preemptive queuing (by preemptive queuing, we mean queuing strategies that
satisfy (A2.1), (A2.2) and (A2.4), but not necessarily (A2.3) ). More precisely, let
the "preemptive cascade scheme" be exactly as the cascade scheme. except that all
priorities are preemptive, and let:
BP(p) = (18)
~I(l-p)
Then, except for corollary 2, all the results presented in the paper are directly adapted
to the preemptive case by replacing all occurences of Bnp(.) by Bp(.). and all oc-
curences of "cascade scheme" by 'preemptive cascade scheme". C'orollary 2 can also
be easily adapted. It suffices to replace the expression for Bnp(.) by that for Bp(.)
in the derivation of the quadratic equations defining the pk's, and to solve for the
smallest roots (as in Appendix C). The proofs of the results in the preemptive case
are completely analogous to their non-preemptive counterparts, and are not given
here for brevity. The reader may refer to [4] for more details.
Appendix A: Proof of Lemma 1
Kleinrock's conservation law is proven in [5]. Now consider an arbitrary set
g C {1,...,V}. Let Ug(t) be the total unfinished work of the users in g at time
t for a particular realization of the queuing process. Ug(t) is a function which, at
the arrival instant of a message of a user in g, jumps by an amount equal to the
length of the message. In between jumps, Ug(t) decreases at a slope of it bits/sec
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in the intervals in which the server works on messages of users in g, and is constant
otherwise. Let Ni(t) denote the number of messages of user i in queue at time t. and
let li,p, p = 1,..., Ni(t), be the length of the pth such message. Let also lo,g(t) denote
the remaining length of the message currently in service if this message belongs to a
user in g, or 0 otherwise. We may write:
N.1 (t)
Ug(t) = lo,g(t) + E Z l ,p(A.1)
iEg p=l
Taking expectations in both sides of (A.1), and letting t 0- c, we obtain using the
same argument as in [5], pp. 114-116:
9 - 2~1 'Ug = -ERl + Zp iw, (.4.2)
zEg iEg
where Ug = limt_,o. E[Ug(t)] is the expected unfinished work due to the users in g,
as seen at a random instant in steady-state.
Now, our next step consists of determining the minimum value of U9, which we
-- mindenote LUg . Together with (A.2), this will let us complete the proof of the lemma.
We can first note that for any realization of arrival times and message lengths, if a
message of a user not in g enters service while a message of a user in g is waiting,
then serving the message of the user in g before the other message. and serving all
other messages in the same order reduces Ug(t). Hence, if Ug9 is minimum we can
assume without loss of generality that the queuing strategy is such that a message
of a user not in g cannot enter service whenever a message of a user in g is waiting.
But if this is the case we can also assume that the messages of the users in g are
served on a FIFO basis because Ug(t) is then independent of the order of service of
the messages of the users in g. Under these assumptions all the users in g experience
the same average waiting time, say W, and accordingly (A.2) becomes:
7 : 2- E1 Ril + jIW E Pi (A.3)
iEg iEg
Assume that message m belongs to a user in g, and arrives at time t. Under the
above assumptions, the waiting time of message m is:
N,(t)
Wm [lo(t) + E E ii,p] (A.4)
Iz iEg p=l
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where lo(t) is the remaining length of the message currently being served. Taking
expectation and letting t - oo, we obtain:
w = + W Vpi (A. 5)
iEg
This immediately gives W = o/(1 - iEg Pi), and using (A.3):
<gTin =1 Ril2+ i Bnp(1 Pi) (.4.6)
iEg iEg
Hence it follows from (A.2) and (A.6) that when Ug is minimum:
Pi "i = Bnp(Z Pi) (.4.7)
iEg iEg
This shows that if the users in g have full priority over the other users, then strict
equality is achieved in the corresponding equation. Moreover, as Ug < Ug, we
obtain from (A.2) and (A.6) that in general:
E PW i > Bnp( Pi) (.4.8)
iEg iEg
completing the proof of the lemma.
Appendix B: Proof of Theorem 1
We show that if the first proposition of the theorem holds then the third
proposition also holds, that if the third proposition holds then the second proposition
also holds. and finally that if the second proposition holds then the first proposition
also holds.
The equations in proposition c of theorem 1 are a subset of those of lemma
1. Hence if W is feasible, proposition c of theorem 1 holds, which proves the first
implication.
We now prove the second implication. We first establish a set of one-to-one
relationships between the waiting times of the users and the waiting times of the
priority streams.
It is readily verified that the arrival process of each priority stream is a Poisson
process independent of the arrival processes of the other priority streams, and inde-
pendent of the state of the system. As, by construction, the strategy used to schedule
the messages of each priority stream satisfies (A2), it follows that the system in which
the V priority streams are considered as V users satisfies (Al) and (A2). Accordingly,
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denoting by Wk the average waiting time of the messages in priority stream k. we
have using (5):
,--, =l Pk"kW = Bnp(.i +P i 1) i = 1,...,V (B)
k=-1 PkYkWk + 'YvWv = Bnp(Ov + ?V) i = V
Here we have used the fact that priority stream i has, by construction, full priority
over the priority streams i + 1,..., V. From (B.1) we obtain:
W i [Bn,(Oi + Pi')'i)- Bnp(0i)], i =1, ... , V- 1,
Wi (B.2)
t [B9np(4v + vt)-Bnp(4V)], i=V
Consider a particular user i < V. Its waiting time in the cascade scheme is a weighted
sum of two contributions. A proportion Pi of the messages of user i is routed to priority
stream i. As these messages constitute a Poisson process independent of the state of
the system, they must experience the average waiting time Wi. On the other hand the
messages of user i which are not given priority i are treated exactly as the messages of
user i + 1. As these messages constitute a Poisson process independent of the arrival
process of the messages of user i + 1, and as the arrival process of the messages of
user i + 1 is also a Poisson process, it follows that the messages of user i which are
not given priority i must experience the average waiting time Wi+-l. Similarly, it is
not difficult to see that the average waiting time of the messages of user V is identical
to that of the messages of priority stream V. Using these facts, we can write:
PiWi +t (1 - pi)Zi+l, i< V1 
'Vi = (B.3)
Wv i = V,
To prove the second implication we must show that there exist. Pi E 0. 1],
i = 1,...V - 1, such that (B.3) is satisfied. We use an induction argument. As the
initial step of the induction we show that Pl E !0, 11 exists and is unique.
Using (B.2), (B.3) can be written for i = 1 as:
W1 = -Bnp(plY 1)+ (1 - P1) 4 2) (B.4)
Y1
or, rearranging terms:
W1 + (P1 - 1)Wf2 = -Bnp(pIyl) (B.5)Y1
By assumption the equation corresponding to k = 1 in proposition c of theorem 1 is
satisfied, and hence if P1 = 1:
-Bnp(-i= -Bnp(P1) < W 1 (B.6)
7-1 P1
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The left and the right hand sides of (B.5) are plotted as a function of P1 in Figure 2.
Since W1 < W 2 , Bnp(O) = 0, Bnp(-) is convex and non-decreasing in [0, 1], and since
(B.6) holds, the curves intersect at least once in [0, 1]. This shows that there exists
at least one pi E [0, 1] satisfying (B.5). To complete the initial step of the induction
we must show that P, is unique.
If Bnp(Pl) < p1W 1 it is easy to see that P1 is unique (this is'the case depicted
in Figure 2). If Bnp(pl) = p1W 1 two cases are possible. as shown in Figures 3-a and
3-b. Case (a) corresponds to the situation in which (B.5) has more than one root
in the interval [0, 1] while case (b) corresponds to the situation in which the root is
unique. Note that P1 = 1 is a root in both cases.
If case (a) prevails, we must have:
dp (1 Bp(Pi-Yi) > dp W. + (P- 1)W2 (B.7)
Making the change of variable x = Pl'yl in the left hand side. and evaluating the
derivative in the right hand side. we obtain:
dBnp(x) > W2 (B.8)dxd:: z.=P1
On the other hand if Pl = 1 is a root of (B.5), then p1W 1 = Bnp(pl). Using
this fact and the equation corresponding to k = 2 in proposition c of theorem 1 (which
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.%(P',YT) W, + (p-1) W2
WlX we,~~~~ + (p -1) W W
o o
P Pl
W, -W 2 W - W2
a) p not unique b) p unique.
Figure 3
holds by assumption), we obtain:
W 2 > 1 [Bnp( + p2) - Bnp(pl)] (B.9)P2
This equation and (B.8) cannot both hold because Bnp(-) is convex. Hence only case
(b) is possible, which proves that pl is unique. This concludes the proof of the initial
step of the induction. Using essentially the same argument it can be shown that for
i = 2...,1V - 1 there exists a unique Pi C [0, 1] such that (B.3) is satisfied. This is
left to the reader.
To complete the proof of the second implication we must show that (B.3) also
holds when i = V. Since Pi E [0. 1], i = 1,..., V - 1. the cascade scheme is realizable.
Accordingly it follows that:
Z piWi = Bnp( Pi) (B.10)
From the preceding induction, we know that (B.3) holds for i = 1,..., V - 1. Hence
we can use it repeatedly for i = 1,..., V - 1 to successively eliminate W1,..., Wv-1
from (B.10), which gives:
Bnp( Piyi) + V Wv = Bnp( Pi) (B.1 )
=1- i=l
.~ ~~~ °2/.
It is readily verified that V1Pi-i = I and that 1 P = v. Using these
facts in the preceding equation, we get:
W = [Bnp(Or + y) - Bntp(l)]
7V
= Wv (B.12)
which completes the proof of the second implication.
To complete the proof of theorem 1 we must show that the second proposition
implies the first. This, however, is obvious since if W can be realized using the cascade
scheme, and since the cascade scheme satisfies (Al) and (A2), W is certainly feasible.
Appendix C: Proof of Corollary 2
From equations (B.2) and (B.3), we obtain for k = 1,...V - 1:
Pk0O
Wk k + (1 - Pk)45k+i (C.1)(1 - Ok)( 1 - k - Pktlk)
Multiplying both sides of this equation by 1 - Ok - Yk, rearranging the terms and
using (5), we obtain for k = 1,..., V- 1:
o = (1 - Ok)(Wk+l - Wk) - ik + yrk k+ (C.2)
Where Kk is as defined in the corollary. Equation (C.2) is for each k, k = 1.... V-1,
quadratic in Pk. Moreover. it is not difficult to see that, for each k, the roots of the
equation are non-negative. Accordingly, as the Pk's are unique, they must then
correspond to the smallest roots. The recursive equations given in the corollary solve
(C.2) for these roots.





PiWi > Bnp( Pi) forall g C,...,V}
iEg iEg
This problem has the same objective function and the same constraint set as (Ps),
except that the last equality (Kleinrock's equation) is relaxed to an inequality.
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We now show that an assignment satisfying the conditions of theorem 2 is an
optimal solution to (D.2). As the set of feasible assignments is a subset of the set
considered in (D.2) this will prove the first proposition of theorem 2.
(D.2) is a convex programming program [10]. Define the dual functional q(-)
associated with (D.2) as follows:
q() = min r Ck(Wk)+ E AgBnp( Pi.) - PiWi (D.3)
W k=1 gC{1...,V} iEg iEg
Ag is the dual variable associated with the feasibility constraint defined by the set
g. Define also a Lagrange multiplier vector as a vector A* satisfying A* > 0 and
q(A') = f* where f* is the optimal value of (D.2).
We now apply a fundamental result of convex programming in the context of
our problem. The result, called the Kuhn-Tucker optimality conditions. can be found
in several textbooks on non-linear programming, for example in [10]. In our context
this result can be stated as follows: W* and A* are respectively an optimal solution
to (D.2) and a Lagrange multiplier vector if the following conditions are satisfied:
PiWV* > Bnp( Pi) for all g C_ {1,..., V} (D.4)
iEg iEg
A > O (D.5)
(Bnp(Z Pi) i - E W) =0 for all 9 {1.... (D.6)
zEg zEg
Wi achieves the minimum in the right hand side of (D.3) when A = AX (D.7)
Let W* satisfy the conditions of theorem 2. Define a corresponding A' as follows:
pCi(Wi*)- i+ ( 1 {l(Wi+),..... i
)A; = i-Uv(w ), if g = {1..., V} (8
0, otherwise
To prove that W* is optimal, we only have to verify that conditions (D.4)-(D.7) are
satisfied.
Condition (D.4) holds as W* is assumed to be feasible. As, for i < V, W*" <
Wi$l, i + 1 cannot have full priority over i. Also, since W* satisfies the conditions
of theorem 2, it follows that 1.C'(Wi*) > Ci+(W5+1), and hence that A" > 0
PPi At +1 2 (W±), A 
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for g = {1,...,i}, i < V. Moreover Ag > 0 for g = {1....,V} since C'l(-) is
non-decreasing. As the other Ag are zero, it follows that condition (D.5) holds.
Since W* is feasible, conditions (D.6) holds by definition for g = {1, ... l}.
For g C {1 ... ,V} A is non-zero only if C-',(W ) > k+ and g
", Pk k Pk,, and=
{1,. .. , k} for some k < V. But if this is the case condition b then insures that k has
full priority over k + 1. Since Wj < .. < Wk and W.1 < ... < We, it follows that
the constraint EI piW* > BPnp(7Z=l pi) must be satisfied with equality. Hence
condition (D.6) holds.
Now concerning condition (D.7), we can write (D.3) when A = A* as follows:
q('*)= min E Ck(Wk)
k=l
klPk Pk+i Z=1 Z=
+ -C' ((WV) [Bnp ( pi) - Pi Wi } (D.9)PV =1 =1
Noting that, for each k, k = 1,.. ., V, the sum of the coefficients of W k in the second
and third terms in the right hand side collapses to Ck(Wk), this equation can be
simplified to:
q( A) = min {E C'k( Wk) - (Ck(W*)k
1' k=
V-1 1
+E (- k (W)-- 1 ( ,k ) BC,( E Pi)
k=l Pk Pkl k -I
+ 1 Cv(W r)Bn< Pi) (D.10)
The minimization affects only the term inside the curly brackets, and this term is a
convex function of tW'. Hence a sufficient condition for proving that. V" achieves the
minimum is that all the partial derivatives vanish. Evaluating the derivative with
respect to Wk, k = ,..., V, at Wk = Wk, we obtain:
Ck(W;) -C(kW ) = O.
Hence condition (D.7) holds.
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This shows that the pair W*', At satisfies conditions (D.4)-(D.7), and hence
that W* is an optimal solution to (D.2) and (P,).
Now we prove the second proposition of the theorem; i.e., the necessity of the
conditions when the first derivative of the cost functions are continuous. We use a
contradiction argument. That is let 1ZW* be an optimal solution to (Ps), and assume
that for some i, Pj, I-Cti(W*) > CI.(W*) but that i does not have full priority over
j. Using proposition a of corollary 3, this implies that for sufficiently small a > 0,
we can reduce W?* by a/pi and increase We by a/pj without violating feasibility. If
the first derivative of the cost functions are continuous, the cost variation associated
with such an update is upper bounded by:
C, ( (W ) + (a) (D.11)
Pi Pj
where o(a) denotes a small order of ac. For sufficiently small a > 0 the preceding
quantity is strictly negative, contradicting the assumed optimality of W*. This proves
the second proposition, and completes the proof of the theorem.
Appendix E: Proof of Correctness of Alg-Ps
Let. (i ) and T(i) denote respectively' the value of v solving step 3 in iteration
(i), and the value of T at the beginning of iteration (i). To prove the correctness of
Alg-Ps we must first show that all the steps of the algorithm are well defined. This
amounts to showing that v(i ) exists, and is such that at least one of the constaints
T(i),..., V is satisfied with equality. Next we must show that the assignment. say
W, produced by the algorithm is optimal. This we do by first showing that T 1V <
W, < '" <_ Wv, and then by showing that the optimality conditions of theorem 2
are satisfied. However, before proving correctness, we first. introduce the following
auxiliary result, which will be needed in the proof. Let W;lk, 1 < k < T i ) - 1. be such
that the constraint T(i ) -1 is satisfied with equality, and let V'k,. T(i) < k < . be such
that for one ordering all the constraints of step 3 are satisfied with strict inequality.
Then, for any ordering that can be defined in step 3 based on T'., T ( i) < k I V,
the corresponding constraints are satisfied with strict inequality. To prove this, first
note that several orderings can be defined based on 14k, T(' ) < k < V if and only if
some of the waiting times are equal ( the different orderings correspond to the ways in
which the users having equal waiting times can be ranked). Accordingly, let without
loss of generality Wk, T(i ) < k < V, satisfy Wp = -.. = Wq, T(i) < p < q < V, and
satisfy Wp- 1 < Wp if T(i) < p, and Wq < Wq+l if q < V. By assumption, since the
assignment satisfies the constraints of step 3 in one ordering, we have:
pjj > B,, np( j (E.1)
j=1 1-
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Since Wp = = Wq, it follows from this equation that:
~3 1 rl/Bnp ( ' v -P Bj P 'lBnp(7, Pj) -Bp3t·- = l Pj ) - 1J=l P )> ( + (E.2)
-,j=p Pj j=p P
Take any subset S C {p,..., q}. Because of the convexity of Bnp(-), we have:
Bnp =(7q1 Pj)-Bnp( 7 j- P)
\ -7
d-=p Pj
>P 3 + YJES Pj - l(E.3)
'jes Pj
and, by assumption, we also have:
p-i p-1
pjWj> Bnp P) (E.4)
j=l -j=
Using (E.3) and (E.4) in (E.2), we obtain:
Bnp(1 Pi + 3 EP) - Bnp(7Q 1 Pj)
wp >WP, .-
EjEs Pj
Bn p-j=l PJ ) -- 1 pji
+E P(E.5)
_jES Pi
from which it follows, rearranging the terms that:
pjWj + Z pjW > Bnp( Pj + ZPj (E.6)
j=l jES .= 1 iES
Namely, the constraint associated with ranking the users in S before the users in
{p, ... , q} but not in S is satisfied with strict inequality. Since S is arbitrary, we may
conclude that no matter how the users in {p,..., q} are ordered. the constraints that
vary with the ordering are always satisfied with strict inequality, which completes the
proof of the auxiliary result.
Now we can prove the correctness of Alg-Ps. Consider iteration (i). Assume
by induction that v(1),. ., (i-1) are positive and finite, and that the constraints:
k k
iWi > Bnp(E Pi) k = 1,...,T ( i) - 1 (E.7)
i=l i=l
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are all satisfied. This is trivially true if i = 1, providing the initial step. Letting
v(i) -. oo gives Wk oo for all k, T ( i ) < k < ¥', which guarantees that all the
equations in step 3 can be satisfied. Since v (i ) > 0, it follows that in iteration (i),
step 3 has a finite positive solution, and this solution is such that (E.7) holds for
k = 1,..., T(il)- 1, concluding the induction.
Next, we show that in any iteration (i), v(i) solving step 3 is such that at least
one of the constraints T(i),..., V is satisfied with equality. We use a contradiction
argument. Assume that v(i) is such that the constraints T(i),..., V are all satisfied
with strict inequality. Then, since Wk, T(i ) < k < V, are continuous and increasing
functions of v(i ) , we can then reduce v(i) without violating these constraints. However,
as v(i) solves step 3, it is, by definition, minimum. There is only one way these two
facts can be concilied: it must be that as soon as v(i) is reduced the ordering changes,
and the assignment becomes unfeasible for the new ordering. By continuity, this
means that several orderings can be associated with the assignment defined by v ( i),
and that in some of these orderings some of the constraints become violated as soon, 
as v(i) decreases. This however contradicts the auxiliary result, namely that if all
constraints are satisfied with strict inequality in one ordering, then they all are in in
any ordering that can be associated with Wk, T(i ) < k < V, and hence proves the
proposition.
The next step consists in showing that W 1 < ... < Wv. Consider iteration (i).
By definition, the waiting times assigned in this iteration are WT(i),..., WT(,+.)_ ,
and they satisfy WT(,) < ... < WT(,i+)_ 1 Also, we have:
T(')_l TO)_l1
PkWk = Bnp( E Pk) (E.8)
k=1 k=1
T(O) T i"
PkWk > Bnp(Z PA) (E.9)
from which we.obtain:
WT [ BP(, Pk) - Bp Pk (E.10)
PT(OI k=1 b~ k=l
By a similar reasoning:
.T ')-I T(')-2
WT(I < Bnp ( Pk)- Bnp( PkI (E.11)
PT(i-)I _-1 _7 -
27 -r~ _~
Using the convexity of Bnp('), we get WT(i)_ 1 < I4'T(i. Since this is true for an
iteration, it follows that W 1 < ... < Wv.
Now we can prove that WV' is an optimal solution to (Ps). By definition of step
3 the assignment satisfies:
PkWk > Bnp( P) i = 1..,V (E.12)
k=l k=
and with equality if i = V because the algorithm only stops when constraint 1V
becomes satisfied with equality. Since the assignment also satisfies W 1 < .-. < Wv,
from proposition c of theorem 1 insures that it is feasible, which is the first condition
*in theorem 2.
Next, note that v(i -l ) is by definition such that in iteration (i - 1), the
constraints T(i),..., V are all satisfied with strict inequality. This implies that
>(i) < V(i-1), and in general that v( 1) > ... > v(i). Accordingly, two users j and k
may satisfy the condition:
-C(W) > Ck(Wk) (E.13)
only if the iteration in which k's waiting time is assigned, say (i), follows that of
j. This means that equation T( i) - 1 contains j. As this equation is satisfied with
equality, it folllows using proposition c of corollary 3 that whenever (E.13) holds user
j has full priority over user k, which is the second condition of theorem 2. This
completes the proof that the assignment satisfies the conditions of theorem 2, and is
thus an optimal solution to (Ps).
Appendix F: Proof of Theorem 3
Before proving theorem 3 we introduce the following terminology and nota-
tion. The lexicographic ordering of A, denoted C(f). is defined as the non-increasing
permutation of i. For example if = (4 1, 8, 7, 2), then C(;F) = (8, 7, 4, 2,1). Also.
we say that i is lexicographically smaller than y if the first non-zero coordinate of
£C(2)- C(y) is negative. For example (7, 7, 7) is lexicographicallyr smaller than (0. 8.0).
Using this notation (Pa) can be written as:
min C(C1( W1 ), ·. , Cv( Wv ))
(Pu) IW feasible
Where the minimization should be interpreted in the lexicographic sense; i.e., the
objective is to find a waiting time assignment whose lexicographic ordering of the
cost vector is the smallest.
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Now we prove theorem 3. Let WTh and W be two distinct assignments. but,
with identical lexicographic ordering of the cost vector. Then, in view of (A4), the
assignment -yW* + (1 - y)W has a lexicographic ordering of the cost vector smaller
than that of W* and W for any -y E]O, l1. As the set of feasible waiting times is
convex, this shows that the optimal solution to (Pua) is unique.
Now we show the necessity of the conditions for guaranteeing optimality. We
use a contradiction argument. That is let TW*4 be an optimal solution to (Ps) and
assume that for some i, j, Ci(W*) > Cj(W7) but that i doesn't have full priority over
j. Using proposition a of corollary 3, this implies that for sufficiently small ac > 0,
we can reduce W4* by a/pi and increase W. by a/pj without violating feasibility.
Choosing a sufficiently small to have C (Wi - a/pi) > Cj(W + a/p j), and in
view of (A4), this implies that the lexicographic ordering of the cost vector of the
resulting assignment is smaller than that of W*. contradicting the assumed optimality
of W*. This shows that the optimal solution to (Pu) must satisfy the conditions of
the theorem.
To complete the proof it remains to show that the conditions are sufficient
to guarantee optimality. Let W* satisfy the conditions, and let W be the optimal
solution to (Pu). We must show that W* = W. We first show that the waiting times
of the users having the highest waiting time cost are identical in both assignments.
Then, generalizing the argument into an induction, the proposition will follow.
Let I* and I be respectively the sets of users having the highest waiting time
cost in the assignments WT and WI Since W* satisfies the conditions, we have:
E piWi = Bnp( Pi) (F.1)
iEI' iEI'
Suppose maxl<<i<v C'i(I iW) < max<i<<v Ci(We* ). Then, in view of (A4). W i < WVi
for all i E i*. Using (F.1), it follows that:
Pi ti < Bnp( Pi) (F.2)
iEI' iEI:
But this is impossible since W would then be unfeasible. contradicting our assump-
tion. On the other hand, maxli<<v Ci(Wi) > maxl<i<v Ci( Wi) is also impossible
for otherwise W would not be optimal. Hence we must have maxl<i<r, Ci(Wi) =
maxl<i<V Ci(Wi ).
In view of the preceding conclusion it is sufficient to show that I* = I to prove
that the waiting times of the users having the highest waiting time cost are identical
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in the assignments 7W* and W. Suppose that I (Z I*. Then for all -y E]G0. 1 the
assignment 71W* + (1 - 'y)W has a lexicographic ordering of the cost vector smaller
than that of W, contradicting the assumed optimality of W. Hence I C I'. Now
suppose that I C It. Then there exists i E I. i d I such that W* > Wi/. As
W' > Wj for all j 5 i, j E I*, it follows that W satisfies (F.2), which is impossible.
Hence I* = I, and since maxl<i<v Ci(WVi) = maxl<i< v Ci(W*), it follows that the
waiting times of the users having the highest waiting time cost are the same in the
assignments W* and W. This argument can straightforwardly be generalized into an
induction to show that WV* = W. This is left to the reader.
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