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We study the effects of diffusion on a -gradient echo memory, which is a coherent optical quantum memory,
using thermal gases. The efficiency of this memory is high for short storage time, but decreases exponentially due
to decoherence as the storage time is increased. We study the effects of both longitudinal and transverse diffusion
in this memory system, and give both analytical and numerical results that are in good agreement. Our results
show that diffusion has a significant effect on the efficiency. Further, we suggest ways to reduce these effects to
improve storage efficiency. We also report on a mechanism by which the rate of expansion of the transverse width
of the beam is reduced compared to the naive expectation of diffusive effects, as observed in recent experiments.
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I. INTRODUCTION
Quantum memory is an important tool in many quantum
information protocols, including quantum repeaters for long-
distance quantum communication [1] and identity quantum
gates in quantum computation [2]. The required optical
quantum memory must first be able to receive and recreate
quantum light fields and second store multiple quantum states
of light for on-demand recall with fidelity exceeding the
classical limit.
Numerous optical quantum memories have been devel-
oped based on ensembles of material particles, including
electromagnetically induced transparency (EIT)–based quan-
tum memory [3,4], far-detuned Raman process memory [5],
and photon-echo quantum memories: controlled reversible
inhomogeneous broadening (CRIB) memory [6,7], atomic
frequency combs (AFC) memory [8], and gradient echo
memory (GEM) [9–11]. A review of these schemes can be
found in Ref. [12]. EIT has achieved efficiencies of 43% [13]
and has been used to store light pulses for multiple seconds
[14]. AFC memory has achieved efficiencies of 35% [15] and
have been used to store entangled states [16,17]. Besides the
ensemble approach, single-atom quantum memories have also
been developed [18,19]. Unlike the ensemble memories, where
the information is stored in collective excitations, single-atom
memories store single-photon states in the internal states of
a single atom [18] or an atom-mirror system [19]. Efficiency
attained by single-atom memory is over 9% [18], and tele-
portation between remote single-atom quantum memories has
also been studied [20].
The highest efficiency attained for an experimental quantum
memory is 87% by a -GEM scheme [21] using warm
rubidium vapor. The spatial multimode properties of a -GEM
have been examined experimentally [22]. In this paper, we
examine the effects of atomic diffusion on the -GEM system,
which may limit this efficiency for larger storage times.
*stace@physics.uq.edu.au
-GEM is a memory using a three-level, -type atom
(Fig. 1). The input optical pulse couples the two metastable
lower states through a control field. The excited state is coupled
in the far detuned region, so the three-level atoms can be
treated as effective two-level atoms. These effective two-level
atoms have linearly increasing atomic Zeeman shifts along the
length of the storage medium. The pulse is first absorbed, and
then by simply reversing the sign of the magnetic field, the
pulse is retrieved in the forward direction. The incident signal
field is converted to a collective atomic excitation known as a
spin wave, which is distributed as a function of position. The
Brownian motion of the gaseous atoms will cause diffusion,
which will disturb spatial coherence of the atomic spin wave,
leading to decoherence. For a plane wave, only axial diffusion
is important, but transverse diffusion becomes significant when
a realistic beam profile is included. There has been recent
interest in the effects of diffusion in the EIT [23–25].
In this work, we study the effects of diffusion in -GEM
system, giving analytical and numerical results. We suggest
ways to reduce these effects to improve storage efficiency
and also report on a mechanism that explains the discrepancy
between the predicted diffusion coefficients based on buffer
gas pressure calculation and the echo signal shape, which was
seen in Ref. [22]. The effects of diffusion strongly depend
on the spatial frequency of the spin wave. In the longitudinal
direction, we find that the spatial frequency of the spin wave
starts initially at a nonzero value, and then it will increase
or decrease, depending on the sign of the gradient η. It is
possible to arrange for the mean spatial frequency to approach
zero after the absorption of the optical pulse, allowing the
diffusion effects to be minimized by turning off the gradient.
The control field with a realistic transverse Gaussian profile
leads to a transverse variation in the phase of the spin wave,
which under the influence of diffusion will reduce the apparent
width of the emitted read-out signal.
II.  GRADIENT ECHO MEMORY
We consider a medium consisting of -type three-level
atoms with two metastable lower states as shown in Fig. 1.
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FIG. 1. (Color online) Level structure of -type three-level atom.
The ground state |1〉 and the excited state |3〉 are coupled by
a weak optical field, and the positive frequency component of
the electric field is described by the slowly varying operator
ˆE(r,t) =
∑
k
√
1
V
ak(t)eik·re−ik0zeiω0t (1)
with detuning , where V is the quantization volume, ω0 is
the carrier frequency of the quantum field, and k0 = ω0/c.
The excited state |3〉 is also coupled to the metastable state
|2〉 via a coherent control field with Rabi frequency c and a
two-photon detuning δ. This two-photon detuning is spatially
varied δ(z,t) = η(t)z, with time-dependent gradient η(t). Then
the interaction Hamiltonian in the rotating frame with respect
to the field frequencies is
ˆH =
∑
n
{
h¯σ
(n)
33 + h¯δ(zn,t)σ (n)22
+ h¯
∑
k
[
h¯gkake
ik·rnσ (n)31 + h¯c(rn)σ (n)32 + H.c.
]}
, (2)
where gk = ℘
√
ωk
2h¯
0V is the atom-field coupling constant
with ℘ being the dipole moment of the 1–3 transition and
σ (n)μν = |μ〉n〈ν| is an operator acting on the nth atom at
rn = (xn,yn,zn). We assume that initially all atoms are in
their ground state |1〉. We transform to collective operators,
which are averages over atomic operators over a small volume
centered at r containing Nr  1 particles,
σμν(r,t) = 1
Nr
Nr∑
j=1
σ (j )μν (t). (3)
From the Heisenberg-Langevin equations in the weak probe
region (σ11  1,σ22  σ33  0), we get the Maxwell-Bloch
equations [26],
σ˙
(n)
13 = −(γ13 + i)σ (n)13 + igeik0znE(rn,t) + iceikcznσ (n)12 ,
σ˙
(n)
12 = −[γ12 + iδ(zn,t)]σ (n)12 + ice−ikcznσ (n)13 , (4)(
∂
∂t
+ c ∂
∂z
− ic∇
2
x + ∇2y
2k0
)
E(r,t) = igNe−ik0zσ13(r,t),
where γνμ are the decay rates,g = ℘
√
ω0
2h¯
0 , andN is the atomic
density. We have assumed that gk  ℘
√
ω0
2h¯
0V and c(r) =
ce
ikcz
. We also omit the Langevin noise operators since here
we are more interested in the decoherence caused by diffusion.
This is equivalent to making a semiclassical approximation for
the electric field and the atomic coherences.
In Eq. (4), ic∇
2
x+∇2y
2k0 is the diffraction term, and generally,
the diffraction effects can be neglected [27]. Notice that we
are here considering the regime tp  L/c, where 2tp is the
temporal width of the signal, and 2L is the length of the
medium. This allows us to neglect temporal retardation effects;
i.e., we can neglect the temporal derivative in the third equation
of Eq. (4). Also, since the atoms are far detuned (  γ13,c),
we adiabatically eliminate the fast oscillations and set σ˙ (n)13 =
0. Then we have σ13 = (geik0zE + ceikczσ12)/, and we get
the reduced Maxwell-Bloch equations,
σ˙
(n)
12 = −
[
iδ(zn,t) − i 
2
c

]
σ
(n)
12
+ i gc

ei(k0−kc)znE(rn,t), (5)
∂
∂z
E(r,t) = i gNc
c
e−i(k0−kc)zσ12(r,t) + i g
2N
c
E(r,t).
Here we neglect decay, i.e., γ12 → 0, since we consider the
storage time much less than 1/γ12.
III. DIFFUSION
We now consider the effects of diffusion on the atomic
state. In order to isolate the motional effects of diffusion from
collisional dephasing, we assume that the collisions between
atoms do not change the state of the atom. Then we derive
the diffusion equation for the atomic density matrix ρ. Space
is divided into volume elements with length r and center r .
We associate a density matrix ρ(r,t) with atoms in this volume
element, given by
ρ(r,t) = 1
Nr
Nr∑
j=1
ρ(j )(t),
where Nr is the atom number in volume centered at r . The
total density matrix for the entire system is assumed to be the
tensor product of these local density matrices.
Diffusion causes an exchange of atoms between adjacent
volumes. During a short time t , a fraction 
 of the atoms
in slice r migrate into slice r ± r . There is also atomic flux
back into slice r from r ± r . We assume that the total number
density of the atoms is uniform, so the state at r and t + t
is described by the new density matrix which is the average
of the density matrix of atoms remaining in the volume and
those that have migrated in to it. The diffusive component of
the evolution is therefore
ρ(r,t + t)
= (1 − 2
)ρ(r,t) + 
[ρ(r + r,t) + ρ(r − r,t)]
⇒ ∂tρ(r,t) = D∇2ρ(r,t), (6)
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where D = 
r2/t is the diffusion coefficient. With the
same consideration, we get the diffusive component evolution
for the atomic correlation functions:
σ˙μν(r,t) = D∇2σμν(r,t). (7)
Now we introduce the interaction with optical fields. Since
diffusion is caused by Brownian motion, this will lead to
Doppler shifts in the various detunings. We consider the
interaction between the optical field and a single atom, and
quantify the effects of these Doppler shifts. The atom moves
at some random velocity, and there will be a Doppler shift for
both the signal and control fields, so the detunings in Eq. (4)
become  = 0 + Dopp, and δ = δ0 + δDopp, with 0,δ0 the
detunings for stationary atoms and Dopp,δDopp the Doppler
shifts. Typically, the one-photon Doppler shift Dopp 	 0,
and state |3〉 is still far detuned. The adiabatic elimination is
still valid in the presence of the Brownian motion–induced
Doppler shift, and we can still reduce the three-level atom
to an effective two-level atom. The Maxwell-Bloch equation
will still reduce to Eq. (5), but with one-photon detuning
 = 0 + Dopp and two-photon detuning δ = δ0 + δDopp.
So, for the reduced two-level atomic system, the diffusive
Maxwell-Bloch equation for the collective correlation σ12(z,t)
averaged over atoms in each volume is
σ˙12(r,t) = i gc

ei(k0−kc)zE(r,t)
− iδ(z,t)σ12(r,t) + D∇2σ12(r,t), (8)
∂
∂z
E(r,t) = i gNc
c
e−i(k0−kc)zσ12(r,t) + i g
2N
c
E(r,t).
We have absorbed the Stark shift 
2
c

into the two-photon
detuning. Here our diffusive Maxwell-Bloch equation is
consistent with the result in the EIT system [23,25].
Notice that the signal and control fields are copropagating,
so the Doppler broadening width for δ is typically 1 kHz, which
is much smaller than the frequency width of the signal field
(∼1 MHz), so we neglect this two-photon Doppler broadening
δDopp and replace δ(z,t) by δ0(z,t) = η(t)z,z ∈ [−L,L].
For the one-photon detuning  = 0 + Dopp, after we
make the adiabatic elimination, it will appear in the denomi-
nator [see Eq. (8)], so
1

 1
0
[
1 − Dopp
0
+
(
Dopp
0
)2 ]
.
The linear term in Dopp will vanish when we average over
many atoms in a volume centered at r , so we can replace
 by 0 in our Maxwell-Bloch equation, with second-order
accuracy [typically (Dopp/0)2 ∼ 10−3].
IV. ANALYTIC CALCULATION AND
NUMERICAL SIMULATION
To quantify the effects of diffusion, we solve for the atomic
dynamics. There are three distinct phases during the storage:
write-in −t0 < t < 0, during which the signal is absorbed by
the memory; hold 0 < t < tH , during which the information
is stored in the memory and the gradient is turned off; and
read-out tH < t < tH + t0, during which the signal is emitted
by turning on the flipped gradient.
We quantify the effects of diffusion by the read-out
efficiency ε defined to be
ε =
∫ tH+t0
tH
|fout(t)|2dt∫ 0
−t0 |fin(t)|2dt
, (9)
where fout(t) = E(z = L,t > tH ) is the output field and
fin(t) = E(z = −L,t < 0) is the input field. We solve for
fout(t) both numerically and analytically, and consider the
effects of diffusion in axial (longitude) and radial (transverse)
directions separately.
A. Longitudinal diffusion
For a uniform plane wave, transverse diffusion is irrelevant.
We replace r by z in Eq. (8) and consider the longitude
diffusion in a one-dimensional model. Now the Maxwell-
Bloch equation is
σ˙12(z,t) = i gc

ei(k0−kc)zE(z,t)
−iδ(z,t)σ12(z,t) + D∇2z σ12(z,t), (10)
∂
∂z
E(z,t) = i gNc
c
e−i(k0−kc)zσ12(z,t) + i g
2N
c
E(z,t).
We now investigate the longitude diffusion effects during the
write-in process, the hold time, and the read-out processes
separately.
To compute fout(t), we evolve Eq. (10) using η [as in
Fig. 5(a)]. Following the method given in Ref. [9], we
first propagate E(z,t) and σ12(z,t) forward with boundary
condition E(z = −L,t < 0) = fin(t) to find their values at
time tH . Then we propagate E and σ12 backward to time tH ,
with final condition E(z = L,t > tH ) = fout(t), and solve for
fout(t) by matching the two solutions at time tH .
1. Write
By considering the diffusion effects during the write-in
process, we find that (see Appendix A)
fout(tH + t) = e
−D
3η [k3i −(ki−ηt)3]fin(−t) ¯G, (11)
where ki = g2Nc + k0 − kc − βL is the initial spatial frequency
of σ12(z,t), and
¯G =
∣∣∣∣ηL(t + βηL
) ∣∣∣∣−i2βei 2Lg2Nc e−i g
2
effN
cη(t+ β
ηL
)
tH
(iβ)/(−iβ)
is a phase factor, with geff = gc/ and β = g
2
effN
ηc
. For a pulse
with Gaussian temporal profile fin = Ae−(t+tin)2/t2p , we find
εW =
∫ 0
−t0 dte
−2(t+tin)2/t2p e
−2D
3η [k3i −(ki+ηt)3]∫ 0
−t0 dte
−2(t+tin)2/t2p
. (12)
Typically, Dη2t3p is very small, and then the efficiency is
εW = √αWe−τW + O
(
D2η4t6p
)
, (13)
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FIG. 2. (Color online) The efficiency decay with respect to the
dimensionless parameter τW for longitude diffusion during the write-
in time; the points are numerical results, and the curve is Eq. (14).
where αW = 11−Dη2t2p(ki/η−tin) and τW =
2Dη2
3 [( kiη )3 − ( kiη −
tin)3] are dimensionless parameters. For typical experimental
parameters, αW  1, then
εW  e−τW . (14)
We also numerically solve Eq. (10) with diffusion during
the write-in process, using XMDS [28]. XMDS is a cross-
platform, open source package for numerically integrating
initial value problems that range from a single ordinary
differential equation up to systems of coupled stochastic partial
differential equations. We calculate the efficiency for different
values of the diffusion rate D, input time tin, etc. The results
are shown in Fig. 2 [points are numerical results, and the curve
is Eq. (14)]. We plot the efficiency εW with respect to the
rescaled dimensionless parameter τW , so all the points with
different parameters collapse on a single curve.
2. Hold
During the storage time [0,tH ], we find (see Appendix A)
fout(tH + t) = e−DtH (ki−ηt)2fin(−t) ¯G. (15)
For the above Gaussian shape input, the efficiency is given by
εH = √αHe−2αH τH , (16)
where αH = 1t2p /(
1
t2p
+ DtHη2) and τH = DtHk2H are dimen-
sionless parameters, with kH = ki − ηtin. For typical experi-
mental parameters, αH  1 and we have
εH  e−2τH . (17)
We also numerically solve Eq. (10) with diffusion during hold
time, using XMDS. We calculate the efficiency for different
values of the diffusion rate D, storage time tH , etc. The results
are shown in Fig. 3 [points are numerical results, and the curve
is Eq. (17)]. We plot the efficiency εH with respect to the
rescaled dimensionless parameter τH , so all the points with
different parameters collapse on a single curve.
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D=0.005m2/s,tin=3.5μs
D=0.005m2/s,tin=4.5μs
D=0.01m2/s,  tin=2.5μs
FIG. 3. (Color online) The efficiency decay with respect to the
dimensionless parameter τH for longitude diffusion during hold time;
the points are numerical results, and the curve is Eq. (17).
3. Read
The diffusion effects during the read-out process are the
same as the diffusion effects of the write-in process (see
Appendix A), so we simply have
εR = εW .
B. Transverse diffusion
We now quantify the effects of diffusion for a beam with
realistic transverse Gaussian profile. The efficiency for a three-
dimensional model is defined as
ε =
∫ |fout(x,y,tH + t)|2dxdydt∫ |fin(x,y,t)|2dxdydt . (18)
Equation (8) can be solved in Fourier space kx,ky , and notice
that
ε =
∫ |fout(kx,ky,tH + t)|2dkxdkydt∫ |fin(kx,ky,t)|2dkxdkydt . (19)
Equation (8) can be reduced to a quasi-one-dimensional
(quasi-1D) problem and can be solved as before (see
Appendix B). For transverse diffusion, the output pulse
will be
fout(kx,ky,tH + t) = e−2γkt e−γktH fin(kx,ky, −t) ¯G, (20)
where γk = D(k2x + k2y).
If the input pulse has both Gaussian temporal and transverse
profile,
fin(x,y,t) = Ae−(x2+y2)/a2e−(t+tin)2/t2p ,
then γktp ∼ Dtp/a2, which is typically small. Thus the
memory efficiency is
ε⊥ = 11 + τ⊥ + O
(
γ 2k t
2
p
)
, (21)
where τ⊥ = 4D(tH + 2tin)/a2 is a dimensionless parameter.
We also numerically solve Eq. (8) with ∇2 = ∇2x + ∇2y .
We calculate the efficiency for different values of a, tH ,
etc. The results are shown in Fig. 4 [points are numerical
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FIG. 4. (Color online) Efficiency decay with respect to τ⊥ for
transverse diffusion; the points are numerical results, and the curve
is Eq. (21).
results, and the curve is Eq. (21)]. We plot the efficiency ε⊥
with respect to the rescaled dimensionless parameter τ⊥, so
all the points with different parameters collapse on a single
curve.
C. Total diffusion
Experimentally, longitude and transverse diffusion coex-
ist during the whole process. Combining all the diffusive
contributions mentioned above, we get the output field as
(Appendix B)
fout(kx,ky,tH + t) = e
−2D
3η [k3i −(ki−ηt)3]e−DtH (ki−ηt)
2
× e−2γkt−γktH fin(kx,ky, −t) ¯G. (22)
We consider input pulse with both Gaussian temporal and
transverse profile as above; typically, Dη2t3p,γktp are very
small. Then the total efficiency will be
εtot =
√
1
1/αH + 2/αW − 2e
−2τW e−2τH
1
1 + τ⊥
+O[(Dη2t3p,γktp)2]. (23)
Typically, αH  1,αW  1, so we have
εtot  εWεHεRε⊥.
D. Efficiency optimization and estimation
Our model did not examine other decoherence processes,
such as control-field-induced scattering and ground-state de-
coherence. Our results simply quantify the effects of motional
diffusion on GEM efficiency and therefore the represent upper
estimates for the performance of GEM.
Structures with larger spatial frequency will decay faster
under diffusion. For the 1D model during hold time, we have
(see Appendix A)
σ12(k,t) ∝ fin
(
k − ki
η
)
. (24)
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η(t
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(a)
−η’>0
t
H
η’<0
× 10−6
η>0
t
out
tin
−η<0
t=0
ki
k
H
k
H
k
H
FIG. 5. (Color online) (a) The gradient is turned off during hold
time and flipped for read-out. (b) An illustration of the spatial
frequency for σ12(z,t), k decreases or increases depending on the
sign of the gradient.
The input pulse is centered at −tin, and then we have k ∼
kH = ki − ηtin. We see that k will increase or decrease as tin
increases, depending on the sign of η. During the hold time
[0,tH ], the gradient is turned off, and k will hold its value.
The read-out process is symmetric to the write-in process
(see Fig. 5), returning the quasimomentum to its original
distribution. Figure 6 shows the numerical result by solving
Maxwell-Bloch equations.
Notice that the initial k vector starts at a nonzero value
ki , which is mainly determined by the wave vector difference
between the probe and control field in the medium. ki could
be positive, negative, or zero, depending on the relative
momentum of the control and probe fields in the medium. Since
structures with larger |k| will decay faster under diffusion, we
aim to have very small |k| after the writing process. The k
vector will evolve linearly during the writing process due to the
gradient, so the storage time will be improved by starting with
a positive (negative) writing gradient η for a positive (negative)
ki . As noted below, |ki | > 1L is required to get kH = 0. Keeping
this spatial frequency small also requires the removal of the
0 5 10 15 200
100
200
300
400
500
t+t0  (s)
k 
 (m
−
1 )
0
0.2
0.4
0.6
0.8
1× 10
−3
× 10−6
FIG. 6. Numerical results of |σ12(k,t)| with write-in gradient
η′ < 0.
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gradient during the storage part of the process and only turning
on the flipped gradient during read-out.
For realistic tin and η, we can get zero spatial frequency
kH = 0, for which τH = 0, and this will minimize the
diffusional decay rate. We then have εH = √α and εW =
e−2Dk
2
i tin/3
. Including transverse diffusion, we get the total
efficiency for input field with transverse Gaussian profile
εtot = e−4Dk2i tin/3
√
α
1
1 + 4D(tH + 2tin)/a2 . (25)
The efficiency can be improved further by choosing a larger
transverse width a; i.e, the effects of transverse diffusion will
be reduced by using a smooth field in the transverse direction.
We note that the circumstances in which a GEM will
be useful are those for which all dephasing, including that
due to diffusion, is small. In this limit, a useful approximate
expression for the GEM efficiency is given by
εtot  1 − 4Dk
2
i tin
3
− DtHη
2t2p
2
− 4D(tH + 2tin)
a2
, (26)
as the inefficiencies arising from each diffusive process
considered above add together.
Experimental considerations give estimates of the achiev-
able GEM efficiency. In particular, to ensure the bandwidth
of the memory is large enough to absorb the input field, we
require |ηtp| > 1L , and tin > tp to ensure that the whole pulse
enters the medium during the write-in process; also |ki | > 1L
is required to satisfy kH = 0. So
εtot  1 − 4Dk
2
i tp
3
− DtH
2L2
− 4D(tH + 2tp)
a2
 1 − 4Dtp
3L2
− DtH
2L2
− 4D(tH + 2tp)
a2
. (27)
This gives a reasonable upper bound on the GEM efficiency,
given the pulse duration 2tp, the hold time tH , and the vapor
length L, and beam width a.
1. Experimental considerations
Typical system parameters are ω0 = 2π ×
377.107 46 THz, ω0 − ωc = 2π × 6.8 GHz,  = −2π × 1.5
GHz, c  2π × 20 MHz, g  2π × 4.5 Hz, tp = 1 μs,
a  1.45 mm, 2L = 0.2 m, η  −2π × 10 MHz/m, and
N  0.5 × 1018 m−3 [21,22,29]. The optical depth |β|  3.8
is sufficiently large. According to the formula in Ref. [30],
we have D ∼ 0.004 m2/s for Rubidium atoms in buffer
gas [21,22].
With these parameters, the diffusive decay is dominated by
transverse diffusion. For example, for tin = 5 μs and tH = 0,
the maximum achievable efficiency is εtot  93% (ε⊥  εtot,
εH = 1, εW  1).
We examine the input of the (1,1) Hermite-Gaussian
mode fin(x,y,t) ∝ xy e−(x2+y2)/a2 as an example of a higher
order Hermite-Gaussian mode transverse profile. From
Eqs. (18) and (20), we have ε⊥ = ( 11+τ⊥ )3, and the longitudediffusion effects are the same as the Gaussian profile (i.e., the
(0,0) Hermite-Gaussian mode). Thus, for diffusive decays, we
have
ε(11)
ε(00)
∝
(
1
1 + τ⊥
)2
, (28)
where ε(ij ) is the read-out efficiency for (ij ) Hermite-Gaussian
mode. We find that the efficiency decays faster for higher
order modes, and the ratio Eq. (28) decreases when the
storage time increases. This is in agreement with experimental
investigations [22].
E. Output beam width
After some storage time, transverse diffusion will tend to
smear the spin wave density in the radial direction. Intuitively,
we would expect this to lead to a spatially wider output beam
than would be the case in the absence of diffusion.
This is certainly the case when the control field is radially
uniform. To see this, we define the intensity distribution for
the read-out signal as
I (r⊥) =
∫
|fout(r⊥,tH + t)|2dt. (29)
We suppose that the control field is turned off during the hold
time, [0,tH ], to avoid control field-induced scattering and that
the gradient is always on and flipped at t = 0.5tH . Also for
typical experimental parameters, the effects of longitudinal
diffusion is very weak, so we focus on transverse diffusion.
We solve the Maxwell-Bloch equation using the same method
as before. For a signal with a Gaussian transverse profile, we
find that
I (r⊥) ∝ er2⊥/[a2+4D(2tin+tH )] (30)
with r2⊥ = x2 + y2. Defining wr⊥ as the width of the output
field, we have
w2r⊥ =
a2
4
+ D(2tin + tH ), (31)
which increases linearly with storage time (Fig. 9), at a rate
determined by the diffusion coefficient.
Somewhat surprisingly, the experimentally measured rate
of expansion of the read-out signal is smaller than that expected
from atomic diffusion by a factor of 2 to 3 [22]. One possible
explanation for this is the signal diffraction; as suggested in
Ref. [22], diffusion leads to a beam with reduced divergence
and the measurement is taken downstream. However in this
experiment the scale of experimental setup is much smaller
than the Rayleigh range, so the diffraction effect is too small
to explain the observed discrepancy.
Instead, we find that the anomalously narrow output beam
width can be explained by considering the control field with
realistic transverse Gaussian profile. This leads to a transverse
variation in the phase of the spin wave, which under the
influence of diffusion leads to lower emission efficiency in
the wings of the spin wave.
To analyze this effect quantitatively, we consider a Gaussian
transverse variation in the control field, c(r⊥) = e−r2⊥/w2c ,
with beam waist wc. Then the two-photon detuning, δ, and the
optical depth become r⊥ dependent.
From our solution for the spin wave [see Appendix A,
Eq. (A5)], we find that the inhomogeneity of the control field
intensity will introduce a transverse variation in δ, which
leads to a transverse dependence in the phase of the spin
wave. Likewise, the transverse variation in the optical depth
leads to a radially dependent longitudinal shift in the spin
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FIG. 7. (Color online) The extra phase θ for control field
with Gaussian profile. Points are numerical results using typical
parameters given in the main text, and the curve is the approximate
expression in Eq. (32).
wave σ12(r,t). In combination, these give rise to a radially
dependent phase on the spin wave, eiθ(r⊥), with the effect of the
control field typically being dominant. We compare solutions
for this inhomogeneous control field with solutions for the
homogeneous control field to obtain the phase difference θ (r⊥)
during hold time. Typically, the width of the control field, wc,
is much larger than the width of the signal field, a, so θ (r⊥) is
approximately quadratic in r⊥/wc:
θ (r⊥) =
[
− 2
2tin

+ 2βln
(∣∣∣∣ηLtinβ + 1
∣∣∣∣)
+ 2β
(
1 − 
2
ηL
)(
β
ηLtin + β +
z
L
)]
r2⊥
w2c
, (32)
where β is the optical depth corresponding to . Because of
this quadratic phase variation across the spin wave, diffusion
acts to wash out the spin-wave coherence more quickly at
larger radius, so the read-out efficiency is suppressed at larger
r⊥. This tends to reduce the apparent width of the emitted
read-out signal.
1. Experimental considerations
In the experimental results reported in Ref. [22],
wc  3 mm, and tin  2 μs. Using these parameters, Fig. 7
shows the transverse variation in the phase of the spin wave at
(z = 0,t = 0.5tH ) in the absence of diffusion. When diffusion
is introduced, this transverse phase variation is smeared out,
leading to reduced read-out efficiency in the wings of the
spin-wave. Figure 8 compares the numerical results for the
expansion of the read-out signal after a specific hold time,
tH = 16 μs, with a homogeneous control field (dotted, blue
online) and with a spatially varying control field (dashed,
red online), assuming the diffusion rate D = 0.004 m2/s.
Figure 9 shows the variation in the width of the output field
as a function of hold time. We see that the expansion is
slowed for a control field with Gaussian profile (squares),
compared to the case of a uniform control field (circles).
Importantly, this corresponds to a reduction of the beam width
expansion rate by a factor of 2. The apparent diffusion rate
0 0.5 1 1.5 2
x 10−3
0
0.2
0.4
0.6
0.8
1
r⊥ (m)
I 0
FIG. 8. (Color online) The intensity distribution for the read-out
signal with tH = 16 μs. To see the expansion clearly, we have
renormalized the maximum of I (r⊥) to 1, and I0 is the renormalized
intensity distribution. The black solid curve is the input signal, the
dotted one (blue online) is the read-out signal for the homogeneous
control field, and the dashed one (red online) is the read-out signal
for the control field with Gaussian profile.
extracted from this slower expansion rate is Deff  0.002
m2/s. This is quantitatively in agreement with the observations
in Ref. [22].
V. SUMMARY
We have studied the effects of diffusion on the efficiency
of the -gradient echo memory, both numerically and analyt-
ically. We find that the efficiency is dependent on the spatial
frequencies k for both longitude diffusion and transverse
diffusion: Higher k leads to more pronounced diffusive effects
and reduced efficiency, as expected. We show that the storage
efficiency can be improved by appropriate choice of the
gradient during the hold phase.
0 0.5 1 1.5 2
x 10−5
5.4
5.6
5.8
6
6.2 x 10
−3
2tin+tH (s)
w
r ⊥2
 
(cm
2 )
FIG. 9. (Color online) Expansion of the read-out signal. Circles
are numerical results for the homogeneous control field. Squares are
numerical results for the control field with a Gaussian profile, and the
solid line is Eq. (31) for the homogeneous control field.
062328-7
X.-W. LUO, J. J. HOPE, B. HILLMAN, AND T. M. STACE PHYSICAL REVIEW A 87, 062328 (2013)
We established a mechanism by which the rate of expansion
of the transverse width of the beam is reduced compared to the
naive expectation of diffusive effects. This mechanism arises
from the effects of diffusion on the transverse variation in
the spin wave phase. We showed that with an experimentally
reasonable choice of parameters, the magnitude of this effect
is the same as that observed in recent experiments. When
the density of the buffer gas in increased, the collision rate
increases, leading to a smaller diffusion rate. However, this will
lead to collision-induced dephasing, which will dominate at
sufficiently high buffer gas pressures. This implies a trade-off
between diffusion- and collision-induced dephasing. This will
be the subject of future research.
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APPENDIX A
The Maxwell-Bloch equation for the one-dimensional
model is
σ˙12(z,t) = i gc

ei(k0−kc)zE(z,t)
− iδ(z,t)σ12(z,t) + D∇2z σ12(z,t), (A1)
∂
∂z
E(z,t) = i gNc
c
e−i(k0−kc)zσ12(z,t) + i g
2N
c
E(z,t).
To find the solution during [−t0,0], we first solve the equation
without diffusion and then introduce the diffusion effects to
our solutions.
When D = 0, we can make the transformations
σ˜12(z,t) = e−i
g2N
c
ze−i(k0−kc)zσ12(z,t), (A2)
E˜(z,t) = e−i g
2N
c
zE(z,t)
and get the new equations
∂zE˜(z,t) = i geffN
c
σ˜12(z,t),
(A3)
∂t σ˜12(z,t) = −iηzσ˜12(z,t) + igeffE˜(z,t),
where geff = gc/. Following the method given in Ref. [9]
and using the boundary conditions σ˜12(z,t → −∞) = 0 and
E˜(z = −L,t < 0) = f˜in(t), we integrate the first equation
and substitute it in the second one. Making use of Fourier
transformation when the pulse is fully inside the medium, for
t greater than the pulse length, we find
E˜(k,t) = f˜in
(
k
η
+ β
ηL
+ t
) ∣∣∣∣kη
∣∣∣∣−iβ−1G(η,β,L) (A4)
and
G(η,β,L) = 1
η
βe−π |β|/2sinh(π |β|)|ηL|−iβ(iβ),
where E˜(k,t) = ∫ E˜(z,t)e−ikzdz, β = g2effN
ηc
is the optical
depth and we assumeβ is sufficiently large,(iβ) is the func-
tion, and f˜in(t) = fin(t)ei g
2N
c
L is the input pulse. According to
the Maxwell-Bloch equations, we have σ˜12(k,t) = k·cgeffN E˜(k,t).
We transform σ˜12(k,t) back to σ12(k,t),
σ12(k,t) = fin
(
k − ki
η
+ t
)
ei
g2N
c
L
∣∣∣∣k − kiη − βηL
∣∣∣∣−iβ
×sgn
(
k − ki
η
− β
ηL
)
c
geffN
G (A5)
with ki = g2Nc + k0 − kc − βL .
Now we introduce the diffusion; for the short time interval
[t,t + t], diffusion will cause a decay e−Dk2t to σ (k,t), or
equally, there will be a decay e−Dk2t on the signal fin(t ′)
with k = ki − η(t − t ′). So the total decay during the write-in
process for fin(t ′) is
e−D
∫ 0
t ′ [ki−η(t−t ′)]2dt = e −D3η [k3i −(ki+ηt ′)3].
Thus, the solution for σ12 at t = 0 is
σ12(k,0) = e
−D
3η (k3i −k3)fin
(
k − ki
η
)
ei
g2N
c
L
∣∣∣∣k − kiη − βηL
∣∣∣∣−iβ
× sgn
(
k − ki
η
− β
ηL
)
c
geffN
G. (A6)
We have assumed that the bandwidth of the memory is
larger than the bandwidth of the input signal, |ηL|  ωs ,
and the optical depth is sufficient large, β  1. The signal will
be absorbed near z = 0, and σ12(z,0) and E(z,0) are nonzero
only near z = 0, so we can treat L as infinity during [0,tH ].
Also notice that the gradient is turned off during [0,tH ], and
the spatial frequency k will hold its value.
To get the solution in [0,tH ], we solve Eq. (A1) with initial
condition σ12(k,t = 0) for σ12 and open boundary condition
for E. In k space, we find
σ12(k,tH ) = e−Dk2t ei
g2
effN
c
1
k− ¯k tH σ12(k,0), (A7)
where ¯k = g2N
c
+ k0 − kc. Notice that σ12(k,tH ) gets a phase
ei
g2
effN
c
1
k− ¯k tH , so the group velocity for σ12(z,t) is vg(k) = g
2
effN
c(k− ¯k)2 .
If the memory broadening |ηL| is not much larger than the
signal pulse bandwidth, the spin wave σ12(z,t) will be nonzero
near the ensemble boundary. Then the spin wave will propagate
to the boundary and be reflected; this may ruin the spin wave
coherence near the boundary and lower the memory efficiency.
One way to avoid this effect is turning off the control field
during storage, which makes the effective coupling geff = 0
and the group velocity vg = 0.
To find the values for σ12 and E in the duration [tH ,tH + t0],
one needs to solve a modified version of Eq. (A1) where the
sign of iηz is reversed. We follow the method given in Ref. [9]
and propagate these equation backward with final conditions
E(z = L,t > tH ) = fout(t),σ12(z,t → ∞) = 0. Similar to the
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write-in process, at time tH , we have
σ12(k,tH ) = e
D
3η (k3i −k3)fout
(
tH + k − ki−η
)
× e−i g
2N
c
L
∣∣∣∣k − kiη − βηL
∣∣∣∣−iβ
× sgn
(
k − ki
η
− β
ηL
)
c
geffN
G∗. (A8)
By matching the two solutions for σ12 at tH Eqs. (A7) and (A8),
we get
fout(tH + t) = dW (t)dHdR(t)fin(−t) ¯G, (A9)
where
¯G =
∣∣∣∣ηL(t + βηL
) ∣∣∣∣−i2βei 2Lg2Nc e−i g
2
effN
cη(t+ β
ηL
)
tH
(iβ)/(−iβ)
is a phase factor, dW (t) = e
−D
3η [k3i −(ki−ηt)3], dH = e−D(ki−ηt)2tH ,
and dR(t) = e
−D
3η [k3i −(ki−ηt)3] are the diffusion decays for the
write-in process [−t0,0], storage time [0,tH ], and read-out
process [tH ,tH + t0] respectively.
Notice that the temporal shape is narrowed due to diffusion,
but typically this change is very small, and the corresponding
increase in pulse bandwidth is also small. Specifically, the
increased pulse bandwidth is about 1
αH
= 1 + Dη2t2ptH times
the initial pulse bandwidth, typically Dη2t2ptH 	 1. So our
assumption that the the medium bandwidth is much larger
than the pulse width is always valid, and we did not consider
the case when this increased pulse bandwidth does not fit the
medium bandwidth.
APPENDIX B
The Maxwell-Bloch equation for the three-dimensional
model is
σ˙12(r,t) = i gc

ei(k0−kc)zE(r,t)
− (iηz)σ12(r,t) + D∇2σ12(r,t), (B1)
∂
∂z
E(r,t) = i gNc
c
e−i(k0−kc)zσ12(r,t) + i g
2N
c
E(r,t).
To solve these equations, we first transform transverse coordi-
nates x,y to Fourier space kx,ky ,
σ˙12(kx,ky,z,t) = −(iηz + γk)σ12(kx,ky,z,t)
+ i gc

ei(k0−kc)zE(kx,ky,z,t)
+D∇2z σ12(kx,ky,z,t), (B2)
∂
∂z
E(kx,ky,z,t) = i gNc
c
e−i(k0−kc)zσ12(kx,ky,z,t)
+ i g
2N
c
E(kx,ky,z,t),
where γk = D(k2x + k2y). Now we make the following transfor-
mation:
σ¯12(kx,ky,z,t) = eγktσ12(kx,ky,z,t), (B3)
¯E(kx,ky,z,t) = eγktE(kx,ky,z,t),
and then we have
˙σ¯ 12(kx,ky,z,t) = −(iηz)σ¯12(kx,ky,z,t)
+ i gc

ei(k0−kc)z ¯E(kx,ky,z,t)
+D∇2z σ¯12(kx,ky,z,t), (B4)
∂
∂z
¯E(kx,ky,z,t) = i gNc
c
e−i(k0−kc)zσ¯12(kx,ky,z,t)
+ i g
2N
c
¯E(kx,ky,z,t).
These are actually quasi-1D equations, so we can solve these
equations by the method we used before, and the output field
is
¯fout(kx,ky,tH + t) = dW (t)dHdR(t) ¯fin(kx,ky, −t) ¯G.
We transform back to fout(kx,ky,tH + t) and get
fout(kx,ky,tH + t)
= dW (t)dHdR(t)d⊥(t)fin(kx,ky, −t) ¯G, (B5)
where d⊥(t) = e−2γkt e−γktH is the transverse diffusion
decay.
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