In this Letter, it is shown that global, nonlinear, particle-in-cell ͑PIC͒ simulations of electron temperature driven turbulence recover the same level of transport as flux-tube codes when the level of statistical noise, associated with the PIC discretization, is sufficiently small. An efficient measure of the signal-to-noise ratio, applicable to every PIC code, is introduced. This diagnostic provides a direct measure of the quality of PIC simulations and allows for the validation of analytical estimates of the numerical noise. Global simulations for values of e * Ͻ 1 / 450 ͑normalized electron gyroradius͒ show no evidence of a gyro-Bohm scaling. © 2007 American Institute of Physics. ͓DOI: 10.1063/1.2428280͔
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Therefore, estimates of ETG induced transport based on mixing length arguments predict diffusion coefficients that are ͱ m e / m i smaller than in the ITG case. However, ETG and ITG turbulence have very different nonlinear behaviors due to the zonal flow response to the turbulence. 2, 3 This is associated with the different origin of the Boltzmann ͑adiabatic͒ response of ions ͑ETG͒ and electrons ͑ITG͒. In the ETG case, the ion adiabatic response arises from the gyro motion due to the large ion gyroradius and it is finite for all flow components. On the other hand, in ITG turbulence the electron Boltzmann response is due to the fast parallel electron motion, whose flow component vanishes. Quantitative ETG transport predictions made with flux-tube simulations 2, 4 showed that, for certain range of physical parameters, the nonlinear turbulent heat flux can be significantly larger compared to the equivalent ITG case, leading to experimentally relevant levels of radial heat transport ͑ e Ӎ 13 gB ͒. Such high transport levels are attributed to the presence of radially elongated turbulence structures ͑streamers͒ and to the consequent E ϫ B convection. On the other hand, recent global particle-in-cell ͑PIC͒ simulations 5, 6 yielded a lower level of anomalous transport than local flux-tube Eulerian codes. 2 Radially elongated streamers with widths of several ion Larmor radii have been identified, but their impact on the transport was found to be small. Although the streamer size scales with the device size, the transport scaling was found to be gyro-Bohm ͑gB͒. Two possible explanations have been proposed to account for this discrepancy: a new nonlinear saturation mechanism associated with toroidal mode coupling 5 and the influence of the nonphysical statistical noise due to the particle discretization. 7 The latter paper shows that in PIC simulations, a large level of statistical noise can reduce the ETG turbulence induced transport and can determine the saturation level of the instability. The purpose of this Letter is to clarify the discrepancy between flux-tube and global PIC results by analyzing a set of nonlinear global PIC simulations in which the level of statistical noise is measured and controlled. Results show that low noise PIC simulations produce levels of transport comparable with flux-tube simulations even for relatively large values of e * ϵ v th,e / a. Here, v th,e = v th,e / ⍀ e , where v th,e is the electron thermal velocity and ⍀ e is the electron cyclotron frequency. The statistical noise clearly does have a strong influence on the nonlinear behavior of ETG turbulence, in agreement with the results of Ref. 7 . In this Letter, we also introduce a measure of the statistical noise based on a signal-to-noise ratio, which provides a direct and trustworthy indicator of the quality of the PIC simulations. We also show that this diagnostic allows for the validation of analytical estimates for the statistical noise. All the simulations presented in this Letter have been performed with the global gyrokinetic electrostatic code ORB5, [8] [9] [10] which uses several noise reduction techniques, including optimized particle loading, 12 Fourier filtering, and an adaptive gyro-averaging procedure. The code ORB5 solves the gyrokinetic Vlasov equation 13 using marker particles. The projection of the markers on a fixed grid ͑charge assignment͒ provides the source term for the quasineutrality equation, which is discretized using finite elements ͑B-splines͒. Basic physical conservation properties, i.e., energy and particle number, are used as indicators of the quality of the numerical simulations. In all the ETG simulations presented in this work, ions are assumed to be adiabatic. Equilibrium n and T e profiles self-consistently evolve in time; i.e., sources are not included in the simulations. The simulation parameters are basically the CYCLONE 14 case nominal values for the aspect ratio, safety factor, and density profile ͓R / L n ͑r / a ϵ 0.5͒ = 2.2͔, while e * = 1 / 450, 1 / 320, and 1/160. Figure 1 shows the temperature gradient evolution ͑R / L T ͒ for a e * = 1 / 450 circular plasma simulated with 512 ϫ 10 6 marker particles. The value of R / L T decreases in time in the region of maximum gradient and increases radially toward plasma edge and center ͑radial spreading͒. Time is measured in ͓a / v th,e ͔ units, and the radial variable is s ϵ ͱ pol . The vertical dashed lines in Fig. 1 enclose the radial region in which the temperature gradient exceeds the critical value of the ETG mode ͑in this case, R / L T,crit Ӎ 4.6͒ at the end of the simulation. The formation of radially elongated streamers is observed. The radial length of the streamers continuously increases in time following the radial spreading of the temperature gradient and does not appear to converge to a saturation value. Streamers cover the entire radial region where drive is present; i.e., R / L T Ͼ R / L T,crit . This is illustrated in Fig. 2 , where the dashed flux surfaces correspond to the vertical dashed line in Fig. 1 : radially elongated streamers in the electrostatic potential fill the entire radial cross section where the ETG mode is still unstable, reaching lengths of several i * . The same behavior has been observed for all the different values of e * used in this work. Therefore, the radial extent of the streamers depends on the choice of the initial temperature gradient profile. As will be discussed later, the radial spreading of the streamers occurs together with a nonlinear downshift of the poloidal wave number spectrum. This suggests that, in addition to the linear drive arising from the temperature gradient spreading, turbulence spreading associated with nonlinear toroidal mode coupling could also play a role in determining the radial evolution of the streamer size. However, these two effect cannot be easily decoupled in freely evolving profile simulations.
The time evolution of the average value of R / L T and of the diffusion coefficient / gB ͑radial average over 0.52Ͻ s Ͻ 0.62, black vertical lines in Fig. 1͒ is plotted in black in Fig. 3 . During the overshoot, the temperature gradient strongly relaxes and falls below the nominal value of the CYCLONE base case R / L T = 6.9.
. Taking into account that the overshoot depends strongly on the arbitrary initial perturbation, the slowly decaying phase is the only physically relevant part of the simulation. A possible extrapolation for R / L T Ӎ 6.9, considering a linear fit of ͑R / L T ͒ on the slowly decaying phase only ͑lin-ear fit for t Ͼ 100͒ gives / ͑v v th,e Te 2 / L T ͒Ӎ͓10, 15͔, in agreement with the results of flux-tube simulations ͑more details can be found in Ref. 15͒. It is important to notice that in the range 160Ͻ e *−1 Ͻ 450, the scaling of the transport is not gyro-Bohm, as is illustrated in Fig. 3 related to the error introduced when moments of the distribution function ͑for example, the charge assignment͒ are computed using a finite number of tracers in phase space. 16 The Monte Carlo theory allows an estimate for the contribution of the noise to the charge density :
where N T is the number of tracers, N G is the number of modes kept in the simulation, and w i is the weight of a single marker. Details about the derivation and validation of Eq. ͑1͒ will be given elsewhere ͑see also Ref. 15͒. The function G accounts for additional filtering coming through finite Larmor radius effects and the grid projection algorithm. Equation ͑1͒ indicates that the statistical noise can be reduced either by increasing the number of tracers ͑ ͱ N T convergence͒ or by reducing the number of Fourier modes kept in the simulations ͑Fourier filtering of nonresonant modes͒. It is important to notice that in standard ␦f PIC simulations, the quantity ͗w 2 ͘, and consequently, noise 2 , grow monotonically in time. 11 Therefore, an important role is played by the control of the evolution of the variance of the distribution of the weights ϰ ͗w i 2 ͘ ͑optimized loading͒. 12 A new diagnostic has been implemented in the code that allows for a direct evaluation of noise . This measure is based on the average amplitude of the contribution to the charge density, i.e., ͉ k ͉, of the nonresonant ͑filtered͒ modes that are physically damped and whose amplitude arises merely from noise. Through the comparison with the charge density of the "physical" modes, a signal-to-noise ratio can be constructed. This diagnostic provides a direct indicator of the quality of the numerical simulations during all the time evolution. Moreover, it can be used for validating analytical estimates of the statistical noise such as the one proposed in Ref. 7 or the simple estimate of Eq. ͑1͒. Several ORB5 simulations showed that the scaling of the noise in the number of particles per mode, i.e., N T / N G , is in excellent agreement with the estimate of Eq. ͑1͒. 15 Moreover, the scaling of the noise with the number of particles shows that the important parameter in PIC simulations is indeed the number of particles per Fourier mode and not the number of particles per grid cell. A detailed analysis of the scaling of the statistical noise and its impact on physical quantities has been performed and it will be discussed elsewhere. However, it is important to stress the role of the G function: Although the number of numerical particles per mode is a universal scaling for the noise in PIC codes, the scaling factor, i.e., the G function, is strongly algorithm dependent, and therefore code dependent. For example, different projection algorithms in the charge assignment procedure can lead to very different level of noise: Fig. 4 shows that in ORB5, the level of noise is strongly reduced when moving from linear to cubic finite elements. A more detailed analysis shows that linear B-splines require a factor of 4 in the number of particles ͑for the same number of grid points͒ as compare to cubic B-splines to obtain the same noise properties. Moreover, Fig. 4 shows that the statistical noise always grows in time following the time evolution of ͗w 2 ͘. The effect of the statistical noise on ETG simulations is illustrated in Fig. 5 ͑left͒. The statistical noise reduces the level of transport driven by ETG turbulence. Figure 5 ͑right͒ shows the noise-to-signal ratio for these simulations. These simulations were performed with a "white noise" initial perturbation on all the Fourier modes. Therefore, at the begin- 
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ning of the simulation, where the signal is close to zero, the signal-to-noise ratio is expected to be around unity, as it is clearly recovered by our diagnostics ͓Fig. 5 ͑right͔͒. In ORB5, single or multimode initialization are also possible. We have performed several simulations in which linearly unstable modes only were initialized, leading to a signal-to-noise ratio of the order of few percent at the early stage of the simulation and to a level of noise in the nonlinear phase that is comparable to the white noise initialization cases. However, single mode initialization usually leads to larger overshoots and consequently to larger profile relaxation before the slowly decaying phase. Figure 5 shows that the results start to diverge when the statistical noise becomes larger than 10% of the signal. Note that the slow decaying phase ͑the only physically relevant phase͒ disappears and it is replaced by a saturated state at very low values of / gB . This result confirms the predictions of Ref. 7 . When fewer than 100 particles per mode are used, the noise-to-signal ratio is higher than 10% during the entire simulation. In this case, even the linear growth rate is not correctly computed. Several tests performed on larger e * cases showed in general that a signal-to-noise ratio Ͻ10% is required to get converged results, which corresponds to an average value of around 200 markers per mode.
In addition to the reduction of linear drive proposed in Ref. 7 , we have observed that the statistical noise creates spurious zonal flows that could contribute to the stabilization of the turbulence.
We have investigated the role of the nonlinear toroidal coupling of the modes in determining the nonlinear saturation of the turbulence. We have performed a set of flux-tube filtered simulations in which only a subset of toroidal modes ͑n =0, ±N , ±2N , ...͒ are kept in the Poisson equation. These simulations were performed with the same number of markers per mode and show comparable levels of statistical noise. The time evolution of the poloidal wave number spectrum is shown in Fig. 6 ͑left͒. The spectrum of the full torus simulation ͑solid lines͒ is consistent with the PIC simulations of Ref. 5 . In particular, we observe a nonlinear downshift of the most unstable modes from 0.2Ͻ k T e Ͻ 0.4 during the linear phase to 0.1Ͻ k T e Ͻ 0.3 at the end of the simulation. However, flux-tube filtered simulations keeping fixed N G / N T do not show significant differences in the downshift of the k T e spectrum ͓Fig. 6 ͑left͔͒. The level of transport is slightly higher for a quarter-torus simulation ͑N =4͒ as compared to full torus simulations as illustrated in Fig. 6 ͑right͒. In conclusion, flux-tube filtered results show an increase of the level of transport as compared to full torus, which is consistent with the predictions of Ref. 5 . However, this effect appears to be small since half-torus simulations indeed reproduce the correct level of radial transport for e * = 1 / 450.
In summary, global PIC simulations of freely decaying ETG turbulence for the CYCLONE base case ͑ e * =1/450͒ show levels of transport comparable with flux-tube simulations when the statistical noise is sufficiently low. GyroBohm scaling is not observed for e * Յ 1 / 450. In global PIC simulations, statistical noise reduces ETG driven transport and the level of noise scales with the number of particles per mode, but the scaling coefficient strongly depends on the algorithms used in each code. Radially elongated streamers scale with machine size and cover the whole extend of the drive domain. Flux-tube filtered simulations, preserving the double periodicity, show a similar spectrum ͑nonlinear downshift͒ but ͑slightly͒ higher levels of transport than full torus simulations. This result is consistent with the existence of a saturation mechanism based on the nonlinear toroidal mode coupling. However, for the parameters used in this work, computationally costly full torus simulations are not needed and flux-tube filtered simulations ͑for relatively small values of N͒ can correctly predict the level of radial transport induced by ETG turbulence.
