Abstract. If K is algebraically closed of characteristic zero and R = K[x, y, z], we first investigate the Weak Lefschetz Property for the finite length R-module M that is the cokernel of a map ϕ :
Introduction
Let K be an algebraically closed field and S the polynomial ring K[x 1 , . . . , x r ] with standard grading and irrelevant maximal ideal m = (x 1 , . . . , x r ). All S-modules considered are finitely generated. We begin with the following. Definition 1.1. If N is a graded Artinian S-module, we say that N has the Weak Lefschetz Property if there is a general linear form ℓ ∈ S 1 such that the K-linear map ×ℓ : N j → N j+1 has maximal rank for all j.
The Weak Lefschetz Property has been studied extensively in the case that N is cyclic, see [13] for an excellent overview. Despite the fact that it is not difficult to define the Weak Lefschetz Property for graded Artinian modules over S, there seems to be little that is known about which Artinian modules over S have the Weak Lefschetz Property. In [6] , the authors study the Weak Lefschetz Property for an Artinian graded module over S when r = 2 and give an algorithm to test whether or not a graded Artinian module with fixed Hilbert function has the Weak Lefschetz Property.
Our original motivation was to generalize the work of [9] . In particular, we aimed to generalize ( [9] , Theorem 2.3) that shows when K has characteristic zero and I is a codimension 3 complete intersection, then N = S/I has the Weak Lefschetz. Specifically, over R = K[x, y, z] and given a graded R-module M that is the cokernel of a map ϕ : n+2 j=1 R(−b j ) to n i=1 R(−a i ) whose ideal of maximal minors has codimension 3, we aimed to show that M has the Weak Lefschetz. We were successful in this direction (see Theorem 4.3), but there were restrictions on a i and b j . These restrictions were removed in [5] , but we still include our results in this direction as they are perhaps friendlier to the algebraist than those of [5] .
Motivated by wanting to show that M has the Weak Lefschetz, we spent a significant time discussing when M has symmetric and unimodal Hilbert function. As is well-known, complete intersections are Gorenstein, hence have symmetric Hilbert functions. There is not a widely-known analogue for the Gorenstein condition for modules of finite length, however, there is a proposed analogue defined in [10] (see Definition 3.4) that suits our needs perfectly. Using [10] , we are able to determine when M has symmetric Hilbert function (see Proposition 3.9). Moreover, using this, we are able to determine when M has unimodal Hilbert function (see Proposition 5.3) . While the use of such results was to determine when M has the Weak Lefschetz, we find they are of independent interest.
Inspired by [2] , we define and discuss the non-Lefschetz locus for an Artinian graded S-module N . To wit, given an Artinian S-module N = j∈Z N j , the S-module structure of N is determined by a sequence of K-linear maps φ j : S 1 → Hom K (N j , N j+1 ). In particular, given a linear form ℓ = a 1 x 1 + · · · + a r x r , φ j (ℓ) is a matrix X j of linear forms in a 1 , . . . , a r . Regarding a 1 , . . . , a r as variables, we look at the scheme defined by the vanishing of the maximal minors of the matrix X j , and this is our object of study. In particular, we discuss some issues that are raised when attempting to generalize results of [2] , but make use of some connections with results on Artin level modules from [1] , that we also find are of independent interest. The paper is organized as follows: In Section 2, we compute the minimal free resolution of a graded R-module M that is the cokernel of a map ϕ : n+2 j=1 R(−b j ) to n i=1 R(−a i ) whose ideal of maximal minors has codimension 3. This is essential for Section 3, where we discuss symmetry and unimodality properties of M , most notably using an analogue of the Gorenstien condition for Artinian modules defined in [10] . In Section 4, we discuss when the R-module M has the Weak Lefschetz, recover ([9] , Theorem 2.3), and give an example a family of non-cyclic R-modules that have the Weak Lefschetz Property. In Section 5, we discuss the non-Lefschtez locus for a graded S-module N and give some generalizations from work in [2] . Most importantly, we discuss what conditions we can place on N so that is the non-Lefschetz locus is given by at most two degrees, and, in some cases, a single degree.
The Minimal Free Resolution of M
Our setup for this section and the next is as follows: R is the polynomial ring K[x, y, z], where K is algebraically closed (we will restrict the characteristic when neessary); n > 0 is a positive integer; ϕ is a degree zero graded homomorphism of free R-modules from
and a 1 ≤ a 2 ≤ · · · ≤ a n ; the map ϕ = (ϕ ij ) is such that either ϕ ij = 0 or ϕ ij ∈ R eij with e ij > 0; and if I denotes the ideal generated by the n × n minors of ϕ, we assume that that I has codimension 3, so that M is Artinian, hence of finite length.
Since I has codimension 3, by ([3] , Theorem A.210), the Buchsbaum-Rim complex provides the minimal free resolution of M . That is, there is an exact sequence
where the entries of all maps live in m. In this section, we determine the values of the c j and d i . To do so, we first need information about the maps ε and δ. Before we proceed, we note the following lemma that will be used frequently in the sequel.
Proof. Suppose not. Then there is an i such that b i ≤ a i . We recall that b 1 ≤ · · · ≤ b n+2 and a 1 ≤ · · · ≤ a n , hence this implies that if u ≤ i and v ≥ i, then b u ≤ a v . In particular, ϕ contains a zero submatrix of size (n − i + 1) × i. Let t(ϕ) denote the half-perimeter of this zero submatrix, so that t(ϕ) = n + 1. Then ( [7] , Théorème 1.6.2) says that the codimension of I is at most n + 3 − t(ϕ). In particular, I has codimension at most 2, contrary to our assumption.
2.1. The map ε. For ease of notation, set F 1 = n+2 j=1 R(−b j ) and F 2 = n+2 j=1 R(−c j ). Let f 11 , . . . , f 1,n+2 be a basis for F 1 and f 21 , . . . , f 2,n+2 be a basis for F 2 . Then by ([3] , Section A2.6.1) ε is the map such that
Where for j = 1, . . . , n + 2, H j = {1, . . . , n + 2} \ {j}; for r ∈ H j , K rj = H j \ {r}; ϕ Krj is the the n × n minor of ϕ indexed by the elements of K rj ; and sgn(K rj ⊂ H j ) is the sign of the permutation of H j that puts the elements of K rj into the first n positions of H j . Thus the jth column of a matrix ε is given by
. . .
Noting the 0 occurs in the jth row. When 1 ≤ r < j, it is not hard to see that sgn(K rj ⊂ H j ) = (−1) n−r+1 . Now for j < r ≤ n + 2, it is also easy to see we have sgn(K rj ⊂ I j ) = (−1) n−r+2 = (−1) n−r . If Φ rj = det(ϕ Krj ), then the jth column of the matrix of ε is given by
and let f 31 , . . . , f 3n be a basis for F 3 . By ( [3] , Section A.2.6.1) the map δ :
In particular, the ith column of the matrix for δ is given by
Computing the c j and d i . We first calculate the degrees of the Φ rj . This follows from the following general lemma, which is probably well-known, but we could not find an exact source.
such that either α ij = 0 or α ij ∈ S tij with t ij > 0, we denote the determinant of α by Φ and assume Φ is nonzero. Then Φ is homogeneous of degree
Proof. Before we begin, notice that if α ij is nonzero, then deg(
We proceed by induction on t. For t = 1, this is just the statement that a graded map S(−v 1 ) → S(−u 1 ) is given by multplication of a homogeneous element of S of degree v 1 − u 1 . This is easy to see. Suppose that t > 1 and write
Where Φ i is the determinant of the (t − 1) × (t − 1) submatrix of α obtained by deleting the first row and the ith column. By hypothesis, Φ is nonzero, so that there is an h such that both α 1h and Φ h are nonzero. In this case, note that Φ h is the determinant of a homogeneous linear map from
, as needed. This gives that Φ is homogeneous of the required degree.
a i , so that we have the following. Corollary 2.3. Let Φ rj be the maximal minor of ϕ corresponding to the set K rj = H j \ {r} = {1, . . . , n + 2} \ {r, j} (so that Φ rj is the minor of ϕ obtained by deleting columns r and j of ϕ). If Φ rj is nonzero, then the degree of
Suppose given 1 ≤ j ≤ n + 2 that there is an r ∈ H j such that Φ rj = 0. Then we have
Thus we need to know if for all j, there is an r ∈ H j such that Φ rj is nonzero. We do this below.
Lemma 2.4. Given 1 ≤ j ≤ n + 2 there is an r ∈ H j such that Φ rj is nonzero. In particular,
Proof. The sequence F • is exact, so that if no Φ rj is nonzero, then the jth column of ε is zero. This implies that u = [0, . . . , 1, . . . , 0]
T ∈ F 2 is in ker(ε), where the lone 1 occurs in row j. By the exactness of F • , we can write u = δ(β), where β = [β 1 , . . . , β n ] T ∈ F 3 . This gives the equation
This gives a contradiction, as the sum on the left is either homogeneous of positive degree or zero.
Proof. Up to sign of entries, the ith column of the matrix for δ is the ith row of the matrix ϕ. In particular, by Lemma 2.1, ϕ ii is nonzero, so that
The Unimodality and Symmetry of the Hilbert Function of M
As previously mentioned, our motivation for wanting to study to the unimodality and symmetry of the R-module M was to understand when M has the Weak Lefschetz Property. However, the question of whether or not a graded Artinian module N over S = K[x 1 , . . . , x r ] has the Weak Lefschetz Property is more subtle if N is not generated in a single degree. For example, let N be an Artinian S-module with Hilbert function h N such that N j+1 contains a minimal generator of N and h N (j) ≥ h N (j + 1). Then ×ℓ : N j → N j+1 cannot be surjective. Naturally, we would like to avoid situations such as this and seek to understand when M has a strictly unimodal Hilbert function over R (that is, where it is increasing or decreasing, it does so strictly). In particular, we look for numerical conditions on the a i and b j that make it so that the Hilbert function of M is strictly unimodal and symmetric.
The following lemma will be used frequently. Its proof is essentially that of ( [11] , Lemma 1.3), but we provide details.
and N be a graded Artinian S-module with minimal free reso-
With Corollary 2.5 in hand, the following is immediate from Lemma 3.1.
We turn our discussion to graded duals of Artinian modules over
Following [10] , we now define an analogue of the Gorenstein condition for Artinian S-modules.
With the above definition in hand, consider the following.
Lemma 3.5. Let N be a non-negatively graded Artinian S-module, say N = N 0 ⊕ · · · ⊕ N c . We suppose that N 0 and N c are nonzero. Suppose there is a graded isomorphism τ :
Then N has symmetric Hilbert function.
Hence we obtain an isomorphism of vector spaces over K:
That is, the Hilbert function of N is symmetric.
In particular, Lemma 3.5 gives that Hilbert function of a non-negatively graded Symmetrically Gorenstein S-module in which the component in degree zero is nonzero is symmetric. As one might guess, we want our module M over R to be Symmetrically Gorenstein. Since we have spent a significant amount of time analyzing the minimal free resolution of M over R in the previous section, one might hope there is a characterization of a Symmetrically Gorenstein module in terms of its minimal free resolution. This is indeed the case. 2 . Then N is Symmetrically Gorenstein if and only if its minimal graded free resolution has the following form
To this end, we utilize Theorem 3.6 to show that under mild restrictions, M is a Symmetrically Gorenstein R-module, hence by Lemma 3.5, M will have a symmetric Hilbert function.
Remark 3.7. Write ε = [Φ 1 , . . . , Φ n+2 ], with Φ j the jth column of ε. Consider the matrix ε ′ :
We utilize ε ′ for the following.
Lemma 3.8. The sequence
In particular, there is an isomorphism of minimal free resolutions of M
Proof. We know the sequence
is exact, which gives that F ′
• is a graded minimal free resolution of M , whence the isomorphism of complexes.
Proposition 3.9. The R-module M is Symmetrically Gorenstien and its Hilbert function of M is symmetric if a 1 = 0 and K has characteristic not two.
Proof. By Corollary 3.2, the maximal socle degree of M is d − 3. As in the statement of Theorem 3.6, we let (•) ∨d be the functor Hom R (•, R(−d)). By Lemma 3.8,
is the graded minimal free resolution of M . By Corollary 2.3, c j = d − b j and by Corollary 2.5,
Thus the minimal graded free resolution of M is given by
The map ε ′ is antisymmetric by Remark 3.7, hence by Theorem 3.6, M is Symmetrically Gorenstein. By our assumption that a 1 = 0, M is non-negatively graded and M 0 = 0. By Lemma 3.5, we obtain that the Hilbert function of M is symmetric. Proposition 3.9 answers the question of when the Hilbert function is symmetric. This was a subtle but crucial point in showing that complete intersections in R have the Weak Lefschetz in [9] . However, as mentioned at the beginning of this section, a decreasing Hilbert function and having generators in degree greater than zero may cause M to lack the Weak Lefschetz Property. However, the following proposition shows that the Hilbert function of M is indeed strictly unimodal. where 
As a 1 = 0, the maximal socle degree of M is c := d − 3 by Corollary 3.2. We first claim that for t ≤ ⌊ Thus by (⋆) and the above remarks, for
Recalling that by Lemma 2.1, a i ≤ a n < b n , (⋆⋆) gives the following for t ≤ ⌊ c 2 ⌋:
Thus differentiation of h M (t) on this interval yields:
Lemma 2.1 gives that d ′ > 0, hence we obtain after differentiation of h M (t):
Now we want to show that h M (t) is strictly increasing on [a n , b n ) ∩ [b u , b u+1 ) for u < n and on [a v , a v+1 ) ∩ [b u , b u+1 ) for v < n and u < n and v ≥ u. For the first, we must show that for t ∈ [a n , b n ) ∩ [b u , b u+1 ) and u < n, that (n − u)t + d u,n > 0. As t ≥ a n , we have (n − u)t + d u,n ≥ (n − u)a n + d u,n . By Lemma 2.1, we have
For the second statement, note that Lemma 2.1 implies
Hence, differentiation yields:
give that h M (t) is strictly unimodal with maximum occurring at t = ⌊ c 2 ⌋.
Lefschetz Properties for M
We utilize the same setup in this section as in Section 2, except we suppose K has characteristic zero. Set E = ker(ϕ) and let E be the sheafification of E, so that E is a vector bundle of rank two on P 2 . In [9] , when M = R/I with I a complete intersection, conditions were sought to force the semistability of the vector bundle E. In fact, if ℓ ∈ R is general linear form and R = R/ℓR, it was shown, using a theorem of Grauert-Mülich ( [14] , pg. 206) that the first syzygy of I was given by R(e 1 ) ⊕ R(e 2 ) with |e 1 − e 2 | = 0 or 1. This allowed for a nearly immediate conclusion that R/I has the Weak Lefschetz. We show that the same tools that allowed this conclusion generalize to our setting.
Recall the graded minimal free resolution F • of the graded R-module M has the form:
Set E = ker(ϕ), so that upon sheafification, we obtain an exact sequence of sheaves
. Now E is a vector bundle of rank two. Moreover, the additivity of the first Chern class gives
We would like conditions that force the semistability of E. We first consider the case in which d is even. Write d = 2e, so that c 1 (E) = −2e, so that the normalized bundle of E norm is given by E(e). Twist (*) by e − 1 to obtain
Assume now that d is odd and choose e such that d = 2e + 1. Then in this case, E norm = E(e) as well. Then twist (*) by e to obtain (***) 0 → F 3 (e − 1) → F 2 (e − 1) → E norm → 0
We utilize the above exact sequences to give a proof of following lemma. We note Lemma 4.1 is a generalization of ( [9] , Lemma 2.1). In fact, it is ( [9] , Lemma 2.1) when n = 1 and a 1 = 0. The proof is similar to ([9] , Lemma 2.1), but we provide details. 
Assume c 1 (E) is even. Now E has rank two, so that from ( [14] , Lemma 1.2.5) we have that E is semistable if and only if H 0 (P 2 , E norm (−1)) = 0. When c 1 (E) is odd and E has rank two, stability and semistability conincide by ( [14] , pg. 166) and the condition for semistability is H 0 (P 2 , E norm ) = 0. Now (**) is given explicitly by
And (***) is given by
We first remark that 2a n < d. Indeed, from Lemma 2.1, we have a n < b n ≤ b n+1 ≤ b n+2 , so that
Where we note that d ′ > 0 by Lemma 2.1. Now (⋆⋆) is exact on global sections, so in order for semistability in (a) to hold, we need the following inequalities to hold (noting e = 
Where the inequality above holds by hypohteisis. As d n = d − a n , (ii) is equivalent to showing 2a n < d + 2, but we know this holds from the preceding remark.
For (b), as (⋆ ⋆ ⋆) is exact on global sections, for the semistability of E, we need the following in inequalities to hold (noting e = d−1
Thus (iii) holds. Now (iv) is equivalent to showing 2a n < d + 1, hence this follows from the preceding remark.
Using Lemma 4.1, we can say the following about the splitting type of E. Proof. By Lemma 4.1, E is semistable. The theorem of Grauert and Mülich ( [14] , pg. 206) says that in characteristic zero the splitting type of the semistable normalized 2-bundle E norm = E(e) over P 2 is (λ 1 , λ 2 ) = (0, 0) if c 1 (E(e)) = 0 (0, −1) if c 1 (E(e)) = −1 Recall c 1 (E) = −d. As E has rank two, the additivity of the first Chern class gives, c 1 (E(e)) = c 1 (E) + 2e ∈ {−1, 0}, as needed. Corollary 4.2 was crucial in [9] to showing that complete intersections have the Weak Lefschetz in R. In fact, our generalizations of the essential lemmas of [9] show that we can generalize the main result of [9] . , changing only what is necessary, so we omit the details. However, we do note a couple points of caution. As previously mentioned at the beginning of Section 3, we must understand the unimodality of the Hilbert function of M before employing the mechanics of the proof of ( [9] , Theorem 2.3). This is precisely the purpose of Proposition 3.10 in this context. Moreover, it is well-known complete intersections have symmetric Hilbert functions and this is a subtle detail in the proof of ( [9] , Theorem 2.3). However, Proposition 3.9 shows this the Hilbert function of M is also symmetric, allowing the proof of ( [9] , Theorem 2.3) to generalize to our setting.
We we note we obtain ( Example 4.5. Let f 1 , f 2 , f 3 be a regular sequence of homogeneous elements in R with deg f i = q and q ≥ 3. For n > 1, define ϕ : R(−q) n+2 → R n as follows: Let v be the row vector [
n+2 with 0 the zero vector of length n − 1. Let σ ∈ S n+2 be the permutation that acts on R(−q) n+2 (thought of as row vectors) as σ(r 1 , . . . , r n+2 ) = (r n+2 , r 1 , . . . , r n+1 ). Then ϕ has matrix given by
Let I denote the ideal of n × n minors of ϕ. Notice that the minor corresponding to deleting the first two columns of ϕ is f n 3 , the minor corresponding to deleting the last two columns of ϕ is f n 1 and the minor corresponding to deleting the first and the last column of ϕ has the form f n 2 + f , with f ∈ f 3 R. Thus I has codimension 3, hence M = coker(ϕ) is a graded Artinian R-module.
Note d = (n + 2)q and the conditions of Lemma 4.1 are satisfied regardless of the parity of d since q ≥ 3 and n > 1. Thus M has the Weak Lefschetz Property by Theorem 4.3. Since im(ϕ) ⊆ m, the minimal number of generators of M as an R-module is n, hence M is not cyclic as n > 1.
The non-Lefschetz Locus for Graded Modules
We now turn our attention to the more general setting of working over S = K[x 1 , . . . , x r ], with K an algebraically closed field of characteristic zero. All modules considered will be finitely generated. Let N = j∈Z N j be a graded Artinian module. In particular, N has finite length.
In [2] , the authors defined what they called the non-Lefschetz locus for a cyclic S-module S/I. We recall this notion and disucssion for graded S-modules of finite length. The S-module structure of N is determined by a sequence of K-linear maps
where j ranges from the initial degree of N to the penultimate degree where N is not zero. Since the K-dimension of N j and N j+1 is finite, we have that φ j (x i ) is a matrix of size dim K N j+1 ×dim K N j . Say φ j (x i ) = X i,j . In particular, given any linear form ℓ = a 1 x 1 + · · · + a r x r , we have φ j (ℓ) = a 1 X 1,j + · · · + a r X r,j := X j If we regard a 1 , . . . , a r as the dual variables, then X j is a matrix of size dim
. . , a r ] whose entries are linear forms in the dual variables. In particular, the scheme defined by the vanishing of the maximal minors of the matrix X j can viewed as lying in dual projective space (P r−1 ) * . Denote this scheme by Y j .
When ℓ ∈ S 1 , we call ℓ a Lefschetz element of N if it satisfies Definition 1.1. We view the collection of Lefschetz elements as a, possibly nonempty, subset of (P r−1 ) * . We want to know want to know what the relationship between the scheme Y j and the failure of ℓ to be a Lefschetz element for N is.
Remark 5.1. Recall that if A is an n × m matrix over an integral domain, then the rank of A is the maximum t such that there is a non-vanishing t × t minor. With notation as above, it is easy to see the following are equivalent: (c) There is a j such that Y j = (P r−1 ) * .
In particular, we see that N has the Weak Lefschetz property in the sense of Definition 1.1 if and ony if there is an ℓ such that for all j, we have Y j = (P r−1 ) * . This brings us to the titular notion of this section, where we follow [2] . Definition 5.2. Given an Artinian graded S-module N , we define
and we call it the non-Lefschetz locus of N . For any integer j, we define
Of course, we would like to study L N,j not just as a collection, but as a scheme. Let A = K[a 1 , . . . , a r ] denote the coordinate ring of dual projective space (P r−1 ) * . We can view L N,j as the scheme defined by the maximal minors of the matrix representing the map
of free A-modules. In fact, this the matrix representing this map is just X j,ℓ . Denote the ideal of maximal minors in A defining the scheme L N,j by I(L N,j ). In this way, we have L N = j L N,j and L N is defined by the homogeneous ideal I(L N ) = j I(L N,j ).
When studying Artinian Gorenstein algebras, it is well-known that an algebra fails to have the Weak Lefschetz Property if injectivity fails in a single degree. In particular, as a set, the nonLefschetz locus is determined by a single degree (see [12] , Proposition 2.1). Moreover, it is also true that the non-Lefschetz locus is defined by a single degree scheme-theoretically, as is shown in ([2] , Corollary 2.6). While having a suitable analogue of Gorenstein for Artinian modules, (see Definition 3.4), we cannot guarantee that certain properties of Artinian algebras with the Weak Lefschetz Property hold for all Artinian modules. For example, we have to be careful when discussing unimodality and symmetry of the Hilbert function for Symmetrically Gorenstein modules.
We first begin by recovering a well-known result for Artinian algebras. The proof is roughly the same (see Proposition 3.2, [8] ), but we include the details for the reader's convenience.
with L a homogeneous S-submodule of the free module S v generated by elements of positive degree (with respect to the standard grading on S v ). Then N is a nonnegatively graded S-module that is generated as as S-module in degree zero. Suppose N is Artinian. If N has the Weak Lefschetz Property then the Hilbert function of N is unimodal.
Proof. Let m be the irrelevant ideal of S and write N = N 0 ⊕ · · · ⊕ N c , so that N c is nonzero and N is generated by N 0 . Then m i N 0 generates N i as a vector space over K. Let j ≥ 0 be the smallest integer such that dim K N j > dim K N j+1 . Since N has the Weak Lefschetz Property, there is an ℓ ∈ S 1 such that ×ℓ :
It is not hard to see that the Buchsbaum-Rim complex in more than three variables will, in general, not provide a minimal free resolution of a cokernel that is Symmetrically Gorenstien. However, under mild restrictions, they fit naturally into a certain class of Artinian modules. We follow [1] in the next definition. We utilize Proposition 5.5 to recover a well-known result for level algebras (see ([12] , Proposition 2.1)). Now Corollary 5.8 provides us with a nice decomposition of L N in the case that N is Artinian and level, however, pinpointing the j for which this occurs can often be difficult in practice. We have another Corollary of Proposition 5.7 that does this when N is Symmetrically Gorenstein. It is well-known a Gorenstein algebra is always level. Naturally, we would like it so that Symmetrically Gorenstein modules are level. We answer this in the affirmative below.
Lemma 5.9. Suppose N = S v /L, where L is a homogeneous submodule of S v generated by elements of positive degree with respect to the standard grading on S v . If N is Symmetrically Gorenstein, then N is level.
Proof. If G • is the minimal free resolution of N , we have G 0 = S v . As N is Symmetrically Gorenstein by Theorem 3.6, the last free module in G 
