Space systems are extremely complex and expensive robotic devices used in scientific, military and communication applications. Attitude control for aerospace systems is responsible for ensuring that the space object is in position, velocity and correct trajectories, stabilizing the spacecraft and guiding in the desired directions during the mission, regardless of external disturbances. Therefore, control systems design must satisfy the satellite's operating requirements and deal with several physical constraints to guarantee safety and performance. In this paper, a parameterized Model Predictive Control (MPC) for attitude control of an artificial satellite is developed. The main feature of the proposed control scheme consists of obtaining an optimal solution at each sampling instant respecting structurally satellite operational constraints ensuring stability, tracking performance and operational reliability, which is a crucial point for aerospace missions. To address real-time operational conditions, Hardware-in-the-loop (HIL) technique was developed to test and validate an embedded MPC strategy under realistic implementation conditions. INDEX TERMS Model predictive control, hardware-in-the-loop, attitude control, embedded system.
I. INTRODUCTION
The Attitude Determination and Control Subsystem (ADCS) consists of a set of sensors and actuators managed by embedded algorithms in microcontrollers, which plays a crucial role in the operation of satellite missions. The main feature of this subsystem consists of stabilizing and providing satellite's attitude information [1] . For this reason, ADCS is present in almost all satellites in orbit and, because of its importance, this system determines the success of the satellite mission and its performance [2] , [3] . The functional requirements for a satellite may vary according to the mission such as positioning their antenna to Earth for suitable communication, pointing to a specific star or galaxy or directing the faces of solar panels towards the sun to produce energy.
As mentioned by [4] , researches on satellite attitude control systems have considerably grown. These controllers, in turn, can be classified between linear and nonlinear. In the case The associate editor coordinating the review of this manuscript and approving it for publication was Halil Ersin Soken .
of linear strategies, one can mention a PID applied to a CubeSat [5] and Linear Quadratic Regulator (LQR) to stabilize a three-axis Multi-Mission Platform (PMM) satellite [6] . As far as nonlinear strategies are concerned, several control techniques were also developed. A State-Dependent Riccati Equation (SDRE) was proposed for an air bearing platform application [7] , [8] . Other nonlinear control schemes such as H ∞ [9] , robust attitude control [4] , Sliding Mode Control (SMC) [10] and adaptive fuzzy Sliding Mode Control [11] were developed for satellites with flexible appendages.
However, the control strategies mentioned above are not able to address the satellite operational constraints structurally. Satellites have physical limitations concerning their structure, sensors, and actuators. Thus, safety restrictions, which is a crucial issue for aerospace systems, should be taken into account in control design [12] . In this context, it may be interesting to consider the potential use of Model Predictive Control (MPC) strategy for aerospace applications. MPC has become quite popular, especially in industrial applications because of its flexibility, relative easiness VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ of implementation, ability to deal with multivariable systems [13] and disturbance rejection and modeling errors [14] . Moreover, it is the only design methodology able to handle with system's constraints in a systematic way [15] . The MPC strategy consists of solving a sliding horizon optimization problem, where the solution is repeated at each sampling period based on feedback information from the sensors [16] . As a result, MPC predicts the future evolution of the system model to obtain an optimal control sequence in order to address the control objective. Therefore, a significant drawback associated with this strategy is the high computational cost due to an online optimization step, where the optimization process should be solved within the sampling time. For this reason, MPC, in the beginning, was restricted to slow systems since the system's dynamics were sufficiently slow to perform online optimization [17] . In the case of fast dynamical systems, the resulting optimization problem is even more challenging due to the small sample time available compared to the system's response time [18] . However, in recent years, MPC applications for fast dynamical systems have considerably grown, thanks to a significant improvement of microprocessors speed and the development of efficient numerical algorithms for optimization.
In this context, MPC has been an attractive solution for satellite attitude control. An explicit linear MPC for a linearized model of European Student Earth Orbiter (ESEO) micro-satellite was proposed by [19] where thrusters and reaction wheels were used as actuators. In [20] an MPC formulation based on Laguerre functions was developed to address the problem of cube satellite control attitude using a magnetic torque rod, considering actuator saturation and earth's magnetic field constraints. A Distributed Model Predictive Control (DMPC) for attitude control of a nanosatellite was proposed by [21] , which uses magnetic actuators and reaction wheels. This decentralized control scheme aims to reduce the time spent on the optimization problem. In [22] , a Robust Model Predictive Control (RMPC) was developed based on Model Reference Adaptive Systems (MRAS) for a three degree of freedom satellite. The objective of robust control is to deal with uncertainties of the satellite inertia matrix, external disturbances, and input constraints. Another RMPC technique was proposed by [4] , but this time for the attitude control of a flexible satellite, to deal with external and internal disturbances with orbit control force. MPC was also used for attitude control of a flexible geostationary satellite with single-axis rotation [23] , fault recovery of CubeSat [24] and autonomous rendezvous and docking [25] . In [26] , a Nonlinear Model Predictive Control (NMPC) strategy was applied to the attitude control problem of an aircraft using reaction wheels. The control strategy has been validated on high performance hardware, an Intel Xenon with 3.5GHz and 32GB RAM.
Although several works have addressed the ADCS with MPC-based strategies, experimental validation in embedded hardware remains an open issue. Since ADCS are mission-critical real-time embedded systems [27] , a critical point consists in verifying the efficiency of MPC in a real hardware test environment. Problems related to test and validate ADCS in such scenarios can be due to the impossibility of using a real satellite, or the difficulty of creating the same space conditions in the laboratory such as torque-free environment [28] . The use of a similar platform can be approximated through air bearing testbed, which simulates the dynamics of the satellite. Despite the possibility of obtaining satisfactory results and test embedded software and hardware, such platforms are cost-prohibitive.
In this context, Hardware-in-the-loop (HIL) simulation arises as an interesting methodology to deal with such an issue. HIL platform provides a simulation of system model under real hardware conditions or real-time computer [29] and system feedback is completed with an embedded controller in closed-loop with the proposed hardware. Historically, HIL technique was developed for the military, space industry, and nuclear reactor controllers [30] - [32] . NASA has already used HIL platform in several projects such as Apollo guidance and control software, Gemini launch vehicle's computer and Orion spacecraft [33] . The benefits of HIL include reducing time and costs of satellites development [34] , optimizing system performance [35] , helping designers to validate satellite control systems [36] . Therefore, different and extreme flight scenarios can be tested and verified in HIL simulations, ensuring safety and reliable operational conditions. For these reasons, HIL methodology has become a powerful tool for testing satellite dynamics and control, and some contributions emerged in recent years in the literature.
In [37] , a Software-in-the-loop (SIL) and HIL test system were developed for testing operational properties of ADCS of ITU PSAT II nanosatellite, which has attitude control in three axes. An air bearing platform and a Helmholtz coil system were used to simulate the spacecraft attitude dynamics and Earth's magnetic field. A HIL simulator for autonomous satellite formation flight was implemented by [38] , based on orbit and attitude simulator. The first one is used for orbit propagation and the second one for attitude determination and control. The attitude simulator is an air bearing which uses a table-top configuration providing three degrees of freedom attitude motion employing momentum wheels. In [34] a framework for HIL simulations was used to test and validate different subsystems presented on the e-st@r (Educational SaTellite @ politecnico di toRino) CubeSat, a satellite with educational purposes. Recent studies [39] shows the use of the multi-algorithmic hybrid ADCS for a small satellite which uses reaction wheels and magnetorquers as actuators. Further validation of the proposed strategy was obtained through MATLAB/Simulink and HIL simulations using an air-bearing testbed. In [40] is presented the construction three-axis air-bearing testbed for HIL simulations.
However, works found in the literature do not systematically address the entire process of developing the MIL-validated predictive controllers and HIL platform for ADCS application. Critical systems such as satellites require rigorous control systems to meet performance-specific specifications that can be executed on an embedded system in real-time. For this reason, MPC validation using HIL test bench-embedded systems is of utmost importance to ensure the correct operation on hardware limitations, as such controllers require high computational demand and often become incompatible with real-time implementation. In this scenario, the present paper proposes the following contributions: This paper is organized as follows. In section II the system model of the air-bearing platform is presented. Section III formalizes the parameterized MPC strategy for Linear Time-Invariant (LTI) systems. Section IV presents the HIL architecture used to perform experiments and in section V experimental results and discussions are shown. Finally in the section VI, conclusions and future works are presented.
II. SYSTEM MODELING A. SATELLITE ATTITUDE NONLINEAR MODEL
The model of the satellite test platform used in this work is based on the work developed by [41] . The platform consists of a movable surface, which can freely rotate in three axes, supported by a semi-spherical bearing. Moreover, there is compressed air between the moving part and the platform's base. The air-bearing system reproduces a low friction environment, and the elements responsible for keeping the desired orientation are the reaction wheels. This actuator is based on the principle of the conservation of angular momentum, which states that a system without external torques conserves the quantity of angular momentum. Then, a steering wheel rotation is used to tend the platform in the opposite direction, trying to cancel out the angular momentum generated by the steering wheel. In order to develop the platform model, it is necessary to define two reference systems. The first one is the inertial reference system (F i ), which is located in the center of the semi-spherical bearing, considered the center of rotation of the simulator. The second one (F b ) is considered to have the same center, by changing only its orientation with respect to F i . Besides, it is also considered the body reference system is oriented according to the principal axes of inertia of the movable surface. The dynamics of the system can be written as:ω
where I = diag(I 11 , I 22 , I 33 ) is the inertia tensor of the simulator where I 11 , I 22 and I 33 are the moments of inertia around the axes i 1 , i 2 and i 3 , respectively, ω is the angular velocity of
is the inertial tensor of the reaction wheels,˙ = (˙ 1 ,˙ 2 ,˙ 3 ) is the acceleration of the reaction wheels, responsible for movement the platform, = ( 1 , 2 , 3 ) represents the angular velocities of the reaction wheels in their respective axes and ω x is the skew-symmetric matrix:
The simulator's attitude as a function of the angular velocity using the 3-2-1 Euler angular sequence is given by:
The variables θ 1 , θ 2 and θ 3 are the Euler angles that describe the attitude of the simulator as the relative orientation between the inertial reference frame F i and the body-fixed system F b . These are the angles measured by the rotation of the platform in relation to the i 1 , i 2 and i 3 axes. The variables ω 1 , ω 2 and ω 3 are the angular velocities of the reference frame F b relative to F i . The resulting mathematical model of the platform, directly obtained from (1) and (3) is non-linear and can be described by the following equations: 
The set of equations (4) - (9) presented in the previous section shows that the model of the platform is a MIMO system, being possible to rewrite this set of equations in the following continuous state-space format [41] :
where x ∈ R n is the state vector
In this paper, the state estimation problem is not addressed, so it will be assumed that the whole state vector is known, then the output matrix is equal to the identity matrix, i.e, C = I n [41] . Further details about nonlinear attitude estimators, the reader can refer to [42] , [43] . The feedforward matrix D is equal to the zero such as D = O n×n u , since the system does not have direct feedthrough. It is also assumed that reaction wheel speeds are obtained by simple integration of˙ 1 ,˙ 2 and˙ 3 . As a result, the state matrix A(x, u) is dependent on state and command and as shown in (11), at the bottom of this page, and the matrix B defined as follows:
The above expression shows that matrix B is constant because it depends only on the moments of inertia of the platform and the reaction wheels. Appendix A details the development of satellite system model.
C. LINEARIZED MODEL
As far as model predictive control design for LTI systems is concerned, it is necessary to obtain a linear model of the air bearing platform. The system nonlinearities come from A(x, u) since this matrix is not only dependent on the states of the systems, but also the command signal. Then, the linearization procedure of the matrix A(x, u) around some operating point is provided. Such linearization can be achieved by computing the Jacobian matrix at (x 0 , u 0 ) such as:
The operating point was chosen to consider small displacements around the origin, i.e., small variations of angles, angular velocity and acceleration, such as x 0 = (θ 1 , θ 2 , θ 3 , ω 1 , ω 2 , ω 3 ) = (0, 0, 0, 0, 0, 0) and u 0 = (˙ 1 ,˙ 2 ,˙ 3 ) = (0, 0, 0). By applying the Jacobian at this point, the linearized matrix A L is obtained: 
Thus the complete continuous-time linearized system is given by:
where A L is the linearized A(x, u) matrix at operating point (x 0 , u 0 ).
III. MODEL PREDICTIVE CONTROL DESIGN A. DEFINITIONS AND NOTATIONS
In this section, the MPC design is developed for an LTI system presented in the previous section. The theoretical MPC formulation presented in this paper was formalized by [15] . Initially, let us consider the discrete state-space model of the system, seen in equation (16) .
where k is the present instant, A d ∈ R n×n and B d ∈ R n×n u are discrete-time matrices which describe the linear dynamics of the satellite discrete system. The prediction map can be obtained by computing the sequence of N future actions, where N is defined as the prediction horizon. Then, the sequence of future actions becomes:
The prediction map with horizon N allows to predict the trajectory of future statesx(k|ũ(k)), according to the sequence of future actionsũ(k), starting from x(k), where:
For LTI systems, it is possible to obtain a general expression forx(k|ũ(k)) depending strictly on the matrices A d and B d from system (16) and expression (17) . Thus, straightforward computations lead to the following representation as follows:
where i ∈ {1, ..., N } and matrices i and i are defined such as:
is the selection matrix responsible to select the i-th vector of dimension n of a vector composed by the concatenation of N of these vectors and can be defined as follows:
B. COST FUNCTION
In MPC formulations, a scalar cost function must be defined in order to obtain some performance index which must express the control objective. Then, according to [15] , the cost function to be minimized must consider the sequenceũ of future actions, given the current state x(k), the desired output y d r , defined over the prediction horizon [k, k + N ] where y r corresponds the vector containing n r linear combinations of the state vector x(k):
The first sum of equation (21) is called trajectory error and penalizes the difference between the desired reference y d r and regulated outputs defined by y r . The second sum represents the penalty term of the control vectorũ, where u d is the desired command input in stationary state. Matrix Q y ∈ R n r ×n r is a square symmetric weighting matrix used to penalize the trajectory error and n r represents the number VOLUME 7, 2019 of regulated states and Q u ∈ R n u ×n u is the positive definite matrix penalty of commandũ.
Therefore, equation (21) can be formalized, in a standard quadratic function form with respect to the decision variableũ (22) where H ∈ R Nn u ×Nn u is the Hessian of the quadratic function.
Matrices H , F 1 , F 2 and F 3 can be obtained by straightforward computations and are shown in appendix B. Moreover, such matrices can be defined off-line and F is updated at each sampling instant k since it is dependent on the current value of state x(k) and the desired output reference y d r . The value Cte in equation (22) does not involve any term that can be influenced by the sequenceũ.
As mentioned previously, an essential feature of MPC consists of handling the system constraints structurally in the problem formulation, which is a crucial point concerning satellite attitude control. As a result, the definition of state and command constraints become necessary. 
The definition of input constraints is crucial to the problem formulation because it is strictly related to physical limits of actuators. Thus, let us define u max and u min the maximum and minimum allowable value for input variables, respectively. As a result, the command must satisfy the following inequality:
Another important constraint to be considered refers to input variation, i.e., δ i u = u(k+i)−u(k+i−1), ∀i ∈ {1, ..., N }. In fact, any actuator has limitations on its rate of change of control variable at each sampling instant [15] . The constraints δ max and δ min are associated with the maximum and minimum control variation respectively and can be expressed as follows:
The constrained optimization problem can be formalized since cost function and constraints on state and input variables are defined. The optimal control sequenceũ opt (x(k)) is computed at each sampling instant by solving the following optimization problem:
where A ineq and B ineq are the inequality matrices and detailed in appendix B. According to the definition of MPC [44] , only the first part of the control sequenceũ opt computed in (26) is used, leading to the following expression for optimal control law at each sample instant k:
which is applied to the system during the interval [k, k + 1[.
E. CONTROL PARAMETERIZATION
The previous section shows that the constrained optimization problem defined in (26) must be solved at each sample time in order to obtain the optimal control sequence. However, this can substantially increase the computational time, which is, in fact, one of the main drawbacks of MPC based formulations. In the literature, some techniques were developed proposing to reduce the computational burden in the MPC optimization stage. The work presented by [45] uses a variant of MPC called Multiplexed MPC (MMPC), applied to the semiconductor production process. The MMPC splits the initial optimization problem into several smaller parts, solving them sequentially and updating a control signal accordingly, instead of computing the all control signals at the same time [46] . This technique allows reducing the computational load in real-time, making it possible to use smaller sampling periods for multivariable systems.
Another possible solution consists of using the control parameterization approach. The main feature of such a technique is to reduce the size of the optimization problem, thereby reducing its computational complexity [47] . Assuming that the control sequenceũ contains n u components, i.e., the number of actuators presented in the system, the classical MPC optimization problem without parameterization, has the number of degrees of freedom N .n u for decision variable u. Thus, the optimal control vector to be found by solving the optimization problem in standard MPC formulation is:
The parameterization of the control variable is useful because one can reduce the number of degree of freedom, namely n p , compared with the non-parameterized optimization problem. Therefore, the new sequence of commands p in the intermediate intervals can be formalized such as:
. . .
It is worth noting that after the parameterization the number of degrees of freedom n p has been reduced to n p = n r .n u . As a result, the optimization problem will no longer be a function of the prediction horizon N as for the non-parameterized MPC scheme.
F. EXPONENTIAL PARAMETERIZATION
Instead of considering a linear interpolation as shown in the previous case, the exponential parameterization is based on exponential terms to obtain a candidate command sequence u. Then, let us define the following command sequence according to:
where j corresponds to the j − th actuator of the system. The term n (j) e represents the number of exponential terms chosen for j-th actuator, τ the sampling period, λ j and α > 1 are tuning parameters. Then, the new set of decision variables p can be defined as follows:
Then, expression (30) can be re-written in a more compact way:
where M j (i) ∈ R 1×n (j) e is a vector defined such as:
Note that M j (i) is a constant vector that can be computed off-line. It means that the new decision variable p is obtained by simple matrix transformation defined by (32) , which can be expanded for each system's actuator j = {1, ..., n u } according to: (1) . . .
Recalculating (34) over the prediction horizon, which means, i = {0, ..., N − 1}, the final expression of the exponential parameterization can be formalized:
where matrix e can be computed off-line. Since the new command variable became p, the optimization problem must be rewritten. Replacing expression (35) into (26), the cost function dependent on p can be obtained as shown:
and the new optimization problem is formalized such as:
Withp opt the solution of the new optimization problem, A r and B r (k) the reduced matrices defined as:
The above optimization problem reduces the computational time considerably when compared to the classical MPC formulation since the number of decision variables can be drastically reduced. Simplify the computation burden is a quite important feature of the proposed approach because it allows the development of embedded controllers for application in hardware with processing and memory restrictions, which represents, in fact, real operational conditions for satellite missions. Fig. 2 compares the exponential parametrization with a particular case of regular parameterization when the command sequenceũ is split into n r = 3 intervals, where n r is the number of intervals along prediction horizon N .
The stability analysis of the parameterized MPC control strategy was presented in [47] . Besides, the survey paper [44] formalized all necessary and sufficient conditions for MPC stability. Such situations require substantial penalties at the end of the predicted trajectory, which can be reached through a larger prediction horizon tending to infinite or by including a constraint on the final state [15] . Another necessary condition generally requires weighting on the whole state vector over the predicted trajectories. However, according to [15] , from a practical point of view, meeting all sufficient stability conditions for MPC schemes may be extremely difficult to achieve in closed-loop control. Thus, this can lead to infeasible solutions, making it impossible to implement MPC strategies in embedded systems. Therefore, simulation scenarios with different N and n e values will be tested to evaluate controller performance and stability of the closed-loop system, given the hardware limitations for real-time implementation. This is shown in the next topic.
IV. HARDWARE-IN-THE-LOOP PLATFORM
To investigate the performance of the proposed controller, a flexible HIL platform developed at the University of Brasilia was used [48] . The platform architecture includes hardware and software components along with data acquisition, a switch and microcontroller, as shown in Fig. 3 .
The host machine runs the Matlab R2015a under Windows7 operating system and is responsible for running the Simulink Real-Time toolbox where a real-time application is created from Simulink models. The generated model can be loaded into a dedicated target computer hardware as an application that runs a real-time operating system (RTOS). Thus, the target machine is only responsible for simulating the dynamics of the air bearing platform in a real-time environment. The data acquisition system PCI-DAC 6703 is responsible for transmitting information from the model state variables to the control algorithm present in the microprocessor, via analog channels represented by the green line in Fig. 3 . Thus, the data acquisition works as one of the signal conditioners of the HIL platform, allowing communication between the simulated model and the control system, embedded in hardware. The ethernet port is responsible for receiving the control signal from the microcontroller, through the User Datagram Protocol (UDP) communication protocol. The switch is responsible for creating a local network, establishing communication between the target and host machines and the microcontroller.
The microcontroller is the element responsible for executing the predictive control strategy. The hardware used is a BeagleBone Black (Rev C). It is a low-power open-source hardware single-board computer with 512MB RAM, 1GHz processor clock and 4GB of eMMC flash memory, having the size of a credit card. The BeagleBone performs two main functions. The first one is to read the model state variables, coming from the target machine, through the analog channels, indicated in green in Fig. 3 . The second one is to execute the model predictive control algorithm embedded on it and transmitting the control variables control using the UDP communication protocol, using an ethernet cable (red line) to connect to the satellite model which is running in the target computer.
The used communication protocol, UDP, is not connectionoriented; this means that the package can be sent at any time without notice, negotiation, or preparation [49] . It does not adopt any built-in mechanism to ensure that the packet will reach its destination or arrive in the correct order of delivery, unlike TCP. This apparent disadvantage makes UDP lighter and makes it a good candidate for application requiring real-time operations [50] . One of its great advantages is the speed of communication. It is possible to find other works that use the UDP protocol for communication between elements of a HIL platform as shown in [49] - [52] .
V. RESULTS AND DISCUSSIONS
In this section, the performance of the proposed model predictive controller is shown through numerical simulations and experimental validation in the HIL platform. Firstly, the performance analysis of appropriate values regarding the prediction horizon is presented. Next, it is shown the influence of exponential parameterization on the computational burden and closed-loop performance. A comparison with a classical non-parameterized MPC strategy is also performed. Finally, MPC was validated through two control design methodologies: Model-in-the-loop (MIL) and HIL. In the first one, the controller and the model of the satellite were simulated in the same virtual environment, the Matlab. This simulation aims to ensure that the controller meet the design requirements. The HIL simulation is then provided to validate the embedded control strategy in real hardware, through the use of the platform shown in Fig.3 .
A. ANALYSIS OF PREDICTION HORIZON
In order to investigate the effect of prediction horizon N on closed-loop performance, the weighting matrices were fixed at: Q y = diag(1 × 10 8 , 1 × 10 8 , 1 × 10 8 , 1, 1, 1) and Q u = diag(1.0, 1.0, 1.0) × 10 4 . It is worth mentioning that, for the Q y matrix, the weighting on Euler angles is the most important for tracking performance of attitude control, so the first three terms must be more penalized than velocity weights. For the Q u matrix, intermediate weighting terms between position and velocity were chosen. The references of Euler angles were fixed to θ 1 = 5 • , θ 2 = 2 • and θ 3 = −3 • . These values have a small amplitude so that linearization assumptions showed in section II-C are assured. Both non-parameterized and parameterized controllers were tested with the following set of values N = [25, 35, 55, 75] . The simulation results are shown in figures 4 and 5. Tables 2 and 3 Figures 4 and 5 shows that both controllers presented very similar results. Moreover, it is noted that the definition of the prediction horizon plays an essential role in the predictive controller performance. As indicated in [15] , this value must be chosen to find the best trade-off between the required computational time (short horizon) and the stability of the closed-loop (long horizon). In fact, one of the main effects of a small N is the reduction in the order of magnitude related to the matrices involved in the predictive formulation. Thus, this yields a low-dimensional optimization problem, reducing the time spent by the solver to find the optimum control sequence. However, decreasing the prediction horizon tends to reduce the damping of the control loop, as shown in figures 4 and 5. This is explained by the fact that, for small values of N, the controller can not predict the long-term behavior of the system, being unable to generate a control signal that avoids the unwanted response.
On the other hand, for higher values of N , the dimension of matrices involved in the optimization problem also increases, prolonging the time needed to optimize the cost function. This will be detailed in the forthcoming topic. It is worth noting that the definition of the prediction horizon remains an open issue in an MPC strategy.
Based on the results presented in figures 4 and 5, it was considered that N = 55 provides a good compromise between response time, damping and computational burden. Therefore, such a value was adopted for the prediction horizon.
B. EVALUATION OF COMPUTATIONAL TIME
The computational efficiency of the proposed parameterized controller was demonstrated through a simulation environment. Simulations were performed with Matlab R2015a under an Intel Core i3 processor 2.27 GHz with 3.0 GB of RAM. In this scenario, the computation time required to compute the solution using the parameterized approach was compared with a classical non-parameterized MPC formulation, for several prediction horizon values. This analysis has an important practical aspect since it determines the possibility of using the controller in real hardware application.
Both controllers were implemented in Matlab using the same weighting matrices described in the previous subsection. For the parameterization the following parameters were used t r = 1.5 and α = 20. The optimization of the quadratic cost function used the quadprog function available in Matlab. It is worth to mention that the choice of a less efficient solver like quadprog over other existing routines is due to the fact that, a more unfavorable simulation scenario regarding QP algorithms is desirable for MPC strategy validation applied to embedded systems. The controllers were tested for the following set of prediction horizons, N = [5, 10, 15, 20, 30, 40, 60, 80 , 100], with simulation time of 60s. Over each simulation, the quadprog function is called several times. Thus, the average value spent by the optimization algorithm was calculated. As a result, the measurement of the computational time spent in the optimization step was achieved. For each value of N , ten different simulations were performed in order to obtain a more representative value. The average computational time obtained in these ten simulations was considered the time spent by the optimizer for each value of N . The obtained results are shown in Fig. 6 .
The results presented in Fig. 6 show that for values of N ≤ 15 the time spent by the optimization solver for the parameterized and non-parameterized case is practically the same. For values of N > 15, it is remarked that the time spent by the non-parameterized controller starts to increase considerably. On the other hand, the time spent on the parameterized predictive controller slightly increases but remains with values below 20 ms. For the extreme case of N = 100 the time spent by the non-parameterized controller exhibit a 90% reduction in computational time.
These results obtained with the parameterization show the possibility of designing a model predictive control using larger values of N and, at the same time, reducing the computational burden produced by the optimization problem, which can be more critical when the controller must be embedded in hardware. Although the results were obtained through simulations in a desktop computer, the same behavior is expected in the final hardware implementation for embedded applications.
C. COMPARISON WITH CLASSICAL MPC FORMULATION
To investigate the differences between MPC without parameterization (classical formulation) and exponential parameterization, a simulation was performed in order to compare the closed-loop performance for both controllers. The weighting matrices are Q y = diag(1 × 10 8 , 1 × 10 8 , 1 × 10 8 , 1, 1, 1) and Q u = diag(1.0, 1.0, 1.0) × 10 4 . In the case of the exponential parameterization, the following parameters were used n e = 3, α = 10 and t r = 8.0. The prediction horizon was set to N = 55 and the set-points for the Euler angles: θ 1 = +11 • , θ 2 = +5 • and θ 3 = −11 • . The figures 7 and 8 show the numerical results for Euler angles and angular velocities through exponential method and classical MPC formulation.
It is worth noting that the evolution of trajectories regarding Euler angles and angular velocities are quite similar in both cases, reaching the steady-state at the same time. The simulation results show that, since the performance achieved in the two cases is very close, the use of exponential parameterization is a worthwhile option to reduce the computational burden compared with the classical MPC, without loss of performance on system dynamics.
D. ANALYSIS OF NUMBER OF EXPONENTIALS
Previous topics have shown that exponential parameterization reduces computational time while keeping the performance compared to the standard MPC solution. Thus, it is still necessary to analyze the impact of the number of exponentials on the dynamic behavior of the system and, mainly, the resulting computation time. Some simulations were performed using different values of n e , keeping the tuning parameters previously used. The results are shown in Fig. 9 .
The above figure shows that the input dynamics remain unchanged no matter the number of exponentials used in the parameterization process. This result is quite significant since it indicates that by using a minimum number of exponentials, the MPC controller is able to ensure stability and performance. Therefore, this directly impacts the computational time required to solve the optimization problem (36) , as can be seen in table 4.
Contrarily to the results obtained with the prediction horizon, the increase in the number of exponentials influences the computational time. However, for the same simulation scenario, the computation time of the classic MPC solution was 20.9 ms. This result allows us to state that the parameterization can considerably decrease the computational time using a reduced number of exponentials. Moreover, this keeps practically the same dynamic behavior compared with higher values of n e (Figure 9 ). On the other hand, regarding HIL tests, system performance with n e = 2 did not yield satisfactory results. Thus, n e = 3 was chosen thanks to its low computational time, which reduced 37% compared to the standard solution while ensuring real-time implementation (as will be shown later).
As can be observed from the simulation results, the use of exponential parameterization is of fundamental importance in obtaining a feasible controller. Reducing the complexity of the optimization problem through a suitable choice of N and n e together with the optimum control performance in the attitude trajectory tracking, allowed the proposed MPC strategy to have a significantly reduced in execution time, ensuring the solution's optimality, while successfully addressing the controller feasibility problem. This can be confirmed through a control strategy validation methodology that aims the real-time implementation of the parameterized control strategy in resource-limited embedded systems. This issue will be addressed in the next topic.
E. CONTROL STRATEGY VALIDATION METHODOLOGY
The validation of the parameterized MPC is performed through the methodology based on MIL and HIL platform. In both simulations, the continuous nonlinear model of the platform (4) -(9) was discretized using the fourth-order Runge-Kutta method, with a sampling time of 100ms. For experiments and simulation scenarios, filtered references were adopted to reduce overshoots in the case of abrupt set-point variations. According to [15] , as far as possible, references should be filtered. The application of smooth references may become beneficial to the system and controller since one can take full advantage of the actuator performance, without reducing or relaxing constraints on the input rate of change. Thus, filtered references can be defined as follows:
where y r is the step reference to be tracked, τ the sampling time and t ref is the desired settling time to reach 95% of final value y r and i is the simulation time. Since the system model was linearized around an operating point close to the origin, the reference (38) must have small amplitudes. The state and command weighting matrices are: Q y = diag(0.3 × 10 10 , 1 × 10 8 , 1 × 10 8 , 1 × 10 3 , 1 × 10 3 , 1 × 10 3 ) and Q u = diag(0.5, 0.5, 0.5)×10 4 and t ref = 30s. The references for Euler angles are kept the same as in the previous section. Physical parameters of the satellite and controller parameters are presented in Table 5 . The constraints˙ min i and˙ max i limit the range of acceleration values provided by reaction wheels. Theses values were fixed at -1.5 rad/s 2 and +1.5 rad/s 2 and were chosen to be within the maximum torque limit provided by the reaction wheel. Although they were not obtained directly from a real reaction wheel, these values are similar to those used by [53] . The parameters δ min = -1.0 rad/s 2 and δ max = +1.0 rad/s 2 are the limits on the rate of change of inputs˙ i . Both constraints on inputs and its variation were considered the same for all actuators and parameters t r and α were obtained by empirical tuning.
1) MODEL-IN-THE-LOOP VALIDATION
In MIL validation, the non-linear continuous model of the satellite and the predictive controller are simulated in the VOLUME 7, 2019 same environment, i.e., Matlab R2015a. The main objective of these simulations is to evaluate the control loop performance and to verify if the controller respects the imposed constraints. Fig. 10 shows that the control loop had excellent performance; on the left the Euler angles and on the right the angular velocities, both obtained in the MIL simulation. Note that the references are correctly tracked, i.e., there is no steady-state error. The green lines are the references to be tracked.
The control profile and input variations are shown in Fig. 11 ; on the left side shows the command variable and on the right side, the command variation obtained in the MIL simulation. The dashed lines indicate the constraints. Note that the constraints are structurally respected to meet the requirements on the satellite actuators. Once these results are validated, it is necessary to evaluate the behavior of the parametrized controller applied to the HIL platform. The aim is to verify the proposed MPC scheme operating in a real-time environment keeping the same dynamical aspects presented at the MIL step. 
2) HARDWARE-IN-THE-LOOP VALIDATION
In this section, it will be present the results obtained with the parameterized MPC strategy embedded in real hardware through the HIL platform. The nonlinear satellite model is executed in real-time on the target machine, as described in Fig. 3 , at a sampling rate of 200µs. A low sampling time is required to reproduce a continuous model plant as close as possible. The MPC sampling time (τ ) was set to 100 ms. The embedded controller was developed in C/C ++. The quadratic optimization problem was addressed through the qpOASES package, an open-source tool developed in C++ suitable for MPC applications [54] . The control board BeagleBone runs the general-purpose operating system Debian GNU/Linux 7. Fig. 12 shows the results for the Euler angles and the angular velocities. Fig. 12 shows that the overshoot of the angle of θ 1 is 6% and zero for the angles θ 2 and θ 3 . The settling times are 42s, 45s and 47s for θ 1 , θ 2 and θ 3 , respectively. The satellite's dynamical behavior of HIL simulation is very closed to that presented in MIL. The angular velocities are also similar to those obtained with the MIL simulation. Fig. 13 presents the evolution of command input and input rate of change, respectively. Note that, just as presented in MIL simulation, the constraints are also structurally respected for both cases. It is worth mentioning that the input keeps oscillating around zero even when the Euler angles and the angular velocities of the platform reached the desired reference. This is basically due to the introduction of noise in the control signal, which comes from two sources: The first one is due to the effect of analog-digital conversion in the data-acquisition board PCI DAC 6703. The second one comes from the analog input of Beagle-Bone. The conversion between voltage input to engineering units, implemented in BeagleBone introduces numerical rounding errors due to the specifics of the hardware itself. However, despite the existence of process noise, the controller is robust enough to keep the system at the desired reference, respecting the constraints on input and its variations. Moreover, the use of the exponential parameterization with n e = 3 and N = 55 led to a computational time of 48 ms in the embedded controller, far from the 100 ms of sampling time available for control update. That is a quite expressive result since it confirms that the proposed parameterized MPC scheme leads to a feasible controller and becomes real-time implementable for embedded systems with limited hardware resources.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, a parameterized MPC strategy was proposed for attitude control of an air bearing system with software and hardware validation through MIL and HIL techniques. Different simulation scenarios were tested to verify the efficiency of the proposed strategy for the tracking performance of attitude angles. An optimal choice of prediction horizon and the number of exponentials was proposed to obtain a proper trade-off between control performance and real-time implementation. As a result, the parameterization strategy enabled a considerable reduction of the computational burden associated with the optimization step in MPC formulation, providing conditions of using the resulting control scheme in real hardware with limited resources. Validation using the HIL platform showed that the parameterized MPC scheme can be implemented in a real-time environment and emphasizes the robustness of the controller to deal with measurement noise.
Future works incite us to use a complete platform representation including the model of a reaction wheel with real parameters, implement a Kalman filter to estimate the angular velocities of the platform and test and validate the proposed MPC strategy in other hardware architecture such as like FPGA.
APPENDIX A MODEL DEVELOPMENT
This appendix provides a complete development of model presented in section II-A. First, equation (1) can be rewritten according to:ω = A ω ω + B ω˙ + C w (39) With the following definitions: 
The matrix A ω can be defined as follows: 
Then C ω can be add to A ω leading to a new matrix A ω (45), as shown at the top of the next page. Thus, equation (39) can be rewritten:
Therefore, a state vector can be defined according to x = (θ 1 θ 2 θ 3 ω 1 ω 2 ω 3 ) T and the control input such as u = (˙ 1˙ 2˙ 3 ) T . Finally, the complete state space representation is formalized as follows: (x, u) and B are the matrices (11) and (12) respectively which were introduced in section II-B.
APPENDIX B MPC FORMULATION A. COST FUNCTION
The variables H , F 1 , F 2 and F 3 in the standard quadratic function (22) , are:
B. STATE CONSTRAINTS
Replacing expression (19) in (23), the following set of inequalities are obtained: 
Then the set of inequalities for state constraints can be formalized in a compact form: 
A compact form representing constraints on input variations can be expressed according to:
E. CONSTRAINED OPTIMIZATION PROBLEM
In the optimization problem (26) the matrices A ineq and B ineq (k) are defined:
with G 1 , G 2 and G 3 the following matrices:
