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Abstract
In recent years, increased evidences suggest that offshore structures such as wind farms,
tidal turbine farms, piles of bridge and breakwater have great impact on the hydrody-
namics and hence may have a strong influence on the sediment transport at a site. The
open-source hydrodynamic suite of software TELEMAC has been used for the study
of such environmental influence around Unite Kingdom. However, the use of the 3-D
version of the software, TELEMAC-3D is restricted by how structures are accounted
for in the meshes, as water columns have the same number of layers all over the do-
main. Moreover, a large scale farm has a large impact on turbulence mixing in the
coastal regional scale, and this is not properly understood. The PhD project focuses
on 3-D hydrodynamics and development of an 3-D unstructured capability using an
immersed boundary method to account for obstacles in the flow. Two large eddy sim-
ulation models (the 2eddy LES model and the Wall-adapted Large Eddy model) have
been incorporated into TELEMAC-3D to get a more realistic and effective representa-
tion of the turbulence mixing and to account for the unsteadiness of the flow past the
structures. The simulations have been performed using High Performance Computing
to enable large scale applications using TELEMAC-3D and fine spatial and temporal
resolutions in 3-D. The implementations carried out in the code are fully parallel. The
numerical models have been validated for two laboratory scale cases, including the flow
around a circular cylinder and the flow over a submerged structure. Then a far-field
simulation at the southern North Sea has been carried out, where the hydrodynamics
and morphological impacts of the London Array offshore wind turbine farm have been
investigated. The numerical results of turbulence model implementation indicate that
both turbulence models have good performance in the representation of the flow past a
cylinder in laboratory scale. However in the large scale application, only the 2eddy LES
i
model is successfully applied because the WALE model relies on a very fine mesh in the
vertical direction. The implementation of IBM suggested that when dealing with an ob-
stacle going from the bottom though the surface of the water, the immersed boundary
method offers good accuracy in the prediction of surrounding flow structures. For the
submerged obstacles, they can be simulated by TELEMAC-3D by implementing the
Immersed Boundary method. Although the accuracy is limited currently, qualitative
analysis can still be performed.
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Introduction
With the rapid expansion of the offshore marine energy industry, it has become im-
portant for coastal engineers to be able to predict the impact of the construction of
structures on offshore waves, tides and sediment transport.
For instance, as one of the typical offshore structures, offshore wind turbine farms
(OWF) get more and more interesting nowadays due to the highly increasing demand
in renewable energy sources. More than 12,000 kms of coastline enables the UK to have
a huge advantage on sea and ocean energy utilisation. There is an abundance of wind
energy resource which is potentially enough to supply 20% of the current electricity
demand [2]. In particular, the UK’s exposure to Atlantic winds makes a large amount
of wind energy resources available. Similar to offshore wind farm (OWF), a tidal turbine
farm is also of great interest in hydro-power. Because of the existence of a large number
of headlands and islands, which concentrate the tidal flows, the UK has the largest
tidal energy potential resource in Europe [3]. Developing and building offshore wind
turbine farms and tidal turbine farms around the UK will contribute towards the power
demands in the future and bring many benefits to the society and the economy, such
as cutting down carbon emissions, providing new jobs and industries.
However increased evidence indicate that such large number of structures in the
coastal area are expected to has a significant impact on the surrounding environments
including currents, waves, turbulence, sediment transport and also on the vegetation
and living animals. In turn these changes in the marine environment would influence
the performance of the devices, the efficiency in power generation and their structure
1
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stability. Therefore, more studies must be carried out, such as for instance, the flow
past an offshore wind turbine foundation or a tidal turbine has to be better understood
as its wake perturbs the flow around other turbines; what type of farm distribution is
more efficient should be also investigated; moreover the impact of farms on the seabed
must be studied to investigate their effect on sediment morphology, current distribution,
and environment or ecology.
Due to the limitation in computation capability, the research on flow-structure
interaction is usually divided into two aspects: near-field modelling and far-field mod-
elling. Previously, in near-field modelling, e.g. within 4-6 diameters of the structure
several approaches including the traditional CFD modelling of a flow past a cylinder
for the wind turbine foundation and actuator disc theory, blade element momentum
model, and full geometry model used to represent a tidal turbine have been simulated
by numerical models [4–8]. However these approaches mainly focus on the details of
the structures itself. As a result, they are difficult to be taken into far-field applications
due to the high computing demand.
In far-field modelling, e.g. beyond 10-20 diameters of the structure, several coastal
engineering models such as FVCOM [9], Delft3D [10], TELEMAC [11] have been widely
used to simulate the potential impacts of the structures at regional scale or energy re-
sources available. However, simulating the environmental impacts of offshore structures
is limited due to the following reasons.
Firstly, the turbulence models used in the current ocean models are not suitable for
the study of the wake in details. The most common approach nowadays is to solve the
Reynolds Averaged Navier-Stoke equations (RANS) which are based on the knowledge
of the properties of flow turbulence to give approximate time-averaged solutions to the
Navier-Stokes equations. Although time-averaged values for the velocity field can be
represented in the results, the instantaneous velocity profile and vortex shedding could
not be reproduced.
Secondly, the dimension of the offshore structure is normally far smaller than the
whole simulation domain which might cross regions spanning hundreds of thousands of
square kilometres. One difficulty in this case is to generate a mesh containing complex
geometry and the cell size needs to vary from a few centimetres around the offshore
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structure to a few kilometres around boundary. The RANS model cannot account
for the different scales of physical processes involved in the simulation , i.e. the wake
behind the turbine foundation in the order of metre to the tide or surface wave length of
kilometres. The details of enhanced turbulence around a small scale offshore structure
are diminished in the temporal and spatial averaging processes, which often leads to
limited far-field impacts as we see in these model outputs.
Thirdly, most of the current 3-D coastal models are using a sigma transform to
represent the 3-D topography. The strategy of the sigma transform is to copy several
times the same 2-D mesh in the vertical direction. However the representations of
submerged obstacles with vertical walls can not be easily handled, as each water column
contains the same number of prisms.
As compromise to the aforementioned limitations, in the current far-field modelling,
a common approach is to use an additional force to represent the wind turbine foun-
dation or tidal turbine, rather than using an obstacle to represent it directly [12–15].
The precision of this approach is clearly in question.
Therefore, this PhD research aims to develop a new 3-D flow simulation algorithm,
which can simulate the flow field around an off-shore structure at large scale, and
investigate its impact on the coastal zone. New turbulence models based on Large
Eddy Simulation (LES) will be employed to represent the turbulence generation and
dissipation at different scales. To represent the structure submerged under the water
surface, the immersed boundary method will be implemented. These developments will
be realised in the open source TELEMAC-3D package.
1.1 Aim and Objectives
Several objectives are identified:
1. Develop a better representation of the far-field hydrodynamics around an offshore
structure in a realistic flow environment (turbulence modelling).
2. Develop a better representation of an offshore structure by a 3-D numerical model
(immersed boundary method).
CHAPTER 1 INTRODUCTION 4
3. Implement the new model in a regional scale application with a large scale offshore
structure (offshore wind farm) presence.
1.2 Methodology and approach
The development of the current numerical model enables it to simulate the environ-
ment impact on offshore structure which plays a crucial role in structure design and
consultation work.
1. Advanced turbulence modelling: The flow in the wake of an offshore structure
such as an offshore wind turbine foundation is time-dependent and fully turbulent.
It is therefore desirable to use Large Eddy Simulation. This provides a more
realistic and effective representation of the flow field. In situations where there is
a large number of turbines, large scale turbulence is one of the crucial processes
that determines the hydrodynamics. Moreover, sediment morphology depends on
the shear stress on the seabed and this is strongly affected by turbulence.
2. In the representation of the 3-D flow structure, the current version of TELEMAC-
3D (v7p1), the hydrodynamics code used in this research, relies on an integration
along the vertical axis to calculate the velocity field and the mesh motion. A
sigma transform is used to solve the transport equation and the same number of
layers is used for each water column. However due to the sigma mesh transform,
flows around submerged obstacles can not be easily handled, especially when they
have vertical solid walls. In order to represent the obstacles in the water, the aim
of the present study is to implement an immersed boundary method strategy to
the code. The principle of the method is to simulate the flow around structures by
applying forces which impede the flow along the solid boundaries. An additional
force, which is to replace the actual reaction force on the solid surface, is added
to the momentum equations of the Navier-Stokes equations. This method does
not alter the parallel performance of the code.
3. The largest simulations are performed on a Cray CX30, namely ARCHER, the
UK National Facility and production simulations on STFC Daresbury Laboratory
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by an iDataPlex Cluster. High Performance Computing enables large scale ap-
plications, and a numerical model with very fine spatial and temporal resolutions
is used, leading to a better 3-D representation of the obstacles coupled with an
advanced LES turbulence closure.
4. In modelling the flow around a farm of marine turbines the 3-D unstructured ver-
sion of the code configurations are investigated, with both aligned and staggered
distributions of cylindrical obstacles on the seabed. The application considers a
wide range of geological configurations, such as sandbanks, deep channels and
estuaries.
1.3 Structure of the thesis
The structure of the thesis is organised as follows:
Chapter 2 presents the literature review relative to this study. The reviews are
separated into two parts. Firstly, the impact of offshore structures on the coastal
environment is reviewed. Secondly the numerical models developed and used in recent
studies are investigated.
Chapter 3 introduces the numerical model used in this project including the turbu-
lence models and the immersed boundary method.
Chapter 4 validates new turbulence models with laboratory scale test cases. The
flow past a cylinder in a flume is simulated and the numerical results are benchmarked
with experimental data.
Chapter 5 shows the validation of the immersed boundary method for two test
cases. The first one is the flow past a full cylinder and the second one is the flow
past a cylinder with a finite height. The comparison between numerical results and
measurement data are illustrated in this chapter.
Chapter 6 presents two large scale applications of the turbulence model and the
immersed boundary method. Both the impact of offshore wind farms in the Thames
Estuary and tidal turbine farms in an ideal channel are simulated.
Chapter 7 discusses the numerical results and summarises the work in this study.
Finally, some potential future work is listed.
Chapter 2
Literature Review
In this chapter, recent researches related to this PhD project are reviewed. Firstly, the
common offshore structures in engineering and their impacts on the coastal environment
is briefly introduced, followed by the numerical models of recent water-structure inter-
action simulations. Near-field modelling is briefly presented, before far-field modelling
is reviewed in details focusing on the following aspects: hydrodynamic , turbulence and
sediment transport modellings.
2.1 Offshore structure
Offshore structures are buildings or facilities which are installed in a marine environ-
ment, usually for the production and transmission of electricity, oil, gas and other
resources [16]. Different types of offshore structural systems have been developed in-
cluding offshore wind turbines, tidal turbines or oil platforms over the past decades. In
this study, two types of offshore structure including offshore wind turbine farms and
tidal turbine farm are selected as the object of the numerical modelling.
2.1.1 Offshore wind turbine foundation types
There exist several very different designs of offshore wind turbine foundation, depending
on the different application conditions. The common types of currently used founda-
tions can be classified as follows [17]:
• Mono pile - made of a steel or concrete pile which is on into the seabed directly.
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• Gravity foundation - It consists of a large base and a pile constructed from ei-
ther concrete or steel. The base rests on the seabed, thus the turbine is dependent
on gravity to remain erect.
• Tripod foundation - It is similar to the design in oil and gas industry, the
foundation being supported by a tripod foundation and each end of the tripod is
driven into the seabed.
Most current OWFs built in the UK are located in the shallow coastal areas and
are used monopile foundations [18]. Therefore in this study, only monopile foundation
OWF is taken into consideration.
2.1.2 Tidal turbine types
Following the technological innovation, a number of tidal turbines have been designed.
According to their physical arrangements, they can be classified into three main types:
horizontal axis, cross flow and vertical axis [19]. Figure 2.1 shows a horizontal tidal
Figure 2.1: horizontal axis tidal turbine.
turbine. This kind of turbine has a bladed rotor device, rotating in a plane perpen-
dicular to the axis. The rotor drives a generator via a gearbox, which is similar to
a wind turbine. Figure 2.2 gives two examples of cross flow turbines. The cross flow
turbines have rotor axes orthogonal to the water flow but parallel to the water surface.
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Figure 2.2: Cross-flow turbines.
These turbines are also known as floating waterwheels. These are mainly drag-based
devices (cross flow turbines) and inherently less efficient than their lift-based counter-
parts (horizontal turbines). Another drawback of these turbines is the large quantity
of material required to build them, which makes them expensive [20].
Figure 2.3: Vertical axis tidal turbines.
Figure 2.3 shows several tidal turbines based on the vertical-axis type. These types
of devices were first developed for the wind industry, but research into this configuration
decreased due to the fact they are theoretically less efficient than the horizontal devices.
However, this research has been revived for the tidal industry [21]. Darrieus-type
turbine is the most common one in this field, followed by H-Darrieus- or Squirrel-
cage Darrieus-types. However they have not been taken into hydro applications as
operational and performance issues are still assessed [22, 23]. The Gorlov turbine is
another kind of vertical-axis type of turbine, where the blades have an helical structure
shape [24]. The Savonious turbine with straight or skewed blades also belongs to also
in this family [22, 23].
Except for the tidal turbine mentioned above, there are other innovative concepts
including vortex-induced vibration, Venturi, fluttervane and fan belt that can be used
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to extract energy from tidal stream [25]. However before they can be commercialised,
more experiments and tests should be performed at laboratory scale.
Currently, horizontal and vertical turbines are still considered as the two main com-
petitors of the field. Comparing with the vertical turbines which are still in test stage,
horizontal turbines have been used in tidal energy conversion industry [26] because of
their structure which is similar to the wind turbines and has proven its application to
wind industry. The current tendency shows that horizontal-axis-type turbines will still
be preferred in the short-term future for shallow water applications. Therefore a num-
ber of research are devoted to the investigation of the effects of these type of turbines
in marine environment.
The numerical model in this study will be based on horizontal turbines. The impacts
of horizontal turbine farms will be investigated.
2.2 Impact of offshore structure on the coastal environ-
ment
Having offshore structure such as OWF or tidal turbine farm in the coastal area has
significant impacts on the surrounding environments including currents, waves, turbu-
lence, sediment transport and also on the vegetation and living animals. In turn, these
surroundings would influence the tidal turbines’ efficiency in power generation and their
structure stability.
2.2.1 Single turbine impact
Many laboratory experiments and numerical modelling exercises have been carried out
to investigate the turbine impacts based on individual turbine structures [27–29]. The
exact form of the wake created by a turbine may be device-specific, but the fundamental
flow characteristics can be decomposed in a way that there is a significant acceleration
around the structure, together with a low pressure area in the wake zone where complex
3-D turbulence eddies are generated.
The turbulence kinetic energy is observed to increase around the turbine blade tip
due to the rotation of the blades and the presence of the structure. Such enhanced
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turbulence field gradually dissipates behind the structure in the wake region. Mycek et
al [30, 31] investigated the turbulence effects on the behaviour of tidal turbines through
an experiment with 1/30 scale prototypes of horizontal axis turbines. He pointed out
that the ambient turbulence intensity condition plays a significant role on the wake
shape. Moreover, regarding to the power generation efficiency, the higher turbulence
intensity rate, the better performance of the downstream turbine with a given distance.
This work is of great importance for the arrangement of tidal turbine arrays.
Due to the complex turbulent flow observed around a turbine, the bed shear stress
increases immediately behind the turbine structure which plays an important role in
sedimentation. Hill et al [32, 33] did a series of experiments to study the interactions
between sediment transport and tidal turbines. In the experiments, he found the lo-
cal scour formation and depth around tidal turbines are amplified comparing with the
experiment where only a support tower was tested. This is due to the presence of the
rotor which increases the local shear stress directly downstream of its location. The
distance between the rotor bottom tip and the sediment layer is a key factor of this
impact. Although the author can not find the difference between the impacts of a sin-
gle turbine and aligned turbines on the far-field sediment transport or morphodynamic
characteristics of the channel, he could predict that larger arrays of turbines may de-
crease the transport capacity in the channel, possibly impacting inter-array transport,
near-by channel bank stability, and far-field sediment transport characteristics, more
than a single or two turbine array would.
2.2.2 Large scale turbine farm impact
The large scale turbine farm impacts are mainly caused by the conjuction of far wake
behind each individual structure. On the one hand, this far wake can influence the
power coefficient of the power generation itself. In the investigation of the interaction
between different tidal turbine array configurations, Chen et al [34] and Rao et al [35]
point out that the best performance of tidal turbine arrangement is a single-row setting.
In multiple-row settings, the efficiency of the inside turbines are significantly affected
by the upstream wakes. On the other hand, the far wake behind the turbine farm would
influence the surrounding environment including sediment transport and coastal mor-
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phology changes. A large scale impact of offshore wind farms on suspended sediments
was captured by the Landsat-8 satellite. It is shown in figure 2.4 (Vanhellemont and
Ruddick [36]). In this satellite photo, a turbid wake of several kilometre length can
be clearly observed behind each individual structure. Due to the difficulty of in-situ
measurement at a wind farm site, the environmental impact of these wakes and the
source of the suspended material are still unclear, but such large wake size indicates
that more research should be carried out.
Figure 2.4: Details of wake around the London Array site as shown in the processed Landsat-8
image
The sedimentation around a turbine farm at large scale was estimated numerically
by Thie´bot et al [37]. The effect of tidal stream turbines was investigated at real scale
(Alderney, France). The results show that tidal energy extraction modifies the bed
load and suspended sediment transport and globally reduces the sediment fluxes. As a
result, the mass balance perturbations of sediment deposition reach 20% in the whole
test domain.
More details of numerical modelling is reviewed in the next section.
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2.3 Numerical modelling
Offshore strucutures such as marine turbines are usually installed in shallow water
regions and are influenced by a number of factors including current, wave, tide and
turbulence. On the one hand, in order to obtain accurate flow conditions in the site
of interest, the numerical model would cover thousands of square kilometres [38–41].
On the other hand, the few meters around each turbine are also of interest to better
understand turbulence past the turbines and sediment transport around them. Due to
the limitation in computation capability, these studies are normally divided into two
aspects: near-field modelling and far-field modelling.
2.3.1 Boundary between near field and far field models
The near field is located directly around a turbine, where coherent turbulent structures
generated by the turbine can be observed. A shear layer along the wake boundary is
generated by the difference in velocity between the low speed zone in the wake and the
free stream flow. In the shear layer eddies are formed, which help to mix the lower
velocity fluid in the wake with the higher velocity fluid surrounding the wake. This
mixing process transfers momentum into the wake and increases the flow velocity. The
distance downstream where the shear layer becomes thick enough to meet the turbine
wake axis is used to mark the end of the near wake region and the start of the far
wake. In wind turbine studies, this transition point is detected between two to five
rotor diameters downstream of the turbine (Vermeer et al [42]). This typical length of
boundary is also used for the research of tidal turbine cases.
In the simulation of near field impacts, most studies are carried out in laboratory
flumes. At this scale, the real tide phenomenon, rising and falling of water elevation,
is often not considered. Instead, a steady or unsteady flow condition [43, 44] is given
directly to represent the tidal current. The impact of complex variation of bathymetry
is also limited due to the small spatial scale involved.
Under the combined effect of tide and bathymetry, the influence of tidal turbines
can be stretched for some considerable distance from the structures (> 5 diameter of
the turbine pile). For example, Divett et al [45] studied a number of tidal turbines
installed in a channel which influence the flow regime through the entire channel. Such
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far-field impacts are necessary to be investigated through either laboratory experiment,
or by far-field numerical modelling. Different from the near-field modelling in which
the flows are more isotropic, in far-field modelling, the horizontal scale is much larger
than the vertical scale. The Coriolis force becomes an important factor due to the
geostrophic contribution. Although tide and wave propagation can be simulated, the
details of the turbine structure are difficult to be represented due to its small scale.
Based on these previous studies, it is generally accepted that the boundary between
near-field and far-field is located at 5 diameters of the turbine.
2.3.2 Near field modelling
Most near-field modelling is carried out using computational fluid dynamics (CFD) soft-
ware. The current flow is calculated by solving the Navier-Stokes (or non-hydrostatic)
equations. The details of pressure changes around the structure and its coupling with
the flow velocities are particularly important adjacent to the stream devices. To sim-
ulate the impact of a tidal turbine, the most straight way is to represent the turbine
structure in the simulation domain by its full geometry, and to mesh at sufficient res-
olution to capture the flow around the blades [5, 8]. The model is time-stepped, the
rotational position of the blades incremented, and performance characteristics and wake
velocities are calculated. If implemented with sufficient spatial and temporal accuracy,
this approach can be accurate and provide details of the flow field and turbine per-
formance. However this approach requires a lot of computing power to carry out the
calculations.
A more efficient technique consists in representing the turbine structures by adding
source terms to the governing equations. The Reynolds Averaged Navier-Stokes (RANS)
Actuator Disc (AD) theory and Blade Element Momentum (BEM) models are two of
the most common approaches to parametrise a tidal turbine in numerical models. The
former is popular in investigating the wake impact by considering the tidal turbine
as a constant sink of momentum, where a similar force can be simulated as would be
imposed by a turbine [43, 44, 46–49]. The BEM model approach is composed of two
separate theories, the momentum theory and the blade element theory. This approach
is computationally efficient and can accurately predict the performance of a turbine
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across a range of tip speed ratios, blade types, pitch angles, and inflow conditions
[6, 7, 50–53]. However, the BEM approach does not provide any detail of the flow field
around the device, as for example wake velocities.
The focus of near-field modelling is typically placed on the performance of the
individual turbine configuration, power potential and impacts to the flow dynamics
adjacent to the structure (within approximately 10 diameters distance). The potential
impacts on much larger scale process, such as large scale tidal circulation, coastal re-
gional morphology and sediment path way, are not possible to investigate using such
an approach due its high computational cost. Similarly, when a turbine farm is consid-
ered, the typical modelling method is based on far-field modelling as discussed in the
following section.
2.3.3 Far-field modelling
Hydrodynamic modelling
The large scale tidal current motions are usually studied by ocean models. These
models might be 1-D, 2-D, or 3-D.
Neill et al [54] and Bryden et al [55] implemented a 1-D morphological model to
study the impact of tidal stream turbines in a tidal river channel. The time-varying free
surface and velocity were calculated by the 1-D continuity equation with the assumption
that the water elevation at the boundary varies according to the tidal cycle. However
these studies dealt with a single turbine deployment. The study area was limited to a
channel due to the spatial dimension of the model.
In most of far-field study cases, the horizontal length scale is usually much greater
than the vertical length scale. Therefore two-dimensional depth-averaged horizontal
models have been extensively employed since they benefit from computational effi-
ciency. The shallow water equations [56] are widely applied in those models. The
equations are derived from depth-integrating the Navier-Stokes equations. Integrating
vertically allows the vertical velocity to be removed from the equations. Additional
forces including wind, the Coriolis forces and the bottom friction, for instance can be
implemented in the momentum equations to better account for physical phenomena.
Fan et al [57], Suursaar et al [58] and Vethamony et al [59] applied different 2-D hydro-
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dynamic models to investigate the sea level variations due to wind and tidal effects. In
their studies, the shallow water equations are discretised by the finite difference method,
hence a structured mesh is used. This numerical technique obviously limits the model
in dealing with complicated coast lines. Other numerical techniques including the finite
volume method and finite element methods on unstructured grid are also used to solve
shallow water equations[60–62]. These approaches allow for detailed spatial resolution
in the areas of interest at low computational costs. Although the in above studies, good
agreement can be found in the comparison of numerical prediction and measured data,
the depth-averaged nature of the algorithms means that the vertical variations cannot
be resolved which is typically important for flow around vertical structures.
More recently, 3-D numerical models are developed so that the 3-D incompressible
Navier-Stokes equations in sigma (σ) coordinates are solved. Balas and O¨zhan [63]
applied a 3-D model to investigate the flow in the Go¨ksu Lagoon (Turkey). The au-
thors indicated that the numerical model shows a good agreement compared with field
data and that even if the water is shallow, the reversal of the flow in the vertical plane
can be captured. In this study, the 3-D incompressible Navier-Stokes equations are
solved based on two assumptions: (i) hydrostatic pressure distribution, i.e. the weight
of the fluid balances the pressure, (ii) the Boussinesq approximation, i.e. the density
differences are neglected unless the differences are multiplied by the gravity. Tradition-
ally, the hydrostatic approximation is applied to reduce the computational costs. This
approximation is valid in large scale studies with coarse grid resolution. Numerical
model can only obtain good result if the flow acceleration is weak [64]. However with
faster computers and gradually smaller grid sizes, more studies are performed with non-
hydrostatic ocean models [65] in which the non-linear pressure distribution adjacent to
the structure can be resolved.
Representation of the offshore structure
Due to the limitation in computation capability, the mesh used for large scale simulation
is far than in a near-field simulation, hence the structure can not be recognised by the
mesh directly. To represent an offshore structure such as a tidal turbine, the common
approach is to use an external force instead.
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For example, a 2-D hydro-environmental model known as DIVAST (Depth Aver-
aged Velocity And Solute Transport) has been used to simulate the coastal hydro-
environment [66, 67]. This approach has been modified by Ahmadian et al [12, 13] to
investigate the hydro-environmental impact of tidal stream turbines at large scale. In
their studies, tidal turbines are represented by considering a thrust and drag force as
external forces. These are added to the shallow water momentum equation at some
nodes of the mesh where the turbines are allocated. In other words, in this far field
modelling, the impact of the tidal turbine farm is replaced by the impact of forces.
A similar approach to that in Ahmadian et al [12] [13] is used by Work et al [14]. In
order to simulate the far field effects on flow velocities and water levels introduced by
tidal turbines, an additional drag force was calculated in the Regional Ocean Modelling
System (ROMS) which indicated the dissipation of power extraction. In another far-
field application [15], the tidal turbine was represented in terms of nonlinear Rayleigh
friction in the momentum equation. In this case, the quadratic Rayleigh friction formu-
lation, instead of axis thrust, is used to simulate the turbine drag in a 3-D momentum
equation. Other popular ocean modelling software including Delft3D, FVCOM are
also modified for the investigation of far field tidal turbines impact [34, 35, 68]. Extra
source terms are added to the momentum equations for the representation of the tidal
turbines.
The common point of the aforementioned far-field approaches is that the real struc-
ture of a tidal turbine is replaced by a forcing term in the momentum equation, with
different expressions. Although some validations with experimental data have been
carried out and results show reasonable agreement, the reliability of these approaches,
however, is still in question. For instance, in the work of Ahmadian et al [12], the
model validation were conducted in an idealised channel, against the results of a pre-
viously published 1-D model [69]. Very often, these added forcing terms are capable
of reproducing the averaged effects, i.e. the time-mean effects on flow reduction, or
the spatially averaged wake effects behind the structure. However, the details of the
flow dynamics around the tidal turbine and supporting structures are not represented.
Subsequently, the following far-field effects are often limited very close to the struc-
ture itself. But recent remote sensing imagery reveals that the suspended sediment
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concentrations changed noticeably within 15 km from the turbine array, which is far
more than the distance involved in the validation [36]. Such far distance effects indicate
that the impacts from individual structures may not be represented sufficiently by the
temporal and spatial averaged terms as in the above studies. It is necessary to simulate
the near-field effects to a certain extent so that the far-field process can be represented
properly.
Rather than using an additional force, an obstacle represented by its own geom-
etry will be more natural for far field simulations. However this approach is limited
by the mesh resolution used in most existing oceanographic/coastal models, including
TELEMAC [11], Delft3D [10], MIKE21 [70] and FVCOM [9], among others. In these
3-D modelling systems, the meshes used are all based on the sigma coordinate system
in the vertical. This kind of mesh structure is made of prisms. In order to prepare the
mesh of the 3-D flow domain, a 2-D mesh made of triangles which covers the compu-
tational domain (the bottom) in a plane is first constructed. The second step consists
in duplicating that mesh along the vertical direction in a number of curved surfaces
known as planes. Between two such planes, the links between the split triangles make
up prisms. The drawback of this mesh is that it can not recognise any structure on the
seabed or submerged structures. Therefore to represent a tidal turbine directly, funda-
mental modifications are needed in far-field modelling due to the current limitations of
mesh.
Turbulence modelling
Turbulence modelling plays a significant role in oceanography/coastal modelling not
only due to its importance in mixing the flow field, but also because the sediment
diffusion depends on the turbulent eddies.
• Reynolds Averaged Navier-Stokes equations
The most common approach is to solve the Reynolds Averaged Navier-Stokes (RANS)
equations which are based on the knowledge of the properties of flow turbulence to give
approximate time-averaged solutions to the Navier-Stokes equations. Different closures
might be used, depending on the order required, including mixing length [71]; k-ε [72],
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k-ω [73]. Keshtpooret et al [64] used the k-ε closure to investigate the mechanisms of
the morphologic evolution of scour holes within the Indian River Inlet. The mixing
coefficient and consequently bed shear stress are calculated by the k-ε closure. The
author indicated that the turbulence was enhanced due to the flow separation within
developed scour holes and thus it was the dominant mechanism for further scour hole
development. Leupi et al [74] applied the same approach to simulate cohesive sediment
dynamics in estuaries. He pointed out that the k-ε closure needed very small time steps
to predict accurate result, while the bed morphology (solid-phase flow) required a long
time simulation.
Regarding the wake representation, Chen et al [34] implemented the k-ε closure to
investigate the impact of different configurations of tidal turbine arrays near an island.
The turbine structures are represented by additional source terms. The wake impacts
are visible in the numerical results, however these results only showed time-averaged
values for the velocity field. The instantaneous velocity profile and vortex shedding
phenomena could not be reproduced in the results.
In addition, the turbulence modelling approach used in most of these RANS models
is limited to the scale similar to the physical processes involved, i.e. tide or surface wave
length (from about 100 m to a few km) or boundary geometry, such as the estuary size
(about 100 m). The enhanced turbulence around small scale tidal turbine structures
is simply treated as a sub-grid process. Inevitably, the details of these effects are
diminished in the temporal and spatial averaging process, which often leads to limited
far-field impacts as we see in these model outputs.
• Large Eddy Simulation
A more advanced approach to account for turbulence is to use Large Eddy Simulation
(LES). This approach is based on the assumption that the small eddy scales are more
isotropic, and less affected by boundary conditions, than the large scales [75]. This
feature enables the model to separate the turbulent flow into large and small parts by
a filtering process based on an energy cascade. The large eddies are simulated by the
calculation explicitly, while the small eddies are treated by using a sub grid-scale model.
Mathematically, the flow field is separated in a resolved and a sub-grid part, which
represent the large and small eddies respectively. In ocean and coastal engineering
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modelling, due to the great difference between the length of horizontal and vertical
scales, the diffusion coefficient in the two directions should be treated separately. The
LES closure is commonly used in the horizontal direction. Rao et al [35] investigated the
efficiency of different tidal turbine array settings using the ocean modelling software
FVCOM. In their study, the turbine structures are represented by drag forces. The
Smagorinsky LES parameterisation [76] was used in the horizontal direction, and the
vertical mixing was calculated using the Mellor and Yamada mixing scheme[77] . The
numerical results showed that the wake length of the turbine structure is significantly
influenced by additional turbulence injection. The average length of the wake flow is
about 20 time of the structure diameter, however some longer wake lengths were also
found when flow speed was increased.
Effects of different coefficients of Smagorinsky LES closure were tested by Shapiro
et al [78]. In their work, the effect of the horizontal diffusion parameterisation was
calibrated by measurements in the Black Sea. The authora pointed out that a small
Smagorinsky coefficient could destroy the strong anticyclonic eddy in the study area.
In order to realistically represent mesoscale eddies, a much smaller coefficient for the
horizontal diffusion [79] should be applied.
The Smagorinsky LES model is isotropic and the eddy viscosity is evaluated as the
product of a length scale ∆, proportional to the grid size. Due to the anisotopic grids in
ocean/coastal engineering modelling, it is difficult to find a proper single length scale
for the model. Based on the traditional Smagorinsky closure, a two-eddy-viscosities
sub-grid scale Smagorinsky model was employed by Roman et al [80] to deal with mesh
anisotropy. Through the comparison with the classic standard Smagorinsky model,
the new model showed its dramatic superiority in the simulation of a turbulent plane
channel flow with increasing grid anisotropy. Petronio et al [81] implemented this model
to simulate wind-driven sea circulation in coastal areas. According to the comparison,
the flow velocity profile showed a good agreement with field measurements. Specifically,
the authors pointed out that the model reproduces well the vertical profile of the angle
of the horizontal velocity component at the locations of the field measurements.
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Sediment transport and morphology
In coastal modelling, the sediment transport is normally divided into bed load and
suspended load. Bed load refers to sediment particles that move by rolling, sliding, and
hopping (or saltating) over the bed. Suspended load refers to particles being carried in
the lower to middle parts of the flow in the water column. Therefore the calculation of
sediment transport is based on a function of various flow (velocity, water depth, wave
height, etc.) and sediment (grain diameter, relative density, settling velocity, etc.)
parameters.
• Bed-load transport
A large number of semi-empirical formulae exist to calculate the bed-load transport
rate including the Meyer-Peter and Mu¨ller [82], Engelund-Hansen [83] and Einstein-
Brown [84]. Most use the assumption of threshold conditions for the onset of erosion
(e.g. Meyer-Peter and Mu¨ller [82], van Rijn [85] ). Others are based on a similar energy
concept (e.g. Engelund-Hansen [83] ) or a statistical approach (e.g. Einstein-Brown
[84], Bijker[86] ) Most sediment transport formulae are based on experiments performed
under fluvial, unidirectional flows. These formulae show a rapid variation of the bed-
load transport prediction, as a function of the mean flow intensity. Therefore, an
increase of the current velocity by 10% will result, depending on the formula being used,
in an increase of the transport rate of over 30% (Meyer-Peter), 60% (Engelund-Hansen)
or almost 80% (Einstein-Brown). Any error made when calculating the hydrodynamics
will be significantly amplified in the sediment transport rate calculations. On the other
hand, under variable flow conditions (e.g. a tidal regime), the average transport will
be highly influenced by strong currents and will not be directly related to the mean
flow. Therefore the bed-load formula should be selected carefully depending on both
the local sediment and flow conditions.
For example, the Meyer-Peter and Mu¨ller formula has been validated for coarse
sediments in the range of 0.4 mm to 29 mm. The Einstein-Brown formula is recom-
mended for gravel larger than 2 mm and a large bed shear stress [84]. The Engelund-
Hansen formula predicts both bed-load and suspended load. It is recommended for fine
sediments, in the range 0.2 mm < d50 < 1 mm but only suitable under equilibrium
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conditions (quasi-steady and uniform flow) [87]. The van Rijn formula was proposed
to calculate the bed-load transport rate for particles of size 0.2 mm < d50 < 2 mm [85].
The effects of waves can be taken into account by the sediment formulae, i.e. by the
Bijker [86], Bailard[88], Dibajnia and Watanabe [89] formula.
Fairley [90] numerically simulates the cumulative impact of tidal stream turbine
arrays on sediment transport. In his study, the sediment transport is calculated using
the van Rijn equations [85]. The variables used in the calculation of sediment transport
are taken from a hydrodynamic model. The two models are fully coupled at each time-
step such that computed changes to bed level are fed to the hydrodynamic module to
allow for accurate prediction of currents. The drawback of this approach is that small
time-steps are required.
In the investigation of the effect of the stream tidal turbine on the bed-load trans-
port, the numerical models always cover a long period (weeks - months). In order
to obtain a long period bed-load transport results more efficiently, Thie´bot [37] intro-
duced a tidal-average critical stress to control the bed-load erosion process. Rather
than calculating the critical stress at each time-step, the critical stress exceedance is
calculated by averaging over a 1-month-long simulation. The results are expressed in
terms of magnitude and direction and are therefore representative of the direction and
magnitude of the bed-load sediment flux.
• Suspension load transport
The suspended sediment concentration in equilibrium is given by the Rouse profile [91].
The Rouse profile characterises sediment concentrations because the Rouse number
includes both turbulent mixing and settling under the weight of the particles. Turbulent
mixing results in the net motion of particles from regions of high concentrations to low
concentrations. Because particles settle downward, for all cases where the particles
are not neutrally buoyant or sufficiently light that this settling velocity is negligible,
there is a net negative concentration gradient as one goes upward in the flow. The
Rouse profile therefore gives the concentration profile that provides a balance between
turbulent mixing (net upwards) of sediment and the downwards settling velocity of
each particle.
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In most suspended sediment models for coastal seas, the suspended sediment con-
centration C is normally solved by the advection diffusion (mass-balance) equation as
follows:
∂C
∂t
+∇ · (C−→U + C−→ws) = ∇ · (υt∇C) (2.1)
where ~U is the velocity vector. υt is the turbulent diffusivity coefficient (m
2/s). −→ws =
(0, 0,−ws) is the sediment settling velocity (m/s). The sediment particles are considered
as passive scalars with an additional settling velocity term.
Ashall et al [92] implemented this approach to investigate the variability in sus-
pended sediment concentration due to tidal power extraction. The suspended sediment
concentration obtained by the numerical model shows a good agreement with the field
observed data.
2.3.4 Immersed Boundary Method
The strategy based on triangular elements to mesh the bottom of the field, and using
layers of triangle elements to simulate 3-D flows is a clear limitation to simulate flows
around submerged obstacles, as each water column contains the same number of prisms.
It is then possible to generate a mesh around a cylinder going through the free surface,
but not around a submerged cylinder, for instance. In order to account for the obstacles
in water, Immersed Boundary (IB) methods are very good options.
The IB method was firstly introduced by Peskin [93] in 1973 to simulate the blood
flow in the heart. This approach was used to model elastic capillary and artery walls.
Nowadays, a variety of approaches have been developed in the simulation of fluid-
structure interaction (FSI) problems.
In general, immersed boundary methods can be divided into diffused interface and
sharp interface methods.
In the diffused interface IB method, immersed bodies are represented by singular
forces, using discrete delta functions or mask functions for penalisation methods. Fol-
lowing different method to calculate the force, it can be further classified as classic IB
method, direct forcing IB method and penalisation method. In the classic IB method,
IB forces are represented by appropriate constitutive laws depending on the realistic
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force condition. This approach is more suited for FSI problems with elastic boundaries
for instance where the spring feature of the wall can be introduced by Hook’s law. For
rigid boundary, the immersed boundary can be represented by direct forcing methods
[94, 95]. The idea of this approach is to calculate the IB force based on the momentum
equations discretised in time. To incorporate direct forcing in the classic diffused inter-
face IB method, the quantities on the background and immersed boundary meshes can
be transferred by employing discrete delta functions of the classic formulation. Another
approach which can be used to calculate IB force is called penalisation method [96]. In
this method, the solid obstacles are modelled as porous media with vanishing porosity.
In order to keep the model numerically stable, the fictitious body forces used in the
aforementioned methods have to be distributed smoothly over the immersed bound-
aries. However due to the implementation of discrete delta function/mask function,
the immersed boundaries are not sharp. These drawbacks can be overcome by several
sharp interface methods such as cut-cell methods or immersed interface methods.
In cut-cell methods, the mesh cells are cut by the interface to fit the immersed
boundary. The fluxes across the faces of the cut-cells are reconstructed from the sur-
rounding regular cells and immersed boundaries [97]. Due to the difficulty to re-arrange
the topology of the cut-cells (for instance, after cutting a rectangle cell, the shape of
the remaining cell can be either a pentagon, a quadrangle or a triangle), this approach
is easier to be used in 2D [98–100] than 3D [101, 102]. Another method which makes
the IB force sharper was introduced by Leveque and Li [103]. Similar to the classic IB
method, this approach uses a singular force to represent the effects of the immersed
interface, however instead of using a discrete delta function, a jump condition is im-
plemented in the finite difference scheme. This method helps to represent the effects
of non-smooth solutions which could be caused by singular forces at the immersed
boundaries or the discontinuous substance properties across the immersed interfaces.
2.4 Summary
Literature studies have been carried out in this chapter. Following the comparison
of different types of existing offshore structures, the numerical model in this project
is based on offshore wind turbine and horizontal tidal turbines because these facilities
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have been widely installed around the UK and play significant role in energy extraction.
The presence of offshore wind turbine farms and tidal turbines significantly impacts
the coastal environment including currents, waves, turbulence, sediment transport, veg-
etation and living animals. A number of studies have been carried out to investigate
these impacts both in the near- and far-field by numerical modelling. In near-field mod-
elling, various CFD software are used to predict the flow field around a turbine structure
and good agreement is found between experiment and numerical results. There have
been several numerical approaches for representing tidal turbines in near-field e.g. actu-
ator disc theory, blade element momentum model, and even full geometry model. These
approaches need high resolution around the structure and require a large amount of
computational resource.
In far-field modelling, due to the huge difference between the horizontal and vertical
scales, ocean modelling/coastal engineering software is preferred because of the reduced
computational cost. In the model, people usually represent the turbine farms by addi-
tional forces. This approach reduces the computation cost, however the details of the
flow around the turbine structures can not be accurately predicted. It has become clear
that the overall impacts of the whole farm are not simply a multiplication of individual
turbine impacts by the total number of structures. The interaction between individual
structures can also influence the overall effect considerably. Therefore, representing
each individual turbine structure is important when large scale turbine farms are con-
cerned, which means that the horizontal mesh resolution needs to be small enough to
be comparable to the turbine size.
In general, the aim of this study is to implement the common method of CFD
to ocean model and improve the capability of the ocean model of offshore structure
modelling. Therefore, regarding the simulation of the hydrodynamics impact of offshore
wind farm, an approach similar to modelling the flow past a cylinder will be used in
which each individual turbine foundation will be represented explicitly in the mesh
as a circular cylinder with high resolution around its boundary. The calculation of
this application is extremely time consuming, hence high performance computation is
compulsory.
For the tidal turbine simulation, the meshes used in ocean model/coastal engineer-
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ing are not sufficient to account for the submerged structure in the simulation. The
reviews of Immersed Boundary method indicate that this technology offers an alterna-
tive to enforce no-slip boundary in Navier-Stokes equations by introducing additional
forces, hence the submerged structure can be represented. By applying the Immersed
Boundary method, the tidal turbine structure is represented as a submerged circular
cylinder in the computational mesh. Although the blade rotation effect is neglected,
this approach can be still used to predict the impact of tidal turbines on far-field envi-
ronment as at such large scale, the impact of blade rotation is considerably small.
The choice of the turbulence models is also important in large scale simulation
because of the balance between the required precision and time consumption of calcu-
lation. LES will be a good turbulence model in this project due to its ability to capture
unsteadiness of the flow. In order to improve the simulation of the flow field around a
tidal turbine farm at large scales, the coastal engineering software, TELEMAC-3D, is
used as a numerical solver. The details of the numerical modelling are discussed in the
next chapter.
Chapter 3
Numerical Model
The TELEMAC suite has been widely used to simulate the coastal or riverine hy-
draulics. [104–107]. It is chosen in this study for the following reasons:
• Firstly, comparing with other coastal environmental software (Delft3D, Mike21),
the usage of triangular mesh makes the code more flexible in the representation
of bathymetry with complex geometry.
• Secondly, this model has very good performance on distributed memory comput-
ers [108].
• Thirdly, the TELEMAC suite has multiple modules which allow to simulate var-
ious physical processes. Not only hydraulics, but also wave propagation or sedi-
ment transport can be studied.
• Finally, this model is programming friendly. It is an open-source code that users
can input or modify it’s code easily.
The development and implementation of new turbulence model and immersed bound-
ary method is based on the existing code, TELEMAC-3D, which is one of the modules
of the TELEMAC System [11]. TELEMAC is a powerful integrated modelling tool
developed by EDF (France). It contains multiple modules which are used to represent
various physical processes.
This chapter focuses on the numerical model used in this study. Firstly the method-
ology of the hydrodynamics software TELEMAC-3D is introduced. Then the imple-
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mentation of new turbulence models and immersed boundary method are discussed in
details.
3.1 Three-dimensional Navier-Stokes equations for free
surface flows
3.1.1 Formulation
The three dimensional flow is represented by the 3D Navier-Stokes equations.
In Cartesian coordinates and non-conservative form, the equations are written as:
∂u1
∂x1
+
∂u2
∂x2
+
∂u3
∂x3
= 0 (3.1)
∂u1
∂t
+ u1
∂u1
∂x1
+ u2
∂u1
∂x2
+ u3
∂u1
∂x3
= −1
ρ
∂p
∂x1
+ ν
(
∂2u1
∂x21
+
∂2u1
∂x22
+
∂2u1
∂x23
)
+ Fx1 (3.2)
∂u2
∂t
+ u1
∂u2
∂x1
+ u2
∂u2
∂x2
+ u3
∂u2
∂x3
= −1
ρ
∂p
∂x2
+ ν
(
∂2u2
∂x21
+
∂2u2
∂x22
+
∂2u2
∂x23
)
+ Fx2 (3.3)
∂u3
∂t
+ u1
∂u3
∂x1
+ u2
∂u3
∂x2
+ u3
∂u3
∂x3
= −1
ρ
∂p
∂x3
− g + ν
(
∂2u3
∂x21
+
∂2u3
∂x22
+
∂2u3
∂x23
)
+ Fx3(3.4)
where (x1, x2, x3) are the Cartesian coordinates, (u1, u2, u3) are the velocity along x1,
x2 and x3 direction respectively. ρ is the water density, t is the time, ν is the dynamic
viscosity, p is pressure, g is the gravity constant, (Fx1 , Fx2 , Fx3) is a potential extra force
(it could be the wind, the Coriolis force or an Immersed Boundary force, for instance).
3.1.2 Decomposition of the pressure
In order to solve the free-surface elevation directly by the Navier-Stokes equations, the
pressure term in equations 3.2, 3.3 and 3.4 is decomposed into a hydrostatic part and
a dynamic part:
p = ph + pd (3.5)
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where ph represents the hydrostatic pressure and pd the dynamic pressure.
The hydrostatic pressure is defined by the following equation:
ph = ρg(η − x3) + patm (3.6)
where η is the water surface elevation.
Under the Boussinesq approximation, this gives:
ph = patm + ρ0g(η − x3) + ρ0g
∫ η
x3
∆ρ
ρ0
dx3 (3.7)
where ρ0 and ∆ρ are reference density (1,024 kg m
3) and the variation of density
respectively; patm is the atmospheric pressure.
The hydrostatic pressure is thus a function of the free-surface elevation η. It can be
obtained by solving the depth-averaged continuity equation. The detail of this solution
is described in the following sections.
The dynamic pressure is coupled to the velocity field and can be solved by Chorin
and Teman projection scheme [109].
3.1.3 Hydrostatic Navier-Stokes equations
In large scale simulations, the model domain usually covers thousands of square kilo-
metres. The horizontal dimension of the water body is far larger than the vertical
dimension. Therefore the diffusion, source terms and acceleration in the vertical direc-
tion can be neglected. In this case, if the pressure at one point only depends on the
weight of the column of water above it, the Navier-Stokes equations can be simplified
to a hydrostatic version.
In view of hydrostatic hypothesis, the Navier-Stokes equations are re-written as
follows: Mass conservation:
∂u1
∂x1
+
∂u2
∂x2
+
∂u3
∂x3
= 0 (3.8)
Momentum equation:
∂u1
∂t
+ u1
∂u1
∂x1
+ u2
∂u1
∂x2
+ u2
∂u1
∂x3
= −g ∂η
∂x1
+ ν
(
∂2u1
∂x21
+
∂2u1
∂x22
+
∂2u1
∂x23
)
+ Fx1 (3.9)
∂u2
∂t
+ u
∂u2
∂x1
+ u2
∂u2
∂x2
+ u3
∂u2
∂x3
= −g ∂η
∂x2
+ ν
(
∂2u2
∂x21
+
∂2u2
∂x22
+
∂2u2
∂x23
)
+ Fx2 (3.10)
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Pressure:
p = patm + ρ0g(η − x3) + ρ0g
∫ η
x3
∆ρ
ρ0
dx3 (3.11)
3.1.4 Boundary
The boundary conditions have to be applied when solving the Navier-Stokes equations
however their forms for free surface flows are complex. They include:
• A free surface of the water evolving with time;
• An impermeable bottom;
• Structures with impermeable walls such as bridge piles, dykes, for instance;
• Open boundaries such as upstream and downstream limits of a river, or for in-
stance, in this study, the tide variation is used as the open boundary.
To start with, the boundary conditions will be established at the free surface and at
the bottom and, subsequently, at the walls and open boundaries.
Free surface
The kinematic boundary condition as shown in the following equation is applied to the
free surface.
d
dt
(x3 − η) = 0 (3.12)
The assumption to build this equation is that the fluid particle is adjacent to the
surface, thus the velocity of the fluid is the same as the velocity of the free-surface.
If the velocity of a point fixed on the surface has the components us1, u
s
2 and u
s
3, the
equation 3.12 can be re-written with Euler variables:
us3 −
∂η
∂t
− us1
∂η
∂x1
− us2
∂η
∂x2
= 0 (3.13)
where usi is the velocity components at the surface. η is the surface elevation.
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Bottom
At the bottom, similar equation is obtained as:
ub3 −
∂Zb
∂t
− ub1
∂Zb
∂x1
− ub2
∂Zb
∂x2
= 0 (3.14)
where ubi the velocity components at bottom. Zb represents the bottom elevation.
Walls
On the walls, an impermeability condition is applied as:
~U · ~n = 0 (3.15)
where ~U represents the fluid velocity on the solid boundary and ~n is the normal vector
to the walls.
Open boundaries
On the open boundaries, additional information is needed, as for instance the pressure,
the water depth, the velocity or the discharge.
3.1.5 Discretisation of the Navier-Stokes equations
Three dimensional mesh
In this study, the simulation domain is represented by a three dimensional mesh. To
build it, an unstructured triangular mesh is generated from the bottom first and then
this 2-D mesh is repeated along the vertical in superimposed layers. As shown in figure
3.1, the mesh in 3-D is made of prisms with six nodes, their quadrangular sides being
vertical.
In this study, two different methods are used for coupling the horizontal mesh with
the vertical direction.
The first method makes planes evenly spaced along the vertical which means starting
with the coordinate nodes (x1, x2) of the 2-D mesh, then defining the elevation for each
point of the 3D mesh with coordinates (x1, x2, x3), according to the formula:
x3(x1, x2, ip) = Zb(x1, x2) +
ip − 1
np − 1(Zs(x1, x2)− Zb(x1, x2)) (3.16)
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Figure 3.1: 3D mesh of calculation domain
Zb always being the bottom elevation, Zs the free surface elevation and ip is the index of
the plane under consideration (planes range from 1 to np going from the bottom to the
free surface). In this case, the vertical coordinate x3
∗ of each plane in the transformed
mesh is simply
ip − 1
np − 1.
Figure 3.2: Example of vertical distribution of the planes
The second method is based on unevenly distributed planes along the vertical. The
turbulence effect can be represented more precisely by having high resolution close
to the boundaries (near surface and bottom). When the total number of planes is
controlled, this approach helps create more planes close to both bottom and surface
layers but fewer planes in the middle as shown in figure 3.2.
The vertical coordinate x3
∗ of each plane in the transformed mesh is given by the
following formula:
x3
∗(ip) = σ0e
ka−
(1− σ0)k2a
2km − σ0 (3.17)
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km = 2
ln(1 + 1/σ0)
1 + σ0
(3.18)
ka = km
ip − 1
np − 1 (3.19)
where σ0 is a relaxation coefficient. In this study, σ0 = 0.05.
Sigma transform
During the calculation, the free-surface of the domain varies as a function of time. A
sigma transform is applied in the vertical direction to deal with the vertical motion of
the planes. A mapping from (Zb, Zs) to (0,1) is used as follows.
And the following change of variables is used:
x∗3 =
x3 − Zf
Zs − Zb =
x3 − Zb
h
(3.20)
where Zb and Zs are the bottom elevation and surface elevation respectively, h being
the water depth.
Fraction Step method
The equations of motion with free-surface are solved by following steps:
1. Advection step:
The advection terms are calculated by:
uCi − uni
∆t
+ (uni · ∇)uni = 0 (3.21)
(3.22)
where ∆t is the time-step; uni are the velocity components at the old time-step,
and uCi is the result of this advection step.
2. Hydrostatic step:
In this step, the hydrostatic pressure assumption, equation 3.11, is used. Firstly,
the free-surface η is solved by the depth-averaged continuity equation, as:
ηn+1 − ηn
∆t
+ ηn
[
θu
(∂un+11
∂x1
+
∂un+12
∂x2
+
∂un+13
∂x3
)
(3.23)
+(1− θu)
(∂un1
∂x1
+
∂un2
∂x2
+
∂un3
∂x3
)]
= 0
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where θu is an implicitation coefficient for the velocity.
Then the velocity components are obtained by calculating the (hydrostatic) mo-
mentum equations following the hydrostatic assumption:
uhydi − uCi
∆t
= −g θh ∇(ηn+1 − ηn)− g ∇(ηn) (3.24)
+∇ · (ν ∇(ui)) + Fi
3. In the hydrostatic version, uhydi (i=1,2) is the final 2D horizontal velocity, and
then the vertical velocity un+13 is calculated by the three-dimensional continuity
equation.
4. In the non-hydrostatic version, momentum equation for u3 is added as:
∂u3
∂t
+ (u3 · ∇)u3 = − 1
ρ0
∂pd
∂x3
+∇ · (ν ∇(u3)) (3.25)
where the pd is the non-hydrostatic pressure which can be solved by a Poisson
equation.
Finally, the free-surface can be updated again by the depth-averaged continuity
equation.
Finite element method
In TELEMAC, the Navier-Stoke equations are discretised by finite element method
(FEM). This approach is based on two principal ideas: an interpolation method and
a variational method known as ’weighted residuals’. The interpolation discretises the
unknown and the variational principle discretises the equation.
For example, let’s consider our equations are in the form of:
L(u) = f (3.26)
The general idea is to replace an unknown function u, which belongs to an infinite
dimensional space, by an approximation uh defined on a finite dimensional space N.
This is an approximation and we cannot always ensure that L(uh) = f . We simply try
to minimize L(uh)− f and this will be the goal of the variational method.
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TELEMAC offers different interpolation functions depending on the mesh used for
calculations. The TELEMAC-3D mesh structure is made of prisms(eventually split in
tetrahedrons). Therefore in this study, we stick on the interpolation of PRISM.
Figure 3.3 shows a prism with 3 vertical rectangular faces, and two triangular faces,
one at the bottom and one at the top, and which are not necessarily horizontal. This
mesh structure is the same as the one used in our simulations.
Figure 3.3: reference element for a prism
In figure 3.3, the numbers in circles indicate local numbering of the nodes.
The Basis functions Ψj corresponding to the nodes j of the reference element are:
Ψ1 = (1− α− β)
(1− γ
2
)
(3.27)
Ψ2 = α
(1− γ
2
)
(3.28)
Ψ3 = β
(1− γ
2
)
(3.29)
Ψ4 = (1− α− β)
(1 + γ
2
)
(3.30)
Ψ5 = α
(1 + γ
2
)
(3.31)
Ψ6 = β
(1 + γ
2
)
(3.32)
The basis function ϕi on any prism in the Ω mesh are obtained by creating the Ψi
functions with the isoparametric transformation F, transforming the reference prism
into this prism of any type.
The Ψi function which appear in the definition of F are the same as the basis func-
tion defined on the reference element since the reference element chosen is isoparamet-
ric(the interpolation nodes are also the geometric nodes). In our case, the expressions
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of F can be simplified since:
x1 = x4 ; y1 = y4 (3.33)
x2 = x5 ; y2 = y5 (3.34)
x3 = x6 ; y3 = y6 (3.35)
The following is therefore obtained for F:
x = (1− α− β)x1 + αx2 + βx3
y = (1− α− β)y1 + αy2 + βy3
z = [(1− α− β)z1 + αz2 + βz3]
[1−γ
2
]
+ [(1− α− β)z4 + αz5 + βz6]
[1+γ
2
] (3.36)
The following is deduced for theϕi functions: ϕi(x, y, z) = Ψi(F
−1x, y, z)
Having restricted out function u to a representation uh, based on a discrete number
of unknowns ui, we now wish to minimize L(uh)−f . The variational method states that
the dot product
∫
Ω(L(uh)− f)ϕidΩ is zero for some functions ϕi called test functions.
The choice of these functions defines the variants of the finite element method. In this
study, we select the Galerkin technique which consists in choosing test functions equal
to the basis functions: ϕi = Ψi. When uh is decomposed as
∑n
i=1 uiΨi, the variational
method will clearly lead to a linear system of unknowns ui.
3.2 Turbulence modelling
The flow around piles of wind turbines or around marine turbines is very turbulent.
TELEMAC-3D offers the user several options for turbulence modelling to compute the
turbulent eddy viscosity: (i) a constant viscosity model; (ii) a mixing length model;
(iii) a k- two equation model; and (iv) a space/flow dependent eddy viscosity following
Smagorinsky (1963), which is commonly called Large Eddy Simulation (LES).
The constant viscosity model is only sufficient when the flow is governed by the
pressure gradient and advection. The mixing length model is used to describe the
velocity profile in the vicinity of a wall. The k- model comprises a couple of equations
solving the balance equations for k (turbulent energy) and  (turbulent dissipation).
This approach can only give a time averaged mean value for the velocity field. The
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Smagorinsky model can be used to compute instantaneous velocity profiles, however
there are two drawbacks in the current turbulence approach. The first one is that it
uses the same length scale both in horizontal and vertical. Due to the strong grid
anisotopy in coastal engineering modelling, it is difficult to find a proper single length
scale for the model. The second drawback is that it only takes the strain rate of the
turbulent structure into consideration but not the rotation rate.
Therefore, in this study, two new turbulence models including the 2eddy LES model
[80] and the Wall-Adapting Local Eddy-Viscosity (WALE) model [110] are implemented
in TELEMAC-3D, in an attempt to circumvent the 2 aforementioned drawbacks.
3.2.1 The 2eddy LES turbulence model
This model is based on the assumption [75], which pointed out that the large eddies
of the flow are dependent on the geometry while the smaller scales are universal. This
feature enables the model to separate the turbulent flow into large and small parts by
a filtering process based on an energy cascade. The large eddies are computed, while
the small eddies are modelled by using a sub grid-scale model.
The smagorinsky model is the first ever derived LES turbulence model. The smallest
turbulent scales would naturally appear in the numerical solutions if the size of the finite
elements would allow the reproduction of all the mechanisms including the viscous
dissipation of very small vortices. Only in the formation of smaller vortices, where
turbulence is inhibited by the mesh, modelling takes place.
The classic Smagorinsky model is computed as:
νt = C
2
s∆
2
√
2SijSij (3.37)
where νt is the turbulent viscosity, Sij the strain rate tensor of the filtered velocities,
with:
Sij =
1
2
(∂ui
∂xj
+
∂uj
∂xi
)
(3.38)
where Cs is a dimensionless coefficient to be calibrated and ∆ is the mesh size derived
in 2-D or 3-D from the surface or from the volume of an element.
Based on the assumption that the small scales tend to isotropy, the standard
Smagorinsky model relies on the small and isotropic mesh elements. The eddy vis-
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cosity is evaluated as the product of a length-scale Cs∆, proportional to the grid size,
and a velocity scale Cs∆|Sij |.
In order to solve large scale fluid mechanics, the mesh used in coastal engineering is
normally anisotropic and there is a big difference between the horizontal and vertical
element size. It is difficult to define a single length-scale for both horizontal and vertical
directions. A newly developed Large Eddy Simulation model, namely the 2eddy LES
turbulence model [111] is used.
The 2eddy LES model shares similar ideas as to these of the Smagorinsky model,
but uses different length-scales in the horizontal and vertical directions respectively.
Two turbulence viscosities νt,h and νt,v are commonly used in geophysical fluid dy-
namics [111], with h and v representing the horizontal and the vertical component
respectively. The diffusive term of the Navier-Stokes equations is calculated for each
velocity component i, as:
Di =
∂
∂x1
νh
∂ui
∂x1
+
∂
∂x2
νh
∂ui
∂x2
+
∂
∂x3
νv
∂ui
∂x3
(3.39)
where νh = ν+ νt,h and νv = ν+ νt,v. Adopting the 2eddy LES model to reproduce
the sub-grid stress as in the Smagorinsky model we have:
νt,h = (ChLh)
2|Sh| (3.40)
νt,v = (CvLv)
2|Sv| (3.41)
where Ch and Cv are the coefficient of the model and Lh and Lv are the length-
scales for the horizontal and vertical directions respectively. In the original model for
structured grids, Lh and Lv are computed as:
Lh =
√
∆x12 + ∆x22 (3.42)
Lv = ∆x3 (3.43)
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Where ∆xi are the spacing in the i
th direction.
For unstructured grids (finite elements for instance), defining ∆x1 and ∆x2 is not
easy. The L are here computed from the volume element and the vertical spacing ∆x3.
∆x3 is obtained by calculating the vertical distance between two nodes. Lh is then
approximated by Lh =
√
Velement/∆x3, where Velement is the volume of the element.
The strain rate tensors, in both directions, namely |Sh| and |Sv| are decomposed
as:
|Sh| =
√
2S211 + 2S
2
22 + 2S
2
12 (3.44)
|Sv| =
√
2S213 + 2S
2
23 + 2S
2
33 (3.45)
The coefficients of the model need calibration and this is still an open issue, as the
model has not been tested on a wide range of configurations. An ideal test case should
be able to catch the anisotropic behaviour of the unresolved turbulent scales. Roman
et al [80] has applied the 2eddy LES model to investigate the hydrodynamics of Muggia
Bay in Italy. The turbulence mixing in a 20 m depth bay was successfully reproduced.
This simulation environment is similar to the one of this study. Therefore in this study,
Ch and Cv are set to 0.005 and 0.25 respectively which is the same as the recommended
values in [80].
3.2.2 Wall-Adapting Local Eddy-Viscosity turbulence model
In LES, the eddy-viscosity νt must not change when the frame of reference is changed.
Clearly the velocity gradient tensor gij =
∂ui
∂xj
is a good choice to represent the ve-
locity fluctuations at the length scale ∆. The Smagorinsky model is based on the
second invariant of the symmetric part Sij of this tensor. However there are two major
drawbacks associated with this choice:
• This invariant is only related to the strain rate of the turbulent structure but not
the rotation rate.
• It does not offer a proper wall-scaling to get a good prediction of the friction
coefficient.
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In order to overcome the aforementioned disadvantages, a new turbulence model named
Wall-Adapting Local Eddy-Viscosity (WALE) [112] is also tested. In this approach, a
better operator with the traceless symmetric part of the square of the velocity gradient
tensor is considered as follows:
Sdij =
1
2
(
g2ij + g
2
ji
)− 1
3
δijg
2
kk (3.46)
where g2ij = gikgkj and δij is the Kronecker symbol. Einstein summation is used here.
The anti-symmetric part of g, Ω is represented by:
Ωij =
1
2
(∂ui
∂xj
− ∂uj
∂xi
)
(3.47)
The tensor defined by equation 3.46 can be rewritten in terms of
Sdij = SikSkj + ΩikΩkj −
1
3
δij
[
SmnSmn − ΩmnΩmn
]
(3.48)
By using equation 3.48 and making use of the Cayley-Hamiltion theorem for linear
algebra, this quantity can be developed as:
SdijS
d
ij =
1
6
(
S2S2 + Ω2Ω2
)
+
2
3
S2Ω2 + 2IVSΩ (3.49)
with the notations:
S2 = SijSij
Ω2 = ΩijΩij
IVSΩ = SikSkjΩikΩkj
According to equation 3.49, an LES model based on SdijS
d
ij will detect turbulence
structures with either strain rate, rotation rate or both. The expression for the eddy-
viscosity reads as:
νt = (Cw∆)
2
(
SdijS
d
ij
)3/2(
SikSkj
)5/2
+
(
SdijS
d
ij
)5/4 (3.50)
In equation 3.50, the spatial operator
(
SdijS
d
ij
)3/2
behaves like x32 near a wall.(
SikSkj
)5/2
and
(
SdijS
d
ij
)5/4
scale the operator and make it in the proper dimension
of frequency for subgrid scale model formulation. Cw is the constant which was sug-
gested, i.e. C2w ≈ 10.6C2s [110]
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3.2.3 The implementation in TELEMAC-3D
In the code of TELEMAC-3D, two new subroutines are created to compute the viscosity
by the 2eddy LES model and WALE model respectively. Following the programming
rule in the existing code, the formulations shown in the last two sections are written.
The Navier-Stokes equations are discretised by the finite element method (FEM),
therefore most of the variables in the calculation are written in the form of uh =∑n
i=1 uiΨi. For example, the velocity gradients are calculated as:
(∇u)i = XMUL
∫
Ω
Ψi
−−→
grad(ui)dΩ (3.51)
where XMUL is a multiplication factor; Ψi is the test function.
This subroutine computes the integral over the domain of the gradient multiplied
by the test function at prism level. It considers the averaged gradient multiplied by
a surface which is the integral of test functions on the domain. Then this surface is
considered to be ∆2. For instance, if we calculate the Smagorinsky viscosity:
υt = C
2
s
√
2SijSij (3.52)
Actually, what we have is written as follows:
Sij =
1
2
(∂Ui
∂xj
Velement +
∂Uj
∂xi
Velement
)
(3.53)
In 2-D this approach is correct as the extra area that we get from the gradient
formulation stands for the square of the mesh size. However, in 3-D we get an extra
volume.
A correction was made in the calculation of strain rate tensor Sij , so that the exact
velocity gradients could be computed. The formula of the velocity gradients are written
as:
V EC(i) =
XMUL
volume
∫
Ω
Ψi∇(F )dΩ (3.54)
Then the turbulence viscosity is computed by equation 3.40 3.41 or equation 3.50
3.3 Immersed Boundary Method
The immersed boundary method used here is based on direct forcing method which
relies on forces applied to some nodes of the mesh, which impedes the flow along the
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solid boundaries. The additional IB force replaces the actual reaction force on the
solid surface and is activated by using source terms in the momentum equations of the
Navier-Stokes equations. The forcing step is added in the ’hydrostatic’ step where the
hydrostatic velocity is solved.
The forcing step in the current modified model can be represented as:
un+11 − uC1
∆t
= −g( ∂η
∂x1
) + ν
(
∂2u1
∂x21
+
∂2u1
∂x22
+
∂2u1
∂x23
)
+ Fx1 (3.55)
un+12 − uC2
∆t
= −g( ∂η
∂x2
) + ν
(
∂2u2
∂x21
+
∂2u2
∂x22
+
∂2u2
∂x23
)
+ Fx2 (3.56)
(3.57)
where uCi are the velocity components obtained from the previous advection step and
Fxi contains the buoyancy terms.
Following [113], the force terms are obtained by rearranging equations 3.57 and
substituting un+11 , u
n+1
2 , u
n+1
3 with the desired velocity at the solid node. By applying
non-slip boundary conditions at the solid surface, the IB force terms are defined as:
F ibmx1 =

0− uC1
∆t
+ g(
∂η
∂x1
)
−ν
(
∂2u1
∂x21
+
∂2u1
∂x22
+
∂2u1
∂x23
)
− Fx1 , on the boundary node
0 , elsewhere
F ibmx2 =

0− uC2
∆t
+ g(
∂η
∂x2
)
−ν
(
∂2u2
∂x21
+
∂2u2
∂x22
+
∂2u2
∂x23
)
− Fx2 , on the boundary node
0 , elsewhere
Because the finite element method is used to discretise the equations, the value
of one node relies on the values of the surrounding nodes. Therefore, although the
velocities on the IB nodes can be set to zero by applying the additional force (this is
because of the assumption that the boundary of an obstacle is accounted for during
meshing), small velocity fluctuations can still be observed inside the obstacle. In order
to keep the model stable, a zero velocity condition is applied on all the nodes inside of
the obstacle at each time-step. When dealing with submerged structures in the water,
the vertical zero velocity condition is used at all immersed boundary nodes.
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3.4 Sediment transport modelling
The total transport rate at each computational node is split into bed-load and suspended-
load transport. For the bed-load simulations, the Soulsby-Van Rijn formula is used as
it is suitable for use in cases with combined currents and waves. The transport rate is
represented by the following equations:
Qb,s = Ab,su
[(
u2 + 2
0.018
CD
u20
)0.5 − ucr]2.4 (3.58)
where u0 is the orbital velocity of the waves, CD is the quadratic drag coefficient due
to the current. This formula considers the sand transport rate both of bed load Qb and
suspended load Qs. Ab,s are the bed load and suspended load coefficients which are
computed as:
Ab =
0.005h(d50/h)
1.2
[g(s− 1)d50]1.2 (3.59)
As =
0.012d50D
−0.6∗
[g(s− 1)d50]1.2 (3.60)
where d50 is the median grain size, D∗ is the dimensionless grain size defined as:
D∗ =
[g(s− 1)
ν2
]1/3
d50 (3.61)
The critical entrainment velocity ucr is defined as:
ucr = 0.19d
0.1
50 log10
( 4h
d90
)
if 0.1 mm ≤ d50 ≤ 0.5 mm (3.62)
ucr = 8.5d
0.6
50 log10
( 4h
d90
)
if 0.5 mm ≤ d50 ≤ 2 mm (3.63)
where d90 is the characteristic of the coarser grains that 90% of the grains by mass
are finer.
The three dimensional suspended sediment concentration is calculated by consider-
ing the local mass conservation of a tracer. The equation is written as
∂C
∂t
+∇ · (Cu+ Cws) = ∇ · (νt∇C) (3.64)
where νt is the turbulent diffusivity coefficient (m
2s−1). −→ws = (0, 0,−ws) is the sediment
settling velocity (ms−1).
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3.5 The TELEMAC system
In this study, the open-source TELEMAC-3D software is used as a tool to numerically
model the 3D hydrodynamics.
TELEMAC-3D is part of a processing chain, namely the TELEMAC system [11].
This system also includes a sediment transport module SISYPHE and a wave module
TOMAWAC. Triple coupling of these modules gives all the requirements to perform
simulations of hydrodynamic flow, contaminant and sediment transport. The details
of a full model operation procedure can be found in figure 3.4.
Figure 3.4: Simulation procedure with the TELEMAC modelling system
The files to perform a simulation include a steering file, a mesh file, a boundary file,
and potentially a Fortran file. The steering file contains all the parameters which will be
used in that simulation. The mesh file contains all the mesh information (for instance
the number of nodes and elements, the initial value of each node.). The boundary
conditions are defined on all the boundary nodes. The Fortran file allows the user to
modify and use their owe code.
Chapter 4
Turbulence model validation
This chapter illustrates the validation of the implementation of the 2eddy LES model
[80] and the wall-adapted local-eddy viscosity (WALE) model [112]. The laboratory
experiment of Roulund et al. [114] is used to calibrate the models.
4.0.1 The experiment
Roulund et al. [114] conducted a rough rigid bed experiment with a vertical circular
pile in a steady current. A pile of a diameter D = 0.536 m was sealed along its perimeter
on a rigid bed covered by a single layer of crushed stones, the roughness height of which
was k = 0.77 cm. It was conducted in a 28 m long and 4 m wide flume. The water depth
was maintained at 0.54 m. The approach velocity was 0.326 m/s, which was obtained
from the integration of the velocity profile. Only velocity measurements were carried
out in this test. The measurements were conducted using a two-component DANTEC
’pen-size’ laser-Doppler anemometer (LDA) in the plane of symmetry upstream and
downstream of the pile. The focal length of the pen-size probe with a specially built
adaptor was 8 cm. The measurement volume (dx dy dz) was 1.5 mm, 0.12 mm, 0.12
mm. In this study, the influence of the horseshoe vortex and the lee wake vortex flow
processes around the pile was investigated. The author pointed out that the Reynolds
number and the boundary-layer thickness have significant impact on the turbulence
around the structure.
To further investigate the capability of the new turbulence approach, both turbu-
lence models are used in the simulation of the flow around a circular cylinder and their
44
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results compared to the laboratory measurement of Roulund et al [114].
4.1 Model setup
The validation of the two new turbulence implementations use the same computational
mesh, boundary conditions and parameter settings.
4.1.1 Computational domain
Following Roulund et al [114], the simulation domain is set to be 50 m long by 4 m
wide. The bed is assumed to be flat with a constant depth of 0.54 m. A cylinder with
a diameter of 0.53 m (D) is placed at 13 m downstream of the inlet as in figure 4.1.
Figure 4.1: Geometry of the computed domain.
4.1.2 Computational mesh
To assess the mesh dependency of the solution, three meshes with different grid density
are used. An initial mesh, called mesh1 is generated using 47,546 triangular elements
in the 2-D horizontal plane and 50 non-equally distributed vertical layers across the
water depth. The mesh around the cylinder up to 5 m behind the cylinder is refined to
capture the wake dynamics. As comparison, two other 2-D meshes, mesh2 and mesh3
are generated with 91,628 elements and 282,740 elements respectively, the same vertical
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distribution being used for these 2 meshes as well. A zoom of the difference between
the three meshes can be found in figures 4.2, 4.3 and 4.4.
Figure 4.2: mesh1 with 47,546 triangular elements
Figure 4.3: mesh2 with 91,628 triangular elements
Figure 4.4: mesh3 with 282,740 triangular elements
In mesh1, the element average edge size behind the cylinder is about 0.05 m. In
mesh2 and mesh3, the element average edge size behind the cylinder reduces to 0.035 m
and 0.02 m respectively. All three meshes have the same resolution around the circular
cylinder.
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Figure 4.5: The vertical mesh with 50 non-equally mesh
In the vertical direction, 50 non-equally distributed sigma transform layers are used.
The distance between consecutive layers is specified according to equation 3.17. The
minimum distance between two layers is found at the bottom and surface, which is
about 0.003 m. In the middle of the mesh, the distance between two layers is about
0.015 m.
4.1.3 Boundary conditions
Apart from the free surface which is directly treated by the solver, the boundaries of
the computational domain include inlet, outlet, walls and bottom.
1. Inlet : At the inlet, a flow rate Q is specified. The value of Q is calculated from
the horizontal velocity, which follows the same flow settings as in Roulund et al’s
experiment.
2. Outlet : At the outlet, prescribed elevations are given.
3. Wall : The walls of the flume and pile are set as solid walls. Sidewall friction is
not accounted for in this study.
4. Bottom: The bed roughness is specified in both smooth bed and rough bed con-
ditions according to the experiment.
4.1.4 Parameter settings
Table 4.1 summarises the test conditions for the cylinder case. Two conditions from
the experiment in [114] are used, one for a smooth bed and the other one for a rough
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bed. In the rough bed simulations, the bottom friction is modelled by the Nikuradse
law and the friction coefficient ks is set to 0.1 cm.
In the table, the Reynolds number Re reads,
Re =
UD
ν
(4.1)
where U is the mean flow velocity and D is the diameter of the cylinder. Also mentioned
in the table, the Froude number Fr is defined as
Fr =
U√
gh
(4.2)
in which h is the water depth.
Test 1 2
Bed Rigid Rigid
Smooth bed/rough bed Smooth Rough
Water depth h (m) 0.54 0.54
Mean Flow velocity U (ms−1) 0.326 0.326
Pile diameter D (m) 0.54 0.54
Re 1.7× 105 1.7× 105
Fr 0.14 0.14
Bed Nikuradse equivalent sand Roughness ks(cm) - 0.1
Mesh mesh1 /mesh2 /mesh3 mesh1 /mesh2 /mesh3
Table 4.1: Test conditions for the numerical modelling
In all the tests, a time step of 0.01 s is chosen to keep the maximum Courant number
below 0.8.
The Courant number is defined as:
C = Umean
∆t
∆x
(4.3)
where Umean is the depth-mean flow velocity and ∆x is the smallest element size.
In order to ensure that the flow is fully developed, each test is run for 30 minutes
and the last 100 seconds of the instantaneous results are collected for analysis and
comparison.
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4.2 Validation of the model
In the appendix, two conference papers from the author [115, 116] related to the tur-
bulence modelling validation are attached. In order to have a more comprehensive
view, the behaviour of TELEMAC existing turbulence models is discussed. The same
laboratory scale case of the flow around a constant circular cylinder is studied.
In [115], the Smagorinsky turbulence model is used in the horizontal direction and
the mixing length model in the vertical direction. Both turbulence models exist in the
current version of TELEMAC (v7p1). The paper points out that the coastal model
TELEMAC-3D can be used at laboratory scale. It performs well when simulating
steady flows, such as the flow in front of a structure/cylinder. However, the existing
Smagorinsky model shows very mesh dependent results. The vortex shedding behind
the structure is only resolved by the very fine mesh.
[116] compares the performance of the new implemented WALE model and the
existing Smagorinsky model. In this research, the Smagorinsky model is used in both
horizontal and vertical directions. The numerical results indicate that, in the circular
cylinder test case, both turbulence models show good agreement in front of the cylinder.
However behind the cylinder, the result of the WALE model is clearly better than that
of the constant Smagorinsky model.
In the following section, the tests of the validation of two new turbulence models,
i.e. the 2eddy LES and the WALE model, are discussed. According to [117], the vortex
shedding behind the cylinder is expected.
4.2.1 Mesh setup
The validation of the new turbulence model implementation begins with some mesh
sensitivity tests. The computations are performed with three different size meshes,
mesh1, mesh2 and mesh3. The details of these meshes can be found in section 4.1.2.
All three meshes deal with 50 horizontal layers unevenly distributed. The smooth bed
condition is used for the mesh dependency test.
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(a) mesh1
(b) mesh2
(c) mesh3
Figure 4.6: Instantaneous velocity distribution at the surface layer for the different meshes, using
the 2eddy viscosity LES model
4.2.2 2eddy LES model
Firstly, the computed instantaneous velocity distribution is compared for different mesh
resolutions. Figure 4.6 (a) (b) (c) illustrate the surface instantaneous velocity distri-
bution around the pile in the smooth bed condition obtained using the 2eddy viscosity
LES model for three different meshes respectively. In the figures, the low speed of the
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flow is denoted in green and the high speed of the flow is denoted in red. Overall similar
flow patterns can be found in the results of the three different meshes. The flow velocity
decreases in front of the cylinder and accelerates at the sides of the cylinder. A decrease
in velocity in the wake of the pile can be clearly observed. A vortex shedding (no data
are available for comparison) is captured in all test cases. There is another remarkable
fact that in front of the cylinder, all three results show a fan-shaped separation. This is
similar to the bow wave effect [118] in ship design. A bow wave is the wave that forms
at the bow of a ship when it moves through the water. In this study, the bow wave
effect indicates the loss of momentum and represents a significant proportion of the
wave resistance. The following result show that there is a dramatic increase of water
surface in this area.
The major difference of the velocity profile in these three figures is found in the
wake region. The numerical result of the coarsest mesh (figure 4.6 (a)) shows a more
continuous low speed region. The vortex separation in the wake is not obvious. However
the shedding of smaller size eddies in wakes in figure 4.6 (b) and (c) is noticeable. In
the result of the finer meshes (figure 4.6 (c)), the wake is composed by a series of small
low speed vortices. According to the concept of LES turbulence modelling, the size of
the mesh plays the role of cutoff filter. All turbulent structures smaller than the filter
size are modelled. Therefore the finer the mesh is in the numerical model, the more
details of the turbulence structure are simulated.
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Figure 4.7: Mean horizontal velocity component obtained by the 2eddy viscosity LES model
using different mesh sizes (smooth bed test)
Figure 4.7 compares the time averaged streamwise velocity profiles in the middle
layer over the central cross section using different mesh sizes for the smooth bed test.
The time averaging is obtained by averaging 100 instantaneous numerical results after
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Figure 4.8: Mean vertical velocity component obtained by the 2eddy viscosity LES model using
different mesh sizes (smooth bed test)
the flow in a fully developed channel. In the figures, the symbols denote the experimen-
tal data obtained by Roulound et al [114]. The blue, green and purple curves represent
the numerical results obtained by using mesh1, mesh2 and mesh3 respectively. It is
clear that, the three computed velocity profiles in front of the circular cylinder show
a very good agreement with the experimental data. The flow speed reduces from 0.36
ms−1 at the inlet boundary to 0 ms−1 at the cylinder wall. In the wake area behind
the structure, all three cases show the flow recovery, however the result obtained from
mesh3 shows a slight different distribution, e.g. a shorter recovery distance and com-
paring with the experiment data, a better agreement in the minimum value of flow
velocity.
The comparison of the time averaged vertical velocity is illustrated in figure 4.8.
The main differences are found in front of the cylinder. Two noticeable spikes are found
in the vertical velocity distribution obtained by mesh3. The largest one is located at
1 diameter in front of the cylinder and another smaller one is at about 1.5 diameter
far in front of the cylinder. In general, the vertical velocity tends to zero at a position
far from the structure because without any disturbance at the inlet, the flow in the
channel tends to be in the horizontal direction. With the presence of the cylinder,
the vertical velocity also increases in front of the structure. However the spikes found
in the velocity distribution are not caused by the flow fluctuation but a small vortex
generated in front of the cylinder. As discussed above, small vortex structures can be
resolved by the high mesh resolution. In the simulation based on mesh3, two extra
vertical vortices are found in front of the cylinder at the bottom. These vortices can
not be averaged through the time averaging in 100 s and therefore the vertical velocity
increases dramatically. However the results of the three different meshes all show good
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agreement in the comparison to the flow behind the cylinder. The vertical velocity
increases from a large negative value to a positive value then reduces. This is due to
the anticlockwise vertical vortex generated behind the structure.
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Figure 4.9: Mean surface elevation obtained by the 2eddy viscosity model using different mesh
sizes (smooth bed test)
Figure 4.9 presents the mean surface levels obtained from the three different meshes.
Similar trend is found that there is a dramatic surface rise in front of the cylinder and
a gentle recovery behind the cylinder. Although the test with the finer mesh slightly
underestimated the surface levels, the peak elevations obtained by the three cases are
almost the same.
4.2.3 WALE model
The results of the mesh sensitivity tests obtained by the WALE turbulence model are
presented in this section.
Figure 4.10 (a) (b) (c) illustrate the instantaneous surface velocity distribution using
mesh1, mesh2 and mesh3 respectively. Similar to the results obtained by the 2eddy
viscosity LES model, all three cases show low flow velocity in front of and behind the
cylinder and high flow velocity at the sides of the cylinder. The vortex structure based
on the difference in velocity distribution arises from the mesh density is similar by using
WALE model. The size of the eddies is in much closer range than that in the 2eddyLES
model results. The bow effects are also remarkable and are found in the front of the
cylinder.
Comparing with the 2eddy viscosity LES model, the WALE model show less mesh
dependence. The coarser mesh is still capable of representing small coherent structures.
This is due the fact that the WALE model considers both rotation rate and strain rate
of the turbulent structure. In figure 4.10 (c), small vortices observed in the wake region
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are mainly associated with rotation effect.
(a) mesh1
(b) mesh2
(c) mesh3
Figure 4.10: Instantaneous velocity distribution at surface layer with different mesh, using the
WALE model
In the comparison of time-averaged velocity components, the WALE model also
shows less mesh dependency. Figure 4.11 presents the time-averaged streamwise ve-
locities obtained by using the three different meshes. In front of the cylinder, there
is a very good agreement between all three numerical results and experimental data.
Behind the cylinder, the recovery feature is captured but small variations are also seen
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Figure 4.11: Mean horizontal velocity component obtained by the WALE model using different
mesh sizes (smooth bed test)
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Figure 4.12: Mean vertical velocity component obtained by the WALE model using different
mesh sizes (smooth bed test)
in the figure.
Figure 4.12 shows the computed vertical velocity along the central plane in com-
parison with the data. All numerical results obtained by different meshes have spikes
in front of the cylinder but the location is different. This is due to the fact that small
vortices are generated using all three meshes. In the result of mesh1, there is only one
small spikes which is located at about 1 diameter in front of the cylinder. However
two large spikes are found in the results of mesh2 and mesh3 respectively. This similar
feature as in the 2eddy LES model seem suggest that the time averaging required to
get the mean flow is much longer than the 100 s.
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Figure 4.13: Mean surface elevation obtained by the WALE model using different mesh sizes
(smooth bed test)
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In contrast with the comparison of the surface elevation with the 2eddy viscosity
LES model, using the WALE model with a finer mesh (mesh3 ) slightly over predicts
the surface level as shown in figure 4.13.
It is clear that the mesh resolution does influence the numerical results in the present
LES simulation, however this impact of the model accuracy is limited as demonstrated
in the similarities in these comparisons of the mean flow. For this reason, all the
following figures show numerical results based on mesh1.
4.3 Model result
The aforementioned model calibration shows limited model results. The following sec-
tion presents more detailed results from both turbulence models.
4.3.1 Flow structure obtained from the 2eddy LES model
The details of the flow structure obtained by the 2eddy LES model are illustrated in
figure 4.14.
Figure 4.14 shows the distribution of the magnitude of the instantaneous velocity
around a cylinder at the free surface, middle and bottom layer respectively. In all three
layers, similar flow patterns can be found with a decrease of velocity in the wake of the
pile and a flow acceleration at the sides of the pile. However it is obvious that the wake
illustrated in the free surface and middle layer is much longer than that at the bottom
layer. In comparison with that near the surface, velocity accelerations at both sides of
the pile play significantly larger roles in the flow pattern near the bed region.
In addition, the reduction in velocity in the wake region is noticeable, particularly
from the middle layer downwards to the bed, a region with negative flow velocity can
be seen clearly at about 2 to 3D downstream. The reversed flow is more obvious at the
bed surface.
The pattern of vortex shedding in the wake region remains similar at the top and
middle layer. But further downwards close to the bed, such coherent structure has been
reduced to a very small region close to the cylinder.
Figures 4.15 and 4.16 visualise the velocity vectors in front of and behind the cylin-
der respectively, using a vertical cross-section view. Before the flow is split by the
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Figure 4.14: Horinzontal velocity distribution at different layers. Obtained from 2eddy LES
model and smooth bed condition
cylinder (shown in figure 4.15), an uniform flow with log profile in the vertical direction
is obtained by the numerical model. This distribution remains until about 0.6D in
front of the cylinder, then the flow starts reducing the velocities and changing direc-
tions. A vortex can be clearly found at the bottom in front of the cylinder, which is
also well known as ’horseshoe vortex’ located about 0.25D at the front of the cylinder.
A downwards flow is clearly seen immediately in front of the cylinder.
When the flow passes the cylinder (as shown in figure 4.16), two vortices are gener-
ated immediately behind the structure. Flows in opposite direction are found further
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Figure 4.15: Velocity vector diagram in vertical cross section, in front of the cylinder
Figure 4.16: Velocity vector diagram in vertical cross section, behind the cylinder
downstream, e.g. the flow at the free surface goes downstream, however an opposite
upstream flow is found close to the bottom.
The vortex shedding phenomenon is clearly illustrated in figure 4.17. It depicts a
sequence of velocity vectors and streamline plots at depth of Z = -0.27 m. From these
figures, the unsteady behaviour of the wake is evident. The vortices are created at the
back of the cylinder and detach periodically from either side of the structure.
In the investigation of the turbulence, the Q criterion is a widely used as a vortex
detection criterion for LES results [119]. Q is the second scalar invariant of the velocity
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Figure 4.17: Horizontal velocity vector and streamlines for unsteady flow simulation during one
period of vortex shedding. Smooth bed; horizontal cross-section at Z = -0.27 m
derivative tensor and can be expressed for incompressible flows as:
Qcriterion = (ΩijΩji − SijSji)/2 (4.4)
where Sij and Ωij are the symmetric and the anti-symmetric part of the velocity deriva-
tion tensor respectively. This expression highlights that positive regions of the Q field
are associated with the fact that rotation is dominant over the shear. In fact it rep-
resents the local balance between shear strain rate and vorticity magnitude, defining
vortices as areas where the vorticity magnitude is greater than the magnitude of rate-
of-strain [120–123].
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Figure 4.18: Vortex identification plotting Q criterion iso-surfaces (3-D view)
Figures 4.18 and 4.19 use the Q criterion to visualise the vortex structure obtained
by the 2eddy LES turbulence model in a 3-D view and a top view respectively. In the
figures, the iso-surface of the Q criterion is displayed and each closed bar indicates a
vortex. A horseshoe vortex is clearly represented in front of the cylinder. Although
the vortex in the wake area close to the cylinder is disordered, vortex shedding is still
visible after a distance.
4.3.2 Flow structure obtained from the WALE model
The horizontal velocity profiles in different layers across the central plane obtained from
the WALE model are represented in figure 4.20. Similar velocity distribution to that in
the 2eddy LES model is found. Although the upstream flow reduces speed in front of
the cylinder, a negative value is only found at the bottom layer which indicates that a
horseshoe vortex is only produced in this area. Moreover, in the wake area there is no
recovery flow at the surface layer but in the middle and bottom layers. Again, similar
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Figure 4.19: Vortex identification plotting Q criterion iso-surfaces (Top view)
to that in the 2eddy LES model results, the reduction near the lower part of the water
column is stronger which produces negative flow velocity, especially close to the bed
surface. The vortex structure is largely dominated by the shedding at the upper part
of the water body with much reduced strength near the bed. However, the width of
the Karman vortex street in the wake is narrower than that in the 2eddy LES case and
various small coherent structure is seen in the middle layer, which suggests the vortex
shedding in the cross-width direction is limited.
Figures 4.21 and 4.22 illustrate the velocity vector distribution in a vertical cross-
section for the WALE model results. The horseshoe vortex is clearly seen at the bottom,
in front of the cylinder, however comparing the 2eddy model with the WALE model,
the position is further upstream. The core of this horizontal vortex is located at about
2D in front of the structure. As opposed to the 2eddy LES model results where the
horizontal and vertical dimensions of the horseshoe vortex are similar, the horizontal
size of the vortex obtained from the WALE model is about 6 times its vertical size.
However in the wake region, the WALE model also shows similar flow pattern as the
2eddy LES model with two vortices against the cylinder wall, the size of the vortex in
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Figure 4.20: Horinzontal velocity distribution at different layers. Obtained from the WALE
model and smooth bed condition
the 2eddy LES model is bigger.
The vortex shedding captured by the WALE model is illustrated in figure 4.23.
The result covers 4 seconds and a full vortex shedding can be found during this period.
Similar to the vortex shedding phenomenon obtained by the 2eddy LES model, the
vortices are created at the back of the cylinder and detach periodically from either side
of the structure.
In the visualisation of the Q criterion (see figure 4.24 and 4.25), the numerical result
obtained by the WALE model indicates that a similar vortex structure as for the 2eddy
viscosity LES model is observed. Both horseshoe vortex and Ka´rma´n vortices shedding
are found in front of and behind the cylinder respectively. However, the WALE model
exhibits a longer tail of horseshoe vortex at the sides of the cylinder.
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Figure 4.21: Velocity vector diagram in vertical cross section, in front of the cylinder
Figure 4.22: Velocity vector diagram in vertical cross section, behind the cylinder
4.3.3 Comparison between the 2eddy LES model and WALE model
To further illustrate the difference between the 2Eddy LES model and the WALE
model, results from these two are compared and discussed in detail in the following
section.
Figure 4.26 compares the turbulence kinetic energy (TKE) obtained by both tur-
bulence models. TKE is the mean kinetic energy per unit mass associated with eddies
in turbulent flow. The results obtained by both turbulence models show a common
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Figure 4.23: Horizontal velocity vector and streamlines for unsteady flow simulation during one
period of vortex shedding. Smooth bed; Horizontal cross-section at Z = -0.27 m
feature that in the range of X = 4.05 m and X = 4.2 m, there is high TKE along the
cylinder which continuously diffuse downstream. This is generated by the separation
of flow and cylinder wall at about X = 4.05 m. A different trend is observed in front
of the cylinder, the result obtained by the 2eddy LES model show high TKE values,
whereas the WALE model does not show. This indicate that very strong turbulent flow
in front of the cylinder is only represented by the 2eddy LES model.
Figures 4.27 and 4.28 illustrate the time evolution instantaneous velocities in a 100
s period, obtained by the 2eddy LES model and WALE model respectively. The point
is located at 1D behind the cylinder. Strong fluctuating velocities are seen clearly in the
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Figure 4.24: Vortex identification using Q criterion iso-surfaces (3D view)
figures. By counting the peak of instantaneous velocity under time-averaged velocity,
the shedding frequency can be estimated. The frequency obtained by the 2eddy LES
model is 0.13 Hz and it of the WALE model is 0.15 Hz. As suggested in [124], the
Strouhal number St as defined by St = fD/U, where D is cylinder diameter, U is mean
flow velocity, can be used to quantify the vortex shedding frequency f. In the present
case, the Reynolds number Re is approximately 2× 105, given U is 0.32 ms1 and D as
0.54 m, the diagramme of St against Re in [124] indicates the St is in the range of 0.2
to 0.35, which leads to f is in the range of 0.12 Hz to 0.21 Hz. This is very similar to
the present model results.
The pressure coefficient obtained by both turbulence models is shown in figure 4.29.
Here the pressure coefficient (Cp) is calculated as:
Cp =
p− p∞
1
2
ρ∞U2∞
(4.5)
where p is the pressure at the point at which pressure coefficient is being evaluated; p∞
is the pressure in the free stream; ρ∞ is the free stream fluid density; U∞ is the free
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Figure 4.25: Vortex identification using Q criterion iso-surfaces (Top view)
stream velocity of the fluid. In the figure, the pressure coefficient obtained from both
turbulence models shows a drop trend in the first half of the cylinder. This down trend
is replaced by a rising trend after about 90 degrees from forward the stagnation point
and ends with a constant value at about 150 degrees. The peak of pressure coefficient
obtained by the 2eddy LES model is about twice as small as the one of the WALE
model.
Figure 4.30 illustrates a series of comparison of the computed time averaged stream-
wise velocity distributions in different layers. This test is carried out using the smooth
bed condition. The results obtained by the 2eddy viscosity LES model and the WALE
model are represented by blue and green curves respectively. Red dots are for the
measurement data. Generally, the tendency is for the velocity to decrease in front of
the cylinder and to recover behind it, for both turbulence models. The 2eddy viscosity
LES and WALE models produce similar results in the wake area, although the distance
of flow recovery in both cases are slightly longer than for the experimental data. In
front of the cylinder, a big difference between the two turbulence models can be found
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(a) 2eddy LES model
(b) WALE model
Figure 4.26: Turbulence kinetic energy (TKE) obtained by 2eddy LES model and WALE model.
Z = -0.27 m
Figure 4.27: Instantaneous velocity in 100 s period obtained by the 2eddy LES model.
Figure 4.28: Instantaneous velocity in 100 s period obtained by the WALE model.
especially at the layers close to the bottom.
At the layer Z = -0.34 m (63 % of the water depth), mean horizontal velocities
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Figure 4.29: Mean pressure coefficient around the cylinder
obtained from the two models match the experiment data well in front of the cylinder.
In the wake area, the velocity obtained by the WALE model reduces to the same peak
as in the experiment, however the 2eddy viscosity LES model slightly under-predicts
this peak value. A similar velocity distribution is found at the layer of Z = -0.44 m (81
% of the water depth), however a clear velocity drop is observed at about 1D distance
before the cylinder. At the layer of Z = -0.49 m (91 % of the water depth), the results
obtained from the 2eddy viscosity LES model still show good agreement in front of
the cylinder, but the velocities are under-estimated by the WALE model. Behind the
cylinder, the two turbulence models show good agreement for the velocity decrease,
but a slower increase behind it is found comparing with the experimental data. At the
layer Z = -0.52 m (96 % of the water depth) and -0.53 m (98 % of the water depth),
both turbulence models under-predict the velocity in front of the cylinder. Behind the
cylinder, the experimental data show a significant feature that the flow velocity slightly
increases before reducing to negative values, and then recovering to reach the outlet
speed, which is represented by the numerical model.
In the result of the WALE model, the dramatic drop of velocity is taken place at
about 1D in front of the cylinder, which is the same position of the vertical vortex on
the bottom (shown in figure 4.21). This vertical vortex has an effect on the velocity
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distribution, and this effect becomes bigger with depth increase.
Figure 4.31 illustrates the comparison of the mean vertical velocity distributions in
the case of the smooth bed condition. In front of the cylinder, at the first three layers
(Z = -0.34 m , Z = -0.44 m and Z = -0.49 m), the experimental data show that the
vertical velocity maintains a 0 ms−1 value at the beginning and then decreases to a
large negative value when reaching the cylinder. The 2eddy viscosity LES model shows
a good agreement except for a small positive velocity spike which is found in front of
the cylinder due to the impact of vertical vortex on the bottom. This spike is also found
in the WALE model results, however its location is farther away from the cylinder.
At the last two layers (Z = -0.52 m and Z = -0.53 m) in front of the cylinder, the
experiment shows a small positive velocity spike before decreasing to a negative speed.
This is not represented by the numerical simulations. Behind the cylinder, both the
2eddy viscosity LES and WALE models show a good agreement as vertical velocities
increase from a negative value to a positive value and then drop to about 0 ms−1. The
2eddy viscosity LES model performs slightly better in the layers Z = -0.34 m and Z =
-0.44 m when the peak of velocity behind the cylinder is overpredicted by the WALE
model.
A similar comparison is conducted for the rough bed condition. Figure 4.32 shows
mean horizontal velocity distributions obtained using the mesh3 2-D triangular element
distribution with 50 vertical layer distributions. In front of the cylinder, the mean
velocity profiles obtained from the numerical model show a tendency to decrease, which
is also observed in the experimental data. Good agreement are found at layers above
Z = -0.447 m (83% of the water depth) by both numerical models. At the layer of
Z = -0.497 m (92% of the water depth) and Z = -0.517 m (96% of the water depth),
the mean velocity profiles obtained by the 2eddy viscosity LES model still match the
experiment well, however there is a big difference between the WALE model results and
the experimental data. At the bottom, where Z = -0.537 m (99% of the water depth),
both numerical models under-predict the horizontal velocities.
In the wake part, although a very good agreement can be found at the layer of
Z = -0.347 m, the velocity profiles obtained by both two numerical models are over-
estimated close to the surface and under-estimated close to the bottom. The 2eddy
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viscosity LES model preforms better than the WALE model to catch the flow recovery
tendency.
The vertical velocity distributions in the rough bed configuration are illustrated in
figure 4.33. Both the 2eddy viscosity LES model and the WALE model show very good
agreement in front of the cylinder. Big differences are observed behind the cylinder.
The numerical results indicate that the vertical velocity increases from large negative
values to about 0 ms−1, even though the experimental data show the opposite.
Figures 4.34 and 4.35 present the amplification of the bed shear stress obtained by
the 2eddy viscosity LES module and the WALE model respectively. For the comparison,
the smooth bed experimental results of Hjorth [125] is illustrated in figure 4.36. Here
the amplification of the bed shear stress is defined by:
ατ =
|τ0|
τ∞
(4.6)
where τ0 is the bed shear stress and τ∞ is the undisturbed bed shear stress.
The 2eddy viscosity LES model and the WALE model show similar results in the
bed shear stress distribution with a large bed shear stress at the side of the cylinder
and a small shear stress in front of and behind the cylinder. However comparing to the
experiment, the location of the maximum bed shear stress obtained by the numerical
models is slightly different from the experiment. In the experiment, the maximum bed
shear stress is located at about 45 degrees from the upstream direction, but that of the
numerical model can be seen at about 90 degrees from the upstream direction.
4.4 Discussion
This chapter illustrates the simulation of the flow past a circular cylinder, using two
turbulence models, the 2eddy LES and the WALE model. The simulation takes place
at laboratory scale and the results are benchmarked with the Roulund’s experiment
data [114]. The aim of this work is to validate the capability of the new turbulence
models in the simulation of far-field hydrodynamics to assess the environment impact
around the offshore structures including offshore wind turbine farm and tidal turbine
farm.
The main reason for using the cylinder test to validate new model implementations
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is that the hydrodynamics procedure of the flow past a circular cylinder is similar to
the one around offshore wind turbine foundations. Therefore the capability of new
turbulence models can be illustrated in a straightforward manner.
As the large-eddy simulation approaches are subgrid-scale-based models, which de-
pend (through the filter size) on the area of each triangular element of the horizontal
mesh, assessing the mesh independency of both models is of great importance. In
the author’s previous works [115, 116], existing turbulence models in TELEMAC-3D
were investigated. It is noticed that using the constant Smagorinsky approach in the
horizontal direction and a mixing length model in the vertical direction shows very
mesh-dependent results and the unsteady flow state can be only represented by an ex-
tremely fine mesh. This is due to the fact that Smagorinsky model normally requires
a very fine mesh to capture the isotropic turbulence structure.
The 2eddy LES model relies on the horizontal and vertical turbulence to be modelled
separately. This feature reduces the demand for an extremely fine mesh and the size of
the vertical mesh does not follow the same trend as the horizontal mesh size. According
to the numerical results using the 2eddy LES model, the unsteady flow state is well
captured by all three different size meshes and and the vortex shedding behind the
cylinder is clearly represented. This is a big improvement comparing with using the
existing turbulence model.
The WALE model improves the turbulence modelling for these simulations in the
other way as the rotation rate of turbulence is taken into account. Actually the rota-
tion rate is a fundamental feature of turbulence however it is neglected by most LES
approaches. The numerical results obtained by the WALE model indicate that the
unsteady flow state can be represented by all different mesh sizes and they show the
feature of mesh independence. When using the same coarse mesh as the 2eddy LES
model used, more small vortex structures can be captured.
To compare the implementation of the two new turbulence models, the velocity
components along the center line at different vertical layers are investigated. The
2eddy viscosity LES model and the WALE model have similar numerical accuracy
in the representation of the flow structure at layers ranging from -0.2 m to -0.44 m,
however at layers close to the bottom, the 2eddy LES model performs better than
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the WALE model. This may be due to the fact that the WALE model requires more
isotropic element resolution than the 2eddy viscosity model as different constants are
used for the horizontal and vertical directions. Although 50 layers are used in the
vertical direction, the aspect ratio of the elements, between the horizontal and vertical
directions is still large, especially in the area near the structure.
To summarize, the 2eddy LES model and WALE models are both suitable to sim-
ulate the flow past a circular cylinder. Comparing with the existing turbulence ap-
proaches of TELEMAC-3D, both new turbulence models show less mesh sensitivity
and the unsteady flow state can be represented by a fairly coarse mesh. The 2eddy
viscosity LES model offers better accuracy than the WALE model to simulate the flow
close to the bottom, however more vortex structure can be captured by the WALE
model.
Overall, both turbulence models are capable of reproducing the time-averaged flow
field and turbulence quantities.
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Figure 4.30: Mean horizontal velocity at different layers. Smooth rigid bed with mesh1
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(c) At the layer of Z = -0.49 m
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(d) At the layer of Z = -0.52 m
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(e) At the layer of Z = -0.53 m
Figure 4.31: Mean vertiacl velocity at different layers. Smooth rigid bed with mesh1
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(a) At the layer of Z = -0.047 m
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(b) At the layer of Z = -0.147 m
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(c) At the layer of Z = -0.247 m
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(d) At the layer of Z = -0.347 m
Figure 4.32: Mean horizontal velocity at different layers. Rough rigid bed with mesh1 (cont.1)
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(b) At the layer of Z = -0.497 m
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(c) At the layer of Z = -0.517 m
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Figure 4.32: Mean horizontal velocity at different layers. Rough rigid bed with mesh1 (cont.2)
CHAPTER 4 TURBULENCE MODEL VALIDATION 77
−7 −6 −5 −4 −3 −2 −1 0 1 2 3
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
x/D
w
(m
/s)
 
 
Experiment W
W obtained by Two−eddy
W obtained by WALE
(e) At the layer of Z = -0.047 m
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(f) At the layer of Z = -0.147 m
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(g) At the layer of Z = -0.247 m
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(h) At the layer of Z = -0.347 m
Figure 4.33: Mean vertical velocity at different layers. Rough rigid bed with mesh1 (cont.1)
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(c) At the layer of Z = -0.517 m
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(d) At the layer of Z = -0.537 m
Figure 4.33: Mean vertical velocity at different layers. Rough rigid bed with mesh1 (cont.2)
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Figure 4.34: Bed shear stress amplification. 2eddy LES model
Figure 4.35: Bed shear stress amplification. WALE model
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Figure 4.36: Bed shear stress amplification. Experiment (Hjorth 1975)
Chapter 5
Immersed boundary method
validation
This chapter presents the validation of immersed boundary method of two laboratory
scale cases. The first test case is the same as the one used in Chapter 4 for the flow past
a circular cylinder. The second test case is the simulation of the flow past a submerged
cylinder. The implementation of the immersed boundary method for a full structure
and a submerged structure is slightly different and the changes are discussed. Both
numerical results are benchmarked with laboratory experiments [1, 114] respectively.
5.1 CASE I: flow past a full cylinder
The Immersed boundary method is firstly used to represented a structure which is set
in the water. The same case of the flow past a circular cylinder therefore is selected
to validate the immersed boundary method implementation. Rather than representing
the cylinder as an island in the mesh, an immersed boundary force is implemented to
describe it.
5.1.1 Computational domain and mesh
Following the test case used in Chapter 4, the flume of simulation is set to 40 m long
and 4 m wide. The bed is assumed to be flat with a constant depth of 0.54 m. The area
containing the cylinder (100 nodes in 2-D to account for the cylinder) and the wake part
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are refined. The mesh of the simulation domain contains 48,764 elements in 2-D and
has 50 unevenly distributed horizontal layers. As shown in figure 5.1, the footprint of
the the cylinder is represented directly in the mesh, however the boundary nodes of the
cylinder are marked as immersed boundary nodes which can be seen clearly in figure
5.2 (the boundary between the blue mesh and the red mesh is the immersed boundary).
Such type of mesh (body-fitted-like mesh) is used to avoid any interpolation while using
the immersed boundary method.
Figure 5.1: Snapshot of the computed domain
Figure 5.2: Snapshot of the computed domain
On the implementation side, the loop for masking the nodes inside the cylinder
is created before the calculation loop beginning in the main code ’telemac3d.f’. The
distance between each node and the cylinder center is computed. If this distance
is smaller than the cylinder radius, the node will be masked and considering as the
cylinder solid boundary. The global number of each boundary node is stored in variable
CYLINDER NODE(:). The radius of the cylinder is 0.27 m.
In this study, the code is written as:
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CYLINDER_X = 4.D0
CYLINDER_Y = 2.D0
CYLINDER_INNER_RADIUS = 0.24D0
CYLINDER_OUTER_RADIUS = 0.29D0
N_IBM = 1
DO NP = 1,NPLAN
DO I=1,NPOIN2
IJK = (NP-1)*NPOIN2+I
NODE_DISTANCE = SQRT( (MESH3D%X%R(IJK)-CYLINDER_X)**2
& +(MESH3D%Y%R(IJK)-CYLINDER_Y)**2 )
IF (NODE_DISTANCE .LE. CYLINDER_OUTER_RADIUS .AND.
& NODE_DISTANCE .GE. CYLINDER_INNER_RADIUS ) THEN
CYLINDER_NODE(N_IBM) = IJK
write(13,*) NP,CYLINDER_NODE(N_IBM)
N_IBM = N_IBM+1
ENDIF
ENDDO
ENDDO
N_IBM = N_IBM-1
5.1.2 Boundary conditions
Except for the implementation of the immersed boundary, the inlet, outlet, wall and
bottom conditions are the same as the ones used in Chapter 4. They are summarised
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as follows:
1. Inlet : At the inlet, a flow rate Q is specified. The value of Q is expressed from
the horizontal velocity, which follows the same flow settings as in Roulund’s ex-
periment.
2. Outlet : At the outlet, prescribed elevations are given.
3. Wall : The walls of the flume are set as solid walls. Sidewall friction is not
accounted for in this study, therefore all the walls are smooth.
4. Bottom: Smooth bed conditions are considered.
For the cylinder representation, an immersed boundary force is applied on the
selected nodes describing the boundary of the cylinder. Zero velocity conditions are
applied to all the nodes inside of the cylinder.
5.1.3 Model setup
The parameters used in this test case are the same as the ones listed in Chapter 4.
Details can be found in table 4.1. Only the case with the smooth bed condition is
used for the IB method validation. The 2eddy viscosity LES model is applied for the
representation of the turbulence impact.
5.1.4 Numerical results
The results obtained by the implementation of the immersed boundary method are
very similar to the one shown in chapter 4.
The instantaneous horizontal flow distributions obtained from the numerical model
are plotted in figure 5.3. Three figures show the velocity profiles at the surface, middle
(Z=-0.27 m) and bottom layers respectively. The turbulent flow due to the cylinder
obstacle can be seen clearly at the surface and middle layers. All the figures show the
deceleration of the flow in front of the cylinder and behind the cylinder. There is also
a dramatic acceleration at each side of the cylinder. In the bottom layer, rather than
the long oscillating wake, a fast velocity area at the sides of the cylinder plays a more
significant role in the flow structure.
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(b) Middle layer Z=-0.27 m
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(c) Bottom layer Z=-0.54 m
Figure 5.3: Horizontal velocity distribution at different layers using the IB method. Obtained
from the 2eddy LES model and smooth bed condition
Comparing with the numerical results obtained by using an ’hollow mesh’, shown in
figure 4.14, we found several differences. Firstly, in the previous results, the return flow
(negative flow velocity) is only found in the middle layer and bottom layer, however in
the results of immersed boundary implementation, it was also found at the surface layer.
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Moreover, figure 4.14 shows that the size acceleration flow at the sides of cylinder is
smaller than the diameter of the cylinder, but in figure 5.3, the length of the acceleration
flow is about three times the diameter of the cylinder.
In the further investigation of the horizontal flow distribution, the averaged hori-
zontal velocity magnitude is computed by averaging 100 instantaneous data. The result
is represented in figure 5.4
Figure 5.4: Averaged horizontal velocity magnitude and stream lines at Z=-0.27 m
As shown in this figure, the velocities inside the cylinder are kept to zero. The
streamlines indicate the route of the flow past the cylinder. Under the effect of the
immersed boundary forces which are applied to the cylinder boundary nodes, the up-
stream flow splits in front of the cylinder and then accelerates at each side. After the
detachment of the flow around the cylinder, a pair of symmetric vortices is clearly found
behind it.
Figures 5.5 and 5.6 illustrate the velocity vectors in a vertical cross-section along
the center line. A horseshoe vortex is found in front of the cylinder close to the bottom,
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Figure 5.5: Velocity vectors in the vertical cross-section along center line. Flow in front of the
cylinder
however the shape of this vortex is quite flat compared to the results obtained by the
classical approach (’hollow mesh’) test case. The horizontal size of this vortex is about
1.5D and the vertical one is only 0.1D. Behind the cylinder, two vortices are generated
immediately behind the cylinder structure exhibiting a similar pattern as in the ’hollow
mesh’ test case.
The unsteadiness of the flow is shown in figure 5.7, which covers a full vortex
shedding period. The flow route is represented by both vectors and streamlines. The
shedding of the vortices from the two sides of the cylinder is clearly exhibited.
Quantitatively, the numerical results obtained by immersed boundary method are
benchmarked with Roulund’s experiment [114]. Figure 5.8 shows the averaged horizon-
tal velocity at different heights. Experimental data and numerical model results are
represented by red dots and blue curves respectively. Generally, the flow velocities show
a deceleration trend in front of the cylinder and a recovery trend behind the cylinder.
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Figure 5.6: Velocity vectors in the vertical cross-section along center line. Flow behind the
cylinder
In front of the cylinder, a very good agreement can be found at layer of Z=-0.34 m,
Z=-0.44 m and Z=-0.49 m. However differences are found for the layer Z=-0.52 m and
Z=-0.53 m where the numerical model underpredicts the flow velocities. In the wake
area, at the layer of Z=-0.34 m, Z= -0.44 m and Z=-0.49 m, the experimental data
show that the flow reduces to a negative value first and then recovers to the value of
the upstream velocity. At two layers below (Z= -0.52 m and Z= -0.53 m), both results
indicate that there is a very small increase before the flow recovery. All the flow features
represented by the experimental data are captured by the numerical model although
the length of these recovery is over estimated.
Averaged vertical velocities at different layers are illustrated in figure 5.9. Numerical
results exhibit the same patterns as the experimental data both in front of and behind
the cylinder. A spike is found in front of the cylinder at the layer of Z=-0.34 m and
Z=-0.44 m which is similar to the results obtained using the ’hollow mesh’. The main
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(a) t = 1.00 s (b) t = 2.00 s
(c) t = 3.00 s (d) t = 4.00 s
Figure 5.7: Horizontal velocity vector and streamlines for unsteady flow simulation during one
period of the vortex shedding. Horizontal cross-section at Z=-0.27 m
reason lead to this spike is that a horseshoe vortex was generated in front of the cylinder
and then the local vertical velocity is increased.
Due to the lack of measurement data, numerical results can not be validated further
downstream, however a comparison between the numerical results obtained using the
immersed boundary method and the ’hollow mesh’ classical strategy is presented in
figure 5.10
The averaged horizontal velocity obtained using the immersed boundary test and
the ’hollow mesh’ test are represented by a red line and a black line respectively. As
shown in this figure, both tests show the same result in front of the cylinder. A
small difference is found in the wake region. Between 0.5D to about 18D, the flow
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(c) At the layer of Z=-0.49 m
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(d) At the layer of Z=-0.52 m
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(e) At the layer of Z=-0.53 m
Figure 5.8: Mean horizontal velocity at different layers. Smooth rigid bed using mesh1 resolution
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(c) At the layer of Z=-0.49 m
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−7 −6 −5 −4 −3 −2 −1 0 1 2 3
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
x/D
w
(m
/s)
 
 
Experiment W
W obtained by IBM mesh
(e) At the layer of Z=-0.53 m
Figure 5.9: Mean vertical velocity at different layers. Smooth rigid bed with mesh1 resolution
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Figure 5.10: Mean horizontal velocity along the center line at the layer of Z=-0.27
obtained using the immersed boundary method shows a faster recovery, however from
18D downstream on, the velocity predicted by the ’hollow mesh’ test is higher than the
one of the IB test.
Figure 5.11: Mean pressure coefficient around cylinder.
The mean pressure coefficient around the cylinder obtained by using the ’hollow
mesh’ and the immersed boundary method is shown in figure 5.11. It can be seen that
the pressure coefficient of both numerical results exhibit a decrease trend in the first
half of the cylinder, and then recover to a constant negative value. The lowest pres-
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sure coefficient of the immersed boundary method appeared at about 80 degrees from
forward of the stagnation point, however this peak using the original model is found at
about 90 degrees. Furthermore, in the end of the curves, the pressure coefficient of the
immersed boundary method is about twice as large as it of the original model which
means that the flow calculated by the immersed boundary method is more turbulent
behind cylinder.
Figure 5.12 illustrates a series of time-averaged horizontal velocities along 6 different
sections crossing the flume. They are located at 2 m, 0.5 m in front of cylinder, in the
middle of the cylinder and at 0.5 m, 1.5 m, 2.5 m behind the cylinder respectively. In
these figures, the x-axis indicated the width of the flume. Similar velocity distribution
is found in front of the cylinder ( see figure 5.12 (a) and (b)), that the velocity reduced
from an initial speed at the side of the flume to a low speed in the middle of the flume.
This peak obtained by the immersed boundary method is slightly lower than the one in
the original model. Figure 5.12 (c) shows the velocity distribution crossing the cylinder
and the acceleration at the side of the cylinder is clearly represented by the numerical
models. Behind thecylinder, both numerical results show the feature that flow has a
gradual acceleration from the side of the flume to about 2/3 of the flume width and
then it is replaced by a dramatic reduction. An higher reduction rate and lower flow
speed are found in the result of immersed boundary method.
Figure 5.13 presents the turbulence kinetic energy (TKE) distribution around cylin-
der in the middle layer obtained by the ’hollow mesh’ and the immersed boundary
method respectively. It is noticed that there is a big difference between two results of
the TKE distribution along the boundary of the cylinder. In front of cylinder, both
model results show high TKE, however in the test of using immersed boundary method,
the TKE along the cylinder wall is very small. This is due to the face that zero veloc-
ities are calculated on the boundary nodes of the cylinder. This also effects the TKE
behind the cylinder. The result of ’hollow mesh’ (see figure 5.13 (a)) indicates that at
both sides of the cylinder, there is a high TKE region and this high TKE continuously
diffuse towards downstream along the side of cylinder. In the middle behind the cylin-
der, the TKE maintains in a low value. A different picture is found in the result of
immersed boundary method, two high TKE regions are found behind cylinder with a
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(a) section 1 (b) section 2
(c) section 3 (d) section 4
(e) section 5 (f) section 6
Figure 5.12: Mean horizontal velocity distribution along severl different cross sections in the
flume
distance of about 1 diameter. Although these high TKE regions are separated at the
distance between 1 to 2 diameter, they have a mixing after 2 diameter and diffuse to
downstream.
CHAPTER 5 IMMERSED BOUNDARY METHOD VALIDATION 95
(a) TKE obtained by the ’hollow mesh’ test
(b) TKE obtained the immersed boundary test
Figure 5.13: Turbulence kinetic energy (TKE) distribution around circular cylinder in the middle
layer obtained by two methods of structure representation, the ’hollo mesh’ and the immersed
boundary method
5.2 CASE II: flow past a submerged cylinder
In the second test case, the immersed boundary method is implemented to simulate
the flow past a submerged cylinder with finite height. Following Palau-Salvador’s ex-
periment [1], cylinders with h=0.20 m height and two different diameters (0.04 m and
0.08 m respectively) are simulated using the immersed boundary method.
5.2.1 Computational domain and mesh
Palau-Salvador’s experiment [1] used a tank with constant water level of 3 m. This
water depth is also used in the numerical models. As shown in figure 5.14, the width
and length of the numerical model is set to 4h (0.8 m) and 13h (2.6 m) respectively.
The cylinder is placed at 3h (0.6 m) downstream the inlet.
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Figure 5.14: Computational domain of the flow passing a finite height cylinder
In total, the mesh of the numerical model contains 37,372 elements in 2-D and 50
layers in the vertical direction. Similar to the mesh used in case I, there are 100 nodes
located at the cylinder boundaries. The mesh around the cylinder is refined. In the
vertical direction, as shown in figure 5.15, a height of first 30 layers from the bottom
are fixed, in order for the cylinder to keep its constant height during the simulation.
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Figure 5.15: Vertical mesh used in the numerical model of the flow passing a finite height cylinder
5.2.2 Boundary conditions
In this study, the same boundary conditions as in the previous case are used. They are
summarised as follows:
1. Inlet : At the inlet, a flow rate Q is specified. The value of Q is expressed from
the horizontal velocity, which follows the same flow settings as in Roulund’s ex-
periment.
2. Outlet : At the outlet, prescribed elevations are given.
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Test 1 2
Bed condition Smooth Rigid Smooth Rigid
Water depth h (m) 3 3
Mean Flow velocity U(ms−1) 0.54 0.54
Pile diameter D(m) 0.04 0.08
Re Number 2.2× 104 4.4× 104
Table 5.1: Test conditions for the numerical modelling
3. Wall : The walls of the flume are set as solid walls. Sidewall friction is not
accounted for in this study, therefore all the walls are smooth.
4. Bottom: Smooth bed conditions are considered.
For the cylinder representation, an immersed boundary force is applied on the
selected nodes describing the boundary of the cylinder. Zero velocity conditions are
applied to all the nodes inside of the cylinder.
5.2.3 Model setup
The key parameters of the numerical model are summarised in the table. A constant
flow velocity of 0.54 ms−1 was set at inlet boundary. The Reynolds number based on
the two pile diameters are 2.2× 104 and 4.4× 104 respectively. A time step of 0.001 s
is chosen to keep the maximum Courant number below 0.6. 5.1
5.2.4 Results
The horizontal velocity distributions at the layer of Z = h/2 are illustrated in figures
5.16 and 5.17. The numerical results obtained from the 0.04 m diameter cylinder case
and the 0.08 m diameter cylinder case show similar pattern that the flow reduces speed
in front of the cylinder and then recovers is behind it. Streamlines in the figures indicate
that the upstream flow is separated by the structure and then pushed to the side of
cylinder. After the flow detaches from the cylinder wall, small vortices are generated
in the wake area. In comparison with the instantaneous pictures of Palau-Salvador’s
experiment, the width of the wake tail in the numerical results is slightly over-predicted.
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In the previous investigations of the flow past a full cylinder, a remarkable feature is
the flow acceleration at both sides of the cylinder. This high speed area should appear
adjacent to the cylinder wall, however the result of figure 5.16 and figure 5.17 indicated
that although there are accelerations at the sides of cylinder, these accelerations are
found at about 3 diameter behind the cylinder.
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Figure 5.16: Horizontal velocity distribution at layer of h/2 of the cylinder D=0.04m. (a)
Numerical results. (b) Instantaneous pictures of Palau-Salvador’s experiment[1]
The horizontal velocity distributions along the center line are shown in a vertical
cross-section view (see figure 5.18). The numerical results show that the flow accelerates
at the top of the cylinder and decelerates in the wake part. The vertical vortices behind
the cylinder are seen clearly both in the 0.04 m diameter case and the 0.08 m diameter
case. However in the figure showing the 0.04 m diameter results, the horizontal velocity
colour bands indicate that there is a strong velocity fluctuation in front of the cylinder.
The reason of this impact might be due to the effect of the forcing on the immersed
boundary nodes. Because the same configuration is used in both cylinder cases, these
velocity wiggles may also come from the quality of the mesh used in the 0.04 m diameter
case.
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Figure 5.17: Horizontal velocity distribution at layer of h/2 of the cylinder D=0.08m. (a)
Numerical results. (b) Instantaneous pictures of Palau-Salvador’s experiment[1]
Figure 5.19 presents the root mean square of the horizontal (uu) and vertical (ww)
fluctuations in the centre plane. This shows the turbulence intensity around the sub-
merged cylinder. In general, strong horizontal and vertical velocity fluctuations are
found in both cylinder cases. However these fluctuations are not located just behind
the cylinder but with some few distance of it. In the study of the 0.04 m diameter
case, some small horizontal fluctuations are represented on the top behind the cylinder.
The strongest horizontal fluctuation is found 7 diameter behind the cylinder, and the
same is observed for the vertical fluctuation. In the 0.08 m diameter case, the zone of
horizontal fluctuation is closer, i.e. about 4 diameters, however the vertical fluctuation
zone is still at about 8 diameters downstream of the cylinder.
Figure 5.20 uses the Q criterion to visualise the vortex structure obtained by both
numerical tests. The spike shown in figure 5.20 (a) proves the founding of figure 5.18(a)
that there is a strong velocity fluctuation in front of the cylinder. The vortex structures
including the horseshoe vortex at the bottom of and in front of the cylinder, the tip
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Figure 5.18: Horizontal velocity distribution along the center line in the vertical cross-section
view.
vortex above the cylinder and the trailing vortex behind the cylinder are represented
clearly by the numerical models. In the case of a larger cylinder diameter (0.08 m),
more vortices are present in the flow, which are also captured by the numerical models.
The averaged horizontal velocity obtained by the numerical models are compared
with the measurement data obtained by Palau-Salvador [1]. Figure 5.21 illustrates this
comparison along the centre line at layer of Z/h=0.6. The red dots and red curve
represent the measurement data and numerical results, respectively, both obtained
for the 0.04 m diameter cylinder case. The green dots and green curve represent the
measurement data and numerical results obtained for the 0.08 m cylinder case. In front
of the cylinder, both numerical results show a good agreement with the experimental
data in that the flow reduces speed gradually from the inlet speed to zero, showing the
effectiveness of the immersed boundary method. However in the wake area, large over
estimations are found in the numerical results, compared to the measurement data.
Although in figure 5.21, all profiles show the recovery trend, the distance of this trend
is far more over predicted by the numerical models, which might partly be explained
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(a) D=0.04 m (b) D=0.08 m
(c) D=0.04 m (d) D=0.08 m
Figure 5.19: Root mean square of the streamwise (uu) and vertical (ww) fluctuations in the
centre plane
by the use of LES turbulence models, which, for the other cases (full cylinder using IB
method or ’hollow mesh’ methods) also tend to overestimate the length of the horizontal
vortex past cylinders.
5.3 Discussion
In this study, the immersed boundary method is tested. Two laboratory scale cases
including the flow passing a full cylinder and the flow around a finite-height cylinder are
used for the validation. The immersed boundary force is calculated in the ’hydrostatic
step’, therefore they are only used in the source term of the horizontal momentum
equation. Because the vertical velocity is predicted through the mass conservation
equation, a zero velocity condition is applied for the vertical component.
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a: D=0.04m
b: D=0.08m
Figure 5.20: horizontal velocity distribution along center line in vertical cross-section view
In the full cylinder case, the immersed boundary successfully represents the struc-
ture in the water. The feature of the flow past a circular cylinder is well captured
including the reduced flow in front of cylinder, the flow acceleration beside cylinder
and the vortex shedding behind cylinder. In comparison with the original simulation,
the implementation of the immersed boundary increases the motion of water, hence the
CHAPTER 5 IMMERSED BOUNDARY METHOD VALIDATION 103
−1 −0.5 0 0.5 1 1.5 2
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
x (m)
u
/u
0
 
 
Experiment U d=0.04m
Numerical model U d=0.04m
Experiment U d=0.08m
Numerical model U d=0.08m
Figure 5.21: Stream-wise and horizontal mean-velocity along the center line at the layer of z/h
=0.6 as a function of x
flow around cylinder becomes more turbulent. This is because in the original model
(representing the cylinder by a ’hollow mesh’), the wall of the cylinder is considered
as a smooth wall. However when implementing the immersed boundary method, the
velocity on the cylinder wall is set to zero and this is equal to a non-slip boundary
condition. Consequently, the flow become more turbulent due to the friction on the
cylinder wall.
In the finite-height cylinder test case, although the general flow feature can be sim-
ulated by the numerical model and the vortex structure can be seen in the results, there
is a big difference between the numerical model and the experimental data, especially
in the length of wake recovery. The main problems appear for the representation of
the flow structure above the top of the structure. This may be related to the inherent
numerics in the software. For example, different advection schemes need to be investi-
gated or the integration step along the vertical direction need to be improved. Another
possible reason is the quality of the mesh. The small size of the experiment acts as
a constraint in the number of nodes + layers to be used, especially during the mesh
generation stage. Currently, the smallest size to be handled by the mesh generation
software ’Bluekenue’ is about 0.001 m, therefore it is difficult to build elements smaller
than this size.
In general, it is possible to couple the immersed boundary method with TELEMAC-
3D to represent the structures in the simulation. When dealing with an obstacle going
from the bottom though the surface of the water, the immersed boundary method offers
good accuracy in the prediction of surrounding flow structures. The submerged obsta-
cles now can be simulated by TELEMAC-3D by implementing the immersed boundary
method. Although the accuracy is limited currently, qualitative patterns can be still
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obtained from the numerical model.
Chapter 6
Model Application
In this chapter, the prototype scale applications of the new turbulence model and
immersed boundary method are discussed. Firstly, the 2eddy turbulence model is
applied to simulate the hydrodynamic and environmental impact of the London Array
offshore wind farm (OWF). The structures are represented in the mesh explicitly, i.e.,
the mesh is body-fitted. Then a comparison between the results obtained with the
body-fitted mesh and the mesh for the immersed boundary method is carried out.
Finally both the 2eddy LES model and immersed boundary method are applied to
simulate a tidal turbine farm in an ideal channel.
6.1 Offshore wind farms in the Thames Estuary
To test the capability of the present model in predicting hydrodynamic and turbulence
around large scale wind farm turbine foundations, the London Array Offshore Wind
Farm site is used. It is one of the two largest operational OWF in the world: with a
capacity of 630 MW and is in the southern North Sea (SNS).
The foundation of a typical offshore wind turbine may impact the physical processes
within the water column and on the seabed, due to their interruption of the flow of
wind and currents and hence may affect mixing processes such as sediment transport.
These effects have not been well researched, although the development of scour pits
around OWF foundations, particularly in sandy sediments has been intensively studied
lately. [126, 127].
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Recently, more evidence suggest that such impacts may extend far beyond the
spatial scale estimated by conventional methods in a natural marine environment. For
example, remote sensing data at London Array site suggests that suspended particulate
matter can be found in the reflection of the sea surface color over several kilometers
distance, which indicates the signatures of wakes extending behind individual wind
farm monopiles by Landsat-8 imagery [36] (figure 6.1).
Figure 6.1: Details of wake around the London Array site as shown in the processed Landsat
image (after Vanhellemont and Ruddick 2014)
This phenomenon is thought to be due to enhanced suspended particulate mat-
ter (SPM) concentration in the surface waters. The present model was tested on this
particular site to verify whether this is a possible underlying mechanism(s) for these
observations, as well as test the applicability of the present model to prototype condi-
tions.
6.1.1 Test conditions
The London Array OWF (see figure 6.2) is located at the east of the Thames estuary
mouth, Southern North Sea, and consists of 175 monopile turbines. Each monopile has
a typical diameter of 4-5m. The bathymetry of the test domain is shown in figure 6.3
where the details of the grid around the structures have been highlighted. The average
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Figure 6.2: Thames Estuary and Wind Farms from Space (NASA, with annotations)
distance between each turbine structure along the flow main direction is about 700m.
This area includes few sand banks where the local water depth is shallow.
Figure 6.3: Numerical model domain and computational mesh for the Thames Estuary
The computational domain is generated in the horizontal plane using an unstruc-
tured triangular mesh with elements of different sizes. A sigma-coordinate transforma-
tion is used in the vertical direction to resolve the spatial variation of water depth. Each
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individual turbine foundation is explicitly represented in the mesh as a solid structure.
The mesh size varies from 0.4 m adjacent to the structure to 3 km at the offshore
boundary. In total the computational mesh contains 1,074,995 elements in the 2-D
(horizontal) plane and 20 layers through the depth in the vertical direction.
Figure 6.4: Model boundary conditions: green denotes the open boundary, grey means the solid
(shore) boundary
The model was driven by time varying tidal water levels set at the offshore open
boundaries (green dots in Figure 6.4) derived by the Oregon State University inverse
tidal model [128]. A radiation boundary condition is used along the open boundary to
compute the flow velocities based on given surface elevations. Riverine discharges are
not included as their impact on the OWF is considered to be minor.
In order to satisfy the stability criteria and to cover a long period of time, the
simulation is carried out in 2 stages including a hydrodynamic step and a sediment
transport step. In the first step, the simulation lasts for 5 days dealing only with the
hydrodynamic calculation. The time step was set to 1 s. The second step then deals
with both hydrodynamic and sediment transport, and is a follow-up of the previous
simulation, but with a lower time step set to 0.1 s. The simulation is run for 24 hours.
The time step was set to 0.1 s.
Because the WALE turbulence model relies on high mesh resolution in both hori-
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zontal and vertical directions, it is difficult in case of large applications, to combine a
very fine vertical mesh and cover such a large simulation domain. Therefore only the
2eddy LES turbulence model is used in this chater.
6.1.2 Model calibration
To calibrate the model, a simulation is carried out over one month from 22nd April to
21st May 2013, covering the date corresponding to figure 6.1. The surface elevation
variations in three different locations are shown in figure 6.5. P1 is an open boundary
point at the South-East corner of the model domain, P2 is the location of the Sheerness
tide gauge site, and P3 is at the London Array site. The computed tidal range at P3
is about 8 metres which is close to the observed data [36].
Figure 6.5: Surface level obtained by predicted data
Figure 6.6 shows a detailed comparison of the water surface elevation at Sheerness
and Dover tide gauge stations over a 16 hrs period. The solid lines are model results
and the symbols are measurements. It can be seen that the model results follow the
measurements quite well. There is a slight under-prediction in the neap tide and over-
prediction in the spring tide. It is considered that it is due to local variations in the
bathymetry (not fully resolved in the model) that may influence the computation. In
addition, other factors, such as wind and waves, are not included in the simulations,
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Figure 6.6: Comparison of computed and measured free surface elevations over 160 hrs at Dover
(a) and Sheerness (b) tide gauges. The model results are denoted by solid lines and the symbols
represent measurement.
which may also contribute to the differences. Moreover, another source of error is the
boundary conditions that the riverine discharges are not taken into consideration in
this case. The overall agreement, however, is considered good.
6.1.3 Hydrodynamic
The hydrodynamic and sediment transport results shown in this section cover a 24
hours period. The water surface level variation obtained from the numerical model is
shown in figure 6.7.
In the figure it can be seen that two high peak tides and two low peak tides are
captured during the 24 hours at the centre of the OWF. The amplitude of the tide
during this period exceeds 8 meters.
The depth averaged velocity magnitude at 6 instances, including two flooding, two
high peak tides, one ebb and one low peak tide (highlighted in figure 6.7) are illustrated
in the figure 6.8 respectively. Streamlines are also used to illustrate the circulation
patterns.
Figure 6.8 (a) and (e) show the mean velocity magnitude during the peak flood
period. The streamlines indicate that the main tidal current flows from the east to
the west during this period. Figure 6.8 (c) is the result for a peak ebb. Opposite flow
direction to that of the flood is seen that the main flow goes from the west to the east.
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Figure 6.7: The surface elevation at the centre of the London Array offshore wind farm
Figure 6.8 (b) (d) and (f) represent the velocity distribution at two High Water (HW)
and one Low Water (LW) respectively. During these instances large scale vortices are
found in the farm area as the flow changes the direction. Comparing these 6 figures, it
is clear that the flow velocities in the flood and ebb period are much higher than the
ones during the peak tide period. It is noticed that high speed flow is found around
the sandbanks area where the depth is shallow.
Figure 6.9 zooms in the numerical results shown in figure 6.8, focusing on the
flow distribution around individual structures. A remarkable decrease in the velocity
magnitude can be found in the wake behind each monopile at flood and ebb period.
The averaged wake tail observed in figure 6.9 can be found with a length in excess of
1.5 km.
Figure 6.10 shows the computed flow vectors together with the corresponding stream-
lines around individual monopiles at these 6 instances. These figures have recorded the
unsteady flow state around a single pile every 4 seconds, during a peak flood tide. The
vortex shedding during the strong flow passing these structures can be seen clearly as
indicated by the streamlines. The instantaneous velocities in 100 s behind this single
pile is shown in figure 6.11. In this figure, the fluctuation of velocity is well represented
with a general downtrend. The Re in the peak flood is about 107 at the sandbank
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Figure 6.8: Depth averaged velocity magnitude (UV in ms−1) at the London Array OWF site
during 6 instances
and 1.5 × 106, in which case the flow region is in fully developed turbulence behind
the monopole according to [124]. According to figure 6.11, the oscillatory frequency
is about 20 s, however the St is still in the proper range [124] which is about 3.5.
These results suggest that the model is well capable of capturing the fine details of the
flow immediately around the monopiles at the large field scale, similar to that shown
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Figure 6.9: Depth averaged velocity magnitude (ms−1) at the London Array OWF site during
6 instances
previously at the laboratory scale.
Figure 6.12 presents the computed surface flow speed magnitude around the OWF
site during the peak ebb flow. The flow speed varies from 0.3 ms−1 to 2.4 ms−1 due to
topographic variations. The wakes behind the structures are clearly visible as shown by
the arrow A in the channel area and B on the sandbank where the depth is shallow. The
CHAPTER 6 MODEL APPLICATION 114
Figure 6.10: Flow structure around an individual pile shown by vectors and streamlines
flow velocity in the channel area varies from 0.3 ms−1 to 0.8 ms−1 approximately and
0.8 ms−1 to about 1.6 ms−1 in the sandbank area. The average length of these wake
tails is again more than 1 km. It is noted that the flow at the sandbank is dominated
by an eddy to the north-west. In the channel, however, the flow direction turns to the
north-east. This phenomenon is due to the effect of shallow water which leads to the
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Figure 6.11: Instantaneous velocities over a 100 s period, behind one cylinder during peak flood
tide
change in flow directions in shallow water stems from the direct dependence of flow
speed on depth.
Figure 6.12: Surface velocity magnitude (ms−1) at the London Array OWF site during peak
flow
Figure 6.13 shows more detail of the computed flow speed magnitude around indi-
vidual monopiles (close to points A and B respectively in figure 6.12). The long wake
behind the structures can be found clearly in both sites. The speed magnitude reduc-
tion behind the monopile in the sandbank area in (b) seems larger than that in the
channel area in (a). However the total length of the wake in (b) (about 600 m) is less
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(a) Channel area
(b) Sandbank area
Figure 6.13: Peak ebb flow speed magnitude around one monopile in Channel (a) and at sand-
bank area (b)
that in (a) (about 1,600 m), suggests stronger shallow water effects.
To further illustrate these features, the magnitude of the depth-mean flow velocity
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Figure 6.14: Depth average velocity magnitude along Line 1 in red (crossing the turbine foun-
dation in the streamline direction) and Line 2 in green (a parallel line in the ambient flows)
behind a turbine foundation is compared with the ambient flow in figure 6.14. The red
curve shows the velocity magnitude along Line 1 which is behind a circular pile. The
ambient flow velocity magnitude along a parallel Line 2 is represented by the green
curve. The water depths are similar for the two lines and the gap between them is 100
m. According to the figure, the reduced flow velocity immediately behind the structure
(red curve) recovers fairly quickly in the first 200 metres, then increases gradually to
the background value downstream. It is not until 1,600m downstream that the flow
velocity recovers to its ambient values. Such a result clearly illustrates the potential
long distances of the wake behind the OWF turbine foundation during peak flows at
the site, which may contribute to the turbid plume as seen in [36].
The turbulence kinetic energy (TKE) around the London array during a peak flood
and peak ebb period are presented in figure 6.15 and figure 6.16 respectively. Both
figures show that high TKE is always gathered in the area where the flow past the sand
banks. However around part of an individual turbine monopile, the changes in TKE
can be clearly observed. It can be seen that the presence of the monopile creates a high
TKE region close the sides of the structure, together with a lower value of TKE region
behind covering a long distance downstream.
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(a) the view of whole London Array OWF
(b) the view of partial London Array OWF
Figure 6.15: TKE around the London Array during a peak flood period
6.1.4 Sediment transport
According to BGS (British Geological Survey) sediment maps, the bed material in the
London Array OWF area is dominated by non-cohesive sediments. Computational tests
are then carried out based on 0.1 mm and 0.3 mm diameter sand, which are commonly
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(a) the view of whole London Array OWF
(b) the view of partial London Array OWF
Figure 6.16: TKE around the London Array during a peak ebb period
found in this area. The settling velocity and near bed critical shear parameters are
computed based on Soulsby approach [129]. The near bed reference concentration is
computed using Zyserman and Fredsoe method [130]. The initial thickness of sediment
layers at the OWF is considered to be uniform and is set to 0.8 m in the numerical
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model to provide sufficient sediment for suspension in the site. Note that 100 microns is
the smallest sediment grain size permitted in the model (avoiding cohesive behaviour)
but it is likely that the visible streaks are due to even finer fractions.
Figure 6.17 presents the computed suspended sediment concentration in the surface
layer for 0.1 mm sand diameter (a) and 0.3 mm sand diameter (b) respectively at peak
flood tide. Although both results show similar concentrations in the channel area, in
the sandbank area, however, higher concentrations can be found in the finer sand case
than in the coarser one. It is obvious that the finer sand is more easily re-suspended
in shallow water and consequently leads to higher concentrations at the surface. The
wakes of high sand concentration behind individual structures are clearly visible in both
figures. In the finer sand case, the wake length seems longer and exceeds more than
1.5 km in distance.
To illustrate the vertical distribution of concentration, figure 6.18 zooms in the figure
6.17 (a) and shows the computed results around a group of monopiles at the surface
layer in (a) and bottom layer in (b) respectively. Overall, the sediment concentration
at the bottom shows higher values than that at the surface as expected in normal
sediment transport situation. Although wakes of the variation of sand concentration
can be found at both surface and bottom, their distribution profiles are the opposite.
Figure 6.17 a shows that the wake behind each structure at the surface is composed by
higher sand concentration than the surroundings. However, at the bottom, lower sand
concentrations than the ambient values can be found in the wake region behind the
monopile as shown in figure 6.18(b). The explanation of this phenomenon is that sand
at the surface comes from the sea bed, picked up by the strong vertical vortex behind
an individual cylinder, which is visualised across a vertical x-z plane as in figure 6.19.
Figure 6.19 presents the suspended sediment concentration along a vertical x-z
cross-section through the centreline of the monopile during peak flood tide. The arrow-
lines represent the flow path from left hand side to right hand side. A strong vertical
eddy can be seen behind the turbine cylinder. According to the figure, high sediment
concentration is located on the bed surface in front of the monopile. When the flow
encounters the structure, with the increased bed shear stress at the sides of the struc-
ture, the strong eddy around the structure picks up sediment from the bed layer and
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(a) d50 = 0.1mm
(b) d50 = 0.3mm
Figure 6.17: Suspended sediment concentrations at the surface layer at the London Array OWF
site with different d50 (a) 0.1 mm (b) 0.3 mm
transports it further downstream. Such a process reduces the sediment concentration
at the sea bed behind the structure, but substantially increases the concentration in the
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(a) surface layer
(b) bottom layer
Figure 6.18: Suspended sand concentrations around individual structures at surface (a) and
bottom layer (b) with d50 0.1mm
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Figure 6.19: Vertical cross section sand concentration profiles, at one London Array monopile
turbine
water column and creates the high concentration area at the sea surface immediately
behind the pile. The current carries the high concentration further downstream for a
long distance as shown in previous figures.
Figure 6.20: Vertical cross section sand concentration profiles, at one London Array monopile
turbine
The vertical distributions of sediment concentration at points A, B and C in figure
6.20 are represented by black triangles, red crosses and green squares respectively. An
CHAPTER 6 MODEL APPLICATION 124
exponential vertical distribution can be found at point A, at 15 m in front of the
monopile. The sediment concentration at this point reduces from 160 gl−1 to 22 gl−1
with increasing elevation. The differences in concentration distribution at point B (15 m
downstream) and point C (45 m downstream) are significant. At point B, the sediment
concentration is less than 55 gl−1 near the bed, which is about 3 times less than it is
at point A. the concentration at a higher level above the bed is actually larger than
that near the bed at this point. This is caused by the strong vortex effects, with large
amounts of sediment being entrained into the water column from the bed. At point C,
the concentration gradually recovers back to the normal distribution although the near
bed concentration is still smaller than that at point A.
Figure 6.21: Surface suspended sediment concentrations along dash line A and dash line B of
figure 6.18
The sediment concentration at the surface behind the turbine structures is compared
with that in the ambient area in figure 6.21. The black curve and red curve represent
the sediment concentration along the dashed line (A) and dashed line (B) in figure 6.18
separately. Line (A) intersects two monopiles and covers a whole wake between two
structures. Although line (B) is only 200 m away from line (A), it covers the area which
has not been affected by the monopile wakes. According to the figure, the sediment
concentration along line (A) is higher than it is along line (B), in general. About 2
gl−1 difference in sediment concentration can be found in front of the two monopiles.
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However, due to the vortex effects, the sediment concentration increases dramatically
behind the structures. The difference in sediment concentration at the first monopile
increases by a factor of two, and at the second one by a factor of three, relative to the
undisturbed value, approximately.
Figure 6.22: Surface sediment concentration profile (a), (b), (c) and velocity magnitude (d), (e),
(f) around one pile
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Figure 6.22(a), (b), (c) illustrate the distribution of surface sediment concentrations
around a turbine structure at three different instances, with their corresponding current
speeds in (d) (e) (f) separately. The arrow lines in figure 6.22 represent instantaneous
flow directions which change from north-east to south-west (figure 6.22 (a), (d)) to west
to east (figure 6.22 (c), (f)). The time difference between each figure is approximately 20
minutes. In the sediment concentration figures, the wake of high sediment concentration
behind individual structures is clearly visible. Similar wake patterns, with a decrease in
velocity, are also found in current speed profiles, which show noticeable flow acceleration
at the side of the pile. In each instance, sediment concentration and current speed have
the same wake directions (indicated by red dash curves). In a case in which tidal
current is more or less uniform (figure 6.22 (a), (b), (c), (d)), the wake directions of the
sediment transport and velocity magnitude follow the main flow directions, however a
big deviation is found when there are strong variations in the current direction e.g. in
the case of (b) and (e). Although in this time period, the main flow direction is from
north-west to south-east, the wake of sediment transport and current speed behind
the turbine monopile bends away from the flow direction towards the south. This
phenomenon indicates that the sediment transport is affected largely by the wake of the
turbulent eddy behind the structure. After suspended sediment particles are picked up
into the fluid flow, the flow turbulence is damped due to the increase in concentration.
Consequently, the diffusion process of the flow with high sediment concentration is
weaker than in the ambient flow. Therefore a delay effect (hysteresis) is found in the
wake of the sediment concentration and current speed when the current direction is
changing.
The computed sediment concentration variation at surface in a 24-h period is shown
in figure 6.23 at the centre of the London Array OWF based on a 5-day hydrodynamic
model run. In total, five peaks in sediment concentration and current speed are found
during the simulated 24 hours which covers two entire neap tides. As expected, the
concentration curve correlates with the variation in the flow speed curve very well.
But certain inter-cycle variations can be found, i.e. at 26/04/2013 which may well be
related to the eddy shedding during that period which affects the advection of sediment
particles.
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Figure 6.23: Surface sediment concentration and velocity magnitude over 24 hours in the centre
of the London Array OWF
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Figure 6.24: Landsat 8 satellite image of suspension concentration in the London Array OWF
Figure 6.24 shows the converted surface suspension concentration based on the
Landsat 8 remote sensing images at the London Array. The comparison between satel-
lite data and numerical results along 3 transects is presented in figure 6.25. Overall,
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the computed results follow the satellite data reasonably well, although there are some
differences in the magnitude of the concentration values. As line (a) crossing the sand
bank and channel, the suspension concentration in figure 6.25(a) shows higher values
than it at the channel. Similar results are also represented in figure 6.25(c). However
there is a noticeable shift in the concentration peak at about 3,000 m in (c) which may
due to the uncertainty of the bed bathymetry. The variation of the gain size in this
area can also contributes to the divergence of the numerical model.
a: Comparison along line (a)
b: Comparison along line (b)
c: Comparison along line (c)
Figure 6.25: The comparison of the surface suspension concentration along line in figure 6.24
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6.1.5 Implementation of the Immersed Boundary method
The immersed boundary method is also tested to investigate the impact of the London
Array OWF.
Different from the previous cases, a total of 175 piles of the farm are accounted for
by using immersed boundary forces. The mesh generated for the IB method test case is
shown in figure 6.26 in which the whole domain is meshed, including the piles, but the
footprint of each pile is represented, in order to be able to apply body forces without
requiring any interpolation. All those boundary nodes are specially treated with the
immersed boundary forces being applied on each of them.
Figure 6.26: The mesh of London Array used for the immersed boundary method test
Figures 6.27 and 6.28 illustrate the depth averaged velocity magnitude at the Lon-
don Array OWF in a peak flood and peak ebb period respectively. As shown in these
figures, the wakes behind each individual structure are clearly visible as that in the
previous cases, showing a length of more than 1 km.
The instantaneous velocity magnitudes along the centre line of three piles in the
main flow direction are shown in figure 6.29 to compare them with that from the
previous ’hollow mesh’ cases. The black curve and red curve in the figure represent the
numerical result obtained from ’hollow mesh’ test and IB test respectively. Overall, the
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(a) surface layer
(b) bottom layer
Figure 6.27: Depth averaged velocity magnitude in the London Array OWF during a peak flood
period. Immersed Boundary method test
results from these two methods are fairly similar, however the IB test result indicates a
slightly faster recovery speed than the ’hollow mesh’ case. In the far field, both models’
results are close to each other.
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(a) surface layer
(b) bottom layer
Figure 6.28: Depth averaged velocity magnitude in the London Array OWF during a peak peak
ebb period. Immersed Boundary method test
6.2 Tidal turbine farm in an ideal channel
The aim of this test case is to investigate the capability of immersed boundary method
in dealing with submerged structure in prototype scale. An ideal channel was designed
containing nine submerged circular cylinders. These structures can be considered as
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Figure 6.29: The instantaneous velocity magnitudes along centre line of three piles following
main flow direction
the foundations of tidal turbine. Without considering the blades rotation effect, the
flow impact around a tidal turbine structure can be simulated.
6.2.1 Test condition
The dimension of the ideal channel is set to 3,200m long and 1,400m wide. A constant
water depth of 20 m is maintained during the calculation. Figure 6.30 shows the
configuration of the simulation domain.
The tidal turbine structure in this simulation is considered as a finite height cylinder
with a 5 m diameter and 4 m height. In total there are 9 turbine structures distributed
in three rows placed. The first row is located at 500 m behind the inlet boundary and
the next two rows are separated 700 m downstream. These conditions are designed to
follow the a layout as in the OWF configuration.
The mesh of the test channel is illustrated in figure 6.31. In horizontal 2D plane,
the mesh contains 80,711 elements. In the vertical direction, the numerical model uses
50 sigma transform layers including 16 fixed height layers for the representation of the
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20m 
500m 
700m 
700m 
Figure 6.30: The simulation domain of the ideal channel
turbines.
Table 6.1 summarises the key parameters used in this case. The rigid rough bed
with the coefficient of Nikuradse equivalent sand roughness 0.1 cm is assigned for the
bottom bed condition. At the inlet boundary, a constant flow rate 14,000 m3 is given.
The outlet boundary maintains a constant water depth of 20 m during the calcula-
tion. The 2eddy LES turbulence model is used for the representation of the turbulence
characteristics.
6.2.2 Results
The simulation is carried out for a period of 24 hours and the last hour result is selected
for data analysis in this section.
Figure 6.32 represents the time-averaged horizontal velocity magnitude around the
individual structures at the layer of Z = -18m and Z = 19m respectively. These layers
are under the top of the turbines, which corresponds to 0.5 and 0.25 of the turbine
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Figure 6.31: The mesh of the ideal channel
Test Tidal turbine farm in an ideal channel
Bed condition Rigid rough bed
Water depth h (cm) 20
Mean Flow velocity U(ms−1) 0.5
Pile diameter D(m) 5
Re Number 2.5× 106
Bed Nikuradse equivalent sand roughness ks(cm) 0.1
Table 6.1: Test conditions for the tidal turbine case
height. The flow patterns obtained from numerical model are similar to the ones in
the OWF case, a decreased velocities is found both upstream and downstream of the
CHAPTER 6 MODEL APPLICATION 135
turbine and the flow accelerations are seen at each side of the structure.
At a layer of 1 m above the top of the turbine structure (Z = -15 m), the velocity
magnitude distribution is illustrated by figure 6.33. Without the presence of the sub-
merged cylinder, the decreased flow upstream and downstream can still be seen clearly.
There is no return flow in this layer and only the reduced flow speed is noticeable in
the wake tail.
(a) the layer of z= -18m (0.5 of turbine height)
(b) the layer of z= -19m (0.25 of turbine height)
Figure 6.32: Time averaged (of 0.5 hours) velocity magnitude around tidal turbine farm in
different water depth.
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Figure 6.33: Averaged velocity magnitude around tidal turbine farm at the layer of z= -15m (1
m over the top of the turbine)
Further looking at the velocity distribution around the circular cylinder at half of the
structure height, it is found that the velocity profile shows a very different distribution
comparing with that in the laboratory scale simulation. In the figure 6.34, it is clear
that the flow is split by the cylinder. The flow velocity is reduced in front of the cylinder
and recovered behind the cylinder. The acceleration appears immediately at both side
of cylinder which is the same as that in the case of the flow past an infinite cylinder.
Figure 6.35 presents the time averaged velocity magnitude along the vertical direc-
tion of the centre line of the channel. The impacts on the flow dynamics around three
turbines are represented in figures 6.35 (a) (b) (c) respectively. The upstream flow in
front of the turbine is separated nearly at the half height of the cylinder. Below this
layer, the flow generates a horseshoe vortex at the bottom. Over this layer, the flow
rises up and passes over the top of the turbine. A large vortex can be seen clearly at
the back of the structure due to a low pressure zone in this area. But such a vortex
remains close to the bed and never rises above the height of the structure. Due to the
large distance between these structures, there is no apparent interaction in the flow
wake for two consecutive (in the streamwise direction) submerged cylinders.
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Figure 6.34: Averaged velocity magnitude around individual structure at the layer of z= -18 m
Figure 6.36 illustrates the sand concentration at the surface. Although there is no
structure blockage at the surface level, the turbid wakes containing high concentrations
of sand are still clearly visible. This is due to a very similar mechanism as that near the
OWF structure, i.e. the accelerated flow at the side of the pile picks up a substantial
amount of sand into suspension at higher level above the bed. Subsequently, the main
flow advects these sands further downsteam across the whole water column.
The suspension sand concentration along the centre plane across the turbine is
shown in figure 6.37. High sediment concentration is located at the bed surface in front
of the turbines. When the flow hits the structure, the strong eddy around the structure
picks up some sediment from the bed layer and transports them further downstream.
The sand concentration in the water column substantially increases and creates a high
concentration area above the turbine surface immediately. Under the action of the
water flow, the high concentration of suspension sand keeps moving downstream and a
long turbid wake appears as shown in previous figures.
6.3 Discussion
The flow in the London Array OWF is carried out by two different structure represen-
tation approaches. The first one is based on a ’hollow mesh’ or body-fitted strategy
and the second one relies on the immersed boundary method to account for the piles
of the OWF. The numerical results indicate that when dealing with exposed structures
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(a) the first turbine
(b) the second turbine
(c) the third turbine
Figure 6.35: Time averaged velocity magnitude in vertical cross section along the centre line.
such as the OWF, the immersed boundary method shows the same numerical result as
the ’hollow mesh’ approach. Currently, generating a ’hollow mesh’ similar to the one
in this study is very time consuming and might also be too much memory consuming.
In such situation, therefore the immersed boundary is preferred.
This study also suggests that the 2eddy LES model is a suitable turbulence model
for large scale applications. The complex 3-D flow structure crossing the OWF is well
represented in this simulation. The wake behind an individual structure responds to
the changing tidal current correctly. On average the wake during the peak tide period is
found about 1.5 km long, which is about 300 times of the structure diameter. Further-
more, although the mesh density in this study is proportionally smaller than the one
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Figure 6.36: Suspension sand concentration profile at surface.
at laboratory scale case, the unsteady flow state is still captured well by the numerical
model. Because the viscosities in the horizontal and vertical directions are calculated
separately, the vertical vortices can be identified clearly in the result alongside the
horizontal vortex that is on a very different length scale.
In the investigation of fine sediment transport, it is found that the vertical vortex
behind each individual structure plays a significant role in picking up sediment from
the bed surface, which increases the local fine sediment concentration in the water
body. In high speed tidal current, such a high sediment concentration region extends
downstream for a long distance. This generates a wake that is clearly visible at the
surface of the see and is also found in the satellite. However comparing the quantity of
fine sediment concentration, the numerical model shows a relative higher value than a
remote sensing data. The first reason is that due to a lack of in-situ measurement data,
the grain size distribution is not well represented. Secondly, the bathymetry in the
simulation is based on the interpolation of large scale survey data from various sources,
which is not designed for the simulation at this particular site. The London Array
OWF is located on an complicated bathymetry with about half sandbanks and the
rest in a deep channel. Lastly, the simulation period is limited for sediment transport
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(a) the first turbine
(b) the second turbine
(c) the third turbine
Figure 6.37: Suspension sand concentration profile in vertical cross-section view.
process. Due to the small time-step required, the simulation of fine sediment transport
is run for 24 hours. However for the fine sediment which is just disturbed into water,
the time to allow the particles to settle and diffuse across the water column can be
considerable. It is believed that if the model can be carried out for a longer period, the
accuracy can be improved.
Currently, to represent a submerged structure, the only way is to use the immersed
boundary method. In order to use this method for a large scale application, an ideal
flume test is used which contains nine circular cylinders. This is used to investigate the
far-field impact of tidal turbine farms. It is found that the immersed boundary method
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is a good option to deal with submerged structures and that is suitable in large appli-
cations. Comparing with a laboratory scale test, a more classical flow pattern around
the cylinder is predicted, a decrease flow in front of the cylinder, acceleration at sides
of the cylinder and a recovery behind the cylinder. The qualitative analysis indicates
that, the turbulence behind a structure also has a strong impact of the fine sediment
transport and the wake of high sediment concentration can be seen for kilometres.
Chapter 7
Conclusions and future work
The main aim of this thesis is to review, develop and evaluate methodologies for mod-
elling the impact of offshore structures on coastal seas. Two large-eddy simulation
models (the 2eddy viscosity LES model and the Wall-Adapted Large Eddy model)
have been incorporated into TELEMAC-3D to achieve a more realistic and effective
representation of the turbulence mixing and to account for the unsteadiness of the
flow past the structures. The immersed boundary method improves the capability
of the 3-D unstructured mesh system and the submerged structures can be directly
recognised by a fine mesh. These implementations are successfully tested against labo-
ratory measurement and then applied to simulate the London Array site showing good
agreement with in-situ and remote sensing data. An array of 9 submerged cylinders is
used to test the immersed boundary approach and the simulations clearly showing the
structure-induced far-wake. Overall, the model development and testing have achieved
the designed objectives.
This thesis starts with a brief introduction of the background of offshore struc-
ture modelling. The importance of understanding the impact of offshore structures
on hydrodynamics and environment is pointed out. Then the aims and objectives are
designed and the methodology briefly discussed.
This is followed by a chapter of literature review. This chapter presents an overview
of recent researches of offshore structure impacts and related numerical modellings.
Reviews show that offshore structure has significant impacts on its surrounding en-
vironment. The tidal current and waves in the near field can be strongly disturbed
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by an existing offshore structure, hence the surrounding flow might become very tur-
bulent. That increased flow speed near the structure would enhance the bed shear
stress immediately which plays an important role in entrainment of sediment. Among
many types of offshore structures, wind farms and marine turbine farms are selected as
the main model object due to their simple geometrical shape (their foundation can be
represented as a circular cylinder and blades effect can be largely neglected in far-field
simulation) which can be easily handled by numerical modelling. Moreover these struc-
tures have been widely installed around UK coast and it is worthwhile investigating
their applications.
Many numerical simulations of offshore wind turbine and marine turbine have been
reviewed. That includes modelling the flow past a single turbine structure and the
flow past a turbine farm. Most of the near-field studies focused on the hydrodynamics
adjacent to the structure (the distance is normally smaller than 5 diameters of the
turbine pile). The details of the structure (not only foundation but also the blades)
can be recognised by an extreme fine 3-D mesh, however due to the computational
efforts, such models cannot take tide or wave effect into account effectively, and only
simple flow condition is considered. The simulations of the flow past a turbine farm
often focuses on ’far-field’ simulation, e.g. impact in a large domain. There are two
main challenges currently facing these modelling. The first one is that most of coastal
models are based on a RANS approach to simulate turbulence phenomenon therefore
the turbulence generation and dissipation are limited to certain length scales. The
second one is related to the structure representation. Most of current numerical models
are using additional friction or force to represent offshore wind farms or marine turbines
in which the flow dynamics are not properly represented around the structures. Besides,
the most commonly used sigma transform 3-D mesh limits the recognisation of a vertical
boundary on the bottom, therefore the structure cannot be simulated.
Driven by the aforementioned requirements on the model development, TELEMAC-
3D is selected as the development platform because of a number of advantages compar-
ing with other solvers: firstly it is open-source which means it is programming friendly
for users; secondly it has a good performance in parallel computation which means
very fine meshes might be used for large scale simulation (large domain and long model
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period); lastly, this numerical model contains multiple modules which enable user to
simulate various physical processes.
Regarding to the turbulence models, two new turbulence models are developed,
including the 2eddy viscosity LES model and the WALE model. The two models
optimise the traditional constant Smagorinsky model in two different ways. The 2eddy
LES model remedies the limitation of the classical LES approach that the turbulence
flow has to be treated isotropically. By using different length-scales in the horizontal
and vertical directions respectively, the new turbulence model can deal with the flow
in a large horizontal domain but with a smaller vertical depth. The WALE turbulence
model overcomes the drawback of the traditional Smagorinsky model, by taking account
for both strain rate and rotation rate of the turbulent structures.
The implementation of two new turbulence models is validated for a laboratory scale
test case showing the impact of the flow past a cylinder. Comparing with results based
on the existing constant Smagorinsky turbulence model in TELEMAC-3D, both the
new 2eddy LES and WALE models show less mesh dependence. The vortex shedding
in the wake area is well captured in the instantaneous results. Based on the same
coarse mesh, results from the 2eddy LES model show a continuous wake however a
discontinuous wake is found in the result of the WALE model. This is due to the
fact that many small vortex structures are captured by the WALE model and it is
considered that the rotation rate plays a significant role in this vortex representation.
According to the comparison of the mean velocity components with the experimental
data, the 2eddy LES model and the WALE model have similar numerical accuracy
in the representation of the flow structure at layers ranging from the surface to the
middle depth. However at layers close to the bottom, the 2eddy LES model performs
better than the WALE model. We believe this is because the calculation of the WALE
model still relies on the representation of the isotropic turbulence structure therefore
it requires a very fine mesh in the vertical direction, as the same as the horizontal one.
The feature of 2eddy LES model enables it to have a good balance between anisotropic
mesh density and model accuracy, which makes it feasible to be applied to engineering
studies.
As discussed, the existing models based on sigma tranformation in the vertical di-
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rection can not consider a submerged structure in the water. In order to overcome this
drawback, the immersed boundary (IB) method is developed based on direct forcing
method which relies on forces applied to some nodes of the mesh, and impedes the flow
along the solid boundaries. The additional IB force replaces the actual reaction force
on the solid surface and is activated by using source terms in the momentum equations
of the Navier-Stokes equations. Two laboratory scale cases including the flow past a
full cylinder and the flow past a cylinder of finite-height are simulated to validate the
approach. In the full cylinder case, both instantaneous and time-averaged velocity pro-
files are fairly well captured by the numerical model. In the cylinder with finite-height
test case, the general flow feature can be captured by the numerical model. The vortex
structures can be seen clearly in the results. However, in the representation of the flow
above a submerged structure, there is a deviation between numerical model and exper-
iment data. Overall, we believe it is possible to use the immersed boundary method
with TELEMAC-3D to represent structures in a simulation. When dealing with an
obstacle going from the bottom though the surface of the water, the immersed bound-
ary method offers good accuracy in the prediction of the surrounding flow structures.
For the submerged obstacles, they can be simulated using a sigma transform mesh by
implementing the immersed boundary method.
After the validation of these new modules against laboratory case, two study cases
are discussed including the investigation of the flow past the London Array farm and
the flow past 9 submerged circular cylinders. In the London Array study, two method-
ologies are used to represent OWF structures respectively. The first one is to use a
’hollow’ mesh to model the structure explicitly, in a body-fitted way. The second one is
to implement the immersed boundary method. In the case of a submerged cylinder, the
structure can only be represented by the immersed boundary method. Regarding the
turbulence model, we find it is difficult to apply the WALE model because it requires
a very fine mesh in the vertical direction, which is not viable at large scale. Mesh
independent tests show that increasing the number of layers does help improve the nu-
merical results, however this requires a large amount of computing resource. Therefore
only the 2eddy LES model is applied in this study.
We discovered that the new turbulence model shows good behaviour in the far-field
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simulation. Although the mesh used at this large scale is proportionally much coarser
than the one used in the laboratory scale case, in the sense that less nodes are used to
represent the 2-D boundary of the cylinders, the vortex shedding effect is clearly seen
in the numerical results.
Similar results are obtained when using both the ’hollow mesh’ and the immersed
boundary method, with high resolution around each individual structure. A 7-day
hydrodynamic model run for the study domain has been obtained which suggests that
the tidal flow has complex 3-D structures across the depth, and the wake behind the
individual turbine foundation is clearly seen in the results. The suspended sediment
concentration are simulated based on a 5-day hydrodynamic result. Due to the large
number of elements and their small size, a small time-step is required. The wake made
of a high sediment concentration is clearly visible in the results. They suggest that
turbulent eddies in the vertical direction are important in resuspending fine sediment
from the sea bed and the tidal current plays a crucial role in the subsequent transport
process. The peak of sediment concentration always occurs during the peak flood and
peak ebb flow period. With the combined effects of the turbulent eddy and high speed
current, some wakes around the individual structures of the London Array offshore
wind turbines are found to be more than 2 kilometer-long (about 400 times of cylinder
diameter) downstream.
The present study shows that the implementation of a new turbulence model and the
immersed boundary method in TELEMAC-3D overcome the difficulty of the original
model to represent a far-field impact of offshore structures. It is found that these
approaches are efficient and their accuracy is acceptable. It is also found that using
new turbulence models as well as the immersed boundary conditions do not impact
the overall parallel performance of the code. The application of these tools generally
requires fine mesh resolution and hence computational costs are high. All the tests in
the present work are carried out using High Performance Computer and the iDataPlex
Cluster located at STFC Daresbury Laboratory Hartree Centre and Archer, the Cray
XC30 supercomputer in Edinburgh. Although the WALE model can not be applied
for real scale simulation in its present state, we believe that with the development of
computer science, it could become a good option to model turbulence at large scale.
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7.1 Future work
This research has opened up a number of potential avenues for future investigation:
• Further looking at the direct forcing approach of the immersed boundary method
for the free-surface Navier-Stokes equations. Although the current approach can
well represent a simple structure such as for an OWF, the performance of simu-
lating the submerged structure is still questionable. The main problems appear
in the representation of the flow structure above the top of structure. This may
be related to the inherent numerics in the software. For example, different ad-
vection schemes need to be investigated or the integration step along the vertical
direction need to be improved.
• The problem mentioned above may be also because of the turbulence model itself.
In the current models, no special treatment is applied to the horizontal boundary
of the submerged cylinder, and considering using a wall function for the turbulence
model could be an option. Therefore a better turbulence model to represent the
eddy around submerged structures can be considered.
• Implementation of the immersed boundary method coupled with the sediment
transport can be further investigated including both bed load sediment transport
and suspension sediment transport. Currently, the immersed boundary method is
only applied to the hydrodynamic module. For the sediment transport simulation,
the current code cannot ensure that there is no sediment particle going through
the immersed boundary and this would result in errors in the simulation.
• Wave propagation is another important physical process for ocean/coastal en-
gineering environment which should be taken into account. The TELEMAC
system offers the user a module, namely TOMOWAC, to investigate the wave
phenomenon. However, the coupling between TOMAWAC and TELEMAC-3D
using the new developments has to be investigated further as some stability issues
currently occur. Further code optimisation is required.
• Considering another approach than the immersed boundary method, by mask-
ing the elements. As the derivations rely on the finite-element method, element
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masking would be accounted for during the assembly stage of the matrix.
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3D MORPHOLOGICAL IMPACT MODELLING OF OFFSHORE WIND FARMS            
USING LES AND HPC 
Yue Yin1, Elizabeth Christie1, Ming Li1, Charles Moulinec2 and David R. Emerson2 
A model based on TELEMAC 3D using Large Eddy Simulation has been developed to simulate of complex flows and 
sediment transport around offshore wind farm foundations. The model was tested against available laboratory 
experimental data with satisfactory agreement. The model results reveal that with fine resolution, using Large Eddy 
Simulation allows to capture the turbulence eddy shedding behind the structure better than using conventional RANS 
models. Application of the model to the Burbo Bank OWF in Liverpool Bay, in North West England helps capturing 
the strong 3D structures across the depth, which can have considerable influence on sediment suspension and 
transport around the structure, particularly for fine sediments. 
Keywords: offshore wind farms; TELEMAC3D; large eddy simulation 
INTRODUTION 
With recent fast development of offshore wind farms (OWF), it is important to understand any 
impacts they might have on large scale coastal hydrodynamics and morphodynamics. A recent study by 
Christie et al (2012) has shown that it is possible to include the OWF structure directly in the 
oceanographic model with high grid resolution around each individual monopile. Unfortunately, the 
conventional Reynolds Averaged Navier-Stokes (RANS) turbulence closures, such as k- and k-, 
become inefficient to describe turbulence generation and dissipation immediately adjacent to the 
monopile as well as the large scale wake tailing behind the whole OWF. To satisfy stability criteria, the 
computational time step has also to be small, which limits the model’s capability for long term 
simulations. The present research therefore intends to substitute the RANS turbulence closure with 
Large Eddy Simulation (LES) and investigate its performance and accuracy for far field modelling. 
The aim of this paper is to demonstrate the capability of the coastal morphodynamic model 
TELEMAC3D (Hervouet, 2007; http://www.opentelemac.org) to predict the flow and sediment 
transport around offshore wind farm foundations. Prior to this investigation, TELEMAC3D is first 
validated at laboratory scale by simulating the flow around a cylinder lying on the bottom of a channel. 
Results are compared to the experimental data obtained by Roulund et al (2005), using their 
configuration. 
NUMERICAL METHOD 
Governing equations 
An open source hydrodynamic suite, TELEMAC, is used to simulate the hydrodynamics impact of 
offshore wind farms. The 3D module, TELEMAC3D is a three-dimensional computational code 
solving either the hydrostatic or non-hydrostatic equations. In this work the hydrostatic approximation 
is used both at laboratory scale and field scale. The code solves the three-dimensional hydrodynamic 
equations based on the following assumptions (courtesy of Hervouet (2007)): 
1. Three-dimensional Navier-Stokes equations with a free surface changing in time, 
2. Negligible variation of density in the conservation of mass equation (incompressible fluid), 
3. Pressure-hydrostatic assumption (that assumption results in that the pressure at a given depth is the 
sum of the air pressure at the fluid surface plus the weight of the overlying water body), 
4. Boussinesq approximation for the momentum (the density variations are not taken into account in 
the gravity term) 
Due to these assumptions, the three-dimensional equations being solved are: 
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2 
where U, V and W are three-dimensional components of velocity;    is the free surface elevation 
and    ,    are source terms.  Pressure is calculated in Eq. 4 where    and    are reference density and 
variation of density respectively. 
Based on these assumptions, TELEMAC3D model can be split up in three fractional steps: 
-The first step consists in finding out the advected velocity components by only solving the advection 
terms in the momentum equations. 
-The second step computes, from the advected velocities, the new velocity components taking into 
account the diffusion terms and the source term in the momentum equations. These two solutions 
enable to obtain an intermediate velocity field. 
-The third step is provided for computing the water depth from the vertical integration of the continuity 
equation and the momentum equations only including the pressure-continuity terms (all the other terms 
have already been taken into account in the earlier two steps). The resulting two-dimensional equations 
(analogous to the Shallow Water equations without diffusion, advection and source terms) are written 
as: 
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The u and v in lower case denote the two-dimensional variables of the vertically integrated velocity. 
These two-dimensional equations are solved by the libraries in the TELEMAC-2D code and enable to 
obtain the vertically averaged velocity and the water depth. The water depth makes it possible to re-
compute the elevations of the various mesh points and then those of the free surface. Lastly, the 
computation of the U and V velocities is simply achieved through a combination of the equations 
linking the velocities. Finally, the vertical velocity W is computed from the continuity equation. 
Turbulence model 
In this study, the LES closure based on the Smagorinski sub-grid scheme has been selected as the 
turbulence model for the horizontal directions. Smagorinski (1963)’s idea is to add to the molecular 
viscosity a turbulent viscosity deduced from a mixing length model. This mixing length corresponds to 
the size of the vortices smaller than that of the mesh size. 
     
   √                                                                          (8) 
where    is a dimensionless coefficient to be calibrated and ∆ is the mesh size derived in 2D or 3D 
from the surface or from the volume of the element. The value of    is set to 0.1 for canal condition. 
A mixing-length model is used as a turbulence model for the vertical direction. This model, proposed 
by Prandtl (1925) gives the value of the viscosity coefficient as: 
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where     is the strain rate tensor of average motion, with: 
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   is the “mixing length” parameter equal to kz at a distance z from the bottom, and k=0.41 (von 
Karman constant). 
It is expected that the seabed boundary and the structure wall will influence the results. In 
particularly, the important parameters are the shear velocity, defined by     (  )  and the 
dimensionless distance to the wall    
   
 
, where y is the distance to the wall.    is defined as 
   
   
 
 at the bottom. In this study, the mean value of    is 240 and of    is 130, which stats that 
boundary condition are in the logarithmic range. In this condition, the turbulent viscosity is then written 
as      
  . The velocity profile takes the following form: 
For hydraulically smooth flow: 
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For hydraulically rough flow: 
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where k is the von Karman constant and    is the roughness size. 
MODEL VALIDATION 
TELEMAC3D is widely used by the coastal engineering community. Accurately modeling 
turbulence with these coastal models is often proven to be challenging. Therefore the accuracy of the 
coastal model in the simulation of such complex flow condition is always one of the main users’ 
focuses. In order to obtain reasonable results from simulations, numerical model is validated against 
laboratory experiment, involving steady flow around a circular cylinder as described in Roulund et al. 
(2005). 
Following the experimental setup in Roulund et al. (2005), the simulation domain as shown in 
Figure 1 is set to be 50 m long by 4 m wide. The bed is assumed to be flat with a constant depth of 0.54 
m. A cylinder with diameter of 0.53 m is placed at 13 m downstream of the inlet. The 3D mesh of the 
simulation domain contains 282,740 elements in 2D and has 20 unevenly distributed horizontal layers.  
 
 
 
 
Figure 1.  Geometry of the computed domain. 
Two conditions from the experiment are used to test the model, one for a smooth bed and another 
one for a rough bed. In both cases, the simulations are carried out at Re=1.7×10
5
, with inlet velocity U 
= 0.326 m/s. The time step of 0.01 s is chosen to keep the maximum Courant number below 0.8. 
In order to compare the measured mean flow velocities obtained in the experiment, the computed 
instantaneous velocities are averaged over 10,000 time steps after the initial settle down period in the 
numerical model. 
 
 
 
Z=-0.34 m 
Z=-0.44 m 
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Figure 2.  Mean horizontal velocity in the streamwise plane of symmetry at different distances from the bed 
using a smooth rigid bed condition 
Figure 2 compares the computed mean horizontal velocity distributions with experimental data at 
different layers for the smooth bed condition. Overall, the velocity profile in front of cylinder shows a 
better agreement in comparison with the experimental data. Small deviations can be observed in the area 
which is close to the structure. At the layer Z=-0.44 m, the flow velocity decreases slightly faster than 
for the experimental data. At the layer Z=-0.49 m, the minimum flow speed in the experiment is around 
0 m/s. However in the numerical model, velocities reduce to negative values first and then recover to 0 
m/s at the wall of the cylinder. At the layers Z= -0.52 m and -0.53 m, negative velocities are both found 
in numerical model and experimental data.  In the wake part, at the layer Z= -0.34 m the minimum flow 
velocity of the numerical model does not reach to the peak observed in the experimental data. At the 
layer Z= -0.44 m the minimum flow velocity of numerical model is close to the peak of experimental 
data but a small difference can still be found. At the layers Z= -0.49 m, -0.52 m and -0.53 m, the 
minimum flow velocity of the numerical model is over- predicted. Although in the wake part the length 
of the wake is over-estimated, the tendency of the flow recovery behind the structure still shows a 
reasonable agreement. At the layer Z = = -0.34 m, -0.44 m and -0.49 m, both numerical model and 
experimental data show a down and up trend. At the layer Z = -0.52 m and 0.53 m, experimental data 
shows a significant feature that flow velocity slightly increases before reducing to negative values, then 
recovers to outlet speed, which is represented by the numerical model. 
 
 
Z=-0.49 m 
Z=-0.52 m 
Z=-0.53 m 
Z=-0.047 m 
 COASTAL ENGINEERING 2014 
 
5 
 
 
Figure 3.  Mean horizontal velocity in the plane of symmetry at different distances from the bed using a rough 
rigid bed condition 
Similarly, Figure 3 shows the mean horizontal velocity distributions obtained for a rough bed test 
using the same mesh as for the previous case. The velocity profile in front of the cylinder shows a good 
agreement with the experimental data, which is also observed for the smooth bed test case. However in 
layers Z = -0.517 m and -0.527 m, the measured velocities are slightly under-estimated by the numerical 
model. In the wake part, the minimum mean velocities are closed to the peak of the experimental data, 
but the wake length is clearly over-predicted. In the numerical models, it takes longer for the flow to 
recover to the flow. The difference in wake length between numerical model and experimental data 
reduces from the surface layer to the bottom layer and a much closer agreement can be found at Z = -
0.527m level. 
MODEL APPLICATION 
The model is then used for far field simulations at Liverpool Bay, Eastern Irish Sea where three 
OWFs exist, namely Burbo Bank, North Hoyle and Rhyl Flats, consisting of 25, 30 and 25 monopile 
turbines respectively. The fine mesh is shown in Figure 4 where the details of the grid around the 
structures have been highlighted. The mesh contains 323,830 elements in 2D and has 15 horizontal 
layers. The cell size varies from 0.4 m on cylinder walls to 5500 m at the open boundary. The monopile 
Z=-0.247 m 
Z=-0.447 m 
Z=-0.517 m 
Z=-0.527 m 
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has a typical diameter of 4-5m. The average distance between each turbine structure is about 350 m to 
540 m. 
 
 
 
Figure 4. Mesh of Liverpool Bay 
Boundary conditions used include offshore open boundary with the tidal water level or riverine 
discharge specified and solid wall shoreline boundaries. The model is driven by scaled representative 
tides calculated by the Tidal Model Driver (Egbert & Erofeeva, 2002) for 7 tidal constituents (M2, S2, 
N2, K2, P1, O1, K2). Riverine discharge is also included as a model input with annual mean flow rate 
specified at the boundaries of the Dee, Mersey, Douglas and Ribble estuaries as 33.70m3/s, 37.22 m3/s, 
4.16 m3/s, 33.04 m3/s respectively. Bottom friction is calculated by the Chézy formula with a Chézy 
coefficient of 24. Sediment transport is modeled with the Meyer-Peter bed load transport formula with 
a single sediment size class of diameter 0.23mm, and the morphology is updated with the Exner 
equation.  
Results 
       Both the hydrodynamics and morphological impacts of OWF are investigated by numerical 
simulations. For the hydrodynamics study, the model is run over a full spring-neap tidal cycle (over 30 
days) to catch the peak flow. For the morphological study, TELEMAC3D is coupled with SISYPHE 
the sediment transport module and run for less than 7 days due to time step limitation. 
Figure 5 shows the computed depth averaged velocity around OWF during a peak flow spring tide. 
Remarkable decrease in the depth averaged velocity can be found in the wake of each monopile 
foundation. At spring tide, the wake tail behind certain structures at Burbo Bank is over 200 meters 
long. However this distance is still shorter than the average distance between each cylinder. 
Consequently, it is difficult to see the flow interaction between adjacent piles. 
 
 
Figure 5. Depth averaged velocity over part of the Burbo Bank OWF (highlighted) obtained from a 3-D model 
simulation 
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Figure 6. Flow profile displayed by “Arrows” style 
Figure 6 presents the distribution of flow vectors in the whole test domain.  The flow pattern is 
represented by “arrow” style, in which the length and color of arrows represent the magnitude of the 
flow velocity and the direction of arrows is consistent with flow direction. As can be observed in this 
figure, the interaction between adjacent pile wakes is weak. The flow impact of the whole wind turbine 
farm cannot be represented so far. 
Due to the element-size dependence of the LES turbulence closure, the model is tested with two 
different meshes. Figure 7 compares the flow pattern for different mesh at the same time period and the 
difference can be clearly seen. Figure 7(a) is the result for the mesh of 323,830 elements and Figure 7(b) 
is that for the mesh of 1,295,230 elements. The mesh in Figure 7 (b) is refined from previous mesh by 
mesh multiplication. Although noticeable wake tail behind piles can be found in both results, the length 
of the wake for the refined mesh is much longer than the one for the initial mesh. Flow interaction 
between two piles can be found in Figure 7(b). 
 
 
 
Figure 7. Depth averaged velocity over part of the Burbo Bank wind farm with different size of mesh. a) 
323,830 2D elements; b) 1,295,320 2D elements 
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Figure 8. Velocity distribution at one monopile turbine at the North Hoyle wind farm for the 3-D model 
simulation at different layers 
Figure 8 shows the distribution of the magnitude of the instantaneous velocity around a turbine at 
free surface layer, middle layer and bottom layer separately. In all three layers, similar flow patterns 
can be found with a decrease in velocity in the wake of the pile and flow acceleration at the side of the 
pile. However it is obvious that the wake illustrated in the free surface layer is much longer than the 
wake in the bottom layer. The wake in the middle layer is twice as long as for the bottom layer wake. 
With the increase of water depth, velocity accelerations at both sides of the pile play more significantly 
roles in hydrodynamics. 
 
 
 
 
   
 
Figure 9.  Bed evolution around OWF of Burbo Bank 
a) b) 
c) d) 
e) f) 
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In Figure 9, the computed bed evolution is presented around the OWF of Burbo Bank over a 5 days 
period. Figure 9(a) shows the initial state of the seabed and the following figures illustrate the seabed 
evolution for each day. Comparing the six figures, scour on the seabed develops rapidly in the first 
three days and then begin to remain stable. Marked scour area can be found in both sides of each 
monopole turbine which is parallel to the flow direction. However the areas of deposition cannot be 
observed, which suggests that the sediment being eroded from the structure site and subsequently 
transported away from the site leads to the net erosion at the OWF. 
 
CONCLUSIONS 
In this study, TELEMAC3D is used to simulate the flow around a circular cylinder at laboratory 
scale and model both hydrodynamics and morphological impact of OWF at large scale. At laboratory 
scale, LES gives a reasonable agreement with the experimental data for a flow around a cylinder. 
Although TELEMAC3D cannot reach the same accuracy as a CFD solver would, it can still catch and 
represent the flow’s key features. For most engineering propose, the accuracy of TELEMAC3D is 
acceptable.  
At the prototype scale, the model is tested at the OWF at Liverpool Bay in which the OWF 
foundation structures are represented by the mesh directly with high resolution around each individual 
structure. The initial model test suggests the tidal flow has complex 3D structures across the depth and 
the weak behind the individual turbine foundation is clearly seen in the results. However the interaction 
between adjacent pile wakes is not obvious, but can be found in very high resolution configurations.  
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Abstract—Flow around a circular cylinder in laboratory scale 
is simulated by coastal model TELEMAC3D. The aim of this 
paper is to investigate the performance and accuracy of 
TELEMAC3D, hydrostatic mode, at laboratory scale. The 
model is tested on both smooth bed and rough bed conditions. 
The turbulence characteristics are modelled using Large Eddy 
Simulation and the Smagorinsky sub-grid scale model. The 
model results, including velocity profiles and the Strouhal 
number are compared with experimental data. Three different 
mesh sizes are used in these tests. According to the comparison, 
the finest mesh gives a better agreement of the model exhibiting 
the right trend in the wake part, comparing to the 
experimental data. 
 
I. INTRODUTION 
With the repaid expansion of offshore wind farm industry, 
it has become important to the coastal engineers to be able to 
predict the impact of array of monopiles on offshore waves, 
tides and sediment transport. Traditionally, due to the small 
diameter of the single monopile (~5-10m) comparing with 
the mesh size in the coastal engineering model (~100m), 
these cylinder-like structures are treated as sub-grid features 
and represented simply as enhanced roughness. In recent 
years, benefiting from the increase of computing power, 
access to High End machines and flexible mesh system, the 
computational resolution in these coastal models has 
demonstrated that it is able to account for the cylinders, 
which means that is it possible to represent the offshore 
turbine foundations directly. The present study therefore aims 
at exploring the potential of an existing coastal model system, 
TELEMAC3D to simulate the flow around a single cylinder 
with various settings, in its hydrostatic mode.   
In the last decade, many successful studies have been carried 
out using CFD models to simulate flow around cylinders at 
laboratory scale. Roulund et al. [1], for instance numerically 
simulated a flow around a circular pile at laboratory scale, using 
EllipSys3d. Their results were fairly good in comparison to 
experimental data. However application of coastal and ocean 
models at laboratory scale is still limited. Apart from the 
difficulty of resolving hydrodynamics around structures, 
accurately modeling turbulence with these coastal models is also 
often proven to be questionable. Therefore the accuracy of the 
coastal model in the simulation of such complex flow condition 
is always one of the main users’ focuses. 
TELEMAC [2, 3], as an efficient hydrodynamics suite, has 
been widely used in coastal engineering community. In the 
author’s previous work to be published in [4], the flow around 
offshore wind farms was simulated using TELEMAC3D with 
the Large-Eddy Simulation (LES) closure. The results suggest 
that TELEMAC3D is capable of reproducing complex flow 
reasonably well with high grid resolution around the individual 
structure. However due to a lack of experimental data in the test 
domain, the accuracy of the numerical model is questionable. 
The main objective of the present work therefore is to use 
TELEMAC3D to simulate the flow around a circular cylinder at 
laboratory scale and, to examine potential factors that might 
influence the results. In this work, sensitivity simulations are 
performed using several 2-D horizontal mesh sizes and number 
of vertical layers. The model is tested in both smooth and rough 
bed conditions and turbulence is modeled by the LES closure. In 
the end the numerical results are benchmarked with the 
experiment made by Roulund et al. [1]. 
 
II. NUMERICAL METHOD 
A.  Governing equations 
An open source, TELEMAC3D, was used to simulate the 
flow around a circular cylinder. TELEMAC3D is a three-
dimensional computational code describing the 3D velocity 
field (u, v, w) and the water depth h (and, from the bottom 
depth, the free surface S) at each time step. In this work the 
hydrostatic approximation is used at laboratory scale, as it is 
going be used later at field scale, because the simulations 
would be too computationally demanding otherwise. 
21st Telemac & Mascaret User Club Grenoble, France, 15-17 October, 2014 
 
 
B. Turbulence models 
In this study, the LES closure with Smagorinsky sub-grid 
scheme has been selected as the turbulence model for the 
horizontal directions. Smagorinski [5]’s idea is to add to the 
molecular viscosity a turbulent viscosity deduced from a 
mixing length model. This mixing length corresponds to the 
size of the vortices smaller than that of the mesh size.  
     
   √                                 (1) 
where    is a dimensionless coefficient to be calibrated 
and ∆ is the mesh size derived in 2D or 3D from the surface 
or from the volume of the element. The values of    is set to 
0.1 for canal condition. 
A mixing-length model is used as the turbulence model 
for the vertical direction. This model, proposed by [6] gives 
the value of the viscosity coefficient as: 
     
 
√                                     (2) 
where     is the strain rate tensor of average motion, with: 
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   is the “mixing length” parameter equal to kz at a 
distance z from the wall, and k=0.41 (von Karman constant), 
till the size of eddies is no longer influenced by the bottom 
and remains constant. 
The velocity profile can be influenced by the boundary 
layer which is above the bottom or in the vicinity of walls. 
The important parameters are the shear velocity, defined by 
          and the dimensionless distance to the wall or 
bottom    
   
 
, where y is the distance to the wall or 
bottom. In this study, the average    on the bottom and wall 
are 130 and 240 respectively, which stats that boundary 
layers are in the logarithmic range. In this condition, the 
turbulent viscosity is then written as      
  . The 
velocity profile takes the following form: 
For hydraulically smooth flow: 
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For hydraulically rough flow: 
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where k =0.41 (von Karman constant) and    is the 
roughness size. 
 
C. Boundary conditions 
The boundaries of the computational domain include inlet, 
outlet and walls. 
1) Inlet: At the inlet, flow rate Q was specified. The 
value of Q was calculated by the horizontal velocity, which 
following similar flow settings in the Roulund’s experiment. 
2) Outlet: At the outlet, prescribed elevations was given. 
3) Walls: The walls of flume and pile were set as solid 
wall. Sidewall friction was not applied in this study, 
therefore all walls are smooth. For bottom, both smooth bed 
and rough bed conditions are considered. 
 
D. Computational mesh 
The computational mesh was generated by software 
Bluekenue. Following the experimental setup in Roulund et a. 
[1], the simulation domain as shown in Figure 1 is set to be 
50 m long by 4 m wide. The bed is assumed to be flat with a 
constant depth of 0.54 m. A cylinder with diameter of 0.53 
m is placed at 13 m downstream of the inlet. An initial mesh, 
called mesh1 is generated using 47,546 triangle elements in 
the 2-D horizontal plane and 20 non-equally distributed 
vertical layers across the water depth. Subsequently, mesh2 
and mesh3 are obtained by refining mesh1 up to 91,628 
elements and 282,740 elements separately in 2-D by mesh 
multiplication.  
 
Figure 1.  Geometry of the computed domain 
 
E. Model setup 
Two conditions from the experiment in [1] are used for 
the model testing, one for a smooth bed and the other for a 
rough bed. In both cases, the simulations are carried out at 
Re=1.7×10
5
, with inlet velocity U = 0.326 m/s. The time 
step of 0.01 s is chosen to keep the maximum Courant 
number below 0.8. The Courant number is defined as (4) 
   
  
  
                             (4) 
where U is the depth-mean flow velocity and    is the 
smallest mesh size. 
In rough bed simulations, the bottom friction was 
modelled by Nikuradse law and the friction coefficient ks is 
set to 0.01. 
 
III. MODEL RESULTS 
To test the model’s sensitivity to the mesh resolution, 
computations have been performed with three different size 
meshes, i.e. mesh1 has 47,546 2-D triangular elements, 
mesh2 91,628 2-D triangular elements and mesh3 282,740 2-
D triangular elements. All three meshes deal with 20 
horizontal layers unevenly distributed. 
A. Mean velocity analysis (smooth bed) 
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Figure 2.  Instantaneous velocity field around a circular pile in a flume 
(smooth bed test). a) mesh1, b) mesh2, c) mesh3 
The images in Figure 2 illustrate the instantaneous 
velocity distribution around a circular pile for the smooth bed 
test using three different meshes. In all three test cases, 
similar flow patterns can be found with a decrease in velocity 
in the wake of the pile and flow acceleration at the side of the 
pile. However it is obvious that the wake obtained by mesh1 
is much longer than the wake in mesh3. The wake in mesh2 
is about half of mesh3 wake length. The vortex shedding is 
clearly noticeable in both mesh2 and mesh3 results, although 
the vortex size seems much smaller in mesh3. 
In order to get details of the mean flow, the instantaneous 
velocities are averaged over 10,000 time steps after 
ensuring flow development.  
 
Figure 3.  Mean horizontal velocity component obtained by LES using 
different mesh size (smooth bed test) 
      Figure 3 compares the mean horizontal velocity profiles 
over the central cross section with different mesh sizes for 
the smooth bed test. The red dots denote the experimental 
data obtained by Roulound et al. [1]. Black, red and blue 
curve represent the numerical results obtained from mesh1, 
mesh2 and mesh3 respectively. It is clear that, the three 
computed velocity profiles in front of the circular cylinder 
show a very good agreement with experimental data. Flow 
speed reduced from 0.36 m/s at inlet boundary to 0 m/s at the 
cylinder wall. However, in the wake area behind the structure 
the 3 cases clearly deviate from each other. Although the 
three results all show flow recovery, the length of the 
recovery is very different.   
 
 
 
 
 
 
Figure 4.  Mean horizontal velocity in the plane of symmetry at different 
distances from the bed. Smooth rigid bed with mesh3 
Figure 4 compares the computed mean horizontal 
velocity distributions with experimental data for different 
layers for mesh3 case for the smooth bed condition. 
Generally, the velocity profile in front of cylinder shows a 
good agreement in comparison with the experimental data. 
Small deviations can be found in the area which is close to 
the structure. At the layer Z=-0.44 m, the flow velocity 
decreases slightly faster than for the experimental data. At 
the layer Z=-0.49 m , the minimum flow speed in experiment 
is around 0 m/s, however in the numerical models, velocities 
reduce to negative values first and then recover to 0 m/s at 
the wall of the cylinder. At the layers Z= -0.52 m and -0.53 
m, negative velocities are both found in numerical and 
experimental data.  In the wake part, at the layer Z= -0.34 m 
the minimum flow velocity of numerical model doesn't reach 
to the peak of experimental data. At the layer Z= -0.44 m the 
minimum flow velocity of numerical model is close to the 
peak of experimental data but small difference can still be 
found. At the layers Z= -0.49 m, -0.52 m and -0.53 m, the 
minimum flow velocity of the numerical model is over- 
predicted. Although in the wake part the length the of wake is 
over-estimated, the tendency of the flow recovery behind the 
structure still shows a reasonable agreement. At the layer Z = 
c) Z=-0.49 m 
Z=-0.44 m 
Z=-0.34 m 
Z=-0.52 m 
Z=-0.53 m 
b)
a) 
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= -0.34 m, -0.44 m and -0.49 m, both numerical model and 
experimental data show a down and up trend. At the layer Z 
= -0.52 m and 0.53 m, experimental data shows a significant 
feature that flow velocity slightly increases before reducing 
to negative values, then recover to outlet speed, which is 
represented by numerical model. 
The type and size of elements used for mesh3 are 
definitely required to get a good description of the flow and 
even using TELEMAC3D in hydrostatic mode shows very 
good results in this case compared to the experiment. 
 
B. Mean velocity analysis (rough bed) 
An analysis is now conducted when a rough bed is used. 
 
 
 
 
 
 
Figure 5.  Mean horizontal velocity in the plane of symmetry at different 
distances from the bed. Rough rigid bed with mesh3 
      Figure 5 shows mean horizontal velocity distributions 
obtained for a rough bed test using mesh3 2-D triangular 
element distribution with several vertical layer distributions. 
The mean velocity profile in front of the cylinder shows a 
good agreement with the experimental data, which is also 
observed for the smooth bed test case. However in layers Z = 
-0.517 m and -0.527 m, the mean velocities are slightly 
under-estimated by numerical model. In the wake part, the 
minimum mean velocities are close to the peak of the 
experimental data, but the wake length is still over-predicted. 
In the numerical models, it takes longer for the flow to 
recover to the previous flow. The difference in wake length 
between numerical model and experimental data reduces 
from the surface layer to the bottom layer and a much closer 
agreement can be found between the model prediction and 
laboratory data. 
 
C. Strouhal number (smooth bed) 
As the flow is oscillatory, it is also crucial to know if its 
period is well predicted by TELEMAC3D. 
 
Figure 6.   Time evolutions of the instantaneous depth-averaged velocity at 
point A (x=2, y=0.5D), obtained by smooth bed test with mesh3 
     Figure 6 represents the time evolutions of the 
instantaneous depth-averaged velocity at point A, which is 
located at (2.0, 0.5D). Strong fluctuating velocities can be 
found in the test with mesh3. 
 
Figure 7.  Strouhal number with different mesh size, obtained by smooth 
bed test 
 Figure 7 compares the Strouhal number (St) for the three 
different mesh sizes based on the smooth bed tests. The 
Strouhal number (St) represents a normalised value of 
Z=-0.047 
Z=-0.247 
Z=-0.447 
Z=-0.517 
Z=-0.527 
Mesh_1 
Mesh_2 
Mesh_3 
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shedding frequency (see 5), where f is the shedding 
frequency in Hz, D is hydraulic diameter and U is the depth-
mean flow velocity. 
        
  
 
                                         (5) 
In this study, time step is set to 0.01 s and print-out period 
is set to 100 time steps. Therefore,  1 Hz is taken into 
consideration when calculating the shedding frequency. 
     Comparisons for the Strouhal number were not available 
for the exact same flow as aforementioned. However, 
Stringer et al. [7] compared the Strouhal number at different 
Reynolds numbers ranking from 40 to 10
6 
for the flow 
around an infinite cylinder (different from the current 
configuration which is similar to a flow around a cantilever). 
According to their study, St should be of the order of 0.25 at 
Re =1.8×10
5
. The Strouhal number in the current study varies 
from 0.165 to 0.237 for the largest mesh. In consideration of 
numerical error, the finest mesh shows a good agreement 
oofvortex shedding frequency and Richardson extrapolation 
would exhibit a Strouhal number of about 0.29, which is 
close to what Stringer et al. observed. 
 
IV. CONCLUSIONS - PERSPECTIVES 
In this study, TELEMAC3D is used to simulate the flow 
around a circular cylinder in laboratory scale using the 
hydrostatic approach. Running ocean model at such a small 
scale is challenging. In this particular test case, it is found 
that the TELEMAC3D can be used in laboratory scale 
simulations. It performs well when simulating steady flows, 
such as the flow at the front of the structure. In complex flow 
conditions, although TELEMAC3D cannot reach the same 
accuracy as CFD solver does, it can still catch and represent 
the flow’s key features. Vortex shedding frequency can be 
simulated properly by very fine mesh. 
The turbulence coefficient of LES closure in 
TELEMAC3D is linked to the area of each triangle cell. 
Therefore mesh size of model domain affects the accuracy of 
simulations. According to the comparison, it is clear that the 
finest mesh gives a better agreement of the model with 
experiment data. Mesh size does affect the numerical error in 
simulations, but it does not affect the whole velocity trend. In 
consideration that TELEMAC3D is normally used in 
engineering applications, the accuracy of this model is more 
than acceptable. 
This work gives us experience and confidence to build 
good meshes for offshore wind farms, with extra refinement 
in the mean direction of the flow, both before and past each 
of the monopiles. 
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Abstract—TELEMAC3D offers the user several options 
for turbulence modelling, including Reynolds-Averaged 
Navier-Stokes modelling and Large Eddy Simulation 
based on the Smagorinsky constant model. Complex 
turbulent flow problems can be computed using various 
levels of approximation, yielding a more or less detailed 
description of the flow state. The aim of this work is to 
implement the Wall-Adapting Local Eddy-Viscosity 
(WALE) turbulence model from the existing 
TELEMAC3D code and to compare it to the 
Smagorinsky constant model. There are two major 
advantages associated with the choice of the WALE 
model: firstly, the invariant of the symmetric part of  ̅   
is related to both the strain rate of the turbulent 
structure and the rotation rate. Secondly, it offers a 
proper wall-scaling to get a good prediction of the 
friction coefficient. The aforementioned advantages will 
help improve the representation of the complex 
turbulent flow. Numerical results are benchmarked 
against two experiment tests including the flow around 
a circular cylinder test case and the flow in a U-shape 
bend channel.  
 
 
I. INTRODUTION 
Turbulent flows are commonly encountered in 
engineering and are of considerable interests in a variety of 
industrial applications. In coastal engineering, to resolve the 
combined tides and waves induced by constant changes in 
flows around offshore structures, using a computer model is 
particularly important to coastal protection and development.  
The 3-D module of the TELEMAC suite, i.e. 
TELEMAC3D [1] offers the user several options for 
turbulence modelling. The most widely used approximation 
is based on the Reynolds-averaged Navier-Stokes equations 
(RANS) which has one main drawback: i.e. the fact that all 
the scales are modelled in the same way dispite the fact that 
the small scales tend to depend only on the viscosity whereas 
the large ones are very strongly affected by the boundary 
conditions.  
An alternative to RANS is Large Eddy Simulation (LES). 
It is based on the assumption that the large eddies of the flow 
are dependent on the geometry while the smaller scales more 
universal. The turbulent flow is split into large and small 
parts by a filtering process based on an energy cascade. The 
large eddies are simulated by the calculation, while the small 
eddies are ignored by using a sub grid-scale model. However 
there are two major drawbacks associated with to the choice 
of the Smagorinsky constant model, for instance: firstly, the 
invariant of the symmetric part of   ̅  is only related to the 
strain rate of turbulent structure but not the rotation rate. 
Secondly, it does not offer a proper wall-scaling to get a good 
prediction of the friction coefficient.  
To overcome the aforementioned drawbacks, the 
Wall-Adapting Local Eddy-Viscosity (WALE) turbulence 
model has been developed by Ducros et al. [2] and 
implemented in TELEMAC3D. In order to investigate the 
behaviour of the new turbulence model and examine 
potential factors which affect the results, the Smagorinsky 
constant and WALE models are compared with two 
laboratory scale cases, including the flow around a circular 
cylinder test case of Roulund et al [3] and the flow in a 
U-shape bend channel [4]. 
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II. NUMERICAL MODEL 
A. Governing Equations 
The calculations are performed using the open source 
hydrodynamic suite TELEMAC and more specifically its 
3-D module, TELEMAC3D. It is a three-dimensional 
computational code solving either the hydrostatic or 
non-hydrostatic equations. In this work the hydrostatic 
approximation is used for both the circular cylinder test case 
and the U-shape bend channel case. The code solves the 
three-dimensional mass and momentum conservation 
equations [5] : 
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where U, V and W are the three-dimensional components 
of velocity;   is the stress tensor;    is the free surface 
elevation and    ,    are source terms. The pressure is 
calculated in Eq. 4 where    and    are the reference 
density (1024kg/m3) and the variation of density respectively. 
The stress tensor is computed as       , in which   is 
the effective viscosity that needs to be computed by a 
turbulence model. 
B. Turbulence Models 
In order to obtain a better representation of complex 
turbulent flows, numerical model is computed using 
Large Eddy Simulation employing two turbulence 
models including the constant Smagorinsky model [6] 
and the ‗Wall-Adapting Local Eddy-Viscosity (WALE)‘ 
model [2]. 
Using the Smagorinsky model, the viscosity is computed 
as: 
     
   √                    (5) 
where    is a dimensionless coefficient to be calibrated and 
∆ is the mesh size derived in 2-D or 3-D from the surface or 
from the volume of the element. The value of    is set to 0.1 
for after calibration. More details of the constants can be 
found in User Manual [1]. 
In LES, the eddy-viscosity    must not change when the 
frame of reference is changed. Clearly the velocity gradient 
tensor  ̅      ̅    ⁄  is a good choice to represent velocity 
fluctuations at the length scale ∆. The Smagorinsky model is 
based on the second invariant of the symmetric part   ̅  of 
this tensor. However there are two major drawbacks 
associated with this choice: 
 This invariant is only related to the strain rate of the 
turbulent structure but not the rotation rate. 
 It does not offer a proper wall-scaling to get a good 
prediction of the friction coefficient. 
  For the aforementioned reasons, Ducros et al. uses a better 
operator with the traceless symmetric part of the square of 
the velocity gradient tensor as follows: 
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where  ̅  
    ̅   ̅   and     is the Kronecker symbol. 
Einstein summation is used here. If  ̅ is used to represent 
the anti-symmetric part of   ̅ : 
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the tensor    
  can be rewritten in terms of  ̅ and  ̅ : 
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By construction, the trace of S
d
 is zero and its second 
invariant remains finite and proportional to    
    
 . By using 
the relation above and making use of the Cayley-Hamiltion 
theorem of linear algebra, this quantity can be developed as: 
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with the notations: 
     ̅   ̅ ,  
   ̅   ̅  ,        ̅   ̅  ̅   ̅   
From the last relation, a LES model based on    
    
  will 
detect turbulence structures with either strain rate, rotation 
strain or both. In the case of pure shear (e.g.,  ̅    , 
except  ̅  ), it yields  
        ̅  and      
 
 
 
    , so that the considered invariant,    
    
 , is zero. 
This point is in agreement with the fact that the shear zones 
contribute to energy dissipation to a smaller extent than 
convergence zones and eddies. Moreover, this means that 
almost no eddy viscosity would be produced in the case of 
wall-bounded laminar flow. Thus the amount of turbulence 
diffusion would be negligible in such a case and 
development of linearly unstable waves would be possible. 
This is a great advantage over the Smagorinsky model. The 
expression for    is computed as:  
   
(   
    
 )
   
( ̅   ̅  )
   
 (   
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                (10) 
 
 
III. CASE I: FLOW AROUND A CIRCULAR CYLINDER 
Both the constant Smagoringsky turbulence model and 
the WALE model are used in the simulation of the flow 
around a circular cylinder and their results compared to the 
laboratory measurement of Roulund et al [3]. 
A. Model Setup 
Following Roulund et al [3], the simulation domain is set 
to be 50 m long by 4 m wide. The bed is assumed to be flat 
with a constant depth of 0.54 m. A cylinder with a diameter 
of 0.53 m (D) is placed at 13 m downstream the inlet as in 
Fig. 1. The computational mesh is generated by the software 
Bluekenue using 47,546 triangle elements in the 2-D 
horizontal plane and 20 non-equally distributed vertical 
layers across the water depth. 
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Figure 1.  Model mesh layout for the validation test (top view) 
The boundaries of the computational domain include inlet, 
outlet and walls. At the inlet, the flow rate Q is specified to 
0.68 m
3
/s following similar flow settings in Roulund‘s 
experiment. At the outlet, prescribed elevation is given to 0 
m. The walls of the flume and pile are set as solid walls. 
Sidewall friction is not applied in this study, therefore all the 
walls are smooth. The bottom friction is modelled by the 
Nikuradse law and the friction coefficient ks is set to 0.01. 
B. Results 
 
 
Figure 2.  Instantaneous velocity field around a circular pile in a flume a) 
WALE model, b) LES Smagorinsky model.（01:00:00） 
Figure 2 illustrates the instantaneous velocity distribution 
around a circular pile using the constant Smagorinsky model 
and the WALE model respectively. Similar flow patterns can 
be found with a decrease in velocity in the wake of the 
cylinder and flow acceleration at the side of the pile. The 
vortex shedding is clearly noticeable in both turbulence 
model results, although the vortex size in WALE model test 
seems smaller than it in the constant Smagorinsky model 
results.  
 
 
 
 
 
 
 
Figure 3.  Mean horizontal velocity in the plane of symmetry at different 
distances from the bed obtained by both turbulence models. 
a) 
b) 
Z=-0.047 (surface) 
Z=-0.147 
Z=-0.247 
Z=-0.347 (middle) 
Z=-0.447 
Z=-0.517 (bottom) 
Z=-0.497 
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 To further illustrate the velocity distribution around the 
circular cylinder, instantaneous velocities are averaged over 
10,000 time steps after ensuring flow development. 
Time-averaged horizontal velocity at different levels above 
the bed over the stream-wise centre plan of symmetry (the 
red broken line in Fig. 2) are compared with experimental 
data for one of the Roulund et al [3] experimental condition 
in Fig. 3. The red dots denote the experimental data obtained 
by Roulund et al. [3]. The blue and green curves represent 
the numerical results obtained using the Smagorinsky model 
and the WALE model respectively. Generally, both 
turbulence models show good agreement comparing with the 
experiment data. Although a slight over-prediction is found 
at levels close to the surface (z=-0.047 m and -0.147 m), the 
velocities at bottom levels are under-estimated by the 
numerical models. In the wake part, all the results show flow 
recovery, however the WALE model show better agreements 
at Z= -0.447m, -0.497m and -0.517m (which are close to the 
bottom) than the Smagorinsky model. 
 
 
 
 
 
 
 
 
Figure 4.  Mean vertical velocity in the plane of symmetry at different 
distances from the bed obtained by both turbulence models. 
Figure 4 compares the averaged vertical velocity along 
the centre line at different levels. It is clear that, the vertical 
velocity profiles obtained by both the Smagorinsky model 
and the WALE model show very good agreement comparing 
with the experimental data. Small deviations are only found 
in the wake part which is very close to the cylinder wall and 
water surface. The Smagorinsky model shows negative 
velocities in this area, however positive velocities are 
obtained by the WALE model. 
IV. CASE II: FLOW IN A U-SHAPE BEND CHANNEL 
To further investigate the capability of the two turbulence 
models, the flow in a U-shaped bend channel is simulated. 
Numerical results are benchmarked with flow measurements 
in a curved rectangular channel made by H.J. de Vriend 1979 
[4].  
A. Model Step 
The simulation domain of numerical model (shown in Fig. 
5) matches the experiment of H.J. de Vriend [4]. The test 
flume is composed of two straight channels and one curved 
channel. The whole channel maintains a uniform width of 1.7 
m. The inner radius of the curved channel is 0.34 m and its 
outer radius is 0.51 m. In De Vriend‘s experiment, both 
straight channels connecting with inlet and outlet are 6 
meters long. However in the numerical model, the straight 
channel at outlet side is extended to 56 meters to reduce the 
impact of the outlet boundary setting. 
Z=-0.047 (surface) 
Z=-0.147 
Z=-0.247 
Z=-0.347 (middle) 
Z=-0.447 
Z=-0.497 
Z=-0.517 (bottom) 
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Figure 5.  The geometry of U-shaped bend Channel. 
   The computational mesh was generated by software 
Bluekenue containing 117,664 elements in 2-D. Thirty 
non-equally distributed layers are used in the vertical 
direction.  
   For the boundary conditions, a constant flow rate of 
0.184m/s at inlet boundary is specified and a prescribed 
water elevation of 0.18m is given at outlet. The walls of the 
flume are set as solid walls. 
B. Results 
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Figure 6.  Comparsion between measured surface elevation and numercial 
results along channel at the inner bank.  
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Figure 7.  Comparsion between measured surface elevation and numercial 
results along channel at the centre. 
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Figure 8.  Comparsion between measured surface elevation and numercial 
results along channel at the outer bank.. 
Figures 6, 7 and 8 compare measured free surface 
elevations with numerical results along the channel at the 
inner bank, the centre and the outer bank respectively. 
Experiment data are represented by ‗+‘ and the numerical 
results obtained by the constant Smagorinsky model and the 
WALE model are displayed by red and blue curves 
respectively. According to the figures, free surface elevations 
show decrease trends from the inlet boundary to the outlet 
boundary throughout the channel. However a small increase 
can be found at the beginning of the curved channel at the 
centre and outer bank.  
Comparing with two numerical results, all three figures 
show a similar feature: the free surface elevation obtained by 
WALE model is slightly lower than that of the constant 
Smagorinsky model at the inlet straight channel (0 m-6 m 
downstream the inlet) and first half of the curved channel (6 
m -12.5 m downstream the inlet). Although both models 
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show similar results at the second half of the curved channel 
(12.5 m – 18 m downstream the inlet), small differences are 
still found at the outlet part. The surface elevation obtained 
by the constant Smagorinsky model is lower than that of the 
WALE model at 18 m-25 m downstream the inlet. 
According to the comparison between numerical results 
and experiment data, the WALE model has a better 
representation of the surface elevation than the constant 
Smagorinsky model at the first half of the test channel (0 
m-12.5 m downstream the inlet). Over-predicted surface 
elevation is found at 12 m – 18 m downstream the inlet by 
both  two models, however it thes difference at outer bank is 
smaller than that at inner bank. At the outlet part (18 m-25 m 
downstream the inlet), both Smagorinsky and WALE models 
show good agreement. Lower surface elevation obtained by 
the constant Smagorinsky model matches experiment better.  
 
V. CONCLUSIONS – FUTURE WORK 
In this study, the behaviour of two turbulence models 
including the constant Smagorinsky model and the WALE 
model is investigated against two laboratory scale cases: the 
flow around a circular cylinder and the flow in a U-shape 
bend channel. In the circular cylinder test case, good 
agreement is observed for both turbulence models in 
front of the cylinder. However behind the cylinder, the 
result of the WALE model is clearly better than that of 
the constant Smagorinsky model. In the U-shaped bend 
channel case, the results of the WALE model match 
experimental data better in the first half of the est channel 
however the constant Smagorinsky model demonstrates a 
slightly better agreement at the outlet part.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   Generally, the WALE model is a good turbulence model 
for the type of flows investigated here, according to the 
results of the benchmarks. Big improvement can be found 
when simulating complex turbulent flow close to structure 
walls. 
   The U-bend channel test case will be investigated further 
with a focus on the velocity field, to assess both turbulence 
models. 
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Abstract—In the current version of TELEMAC3D (7.0+),
triangular 2-D unstructured body-fitted meshes are used to
represent the computational domain as for example river banks
or coastal lines. However due to the sigma mesh transformation
in the vertical direction, flows around submerged obstacles with
vertical walls can not be easily handled. In this study, the
Immersed Boundary method is implemented to represent the
obstacles in the water. The principle of the Immersed Boundary
method is to simulate the flow around structures by applying
forces which impede the flow along the solid boundaries. The
numerical results are benchmarked with two laboratory scale
cases, including the flow around a circular cylinder [12] and the
flow over a submerged structure [8].
I. INTRODUCTION
TELEMAC has been widely used to simulate river and
maritime hydraulics. In the current version of the TELEMAC
system (7.0+), and more specifically TELEMAC3D, triangular
2-D unstructured body-fitted meshes are used to represent the
computational domain as for example river banks or coastal
lines. However due to the sigma mesh transformation in
the vertical direction, flows around submerged obstacles with
vertical walls can not be easily handled.
The strategy based on triangular elements to mesh the
bottom of the field, and using layers of triangle elements
to simulate 3-D flows is a clear limitation to tackle flows
around submerged obstacles, as each water column contains
the same number of prisms. It is then possible to generate a
mesh around obstacles such as island or bridge piles which go
through the free surface, but not around submerged structures,
for instance. In order to account for obstacles in water, an
Immersed Boundary (IB) method has been used. The principle
of the Immersed Boundary method is to simulate the flow
around structures by applying forces which impede the flow
along the solid boundaries. An additional IB force, which is to
replace the actual reaction force on the solid surface, is applied
in the momentum equations of the Navier-Stokes equations.
The IB method was firstly introduced by Peskin [9] in 1973
to simulate the blood flow in the heart. This approach was
used to model elastic capillary and artery walls. Nowadays,
a variety of approaches have been developed to simulate
fluid-structure interaction (FSI) problems, for instance. The
IB method used by Peskin [9] is a classic IB method in
which IB forces are represented by appropriate constitutive
laws depending on the realistic force condition. This approach
is more suitable for the simulation of elastic boundaries as the
spring feature of the boundary can be introduced by Hook’s
law. For a rigid boundary, the immersed boundary can be
represented by a direct forcing method [4], [7]. The idea
of this approach is to calculate the IB force based on the
temporally discretised momentum equations. To incorporate
direct forcing in the original diffused interface IB method, the
quantities on the background and immersed boundary meshes
can be materialised by employing discrete delta functions in
the classical formulation.
Another commonly used IB method is the cut-cell method. In
this approach, the mesh cells are cut at the interface to fit the
immersed boundary. The fluxes across the faces of the cut-
cells are reconstructed from the surrounding regular cells and
immersed boundaries [3]. Due to the difficulty managing of the
topology of the cut-cells (for instance, after cutting a rectangle
cell, the shape of the remaining cell can be either a pentagon,
a quadrangle or a triangle), this approach is easier to be used
in 2-D [5], [13], [14] than in 3-D [1], [10].
In this study a direct forcing IB method has been developed
and implemented in TELEMAC3D to simulate the structures
submerged in the water. The 2-D mesh is generated in a way
that the footprint of the obstacle on the bottom is accounted
for. This allows to avoid adding extra interpolations when
computing fluxes, for instance. The numerical results are
compared with two laboratory scales experiment including
the flow around a circular cylinder [12] and the flow over a
submerged cylinder [8].
II. NUMERICAL MODEL
A. Governing equations
In this study, TELEMAC3D is used to simulate the flow
impact on a full cylinder and a submerged cylinder respec-
tively. TELEMAC3D is a three-dimensional computational
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code which solves the 3-D Navier-Stokes equations using the
Boussinesq approximation. The 3-D Navier-Stokes equations
read:
∂u1
∂x1
+
∂u2
∂x2
+
∂u3
∂x3
= 0 (1)
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where (x1, x2, x3) are the Cartesian coordinates, (u1, u2, u3)
is the velocity vector, t the time, ν is the dynamic viscosity, p is
pressure, g is the gravity constant, (Fx1 , Fx2 , Fx3) a potential
extra force (it could be the wind, the Coriolis force, or an IB
force for instance).
The pressure term is divided into hydrostatic pressure ph
and dynamic pressure pd. The hydrostatic pressure is defined
by the following equation:
ph = patm + ρ0g(η − x3) + ρ0g
∫ η
x3
∆ρ
ρ0
dx3 (5)
where ρ0 and ∆ρ are reference density (1,024kg/m3) and
variation of density respectively; patm is the atmospheric
pressure, η is the water surface elevation.
The dynamic pressure pd is solved by Chorin and Teman
projection scheme [2].
TELEMAC3D supports both hydrostatic and non-
hydrostatic options. In the hydrostatic version, the pressure is
only related to the water depth, i.e. Eqs. (1) (2) (3) (5) are
solved. In the non-hydrostatic version, the full Navier-Stokes
equations (Eqs. (1) (2) (3) (4)) with both hydrostatic pressure
ph and dynamic pressure pd are solved.
In this study, the hydrostatic version is used to simulate
the flow past a full cylinder and the non-hydrostatic version is
used to simulate the flow past a submerged cylinder.
B. Immersed boundary condition
The Immersed Boundary method used here corresponds
to a direct forcing method which relies on forces applied to
some nodes of the mesh, which impedes the flow along the
solid boundaries. The additional IB force replaces the actual
reaction force on the solid surface and is activated by using
source terms in the momentum equations of the Navier-Stokes
equations. The forcing step is added in the pressure-continuity
step which is the last step of solving the moment equations.
The forcing step in the current modified model can be
represented as:
un+11 − uc1
∆t
= −g( ∂η
∂x1
) (6)
+ν
(
∂2u1
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∂2u1
∂x22
+
∂2u1
∂x23
)
+ Fx1
un+12 − uc2
∆t
= −g( ∂η
∂x2
) (7)
+ν
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+
∂2u2
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)
+ Fx2
where uci are the velocity components obtained from
previous advection step of calculation and Fxi contains the
buoyancy terms
Following [6], the force terms are obtained by rearranging
Eqs.[6] and Eqs.[7] and substituting un+11 , u
n+1
2 , u
n+1
3 with
the desired velocity at the solid node. By applying non-slip
boundary conditions on the solid surface, the IB force terms
are defined as:
f ibmx1 =
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)
−ν
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+ ∂
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− Fx1 , on the boundary node
0 , elsewhere
f ibmx2 =

0− uc2
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2u2
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2u2
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− Fx2 , on the boundary node
0 , elsewhere
TELEMAC3D uses the finite element method for the equa-
tion discretisation. The value of one node relies on the values
of the surrounding nodes. Therefore, although the velocities
on the IB nodes can be set to zero by applying the additional
force (this is because of the assumption that the boundary of
an obstacle is accounted for during meshing), small velocity
fluctuations can still be observed inside the obstacle. In order to
keep the model stable, a zero velocity condition is applied on
all the nodes inside of the obstacle at each time-step. When
dealing with submerged structures in the water, the vertical
zero velocity condition is used at all Immersed Boundary
nodes.
C. Turbulence modelling
In order to simulate more accurately the turbulence impact
of a structure, focusing mainly on the wake, a two-eddy vis-
cosity LES turbulence model was implemented by considering
horizontal and vertical characteristic length-scales separately
[11].
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The two-eddy LES turbulence model shares similar ideas as
the Smagorinsky model, but using different length-scales in the
horizontal and vertical directions respectively. This approach
is more suitable for highly anisotropic filtering cells rather
than using a single characteristic length-scale. Two turbulence
viscosities νt,h and νt,v are commonly used in geophysical
fluid dynamics, with h and v representing the horizontal and
the vertical components respectively. The diffusive term for
the Navier-Stokes equations is calculated as:
Di =
∂
∂x1
(
νh
∂ui
∂x1
)
+
∂
∂x2
(
νv
∂ui
∂x2
)
+
∂
∂x3
(
νh
∂ui
∂x3
)
(8)
where νh = ν+ νt,h and νv = ν+ νt,v , and ν is the water
viscosity. Adopting the two-eddy LES model to reproduce the
sub-grid stress through a Smagorinsky model gives:
νt,h = (ChLh)
2|Sh| (9)
νt,v = (CvLv)
2|Sv| (10)
where Ch and Cv are the coefficients of the model and
Lh and Lv are 2 length-scales for the horizontal and vertical
directions respectively. Here Lh and Lv are computed as:
Lh =
√
∆2x1 + ∆
2
x2 (11)
Lv = ∆x3 (12)
∆x3 is obtained by calculating the vertical distance be-
tween two nodes. Because in the current code, the element
volumes have been considered as the integral of test functions
on the domain, Lh can be easily obtained by using an approx-
imate value of Lh =
√
V olume/∆x3
The strain rates tensor |Sh| and |Sv| are decomposed as:
|Sh| =
√
2S211 + 2S
2
33 + 2S
2
13 (13)
|Sv| =
√
2S212 + 2S
2
22 + 2S
2
23 (14)
where Sij is calculated by the Einstein summation conven-
tion, reading as:
Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
(15)
The coefficients of the model need calibration and this
is still an open issue because of the lack of large range of
available test cases. In this study, Ch and Cv are set to 0.005
and 0.25 respectively which is similar to the recommended
value in [11].
III. CASE I: FLOW PAST A FULL CYLINDER
Firstly, a laboratory experiment (see Roulund [12]) is
used to validate the implementation of the IB method. The
numerical model is built to simulate the flow past a full
cylinder in a flume.
A. Computational domain and mesh
Following Roulund’s experiment [12], the simulation do-
main is set to be 50 m long by 4 m wide. The bed is assumed
to be flat with a constant depth of 0.54 m. A cylinder with a
diameter of 0.53 m (D) is placed at 13 m downstream the inlet
as in figure 1.
Fig. 1: Geometry of the computed domain
The area containing the cylinder and the wake part are
refined. The mesh of the simulation domain contains 48,764
elements in 2-D and has 50 evenly distributed horizontal
layers. As shown in figure 2, the hollow mesh is not used
to represent the cylinder directly, however the boundary nodes
of cylinder are marked as immersed boundary nodes which
can be seen clearly (the boundary between blue mesh and red
mesh is the immersed boundary).
Fig. 2: Geometry of the computed domain with the immersed
boundary
B. Model setup
Table I summrises the test conditions for the cylinder case.
The smooth bed condtion from the experiment of [12] is used
for the model testing.
In the table, Re is the Reynolds number based on the pile
diameter,
Re =
UD
ν
(16)
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Test Flow past full cylinder
Bed Rigid
Smooth bed/rough bed Smooth
Water depth h (m) 0.54
Mean Flow velocity U(ms−1) 0.326
Pile diameter D(m) 0.53
Re Number 1.7× 105
Fr Number 0.14
TABLE I: Test conditions for the numerical modelling
where U is the mean flow velocity and D is the diameter of the
cylinder. Also in the table, Fr is the Froude number defined
by
Fr =
U√
gh
(17)
in which h is the water depth.
A time step of 0.01s is chosen to keep the maximum
Courant below 0.8. The Courant number is defined as:
C = U
∆t
∆x
(18)
where U is the depth-mean flow velocity and ∆x is a given
mesh size.
C. Results
The numerical model was run for 30 minutes and the last
100 seconds of the instantaneous results were collected for
analysis and comparison.
The instantaneous horizontal flow distributions obtained
from the numerical model are illustrated in figure 3. Three
figures show the velocity profile at the surface, middle and
bottom layer respectively. The oscillating flow due to the
cylinder obstacle can be seen clearly in the surface and middle
layers. All the figures show slow velocity regions in front
of and behind the cylinder. A dramatic acceleration is also
observed at each side of the cylinder. At the bottom layer,
rather than the long oscillating wake, an accelerated velocity
at the sides of the cylinder plays a more significant role in the
flow structure.
In the further investigation of the horizontal flow distribu-
tion, the averaged horizontal velocity magnitude is calculated
by averaging 100 instantaneous data. The result is represented
in figure 4
As shown in this figure, the velocities inside the cylinder
are kept to zero. The streamlines indicate the route of the flow
past the cylinder. Under the effect of the immersed boundary
forces which are applied on the cylinder boundary nodes,
the upstream flow splits in front of the cylinder and then
accelerates at each side. After stream detaching the cylinder, a
pair of symmetric vortices is clearly found behind the cylinder.
The unsteady flow state is shown in figure 5 which covers
a full vortex shedding period. From these figures, the unsteady
behaviour of the wake is evident. The flow route is represented
by both vectors and streamlines. The shedding of the vortices
from the two sides of cylinder is clearly present.
Quantitatively, the numerical results obtained using the
immersed boundary method are benchmarked with Roulund’s
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Fig. 3: Horizontal velocity distribution at different layers
Fig. 4: Averaged horizontal velocity magnitude and streamlines
at Z = -0.27 m
experiment [12]. Comparison results are shown in figures 6,
7:
The averaged horizontal and vertical velocities at layer Z=-
0.34m are presented in the aformentioned figures. Experimen-
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Fig. 5: Horizontal velocity vectors and streamlines for the
unsteady flow simulation during one period of vortex shedding.
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Fig. 6: Mean horizontal velocity at Z = -0.34m. Smooth rigid
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Fig. 7: Mean vertical velocity at Z = -0.34m. Smooth rigid bed
tal data and numerical model results are illustrated by red dots
and blue curves respectively. The horizontal velocity distribu-
tion shows very good agreement between numerical model and
experiment in front of the cylinder. The upstream flow reduces
from about 0.32 ms−1 to approximately 0 ms−1 in front of the
cylinder wall. Behind the cylinder, both experimental data and
numerical model show a recovery flow, however the distance
for recovery is slightly over-predicted by the numerical model.
The vertical velocities obtained using the numerical model
agree with the experiment measurement both in front of and
behind the cylinder except for a big spike found in front of
the cylinder. This spike is due to the water surface elevation
raising in front of cylinder.
A comparison between the numerical results obtained
by the immersed boundary condition and hollow mesh is
presented in figure 8.The mean horizontal velocity obtained
from the immersed boundary test and hollow mesh test are
represented by a red line and a black line respectively. As
shown in this figure, both IB test and hollow mesh test show
the same result in front of the cylinder, although a small
difference is found in the wake region. Between 0.5 D to
about 18 D, the flow obtained by the immersed boundary test
exhibits a faster recovery, however from 18D downstream on,
the velocity predicted by the hollow mesh test is higher than
the one of the IB test.
Fig. 8: Mean horizontal velocity along the center line at the
layer of Z = -0.27
IV. CASE II: FLOW PAST A SUBMERGED CYLINDER
(WITH FINITE HEIGHT)
In the second test case, the immersed boundary method
is used to simulate the flow around a finite height cylinder.
Following Palau-Salvador’s experiment [8], cylinders with
h=0.2 m height and two different diameters (0.040 m and 0.080
m respectively) are computed using the immersed boundary
method.
A. Computational domain and mesh
Palau-Salvador’s experiment [8] was performed in a tank
with a constant water level of 3 meter and this water depth was
also used in the numerical models. As shown in figure 9, the
width and length of the numerical model was set to 4 h (0.8
m) and 13 h (2.6 m) respectively. The cylinder was placed at
3 h (0.6 m) downstream the inlet.
Fig. 9: Computational domain of the flow passing a finite
height cylinder
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Test 1 2
Bed condition Smooth Rigid Smooth Rigid
Water depth h (m) 3 3
Mean Flow velocity U(ms−1) 0.54 0.54
Pile diameter D(m) 0.04 0.08
Re Number 2.2× 104 4.4× 104
TABLE II: Test conditions for the numerical modelling
In total, the mesh of the numerical model contains 37,372
elements in 2-D and 50 layers in the vertical direction. Similar
to the mesh used in case I, there are 100 nodes located on the
cylinder boundaries. The mesh around the cylinder is refined.
In the vertical direction, as shown in figure 10, the height of
the first 30 layers from the bottom are fixed, thus the cylinder
can maintain a constant height during the simulation.
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Fig. 10: Snapshot of the vertical mesh used in the numerical
model of the flow passing a finite height cylinder
B. Model setup
The key parameters of the numerical model are summarised
in table II.
A constant flow velocity of 0.54 ms−1 is set at the inlet
boundary. The Reynolds number based on the pile diameter is
2.2 × 104 and 4.4 × 104 for both cylinders respectively. The
time step equal to 0.001 s is chosen to keep the maximum
Courant number below 0.6.
C. Results
The horizontal velocity distributions at the layer of x3 =
h/2 are illustrated in figure 11 and figure 12. The numerical
results obtained from the 0.04 m diameter cylinder case and
0.08 m diameter cylinder case show similar pattern that the
flow reduces speed in front of the cylinder and then recovers
behind it. Streamlines in figures indicate that the upstream
flow is separated by the structure and then pushed to the side
of cylinder. After the flow detaches from the cylinder wall,
small vortices are generated in the wake area. Comparing to
the instantaneous pictures of Palau-Salvador’s experiment, the
width of the wake tail in the numerical results is slightly over-
predicted.
The horizontal velocity distributions in the vertical cross-
section along the centre line is shown in figure 13 . The
numerical results show that the flow accelerates at the top of
the cylinder and a deceleration is observed in the wake part.
The vertical vortex behind the cylinder is seen clearly both in
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Fig. 11: Horizontal velocity distribution at layer of h/2 of
the cylinder d= 0.04m. (a)Numerical results. (b)Instantaneous
pictures of Palau-Salvador’s experiment [8]
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Fig. 12: Horizontal velocity distribution at layer of h/2 of
the cylinder d= 0.08m. (a)Numerical results. (b)Instantaneous
pictures of Palau-Salvador’s experiment [8]
the 0.04 m diameter cylinder case and 0.08 m diameter cylinder
case. However in the figure of the 0.04m diameter cylinder
result, the horizontal velocity colour bands indicate that there
is a strong velocity fluctuation in front of the cylinder. The
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Fig. 13: Horizontal velocity distribution along the center line
in the vertical cross-section view.
reason of this impact is not clearly understood at the moment.
Due to the same configuration used in both cylinder cases, this
velocity fluctuation may come from the quality of the mesh
used in the 0.04 m diameter cylinder case.
Figure 14 shows the Q-criterion to visualise the vortex
structure obtained by both simulations. Q is the second scalar
invariant of the velocity derivative tensor and has been widely
used for vortex visualisation. The spike shown in Fig. 14 (a)
proves the founding in Figure 13(a) that there is a strong
velocity fluctuation in front of the cylinder. Exept this unknown
phenomenon, the vortex structures including horseshoe vortex
at the bottom in front of the cylinder, tip vortex above the
cylinder and trailling vortex behind the cylinder are represented
clearly in the simulations. Because the larger cylinder diameter
case shows an increased Reynolds number based on the
diameter, more vortices can be found in the result of the 0.08
m diameter cylinder case.
V. CONCLUSIONS - PERSPECTIVES
In this study, the Immersed Boundary method is imple-
mented and applied to TELEMAC3D. Two laboratory scale
cases including the flow passing a full cylinder and the flow
passing a finite-height cylinder are simulated. In the full
cylinder case, both instantaneous velocity profiles and mean
velocity profiles are fairly well captured by the numerical
model. In the finite-height cylinder test case, the general flow
feature can be captured by the numerical model. The vortex
structures can be seen clearly in the results.
a: D=0.04m
b: D=0.08m
Fig. 14: Horizontal velocity distribution along the center line
in the vertical cross-section view
Generally, it is possible to couple the Immersed bound-
ary method with TELEMAC3D to represent structures in
the simulation. When dealing with an obstacle going from
the bottom though the surface of the water, the immersed
boundary method offers good accuracy in the prediction of
surrounding flow structures. For the submerged obstacles, they
can be simulated by TELEMAC3D by implementing immersed
boundary method. Although the accuracy is limited currently,
the result of the qualitative analysis can be still obtained from
the numerical model.
In future works, the immersed boundary method used for
submerged structure simulation will be further investigated.
Not only qualitative analysis but also quantitative analysis will
be done by benchmarking numerical results with laboratory
measurement data.
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