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DOUBLE GROUPOID COHOMOLOGY AND EXTENSIONS
JESU´S ALONSO OCHOA ARANGO* AND ALEJANDRO TIRABOSCHI**
ABSTRACT. We study extensions of double groupoids in the sense of [AN2] and show some classical
results of group theory extensions in the case of double groupoids. For it, given a double groupoid
(B;V,H;P) acting on an abelian group bundle K → P , we introduce a cohomology double complex, in
a similar way as was done in [AN2] and we show that the extensions ofF byK are classified by the total
first cohomology group of the associated total complex.
With the aim to extend the above results to the topological setting, following ideas of Deligne [D]
and Tu [TU], by means of simplicial methods, we introduce a sheaf cohomology for topological double
groupoids, generalizing the double groupoid cohomological in the discrete case, and we carry out in the
topological setting the results obtained for discrete double groupoids.
INTRODUCTION
The notion of double groupoids was introduced by Ehresmann [E], and later studied in [B, BJ, BM,
BS] and references therein.
A double groupoid is a set B endowed with two different but compatible groupoid structures. It
is useful to represent the elements of B as boxes that merge horizontally or vertically according to
the groupoid multiplication into consideration. The vertical (respectively horizontal) sides of a box
belong to another groupoid V (resp. H). Later, the notion of double Lie groupoid was defined and
investigated by K. Mackenzie [M92, M00]; see also [P77, M99, LW89] for applications to differential
and Poisson geometry. In particular the question of the classification of double Lie groupoids was
raised in [M92], see also [BM]. Since then, several classes of double groupoids has been classified;
in [BM], a complete answer was given in the restricted case of locally trivial double Lie groupoids.
More recently in [AN3], was given a description in two stages of discrete double groupoids. Before
to state it, we remind that a diagram of groupoids over a pair of groupoids V andH is a triple (D, j, i)
where D is a groupoid and i : H → D, j : V → D are morphisms of groupoids (over a fixed set of
points). In [AN3] the authors showed that:
• Stage 1. [AN3, Thm. 1.9]. Any double groupoid is an extension of a slim double groupoid
(its frame) by an abelian group bundle.
In the same paper, the authors also prove the following theorem.
• Stage 2. [AN3, Thm. 2.8]. The category of slim double groupoids, with fixed vertical and
horizontal goupoids V and H, satisfying the filling condition, is equivalent to the category of
diagrams over V andH.
In [AOT], we extend theorem to the setting of double Lie groupoids. In this context, the usual
filling condition is replaced by the request that the double source map is a surjective submersion [M92].
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As is expected, theorem doesn’t has an identical statement in this case, and there are some topological
and geometrical ingredients to be taken in account. The main result of that work was,
• [AOT, Thm. 3.7] The category of slim double Lie groupoids, with fixed vertical and horizontal Lie
groupoids V and H, and proper core action, is equivalent to the category of diagrams of Lie groupoids
(D, j, i) such that the maps j and i are transversal at the identities.
In this work we extend an equivalent formulation of stage 2 to the setting of double topological
groupoids. The paper is divided in two parts and in what follows we will describe the contents of
each one of them.
The first part goes from section 1 to 3 and develop the cohomology of discrete double groupoids.
In the section 1 we remind some basic facts about double groupoids (discrete and topological). In
section 2, we introduce the cohomology of double groupoids by means of the total complex of a
double complex attached to any double groupoid. In section 3 we show that given a double groupoid
(F ;V,H;P) acting on an abelian group bundleK→ P, all the extensions of F byK are classified by
the first total cohomology group of such total complex (Thm. 3.16), i. e. there is a bijection between
Opext(F ,K) and the cohomology group H1Tot(F ,K). This result is basically an extension of Stage 2.
The second part of this work, sections 4 and 5, is concerned with a geometric construction of the
bisimplicial set associated to a double groupoid and with the simplicial cohomology of topological
double groupoids. Secction 4 contains basic facts about simplicial and bisimplicial sets. The main
result of this section is Thm. 4.8 that provides a construction of the double skeleton of a double
groupoid as a homogeneous space of the core groupoid attached to the double groupoid. This result
enables us to realize the double skeleton as a bisimplicial set (or space, or manifold, depends on the
context) in a simple way.
In section 5 we extend the cohomology theory developed in the first part to the setting of topologi-
cal double groupoids. For the discrete case, the proof of proposition 3.18 (a reformulation of Stage 2),
depends strongly on the existence of a section of the frame map that maps a double groupoid onto
its frame. In the continuous (differentiable) setting we cannot guarantee any more the existence of
a continuous (resp. smooth) global section of this map. If the frame of a double topological (resp.
Lie) groupoid is a topological space (resp. smooth manifold) and the frame map is an open surjective
map (resp. a surjective submersion), we can assure the existence of local sections and then, we can
try to localize the extension process to open sets where the local sections exists. To do this, in this
section we develop a Cˇech double groupoid cohomology that will allow us to classify the extensions
of topological double groupoids by abelian topological group bundles in a similar way that in the
discrete case (Thm. 5.15). Roughly speaking, given a bisimplicial sheaf over a bisimplicial set, we can
define a double complex associated to it, and then we could define the cohomology of the bisim-
plicial set with values in the bisimplicial sheaf as the cohomology of the associated total complex:
let (F ;V,H;P) be a topological double groupoid acting on a bundle K → P of topological abelian
groups. If U = {Ui}i∈I is an open cover ofP, the double groupoid (F [U ]);V[U ],H[U ];P[U ]) is the Cˇech
double groupoid associated to (F ,U) (see def. 5.1 and 5.5), and Opext(F [U ],K[U ]) denotes the set of all
extensions of F [U ] by K[U ]. Now, we can construct on the double skeleton F•• = {F (m,n)}(m,n)∈N2 of
the double groupoid, a double bisimplicial sheafA•• associated with the actionK→ P and define
Ext(F ,K) := lim
−→
U
Opext(F [U ],K[U ]), (0.1)
where U = {Ui}i∈I runs over open covers of P. Then, the main result of the paper could be stated as
Ext(F ,K) ∼= Hˇ
1
Tot(U••;A
••). (0.2)
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1. PRELIMINARIES ON GROUPOIDS AN DOUBLE GROUPOIDS
We denote a groupoid in the form G
s //
e
// P , where s and e stand for source and end respectively;
and the identity map will be denoted by id : P → G.
Recall that a groupoid G
s //
e
// P is a topological groupoid [R] if P and G are topological spaces
and all the structural maps are continuous. The anchor of G is the map χ : G → P × P given by
χ(g) = (s(g), e(g)). We recall the following well known definition.
Definition 1.1. A left action of a groupoid G
s //
e
// P along a map ǫ : E → P is given by a map from
the pullback G e×ǫ E to E , denoted by (g, n) 7→ gn, such that:
ǫ(hy) = s(h), id(ǫ(y)) y = y, (gh)y = g(hy),
for all g, h ∈ G and y ∈ N such that e(g) = s(h) and e(h) = ǫ(y). We shall simply say that the
groupoid G acts on E .
Definition 1.2 (Ehresmann). A double groupoid is a groupoid object internal to the category of groupoids.
In other terms, a double groupoid consists of a set B with two groupoid structures with bases H and
V , which are themselves groupoids over a common base P, all subject to the compatibility condition
that the structure maps of each structure are morphisms with respect to the other.
It is usual to represent a double groupoid (B;V,H;P) in the form of a diagram of four related
groupoids
B
l //
r
//
b

t

V
b

t

H
l //
r
// P
where t, b, l, r mean “top”, “bottom”, “left” and “right”, respectively. We sketch the main axioms
that these groupoids should satisfy and refer e. g. to [AN1, Sec. 2] and [AN2, Sec. 1] for a detailed
exposition and other conventions.
The elements of B are called “boxes” and will be denoted by
A = A
t(A)
r(A)
b(A)
l(A) ∈ B.
Here t(A), b(A) ∈ H and l(A), r(A) ∈ V . The identity maps will be denoted id : V → B and
id : H → B. The product in the groupoid B with base V is called horizontal product and is denoted
by AB or {AB}, for A,B ∈ B with r(A) = l(B). The product in the groupoid B with base H is
called vertical product and is denoted by
A
B
or
{
A
B
}
, for A,B ∈ B with b(A) = t(B). This pictorial
notation is useful to understand the products in the double structure. For instance, compatibility
axioms between the horizontal and vertical products with respect to source and target maps of the
horizontal and vertical groupoid structures on B, are described by
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A
t
r
b
l B
t′
r′
b′
r = {AB}
tt′
r′
bb′
l and
A
t
r
b
l
B
b
r′
b′
l′
=
{
A
B
}t
rr′
b′
ll′ .
We omit the letter inside the box if no confusion arises. We also writeAh and Av to denote the inverse
of A ∈ B with respect to the horizontal and vertical structures of groupoid over B respectively. When
one of the sides of a box is an identity, we draw this side as a double edge. For example, if t(A) = idp,
we draw and say that t(A) ∈ P.
The interchange law: The most important axiom of double groupoids is undoubtedly the interchange
law, it states that
{KL}
{MN} =
{
K
M
}{
L
N
}
, (1.1)
when the four boxed are compatible i.e, when all the compositions involved are well defined.
Definition 1.3. A double groupoid is a topological double groupoid if all the four groupoids involved
are topological groupoids and the top-right corner map
q : B → H l×t V, A 7→q(A) = (t(A), r(A)), (1.2)
is a continuous surjective map.
We shall say that a double groupoid is discrete if no differentiable or topological structure is present.
A discrete double groupoid satisfies the filling condition if the the top-right corner map defined in (1.2)
is surjective. We refer the reader to [AN3] for more details on discrete double groupoids and the
filling condition.
Let (B;V,H;P) be a double groupoid, if P ∈ P, we denote ΘP := id ◦ id(P ).
Definition 1.4 (Brown and Mackenzie). Let (B;V,H;P) be a double groupoid. The core groupoid
E(B) of B is the set
E(B) = {E ∈ B : t(E), r(E) ∈ P}
with source and target projections s
E
, e
E
: E(B) → P, given by s
E
(E) = bl(E) and e
E
(E) = tr(E)
respectively; identity map given by ΘP ; multiplication and inverse given by
E ◦ F :=
{
idl(F ) F
E id(b(F ))
}
, E(−1) := (Eidb(E)−1)v =
{
idl(E)−1
Eh
}
, (1.3)
for every compatible E,F ∈ E(B).
We observe that the elements of E(B) are of the form E = ; the source gives the bottom-left
vertex and the target gives the top-right vertex of the box.
Remark 1.5. It is clear that if (B;V,H;P) is a topological double groupoid then its core groupoid also
is. Moreover, in the case of double Lie groupoids, the definition request that the top-right corner
map be a surjective submersion, then in this case the core groupoid E(B) is a closed embedded
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submanifold of B and clearly s
E
and e
E
are surjective submersions. With these structural maps E(B)
becomes a Lie groupoid with base P (differentiability conditions being easily verified because E(B)
is an embedded submanifold of B).
Another important invariant of a double groupoid is the intersectionK(B) of all four core groupoids:
K(B) := {K ∈ B : t(K), b(K), l(K), r(K) ∈ P}.
Thus a box is in K(B) if and only if it is of the form . Let p : K(B) → P be the ‘common vertex’
function, say p(K) = lb(K). For any P ∈ K(B), letK(B)P be the fiber at P ;K(B)P is an abelian group
under vertical composition, that coincides with horizontal composition. This is just the well-known
fact: “a double group is the same as an abelian group”. Indeed, apply the interchange law
(KL)
(MN) =
(
K
M
)(
L
N
)
to four boxes K,L,M,N ∈ KP : if L = M = ΘP , this says that
K
N = KN and the two operations
coincide. If, instead, K = N = ΘP , this says that
L
M = ML, hence the composition is abelian. Note
that this operation in K(B) coincides also with the core multiplication (1.3). In short, K(B) is an
abelian group bundle over P.
Once an algebraic structure is introduced the following natural task is to study the class of objects
on which they act. There are several notion of modules for double groupoids [AA, BM], here we
introduce a new one implicit in [AN3].
Definition 1.6. Let T = (F ;V,H;P) be a double groupoid and let ǫ : E → P be a map. We say that
T acts on the left along ǫ if the following conditions holds
(1) The groupoid V
r
//
l // P acts on E → P on the left,
(2) The groupoid H
b
//
t // P acts on E → P on the left,
(3) for any box A ∈ F the following relation holds
l(A)−1 · (t(A) ·X) = b(A) · (r(A)−1 ·X) (1.4)
for any X where the action is defined.
Remark 1.7. From the above definition it is easy to see that any module over a double groupoid is, at
the same time, a module over the core groupoid associated to it.
The notion of action introduced here, differs substantially from the previous ones introduced by
Brown and Mackenzie [BM] and by Andruskiewitsch and Aguiar [AA]. Nevertheless it is good
enough to obtain meaningful information of a double groupoid from its representation category. We
study systematically this concept of representation in a forthcoming paper .
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Example 1.8. Given a double groupoid (F ;H,V;P), the vertical and the horizontal groupoids V and
H acts onK(B) by vertical, respectively horizontal, conjugation:
If g ∈ V(Q,P ) and A ∈ KP then g · A :=
id g
A
id g−1
∈ KQ; (1.5)
if x ∈ H(Q,P ) and A ∈ KP then x · A := idxA id x
−1 ∈ KQ; (1.6)
we can note that both actions are by group bundle automorphisms. This maps define an action of the
double groupoid F on the abelian group bundle K(F) associated to it.
Remark 1.9. In an analogous way to 1.6 we can define a right action of a double groupoid along a
map ǫ : E → P. The conditions (1) and (2) in definition 1.6 suffers the obvious modifications and the
condition three is changed by
(X · l(A)) · t(A)−1 = (X · b(A)−1) · r(A), (1.7)
whenever ǫ(X) = bl(A) = lb(A).
2. COHOMOLOGY OF DOUBLE GROUPOIDS
Let T = (F ;V,H;P) be a double groupoid and p : K(F) → P be the associated abelian group
bundle. We also denoteK = K(F).
2.1. The double complex associated to a Double Groupoid. Let {F (m,n)} be the family of sets de-
fined by
F (0,0) := P,
F (0,s) := {(x1, . . . , xs) ∈ H
s : x1|x2 . . . |xs} = H
(s), s > 0,
F (r,0) := {(g1, . . . , gr) ∈ V
r : g1|g2 . . . |gr} = V
(r), r > 0,
F (r,s) :=


A11 A12 . . . A1s
A21 A22 . . . A2s
. . . . . . . . . . . .
Ar1 Ar2 . . . Ars
 ∈ Fr×s :
A11 A12 . . . A1s
A21 A22 . . . A2s
. . . . . . . . . . . .
Ar1 Ar2 . . . Ars
 r, s > 0; (2.1)
that is, F (m,,n) is the set of matrices of composable boxes of F of sizem× n.
We defineD·,· = D·,·(T ,K) in the following way: let r, s > 0, then
D0,0 := {α : P → K : p ◦ α = IdP}
Dr,0 :=
{
α : V(r) → K : p ◦ α(f) = b(fr), p ◦ α(r(A11), · · · , r(Ar1)) = br(A11) and α is normalized
}
,
D0,s :=
{
α : H(s) → K : p ◦ α(x) = l(x1), p ◦ α(t(A11), · · · , t(A1s)) = tl(A11) and α is normalized
}
,
Dr,s :=
{
α : F (r,s) → K : p ◦ α(A) = bl(Ar1) and α is normalized
}
.
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Remark 2.1. Recall that if r, s ≥ 0, α is normalized if α(A) = 0 (i.e = ΘP , for some P ∈ P) when
r > 1, s > 0 and Aij ∈ V, some i, j, or
r > 1, s = 0 and Ai0 ∈ P, some i, or
r > 0, s > 1 and Aij ∈ H, some i, j, or
r = 0, s > 1 and A0j ∈ P, some j.
In particular we have
D1,2 =
{
α : F (1,2) → K| (p ◦ α)(A11, A12) = bl(A11), α(A11, A12) = 0, if A11 or A12 ∈ H
}
.
and
D2,1 =
{
α : F (2,1) → K| (p ◦ α)
(
A11
A21
)
= bl(A21), α
(
A11
A21
)
= 0, if A11 or A12 ∈ V
}
.
Let dH = d
r,s
H : D
r,s → Dr,s+1 and dV = d
r,s
V : D
r,s → Dr+1,s be, respectively, the horizontal and
vertical coboundary maps defined as follows:
• If r = 0, dH is
d0,0H α(x) = x · α(r(x))− α(l(x)),
d0,sH α(x1, . . . , xs+1) = x1 · α(x2, . . . , xs+1) +
∑
1≤i≤s
(−1)iα(x1, . . . , xixi+1, . . . , xs+1)
+ (−1)s+1α(x1, . . . , xs).
(2.2)
• if s = 0, dV is
d0,0V α(x) = α(b(x)) − x
−1 · α(t(x)),
dr,0V α(x1, . . . , xr+1) = α(x2, . . . , xr+1) +
∑
1≤i≤r
(−1)iα(x1, . . . , xixi+1, . . . , xr+1)
+ (−1)r+1x−1r+1 · α(x1, . . . , xr)
(2.3)
• if r = 0, s > 0,
d0,sV α(A11, . . . , A1s) = α(b(A11), . . . , b(A1s))− l(A11)
−1 · α(t(A11), . . . , t(A1s));
• if r > 0, s = 0,
dr,0H α
A11...
Ar1
 = b(Ar1) · α(r(A11), . . . , r(Ar1))− α(l(A11), . . . , l(Ar1));
• if r > 0 and s = 1,
dr,1V f

A11
...
Ar1
Ar+1,1
 = f

A21
...
Ar1
Ar+1,1
+ ∑
1≤i≤r
(−1)if

A11
...{
Ai1
Ai+1,1
}
...
Ar+1,1

+ (−1)r+1l(Ar+1,1)
−1 · f
A11...
Ar1
 ;
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• if r = 1 and s > 0,
d1,sH f
(
A11 . . . A1,s+1
)
= b(A11) · f
(
A12 . . . A1,s+1
)
+
∑
1≤j≤s
(−1)jf
(
A11 . . . {A1,jA1,j+1} . . . A1,s+1
)
+ (−1)s+1f
(
A11 . . . A1s
)
.
• More generally if r > 0 and s > 0,
dr,sV f

A11 . . . A1s
. . . . . . . . .
Ar1 . . . Ars
Ar+1,1 . . . Ar+1,s
 = f

A21 . . . A2s
. . . . . . . . .
Ar1 . . . Ars
Ar+1,1 . . . Ar+1,s

+
∑
1≤i≤r
(−1)if

A11 . . . A1s
. . . . . . . . .{
Ai1
Ai+1,1
}
. . .
{
Ais
Ai+1,s
}
. . . . . . . . .
Ar+1,1 . . . Ar+1,s

+ (−1)r+1l(Ar+1,1)
−1 · f
A11 . . . A1s. . . . . . . . .
Ar1 . . . Ars
 ;
dr,sH f
A11 . . . A1,s+1. . . . . . . . .
Ar1 . . . Ar,s+1
 = b(Ar1) · f
A12 . . . A1,s+1. . . . . . . . .
Ar2 . . . Ar,s+1

+
∑
1≤j≤s
(−1)jf
A11 . . . {A1,jA1,j+1} . . . A1,s+1. . . . . . . . . . . . . . .
Ar,1 . . . {Ar,jA1,j+1} . . . Ar,s+1

+ (−1)s+1f
A11 . . . A1s. . . . . . . . .
Ar1 . . . Ars
 .
A lengthy but straightforward computation shows that the following diagram commutes
Dr+1,s
dH−−−−→ Dr+1,s+1xdV xdV
Dr,s
dH−−−−→ Dr,s+1
Thus, using the usual “sign trick”, we have constructed a double cochain complex
DOUBLE GROUPOID COHOMOLOGY 9
D··(T ) =
...x
D2,0
dH−−−−→
... · · ·xdV x−dV
D1,0
dH−−−−→ D1,1
dH−−−−→
... · · ·xdV x−dV xdV
D0,0
dH−−−−→ D0,1
dH−−−−→ D0,2 −−−−→ · · · .
(2.4)
If we remove the edges of this double complex we obtain another complex by setting Ar,s(T ) :=
Ar,s := Dr+1,s+1 and defining
dr,sv := (−1)
sdr+1,s+1V and d
r,s
h := d
r+1,s+1
H ,
with the “sign trick”, we have dv ◦ dh + dh ◦ dv = 0.
...
A2,0
d
2,0
v
OO
d
2,1
h
// A2,1
A··(T ) := A1,0
d
1,0
v
OO
d
1,0
h
// A1,1
d
1,1
h
//
d
1,2
v
OO
A1,2
A0,0
d
0,0
v
OO
d
0,0
h
// A0,1
d
0,1
v
OO
d
0,1
h
// A0,2
d
0,2
h
//
d
0,2
v
OO
· · ·
(2.5)
Finally, we denote by E··(T ) the double complex consisting only of the edges of D··(T ).
3. EXTENSIONS OF DOUBLE GROUPOIDS BY ABELIAN GROUP BUNDLES
Definition 3.1. Let (B;V,H;P) and (F ;V,H;P) be two double groupoids and let Π : B → F be a
morphism of double groupoids. The double kernel of Π is the set
Ker(Π) = {B ∈ B : Π(B) = Θp, for some p ∈ P}
Lemma 3.2. Let (B;V,H;P) and (F ;V,H;P) be two double groupoids and let Π : B → F be a morphism of
double groupoids. Then the double kernel of Π is contained in the abelian group bundle associated to B and
is, therefore, an abelian group bundle itself.
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Proof. Straightforward. 
Definition 3.3. Let (F ;V,H;P) be a double groupoid and let p : K→ P be any abelian group bundle.
We say that a double groupoid (B;V,H;P) is an extension of F by K if there is an epimorphism of
double groupoids Π : B → F such thatKer(Π) = K.
If (B;V,H;P) is an extension of (F ;V,H;P) by p : K→ P then we write
1→ K →֒ B ։ F → 1
As is usual, once the concept of extensions of some algebraic structure is defined, we will to intro-
duce a series of definition related to it. From now on we will work with double groupoids over fixed
lateral groupoids V and H.
Definition 3.4. Let B1 and B2 be two double groupoid extensions of the double groupoid F by an
abelian group bundle p : K → P. We say that B1 and B2 are isomorphic if there is a triple (φ,Φ,Ψ)
where φ : K → K is a morphism of abelian group bundles and, Φ : B1 → B2 and Ψ : F → F are
isomorphisms of double groupoids such that the following diagram is commutative
1 // K
	

 ι //
φ

B1
	
Π1 // //
Φ

F //
Ψ

1
1 // K 

ι
// B2
Π2
// // F // 1
(3.1)
We say that the two extensions B1 and B2 are equivalent if in the diagram (3.1) the morphisms φ
and Ψ are identities. That is, if the following diagram is commutative
B1
	 Φ

Π1
    ❆
❆❆
❆❆
❆❆
1 // K  p
ι   ❆
❆❆
❆❆
❆❆
❆
.

ι
>>⑥⑥⑥⑥⑥⑥⑥
F // 1
B2
Π2
>> >>⑥⑥⑥⑥⑥⑥⑥⑥
(3.2)
Definition 3.5. Let (F ;V,H;P) be a double groupoid and let p : K → P be any abelian group
bundle. The set of equivalence classes of extensions of double groupoids of F by K will be denoted
by Opext(F ,K).
In the rest of the section we will to give a cohomological description of Opext(F ,K).
3.1. The total complex associated to a double groupoid. We will to recall the definition of the total
complex Tot(A··) associated to the double complex A·· defined in above section. Let
Tot(A··)n =
⊕
p+q=n
Ap,q.
Then
dn : Tot(A··)n → Tot(A··)n+1 given by d = dh + dv,
define a map such that d ◦ d = 0. Then (Tot(A··), d) is a cochain complex.
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Definition 3.6. We define the total n-cohomology of the double groupoid T with coefficients in K, as the
n-cohomology group
HnTot(T ,K) := H
n(Tot(A··)). (3.3)
of the total complex A··(T ,K).
Lemma 3.7. The set H0(T ,K) of 0-cocycles is the set of maps{
α : F → K : α
{
A11
A21
}
= α(A21) + l(A21)
−1 · α(A11) and α({A11A12}) = b(A11) · α(A12) + α(A11)
}
Proof. Straightforward. 
Remark 3.8. If the actions ofH and V onK are trivial, then the 0-cohomology of the double groupoid T
is the set of functions from F to K that are morphisms of groupoids with respect to the horizontal and
vertical groupoid structures on F .
Proposition 3.9. Let p : K→ P be a T module. There is an exact sequence
0→ H1(Tot(D··))→ H1(H,K)⊕H1(V,K)→ H0Tot(T ,K)
→ H2(Tot(D··))→ H2(H,K)⊕H2(V,K)→ H1Tot(T ,K)
→ H3(Tot(D··))→ H3(H,K)⊕H3(V,K)→ · · ·
(3.4)
Proof. Let A(0) = 0, A(1) = 0, A(n) = Tot(A··)n−2, for n ≥ 2. We call A(·) the cochain complex induced
by the cochain complex Tot(A··). Then, we have the short exact sequence
0 −−−−→ A(n) −−−−→ Tot(D··)n −−−−→ Tot(E··)n −−−−→ 0
that induces a short exact sequence of cochain complexes
0 −−−−→ A(·) −−−−→ Tot(D··) −−−−→ Tot(E··) −−−−→ 0.
Thus we have a long exact sequence
0→ H0(A(·))→ H0(Tot(D··))→ H0(Tot(E··))
→ H1(A(·))→ H1(Tot(D··))→ H1(Tot(E··))→ H2(A(·))→ · · · .
As H0(A(·)) = H1(A(·)) = 0 and Hn(Tot(A··)) = Hn+2(A(·)), we have
0→ H1(Tot(D··))→ H1(Tot(E··))→ H0(Tot(A··))→ H2(Tot(D··))→ · · ·
and it is clear that
Hn(Tot(E··)) = Hn(H,K)⊕Hn(V,K), n > 0.
Thus, we get the result. 
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3.2. The total first cohomology group H1Tot(T ,K). Here we show some properties of total 1-cocycles
that are well known in the case of group cohomology. Through this subsection p : K→ P denote an
abelian group bundle and T = (F ;V,H;P) is a double groupoid acting along p on the left. We also
denote by A·· the double complex defined in (2.5).
Lemma 3.10. Let (τ, σ) ∈ A0,1 ⊕A1,0 then d1(τ, σ) = 0 if and only if for all F,G,H ∈ B,
τ(F G) + τ({FG} H) = τ(F {GH}) +
(
b(F ) · τ(GH)
)
, for all F,G,H ∈ B such that F |G|H; (3.5)
σ
(
G
H
)
+ σ
 F{G
H
} = (l(H)−1 · σ(F
G
))
+ σ

{
F
G
}
H
 , for all F,G,H ∈ B such that FG
H
; (3.6)
and
(
l(H)−1 · τ(F G)
)
+ τ(H J) + σ
(
{FG}
{HJ}
)
=
(
b(H) · σ
(
G
J
))
+ σ
(
F
H
)
+ τ
({
F
H
} {
G
J
})
, (3.7)
for all
F G
H J
.
Proof. Let (σ, τ) be a total 1-cocycle. Since d1 : A1,0 ⊕ A0,1 → A2,0 ⊕ A1,1 ⊕ A0,2 is defined by d1 =
(d1,0v , d
1,0
h + d
0,1
v , d
0,1
h ), and since
d1,0v := d
2,1
V : D
2,1 → D3,1,
d0,1v := −d
1,2
V : D
1,2 → D2,2,
d0,1h := d
1,2
H : D
1,2 → D1,3,
d1,0h := d
2,1
H : D
2,1 → D1,1.
Then d1(τ, σ) = 0 if and only if d2,1V (σ) = 0, d
2,1
H (σ)− d
1,2
V (τ) = 0 and d
1,2
H (τ) = 0. These equations can
be seen are equivalent to (3.6),(3.5) and (3.7). 
Lemma 3.11. Any total 1-cocycle is cohomologous to a normalized total 1-cocyle.
Proof. Let (σ, τ) be a total 1-cocycle. We define λ, δ : B → K by λ(B) = σ
(
Id b(B)
Id b(B)
)
and δ(B) =
τ(Id l(B) Id l(B)). By mean of the equations (3.6) and (3.5), it is easy to show that the pair (σ′, τ ′),
where σ′ = σ − d1,0v λ and τ ′ = τ − d
0,1
h δ, is a normalized total 1-cocycle. 
Remark 3.12. In the proof of the above lemma we have really proved that any vertical and horizontal
2-cocycles are equivalent to a normalized ones.
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3.3. Extensions of double groupoids by abelian group bundles and the 1-cohomolgy group. Recall
that γ : F → P is the ‘left-bottom’ vertex map, i.e. γ(A) = lb(A).
Proposition 3.13. [AN3, prop. 1.5] Let p : K → P be an abelian group bundle, and let T = (F ;V,H;P)
be a double groupoid acting along p on the left. Let (σ, τ) be a normalized total 1-cocycle of F with values in
K. Define onK p×γ F the following maps
• Four maps t, b, l, r on K p×γ F defined by those in F : t(K,F ) = t(F ) and so on.
• Two composition laws, vertical and horizontal, inK p×γ F defined by
{(K,F )(L,G)} =
(
K + (b(F ) · L) + τ(F G), {FG}
)
, if F | G, (3.8){
(K,F )
(L,G)
}
=
(
(l(G)−1 ·K) + L+ σ
(
F
G
)
,
{
F
G
})
, if
F
G
. (3.9)
• Two identity maps id : V → K p×γ F and id : H → K p×γ F , given by id g = (Θb(g), id g) and
id x = (Θl(x), id x) if g ∈ V and x ∈ H respectively.
• The inverse of (K,F ) with respect to the horizontal and vertical products are given by
(K,F )h =
(
b(F )−1 ·
(
−K − τ(F ,F h)
)
, F h
)
and (3.10)
(K,F )v =
(
− (l(F ) ·K)− σ
(
F
F v
)
, F v
)
, (3.11)
respectively.
With these structural maps, the arrangement
K p×γ F ⇒ H
 
V ⇒ P
is a double groupoid which will be denoted byK ♯σ,τ F .
Proof. It is easy to see that the explicit hypothesis of the original formulation of this proposition are
equivalent to ask for an action of F along p and that (σ, τ) is a total 1-cocycle (see Lemma 3.10).
The proof is a long but straightforward by checking each axiom of the definition of double groupoid,
see [AN3, prop. 1.5] for further details. 
Remark 3.14. The proposition 3.13 is, in fact, an if a only if result as one can easily check. That is,
K p×γ F is a double groupoid if and only if d
1(σ, τ) = 0
Definition 3.15. Let p : K → P be an abelian group bundle, and let T = (F ;V,H;P) be a double
groupoid acting along p on the left. Let (σ, τ) be a normalized total 1-cocycle of F with values in K.
The double groupoid structure defined onK p×γ F as in proposition 3.13 is called the double groupoid
extensions of F by (σ, τ) and is denotatedK ♯σ,τ F .
Now, we are going to state the main result of this section.
Theorem 3.16. Let (F ;V,H;P) be a double groupoid and let p : K→ P be any abelian group bundle. There
is a bijection between Opext(F ,K) and the cohomology group H1Tot(F ,K).
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We divide the proof of this theorem in three steps. The first two ones are the contents of lemma
3.17 and proposition 3.18.
Lemma 3.17. Let (F ;V,H;P) be a double groupoid, let p : K→ P be any abelian group bundle and let (σ, τ)
and (σ′, τ ′) be normalized total 1-cocycles of F with values in K. If the double groupoid extensions K ♯σ,τ F
andK ♯σ′,τ ′ F are equivalent, then (σ, τ) and (σ
′, τ ′) are in the same cohomology class.
Proof. Let Φ : K ♯σ,τ F → K ♯σ′,τ ′ F be an equivalence of extensions of double groupoids
K ♯σ,τ F
	 Φ

Π1
$$ $$■
■■
■■
■■
■■
■
1 // K  r
ι $$■
■■
■■
■■
■■
■
,

ι
::✉✉✉✉✉✉✉✉✉✉
F // 1
K ♯σ′,τ ′ F
Π2
:: ::✉✉✉✉✉✉✉✉✉✉
(3.12)
and let λ : F → K be defined by λ(F ) = (ρ1 ◦ Φ)(θ, F ), where ρ1 : K ♯σ′,τ ′ F → K denote the
projection ontoK.
The following identities are easily obtained from the operations onK ♯σ,τ F and the commutativity
of diagram (3.12)
(K,F ) =
{
(Θ, F )
(K,Θ)
}
,
{
(Θ, F )
(Θ, G)
}
=
(
σ
(
F
G
)
,
{
F
G
})
and Φ(K,F ) = ((ρ1◦Φ)(K,F ), F ). (3.13)
From the above equations we obtain that
σ
(
F
G
)
= (ρ1 ◦Φ)(Θ, G)− (ρ1 ◦Φ)
(
Θ,
{
F
G
})
+ l(G)−1 · (ρ◦Φ)(Θ, F )+σ′
(
F
G
)
for any F,G ∈ F ;
that is σ = σ′ + d1,1V λ. In the same way we show that τ = τ
′ + d1,1H λ. 
Proposition 3.18. [AN3, Prop. 1.9] Any double gropoid extension of F by K is equivalent to K ♯σ,τF for
some total 1-cocycle (σ, τ).
Proof. See loc. cit for further details. 
Nowwe are going to provide a proof of Theorem 3.16.
Proof of theorem 3.16. Let (σ, τ) and (σ′, τ ′) be cohomologous total 1-cocycles. Then there is a map
λ : F → K such that (σ′, τ ′) = (σ, τ) + d0λ; that is, σ′ = σ + d1,1V and τ
′ = τ + d1,1H . Let B = K ♯σ,τ F
and by B′ = K ♯σ′,τ ′ F the extensions of F byK determined in 3.13 by (σ, τ) and (σ
′, τ ′), respectively.
Define the map
Φ : B′ → B such that (K,F ) 7→ (K + λ(F ), F ).
We state that Φ is an isomorphism of double groupoids. In fact, it is clear that it is one to one and
onto, then we need to show that it preserve both structure of groupoids.
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For all (K,F ), (L,G) ∈ B′ we have
Φ
(
(K,F )
(L,G)
)
= Φ
(
(l(G)−1 ·K) + L+ σ′
(
F
G
)
,
{
F
G
})
=
(
(l(G)−1 ·K) + L+ σ′
(
F
G
)
+ λ
({
F
G
})
,
{
F
G
})
=
(
(l(G)−1 ·K) + L+ (σ + d1,1V )
(
F
G
)
,
{
F
G
})
=
(
(l(G)−1 ·K) + L+ σ
(
F
G
)
+ λ(G) − λ
({
F
G
})
+ l(G)−1 · λ(F ) + λ
({
F
G
})
,
{
F
G
})
=
(
(l(G)−1 ·K) + L+ σ
(
F
G
)
+ λ(G) + l(G)−1 · λ(F ),
{
F
G
})
. (3.14)
On the other side{
Φ(K,F )
Φ(L,G)
}
=
{
(K + λ(F ), F )
(L+ λ(G), G)
}
=
(
l(G)−1 · (K + λ(F )) + L+ λ(G) + σ
(
F
G
)
,
{
F
G
})
; (3.15)
and since the action of V distributes then the expressions (3.14) and (3.15) coincides and the map Φ
preserves vertical composition. In the same way we can show that Φ preserves horizontal composi-
tion, and thus we have an equivalence of the extensions B and B′. The above reasoning permit us to
introduce a well defined map
Ψ : H1Tot(F ,K)→ Opext(F ,K), such that [σ, τ ] 7→ K ♯σ,τ F ,
where [σ, τ ] denote the cohomology class of a total 1-cocycle (σ, τ); we will to show that Ψ is a bijec-
tion.
Clearly Ψ is one to one by lemma 3.17 and it is onto because of proposition 3.18. This finish the
proof. 
4. BISIMPLICIAL SPACES AND DOUBLE GROUPOIDS
We are going to introduce some notation to be used in the rest of the work. Let ∆ be the sim-
plicial category, that is, the category whose objects are [n] = {0, 1, 2, · · · , n}, for every n ∈ N, and
whose morphisms are the order preserving maps. The following proposition give us a combinatorial
description of the simplicial category.
Proposition 4.1 (Prop. VII.5.2 [Ml]). The category ∆, with objects all finite ordinals, is generated by the
arrows ǫni : [n − 1]→ [n] and η
n
i : [n + 1]→ [n], where ǫ
n
i and η
n
i are the unique increasing map that avoids
i, and the unique non-decreasing surjective map such that i is reached twice (0 ≤ i ≤ n), respectively. These
maps are subject to the following relations
• ǫn−1i ǫ
n
j = ǫ
n−1
j−1 ǫ
n
i if i < j,
• ηn+1i η
n
j = η
n+1
j+1 = η
n+1
j+1 η
n
i if i ≤ j,
• ǫn+1j η
n
j = η
n−1
j−1 ǫ
n
i if i < j,
• ǫn+1i η
n
j = η
n−1
j ǫ
n
i−1 if i > j + 1,
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• ǫn+1j η
n
j = ǫ
n+1
j+1 η
n
j = Id.
Proof. See [Ml, Prop. VII.5.2]. 
For a complete treatment of the simplicial category and its properties see [Ml] or [GJ] for a deepest
one.
In the following diagram we show from left to right all the ǫ maps, and from right to left all the η
maps of the above proposition,
[0]
//
// [1]
//
//
//
oo [2]
//
//
//
//
oo
oo
[3] · · · .oooo
oo
(4.1)
4.1. Simplicial sets.
Definition 4.2. A simplicial set is a contravariant functor X : ∆op → Sets, where Sets. In the
same way we define simplicial topological spaces (or just simplicial spaces) and simplicial manifolds, just
changing Sets by T op orMan, the categories of topological spaces or smooth manifolds, respectively.
Remark 4.3. Given a simplicial set X we will to denote it by X• = {Xn}n∈N. We also write ǫ
n
i and η
n
i
for ∆(ǫni ) and∆(η
n
i ), respectively, if no confusion arise.
Any topological (Lie) groupoid G //// P canonically gives rise to a simplicial space (manifold)
as follows [TU]: Let
Gn = {(g1, . . . , gn) ∈ G
n | s(gi) = t(gi+1) ∀i}
be the set of all composable n-tuples of arrows in G and define the face and degeneracy maps as follows
• ǫ˜10(g) = r(g) and ǫ¯
1
1(g) = s(g) for n > 1;
• ǫ˜n0 (g1, . . . , gn) = (g2, . . . , gn) for n > 1;
• ǫ˜nn(g1, . . . , gn) = (g1, . . . , gn−1) for n > 1;
• ǫ˜ni (g1, . . . , gn) = (g1, . . . , gigi+1, . . . , gn) for 1 ≤ i ≤ n− 1;
• η˜00 : G0 → G1 the unit map of the groupoid;
• η˜n0 (g1, . . . , gn) = (s(g1), g1, . . . , gn);
• η˜ni (g1, . . . , gn) = (g1, . . . , gi, t(gi), gi+1, . . . , gn) for 1 ≤ i ≤ n.
We refer to loc. cit. to another way to see the simplicial structure of G•.
Remark 4.4. We would like to note here that we are reading the arrows of a groupoid from left to
right.
Definition 4.5. Let X and Y be simplicial sets. A map of simplicial sets f : X → Y is a natural
transformation of contravariant set valued functors.
We will to denote by S the resulting category of simplicial sets, that is, S is the functor category
Sets∆
op
.
4.2. Bisimplicial sets.
Definition 4.6. A bisimplicial set is a simplicial object in S. That is, a bisimplicial setX is a functor
X : ∆op ×∆op → Sets,
or equivalently, is a functorX : ∆op → S. We will to denote a bisimplicial setX byX••.
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In the following diagram we show, for the category∆2, a bidimensional analogue to diagram 4.1,
...
...
...
([2], [0])
//
//
OO OO OO OO

([2], [1])
//
//
//
oo
OO OO OO OO

([2], [2])
OO OO OO OO

//
//
//
//
oo
oo
· · ·
([1], [0])
//
//
OO OO OO

([1], [1])
//
//
//
oo
OO OO OO

([1], [2])
OO OO OO

//
//
//
//
oo
oo
· · ·
([0], [0])
//
//
OO OO
([0], [1])
OO OO
//
//
//
oo ([0], [2])
OO OO
//
//
//
//
oo
oo
· · · .
(4.2)
Where the depicted maps are as follows:
• the vertical face maps ([m], [n])→ ([m+ 1], [n]) are ǫm+1,ni,v = (ǫ
m+1
i , Id),
• the vertical degeneracy maps ([m+ 1], [n])→ ([m], [n]) are ηm,ni,v = (η
m
i , Id),
• the horizontal face maps ([m], [n])→ ([m], [n + 1]) are ǫm,n+1i,h = (Id, ǫ
n+1
i ), and
• the horizontal degeneracy maps ([m], [n + 1])→ ([m], [n]) are ηm,ni,h = (Id, η
n
i ).
Thus, a bisimplicial setX•• can be depict as an array
...

...

...

X2,0 //

X2,1
//
//oo
oo

X2,2oo
oo
oo

· · ·
oo
oo
oo
oo
X1,0 //
 
OO OO
X1,1
//
//oo
oo
 
OO OO
X1,2oo
oo
oo
 
OO OO
· · ·
oo
oo
oo
oo
X0,0 //
OO
X0,1
//
//oo
oo
OO
X0,2oo
oo
oo
OO
· · ·
oo
oo
oo
oo
(4.3)
With face and degeneracy maps denoted by ǫ˜m+1,ni,v , η˜
m,n
i,v , ǫ˜
m,n+1
i,h and η˜
m,n
i,h .
Definition 4.7. Let X be a bisimplicial set. The diagonal simplicial set d(X) associated to X is the sim-
plicial set defined as d(X)n = Xn,n. It also can be viewed as the composition functor
∆op
∆
→ ∆op ×∆op
X
→ Sets,
where∆ is the diagonal functor.
4.3. A geometric construction of the bisimplicial set associated to a double groupoid. It is well
known that to any category (in particular to any groupoid) we can associate a simplicial set, called its
categorical nerve. In the same way, with any double category or double groupoid, we can associate
a bisimplicial set [AN2, Sect. 3.5]. In the case of double groupoids, the existence of inverses for both
operations permit us to construct the nerve of the double groupoid in a geometrical way just from the
core action on itself.
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We introduce some notation to construct the nerve of double groupoid. Let (F ;V,H;P) be a dou-
ble groupoid, then if x, x′ ∈ H, x|x′ denotes that r(x) = l(x′). If g, g′ ∈ V , g|g′ denotes that b(g) = t(g′).
In analogous way, if A,A′ ∈ F , A|A′ denotes that r(A) = l(A′) and
A
A′
denotes that b(A) = t(A′).
In section 2 we build a bigraded family of sets {F (m,n)}(m,n)∈N×N that allowed us to define the
cohomology of discrete double groupoids. This family of sets can be endowed with a structure of
bisimplicial set by defining the face and degeneracy maps as follows:
• For any n ∈ N, let ǫ˜1,n0,v [F1j ] = [b(F1j)];
• For anym > 1 and n ∈ N, let ˜ǫm+1,n0,v [F ] be the array obtained from F deleting the first row;
• For anym > 1 and n ∈ N, let ˜ǫm+1,nm+1,v [F ] be the array obtained from F deleting the last row;
• For any m > 1, n ∈ N and 1 ≤ i ≤ m, let ˜ǫm+1,ni,v [F ] be the array obtained from F composing
the elements of rows i and i+ 1;
• the vertical degeneracy maps ([m+ 1], [n])→ ([m], [n]) are ηm,ni,v = (η
m
i , Id),
• the horizontal degeneracy maps ([m], [n + 1])→ ([m], [n]) are ηm,ni,h = (Id, η
n
i ).
This bisimplicial set can be constructed in a more geometric way as a homogeneous space of the core
groupoid, in fact, letE(F) be the core groupoid ofF . Let us denote by Fm×n the set ofm×nmatrices
with entries in F . Let
F(m,n) = {F = [Fi,j ]0≤i≤m, 0≤j≤n ∈ F
m×n | l(Fi.j) = l(Fi,j+1) and b(Fi,j) = b(Fi+1,j)}, (4.4)
be the set of matrices of size m × n of boxes in F such that the boxes in a fixed row has the same
left side and the boxes in a fixed column has de same bottom side. We can note that the entries of a
matrix in this set has the same left-bottom corner.
In [AN3, Prop. 1.1] the authors define themap γ : F → P as the “left-bottom” vertex γ(B) = lb(B),
and an action of the core groupoid E(F) over the set of boxes F given be
E ⇁ A :=
{
idl(A) A
E idb(A)
}
, A ∈ F , E ∈ E. (4.5)
We can extend this definitions to the sets of matrices of boxes F(m,n), let us to define, for every
m,n ∈ N, the maps γ(m,n) : F(m,n) → P by γ(m,n)([Fi.j ]) = bl(Fm,1) and let⇁: E(F) eE×γ(m,n) F(m,n)
be the action given by
E ⇁ [Fi,j ] = [E ⇁ Fi,j ] for any E ∈ E(F) and [Fi,j ] ∈ F(m,n) such that γ([Fi,j ]) = eE(F)(E).
Denote by F˜m,n the set of orbits Fm,n/E(F) and by 〈Fi,j〉 the equivalence class in F˜
m,n of a matrix
of boxes [Fi,j ].
From now on we are going to denote the maps γ(m,n) bye the same letter γ.
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Proposition 4.8. Let (F ;V,H;P) be a double groupoid, let E(F) be the core groupoid of F and let F˜m,n be
as defined above. Then the map Φ : F (m,n) → F˜m,n given by [Fi,j ] 7→ 〈F k,l〉 , where
F k,l =


Fk,1 Fk,2 · · · Fk,l
...
...
...
Fm,1 Fm,2 · · · Fm,l
 if l 6= 0 and k 6= m,
id if k = m and l 6= 0,
id if l = 0 and k 6= m,
Θ if k = m and l = 0,
is bijective, with inverse Ψ : F˜m,n → F (m,n), given by
Ψ(〈Fi,j〉) =

{
F h0,0 F0,1
F hv1,0 F
v
1,1
}
· · ·
{
F h0,n−1 F0,n
F hv1,n−1 F
v
1,n
}
...
...{
F hm−1,0 Fm−1,1
F hvm,0 F
v
m,1
}
· · ·
{
F hm−1,n−1 Fm−1,n
F hvm,n−1 F
v
m,n
}

Proof. Fist we need to check that the map Ψ is well defined. In fact, if 〈Fi,j〉 = 〈Li,j〉 in F˜
m,n, then
there is E ∈ E(F) such that Li,j = E ⇁ Fi,j , for every 1 ≤ i ≤ m and 1 ≤ j ≤ n. Then for
i = 0, . . . ,m− 1 and j = 0, . . . , n− 1we have{
Lhi,j Li,j+1
Lhvi+1,j L
v
i+1,j+1
}
=
{
(E ⇁ Fi,j)
h (E ⇁ Fi,j+1)
(E ⇁ Fi+1,j)
hv (E ⇁ Fi+1,j+1)
v
}
=

{
id Fij
E id
}h {
id Fi,j+1
E id
}
{
id Fi+1,j
E id
}hv {
id Fi+1,j+1
E id
}v

=

{
F hij id
h
id
h Eh
} {
id Fi,j+1
E id
}
{
id
hv Ehv
F hvi+1,j id
hv
} {
Ev idv
id
v F vi+1,j+1
}

=

F hij
{
id
h
id
}
Fi,j+1{
id
h
id
hv
} {
Eh E
Ehv Ev
} {
id
id
v
}
F hvi+1,j
{
id
hv
id
v
}
F vi+1,j+1

=
{
F hij Fi,j+1
F hvi+1,j F
v
i+1,j+1
}
.
The above shows that Ψ es well defined.
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By a direct computation we can show that Φ and Ψ are inverse each other. 
Remark 4.9. With the identification introduced in the above result, it is clear that the construction car-
ried out in 2.1 associates a bisimplicial set to every double groupoid. In fact, if we have a morphism
f : ([m], [n])→ ([k], [l]) in ∆2 we can associate to it the map
f˜ : F (k,l) → F (m,n) given by f˜(〈Ai,j〉0≤i≤k, 0≤j≤l) = 〈Af(i,j)〉1≤i≤m, 1≤j≤n.
It is no difficult to show that this maps define a contravariant functor from ∆2 to Sets.
5. BISIMPLICIAL COHOMOLOGY OF TOPOLOGICAL DOUBLE GROUPOIDS
The classification results obtained here (theorem 3.16 and proposition 3.18) where proved for dis-
crete double groupids. The next most natural step is to study to what extend we can carry out such
decomposition of double groupoids in the topological and/or differentiable setting.
The first one attempt is to study continuous (differentiable) cohomology requiring that all maps
that define the double groupoid cohomology be continuous (smooth) but, for the discrete case, the
proof of proposition 3.18 [AN3, Prop. 1.9], that indicates that any double groupoid extension can
be obtained as the smash product of a slim double groupoid by an abelian group bundle, depends
strongly in the existence of a section of the function that maps a double groupoid onto its frame.
In the continuous or differentiable setting we cannot guarantee any more the existence of a global
section of such map.
If the frame of a topological (Lie) double groupoid is a quotient space (or smooth manifold) and
the frame map is an open map (surjective submersion, respectively) then we can assure the existence
of local sections and then, we can try to localize the decomposition process of the double groupoid to
the open sets where the local sections exists. In this sectionwe develop a Cˇech double groupoid coho-
mology that will permit us to classify the extensions of topological double groupoids by topological
abelian group bundles as in the discrete case.
5.1. Cˇech double groupoid.
Definition 5.1. Let G // // P be a topological groupoid. Let {Ui}i∈I be an open cover of P, define
the cover groupoid, Cˇech groupoid or the localization groupoid
G[U ] = {(i, g, j) ∈ I × G × I : g ∈ r−1(Ui) ∩ s
−1(Uj))}, (5.1)
with unity spaces P[U ] = {(i, x) ∈ I × P : x ∈ Ui}, source and target maps s(i, g, j) = (i, s(g)) and
r(i, g, j) = (j, r(g)) and product (i, g, j)(j, h, k) = (i, gh, k), when r(g) = s(h).
A relevant fact of the Cˇech groupoid is that the canonical map G[U ] → G is a Morita equivalence of
groupoids. In the case of double groupoids, given an open covering of the total base, we can construct
a localization double groupoid in a similar fashion, although the notion of Morita equivalence is more
subtle and we don’t study it here.
Definition 5.2. Let (B;V,H;P) be a topological double groupoid and let us consider U = {Ui}i∈I
be an open cover of P, we define de double cover groupoid of (B,U), Cˇech double groupoid associated to
(B,U) or the localization double groupoid associated to (B,U) as follows
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• Let B[U ] be the set
i jB
l k
 : B ∈ B, t(B) ∈ l−1(Ui) ∩ r−1(Uj) and b(B) ∈ l−1(Ul) ∩ r−1(Uk)
 (5.2)
• Let τ, β, λ and ρ be the maps defined by
τ, β : B[U ]→ H[U ] such that τ
i jB
l k
 = (i, t(B), j) and β
i jB
l k
 = (l, b(B), k)
(5.3)
λ, ρ : B[U ]→ V[U ] such that λ
i jB
l k
 = (i, l(B), l) and ρ
i jB
l k
 = (j, r(B), k)
(5.4)
• We define a horizontal and vertical composition laws by the following rulesi jA
l k

i′ j′B
l′ k′

=

i j{
A
B
}
l′ k′
 if (l, b(A), k) = (i′, t(B), j′)
and i jA
l k

i′ j′B
l′ k′
 =
i j{A B}
l k
 if (j, r(A), k) = (i′, l(B), l′)
• The identity maps of the horizontal and vertical groupoid structure of B[U ] are defined as
follows
Idh : V[U ]→ B[U ] such that Idh(j, f, k) =
j jIdhf
k k
 (5.5)
Idv : H[U ]→ B[U ] such that Idv(i, x, j) =
i jIdvx
i j
 (5.6)
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• The horizontal and vertical inverse of a box in B[U ] are defined respectively by
( − )h : B[U ]→ B[U ] such that
i jB
l k

h
=
j iBh
k l
 (5.7)
( − )v : B[U ]→ B[U ] such that
i jB
l k

v
=
l kBv
i j
 (5.8)
With all the above maps and operations it is easily to check that
B[U ]
λ
//
ρ //
τ

β

V[U ]
 
H[U ] // // P[U ]
is a double groupoid.
Remark 5.3. Roughly speaking, if we denote by
B(i,j,k,l) = t
−1(l−1(Ui) ∩ r
−1(Uj))
⋂
b−1(r−1(Uk) ∩ l
−1(Ul)),
then the Cˇech groupoid associated with (B,U) is the disjoint union double groupoid⊔
(i,j,k,l)∈I4 B(i,j,k,l) //
//
 
⊔
(i,j)∈I2 V(i,j)
 ⊔
(l,k)∈I2 H(l,k) //
// ⊔
i∈I Pi.
(5.9)
5.2. Sheaves and coverings on bisimplicial spaces.
Definition 5.4. [D, 6.4.2] A sheaf S•• on a bisimplicial spaceM•• is a collection {S
m,n}(m,n)∈N2 such
that
(1) Sm,n is a sheaf onMm,n ;
(2) for all morphisms f ∈ Hom∆2((k, l), (m,n)) we are given f˜ -morphisms
f˜∗ : Sk,l → Sm,n,
such that f˜ ◦ g
∗
= f˜∗ ◦ g˜∗, when it is defined.
The next definition introduces the open coverings that behaves well for the study of bisimplicial
sheaves.
Definition 5.5. An open cover of a bisimplicial space X is family U•• = {U(m,n)}m,n∈N such that
U(m,n) = {U
m,n
i }i∈I(m,n) is an open cover of the space X(m,n). The cover is said to be bisimplicial if
I•• = {I(m,n)} is a bisimplical set such that for all f ∈ Hom∆2((k, l), (m,n)) and for all i ∈ I(m,n) we
have that f˜(U
(m,n)
i ) ⊆ U
(k,l)
f˜(i)
.
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It is obvious that a randomly chosen open cover of M•• could be far away to be bisimplicial.
Nevertheless, as the following lemma shows, given an open cover of a bisimplicial space we can
form a bisimplicial cover bs(U••) that refines the original one.
Lemma 5.6. To any open cover U•• of a bisimplicial set, there is a naturally associated bisimplicial open cover
bs(U••).
Proof. Let us consider N2 ordered by the lexicographic order. Let Pk,lm,n := hom∆′2(([k], [l]), ([m], [n]))
and put Pm,n =
⋃
(k,l)≤(m,n) P
k,l
m,n. As in [TU, Sec. 4.1], the set Pm,n can be identified with the set of
pairs of nonempty subsets of [m]× [n], then the cardinality of Pm,n is (2
m+1 − 1)(2n+1 − 1). Let
Λ =
λ : Pm,n →⋃
k,l
Ik,l : λ(P
k,l
m,n) ⊆ Ik,l , ∀ (k, l) ≤ (m,n)
 ,
and for λ ∈ Λm,n define
V m,nλ =
⋂
(k,l)≤(m,n)
⋂
f∈P
(k,l)
(m,n)
f˜−1(U
(k,l)
λ(f) ).
It is clear that (V m,nλ )λ∈Λ(m,n) is an open cover ofMm,n. In fact, let x ∈ Mm,n and let f ∈ Pm,n. Since
f˜ : Mm,n → Mk,l and {U
k,l
i }i∈Ik,l is a covering, then f˜(x) ∈ U
k,l
i for some (non unique) i ∈ Ik,l. If
we name this i as λ(f), then we have a function λ in Λm,n and , by the same definition, x ∈ Λm,n.
Now we are going to show that V •• = {Vm,n} is an open bisimplicial covering ofM••. To do this we
need to define a bisimplicial structure on Λ••. Let g ∈ Hom∆′2(([m], [n]), ([m
′], [n′])), then we have
a continuous map g˜ : Mm′,n′ → Mm,n and set map g˜ : Im′,n′ → Im,n (the use of the same notation
will be clear from the context). Let g˜ : Λm′,n′ → Λm,n defined as follows; given λ
′ ∈ Λm′,n′ take
g˜(λ) ∈ Λm,n as the map defined by g˜(λ
′)(f) = λ′(g ◦ f).
Let x ∈ V m
′,n′
λ′ , (k, l) ≤ (m,n) and f ∈ P
k,l
m,n. Since g ◦ f : ([k], [l]) → ([m′], [n′]) then (˜g ◦ f)(x) ∈
Uk,l
λ′(g◦f), that is, f˜(g˜(x)) ∈ U
k,l
g˜(λ′)(f). This mean that g˜(x) ∈ f˜
−1(Uk,l
g˜(λ′)(f)) and therefore g˜(x) ∈ U
m,n
g˜(λ′).
With the above we have proved that g˜(Um
′,n′
λ′ ) ⊆ U
m,n
g˜(λ′) or g˜(λ
′) ∈ Λm,n. 
Remark 5.7. Notation
LetM•• a bisimplicial set and let U
•• be an open cover ofM••. In the settings of the proof of lemma
5.6, given a pair of non negative integers (m,n)we will denote the element ([m], [n]) ∈ ∆2 by (m,n).
If λ ∈ Λm,n then λ satisfies tjhe following conditions:
(1) λ is a map from Pm,n to
⋃
k,l Ik,l ,
(2) for all pair (k, l) of non negative integers, if (k, l) ≤ (m,n) then λ(Pk,lm,n) ⊆ Ik,l .
By definition of the category ∆′, if f ∈ Pk,lm,n then f := (f1, f2) with f1 : [k] → [m] and f2 : [l] → [n]
are strictly increasing. It follows that they are one to one and hence f1([k]) and f2([l]) are subsets of
[m] and [n], respectively, of cardinality k + 1 and l + 1, respectively.
The above reasoning permit us to identify any map f ∈ Pm,n with a pair of non empty subsets of
P([m]) and P([n]), and, therefore, any λ ∈ Λm,n with a matrix array [λS,T ] of size (2
m+1−1)(2n+1−1)
with S and T varying over P([m]) − {∅} and P([n]) − {∅}, respectively, and λS,T stands for λ(S, T ).
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Here we can order the pair of subsets (S, T ) by a lexicographic like order in the following way:
(S1, T1) 4 (S2, T2) if and only if

|S1| ≤ |S2|,
|S1| = |S2| and S1 4L S2,
|S1| = |S2| and |T1| < |T2|
|S1| = |S2|, |T1| = |T2| and T1 4L T2.
(5.10)
where 4L stands for the lexicographic order when S and T are displayed in increasing order.
Example 5.8. If λ ∈ Λ1,1 then λ = [λ(S, T )]3,3 and can be displayed as the matrix array λ0,0 λ0,1 λ0,01λ1,0 λ1,1 λ1,01
λ01,0 λ01,1 λ01,01
 ,
where, for any pair of non empty subsets i ⊆ [m] and j ⊆ [n], we have wrote λi,j = λ(i, j).
The family of all covers of a bisimplicial spaceM•• is endowed with a partial preorder.
Definition 5.9. Let M•• be a bisimplicial topological space and suppose that U•• and V•• are open
covers ofM••, with U(m,n) = {U
m,n
i }i∈Im,n and V(m,n) = {V
m,n
j }j∈Jm,n . We said that V•• is finer than
U•• if there is a family of maps θm,n : Jm,n → Im,n such that V
m,n
j ⊆ U
m,n
θ(j) , for all j ∈ Jm,n.
If the covers are bisimplicial we take the maps θ•• bisimplicial.
5.3. Cˇech cohomology of double groupoids. Let M•• be a bisimplicial space, U•• be a bisimplicial
open cover ofM•• and F
•• be a bisimplicial abelian sheaf. Let us define
Cm,nbs (U••,F
••) =
∏
i∈Im,n
Fm,n(Um,ni ), (5.11)
and horizontal and vertical differentials given by
dm,nh : C
m,n
bs (U••,F
••)→ Cm,n+1bs (U••,F
••) with (dm,nh c)i =
n+1∑
k=0
(−1)k˜ǫm,n+1k,h
∗
c˜
ǫ
m,n+1
k,h
(i)
, (5.12)
dm,nv : C
m,n
bs (U••,F
••)→ Cm+1,nbs (U••,F
••) with (dm,nv c)i =
m+1∑
k=0
(−1)k˜ǫm+1,nk,v
∗
c˜
ǫ
m+1,n
k,v
(i)
. (5.13)
The ∗ as a superscript is explained in definition 5.4 and˜ǫm,n+1k,h
∗
c˜
ǫ
m,n+1
k,h
(i)
is the restriction of the section
c˜
ǫ
m,n+1
k,h
(i)
∈ Fm,n(Um,n
˜
ǫ
m,n+1
k,h
(i)
) to a section inFm,n+1(Um,n+1i ), likewise
˜ǫm+1,nk,v
∗
c˜
ǫ
m+1,n
k,v
(i)
is the restriction
of the section c˜
ǫ
m+1,n
k,v
(i)
∈ Fm,n(Um,n
˜
ǫ
m+1,n
k,v
(i)
) to a section in Fm,n+1(Um,n+1i ).
It is clear that (dh)
2 = 0 and, with the usual sign trick, the vertical differential satisfies the relations
((−1)ndm,nv )2 = 0 and d
m,n
h + (−1)
n+1dm,n+1v = (−1)nd
m,n
v + d
m+1,n
h = 0. From this remark the
collection {Cm,nbs }m,n∈N is a well defined double complex and we may consider the associated total
complex Tot(U••,F
••) that allow us to define the total cohomology groups HmTot(U••,F
••).
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Definition 5.10. LetM•• be a bisimplicial space, U•• be a bisimplicial open cover ofM•• and F
•• be
a bisimplicial abelian sheaf. The n-th bisimplicial cohomology group of M•• with coefficients in F
•• is
defined as the direct limit
Hˇ
n
(M••;F
••) := lim
−→
HnTot(U••;F
••), (5.14)
where U•• runs over all open covers of M•• whose N -skeleton admits an N -truncated simplicial
structure for some N ≥ n+ 1.
The most important bisimplicial sheaf for our purposes is the one constructed from a double
groupoid acting along a map into the total base of the double groupoid.
Definition 5.11. Let T = (B;V,H;P) be a topological double groupoid. Then a T -module is a bundle
of topological abelian groups p : K→ P such that
(1) K is endowed with a left T -action (see 1.6),
(2) V and H acts onK by group bundle automorphisms.
Remark 5.12. Let T = (F ;V,H;P) be a topological double groupoid, and let γ : K → P be a T -
module. Let us denote by pm,n : F
m,n → P the map (Fij) 7→ pm,n(Fij) = bl(Fm,1) and let Fm,n =
K γ×pm,1 F
m,n. This construction generate a new bisimplicial set, indeed, with any f : ([m], [n]) →
([k], [l]) in ∆2 we associate a map f˜ : Fk,l → Fm,n given by
f˜(K, 〈Fi,j〉0≤i≤k, 0≤j≤l) = (K, 〈Ff(i,j)〉1≤i≤m, 1≤j≤n)
It is no difficult to show that with this map we have a contravariant functor from ∆2 to Sets.
Remark 5.13. In the discrete case we can recover the double groupoid cohomology, defined in 3.6,
from the bisimplicial cohomology 5.10 just defined. In fact, let us consider a topological double
groupoid T = (B, ;H,V;P) and suppose that F•• is the bisimplicial sheaf associated to a T -module.
From 5.12, we can construct a bisimplicial set {K p×γ Fm,n} and then, the projection map
Πm,n : K p×γ F
m,n → Fm,n, (5.15)
is a bisimplicial map. If we denote by Am,n the sheaf of germs of local continuous sections of Πm,n,
then A•• = {Am,n}m,n becomes a bisimplicial sheaf and any section of Π
m,n defined over U ⊆ Fm,n,
an open set, can be identified with a continuous map ϕ : U → K such that p(ϕ(〈Fi,j〉)) = γ(〈Fi,j〉)
for any 〈Fi,j〉 ∈ F
m,n. Under this bisimplicial structure, the maps ǫm,n+1h : A
m,n → Am,n+1 and
ǫm+1,nv : Am,n → Am+1,n can be described as follows.
Given a local section ϕ : U → K of Πm,n we can write ϕ as
ϕ([Fi,j ]) = l(Fm1)
−1 · · · l(F21)
−1l(F11)
−1ϕv([Fi,j ]) (5.16)
or as
ϕ([Fi,j ]) = b(Fm1)b(Fm2) · · · b(Fmn)ϕh([Fi,j ]) (5.17)
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for unique ϕv([Fij ]) ∈ Ktl(Fm1) and ϕh([Fij ]) ∈ Krb(Fmn). Then ǫ
m+1,n
v ϕ is a germ of a local section of
Πm+1,n such that, for any [Fij ] ∈ F
m+1,n we have
(ǫm,n0,v ϕ)[Fi,j ] = l(Fm+1,1)
−1l(Fm1)
−1 · · · l(F31)
−1l(F21)
−1ϕv

F21 . . . F2n
. . . . . . . . .
Fm1 . . . Fmn
Fm+1,1 . . . Fm+1,n
 , (5.18)
if 0 < k < m+ 1 then
(ǫm,nk,v ϕ)[Fi,j ] = l(Fm+1,1)
−1l(Fm1)
−1 · · · l(F21)
−1l(F11)
−1ϕv

F11 . . . F1n
. . . . . . . . .{
Fk1
Fk+1,1
}
. . .
{
Fkn
Fk+1,n
}
. . . . . . . . .
Fm+1,1 . . . Fm+1,n

(5.19)
and
(ǫm,nm+1,vϕ)[Fi,j ] = l(Fm+1,1)
−1l(Fm1)
−1 · · · l(F21)
−1l(F11)
−1ϕv
F11 . . . F1n. . . . . . . . .
Fm1 . . . Fmn
 ; (5.20)
in the same way, for any [Fij ] ∈ F
m,n+1, the sections corresponding to the horizontal maps ǫm,nk,h are
given by
(ǫm,n0,h ϕ)[Fi,j ] = b(Fm1)b(Fm2) · · · b(Fmn)b(Fm,n+1)ϕh
F12 . . . F1,s+1. . . . . . . . .
Fm2 . . . Fm,n+1
 , (5.21)
if 0 < k < n+ 1 then
(ǫm,nk,h ϕ)[Fi,j ] = b(Fm1)b(Fm2) · · · b(Fmn)b(Fm,n+1)ϕh
 F11 . . . {F1kF1,k+1} . . . F1,n+1. . . . . . . . . . . . . . .
Fm,1 . . . {FmkFm,k+1} . . . Fm,n+1
 ,
(5.22)
and
(ǫm,nm+1,hϕ)[Fi,j ] = b(Fm1)b(Fm2) · · · b(Fmn)ϕh
F11 . . . F1n. . . . . . . . .
Fm1 . . . Fmn
 . (5.23)
If we use the above expressions, together with the formulas for the horizontal and vertical coboun-
dary map, and if we consider the largest open bisimplicial covering {Um,nF }F∈Fm,n of F
m,n, where
Um,nF = {F} for every F ∈ F
m,n, then we can easily see that the Cˇech cohomology groups coincides
with the cohomology groups of the double groupoid cohomology introduced in 3.6.
DOUBLE GROUPOID COHOMOLOGY 27
5.4. Low dimensional cohomology.
Definition 5.14. Let (B;V,H;P) be a topological double groupoid and K → P an abelian group
bundle. We define Ext(B, A) to be the set
Ext(B,K) = lim
−→
U
Opext(B[U ],K[U ]) (5.24)
Where U = {Ui}i∈I runs over open covers ofP and (B[U ]);V[U ],H[U ];P[U ]) is the Cˇech double groupoid
associated to (B,U).
Theorem 5.15. Let (F ;V,H;P) be a topological double groupoid and p : K→ P be an abelian group bundle,
and A•• the bisimplicial sheaf associate to the action of F over K.
• For each open cover U•• of F
••, there is a canonical isomorphism
OpextU (F [U00],K[U00]) ∼= H
1
Tot(U••;A
••), (5.25)
where OpextU (F [U00],K[U00]) denotes the subgroup of elements of Opext(F [U00],K[U00]) consist-
ing of extensions 1→ K[U00]
ι
→֒ B
Π
։ F [U00]→ 1 such that Π admits a continuous lifting over each
open set U11i ⊆ F ( i ∈ I11).
• The isomorphisms 5.25 induces another one
Ext(F ,K) ∼= Hˇ
1
Tot(U••;A
••) (5.26)
Proof. Since we need a detailed study of simplicial covers and to give an explicit description of the
two cocycles, the proof is divided in several stages.
Step 1. Description of total one cocycles.
If U•• is an open cover of F••, we know by definition that the double complex which gives rise to the
Ceˇch cohomology of the double groupoid is
...
C3,1(bs(U)••,A
••)
d
3,1
v
OO
d
3,1
h
// C3,2(bs(U)••,A
••)
C2,1(bs(U)••,A
••)
d
2,1
v
OO
d
2,1
h
// C2,2(bs(U)••,A
••)
d
2,2
h
//
d
2,2
v
OO
C2,3(bs(U)••,A
••)
C1,1(bs(U)••,A
••)
d
1,1
v
OO
d
1,1
h
// C1,2(bs(U)••,A
••)
d
1,2
v
OO
d
1,2
h
// C1,3(bs(U)••,A
••)
d
1,3
h
//
d
1,3
v
OO
· · ·
(5.27)
Hence, since the open cover bs(U••) is the bisimplicial refinement of U•• defined in 5.6,the first terms
of the total chain complex are
0→ Tot1(bs(U••),A
••)→ Tot2(bs(U••),A
••)→ Tot3(bs(U••),A
••)→ . . . (5.28)
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where
Tot1(bs(U••),A
••) =
∏
λ∈Λ1,1
A1,1(U1,1λ ), (5.29)
Tot2(bs(U••),A
••) =
∏
λ∈Λ2,1
A2,1(U2,1λ )⊕
∏
λ∈Λ1,2
A1,2(U1,2λ ), (5.30)
Tot3(bs(U••),A
••) =
∏
λ∈Λ3,1
A3,1(U3,1λ )⊕
∏
λ∈Λ2,2
A2,2(U2,2λ )⊕
∏
λ∈Λ1,3
A1,3(U1,3λ ). (5.31)
A two cocycle in Z2(bs(U)••,A
••) is a pair (σ, τ) where σ and τ are families of the form σ =
(σλ)λ∈Λ2,1 and τ = (τλ)λ∈Λ1,2 such that d
2
Tot(σ, τ) = 0. This equation is equivalent to
d2,1v (σ) = 0,
d2,1h (σ) + d
1,2
v (τ) = 0,
d1,2h (τ) = 0;
which amounts to the following three ones
3∑
k=0
(−1)k ǫ˜3,1k,v
∗
(σ
ǫ˜
3,1
k,v
(λ)
) = 0, for any λ ∈ Λ3,1; (5.32)
3∑
k=0
(−1)k ǫ˜2,2k,h
∗
(σ
ǫ˜
2,2
k,h
) +
3∑
k=0
(−1)k ǫ˜2,2k,v
∗
(τ
ǫ˜
2,2
k,v
(λ)
) = 0, for any λ ∈ Λ2,2, and (5.33)
3∑
k=0
(−1)k ǫ˜1,3k,h
∗
(τ
ǫ˜
1,3
k,h
(λ)
) = 0, for any λ ∈ Λ1,3. (5.34)
In order to obtain more concrete information about the two cocycles, we will now analyze each of
those equations .
The equation 5.32 is valid in the open set
U3,1λ =
⋂
(l,k)≤(3,1)
⋂
f∈Pl,k3,1
f−1(U3,1
f(λ)),
of F (3,1) and if we apply η˜3,10,v
∗
to both sides of it, we obtain
σλ[3]\0,[1] =
˜η3,10,vǫ
3,1
1,v
∗
(σλ[3]\1,[1])−
˜η3,10,vǫ
3,1
2,v
∗
(σλ[3]\2,[1]) +
˜η3,10,vǫ
3,1
3,v
∗
(σλ[3]\3,[1]). (5.35)
If we write down λ[3]\0,[1], λ[3]\1,[1], λ[3]\2,[1] and λ[3]\3,[1] explicitly, it follows from the above equation
that the section σ is independent of the last row of the index λ. Then, sinceA•• is a family of sheaves
then there is a section
σλS,T ∈ A
2,1
 ⋂
(k,l)≤(2,1)
⋂
f∈Pk,l3,1
f−1(U3,1
f(λ))
 ,
where S ⊆ [2], T ⊆ [1] with |S| ≤ 2, and such that σλ is the restriction to U
3,1
λ of σλS,T ∈ Λ2,1.
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Now, given a tuple
AB
C
 ∈ ⋂(l,k)≤(2,1)⋂f∈Pl,k3,1 f−1(U3,1f(λ)), and according to 5.13, we have
ǫ˜3,10,v
∗
(σ
ǫ˜
3,1
0,v(λ)
)
AB
C
 = σλ[3]\0,[1]
(
A
B
)
, ǫ˜3,11,v
∗
(σ
ǫ˜
3,1
1,v(λ)
)
AB
C
 = σλ[3]\1,[1]

{
A
B
}
C
 ,
ǫ˜3,12,v
∗
(σ
ǫ˜
3,1
2,v(λ)
)
AB
C
 = σλ[3]\2,[1]
 A{B
C
} and ǫ˜3,13,v∗(σǫ˜3,13,v(λ))
AB
C
 = l(C)−1 · σλ[3]\3,[1]
(
B
C
)
,
and the equation 5.32 can be rewritten as
σλ[3]\0,[1]
(
A
B
)
− σλ[3]\1,[1]

{
A
B
}
C
+ σλ[3]\2,[1]
 A{B
C
}− l(C)−1 · σλ[3]\3,[1]
(
B
C
)
= 0. (5.36)
In the same way we can deduce similar expressions for equations (5.33) and (5.34).
Step 2. Passing to a coarser covering of the double groupoid.
Let us consider an open coverW•• of F [U ]
•• defined in the following way:
• The indexing family Jm,n is defined by J0,0 = {∗} , J1,0 = I
2
0,0 × I1,0 , J0,1 = I
2
0,0 × I0,1 ,
J1,1 = I
2
0,0× I
2
0,0 × I1,1 , J20 = I
3
00 × I20 , J02 = I
3
00 × I20 , and Jm,n any indexing set in other
cases.
• The collectionWm,n = {W
m,n
j }j∈Jm,n is defined by
W 0,0 consist of only one open set
∐
i∈I0,0
U0,0i (disjoint union);
W 1,0ijk =

ig
j
 | g ∈ U10k , t(g) ∈ U00i , b(g) ∈ U10j
 for all i, j ∈ I00 and k ∈ I10;
W 01ijk =
{(
i x j
)
| x ∈ U01k , l(x) ∈ U
00
i , r(x) ∈ U
10
j
}
for all i, j ∈ I00 and k ∈ I01;
W 1,1i11i12i21i22j =

i11 i12F
i21 i22
 | B ∈ U1,1j , tl(B) ∈ U0,0i11 , tr(B) ∈ U0,0i12 , bl(B) ∈ U0,0i21 , br(B) ∈ U0,0i22

for all i00, i01, i10, i11 ∈ I00 and j ∈ I11; and let V
m,n be any open covering indexed by Jm,n ,
for any other pair (m,n) ∈ N2.
Wewill to calculate the first total cohomology group of the pullback sheaf S•• ofA•• along the natural
projection map P •• : F [U ]•• → F••. More exactly, we are going to show that Hom1Tot(V••,S
••) is
isomorphic to Hom1Tot(U••,A
••).
Let us to denote by Γ = {Γm,n} the indexing family obtained by the process of the proof of lemma
5.6, applied to the cover V indexed by the family J . Here, every γ ∈ Γ2,1 is a map γ : P2,1 →
⋃
k,l Jk,l
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such that γ(Pk,l2,1) ⊆ Jk,l for every (k, l) ≤ (2, 1), and it can be represented as a matrix array of size
7 × 3, where the rows are indexed by non empty subsets of [2] and the columns are indexed by non
empty subsets of [1]. Moreover, by definition of J , the value γ(S, T ) = ∗ if S = 0, 1, 2 and T = 0, 1.
That is, the block γ0,0 γ0,1γ1,0 γ1,1
γ2,0 γ2,1
 =
∗ ∗∗ ∗
∗ ∗
 .
In the same way, every γ ∈ Γ1,2 can be represented by a matrix array γ = [γ(S, T )], of size 3 × 7,
where the rows are indexed by non empty subsets S ⊆ [1] and the columns are indexed by non empty
subsets T ⊆ [2]. As for Γ2,1, we have that[
γ0,0 γ0,1 γ0,2
γ1,0 γ1,1 γ1,2
]
=
[
∗ ∗ ∗
∗ ∗ ∗
]
.
Let γ : Λ21 → Γ21 be the map defined as follows. Given λ ∈ Λ21 we define γ(λ) ∈ Γ21 by the rules
• γ(λ)ST = ∗ if S = 0, 1 or 2, and T = 0 or 1;
• γ(λ)ST = (λik, λjk, λST ) if S = {i, j} and T = k;
• γ(λ)S,01 = (λS0, λS1, λS,01) for S = 0, 1 or 2;
• γ(λ)S,01 = (λi0, λi1, λj0, λj1, λS,01) if S = {i, j};
• γ(λ)012,T = (λ0T , λ1T , λ2T , λ012,T ) if T = 0 or 1;
• γ(λ)012,T = (λ00, λ01, λ10, λ11, λ20, λ21, λ012,01).
From the definition of the indexing family J it is clear that γ is a bijective map with inverse denoted
by λ. In the same way we can define a bijective map Λ12 → Γ12 which we also denote by γ (and
inverse λ) and from the context it will be clear which of them we are using.
Let Ξ : Z1(V••,S
••)→ Z1(U••,A
••) be the map defined by
(ϕ,ψ) = ({ϕγ}γ∈Γ21 , {ψγ}γ∈Γ12) 7→ (Ξ1(ϕ),Ξ2(ψ)) := (σ, τ),
with σ = {σλ}λ∈Λ21 and τ = {τλ}λ∈Λ12), where σλ := ϕγ(λ) and τλ := ψγ(λ) for all λ in Λ21 or in Λ12,
respectively.
Given a pair (ϕ,ψ) ∈ Z1(V••,S
••), then ϕ is a family (ϕγ)γ∈Γ2,1 such that for any γ ∈ Γ2,1 the
following equation holds
l(C)−1ϕω[3]\0,[1]
(
A
B
)
− ϕω[3]\1,[1]

{
A
B
}
C
+ ϕω[3]\2,[1]
 A{B
C
}− ϕω[3]\3,[1]
(
B
C
)
= 0.000 (5.37)
Since (ϕ,ψ) satisfies the cocycle conditions, it is clear that the map Ξ is well defined, moreover it is
an isomorphism of abelian groups. The relations
(Ξ1d
1ϕ)λ = (d
1ϕ)γ(λ) and (Ξ2d
1ψ)λ = (d
1ψ)γ(λ), (5.38)
satisfied by the map Ξ, allow us to induce an isomorphism between the total cohomology groups
Hom1Tot(V••,S
••) and Hom1Tot(U••,A
••).
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Step 3. From double groupoid extensions to cohomology.
The above result allow us to consider U•• as an open covering with U00 = P.
Let us consider an extension
1→ K
ι
→֒ B
Π
։ F → 1
in OpextU (F [U00],K[U00]). For any λ ∈ Λ21, if(
A
B
)
∈ U21λ =
⋂
(k,l)≤(2,1)
⋂
f∈Pk,l21
f˜−1(Uklλ(f)),
then, by considering the cases f = ǫ212,v, ǫ
21
0,v and ǫ
21
1,v we can assert that A ∈ U
21
λ01
, B ∈ U21λ12 and{
A
B
}
∈ U21λ02 .
Since there are local sections µλ01,01 : U
21
λ01,01
→ K, µλ02,01 : U
21
λ02,01
→ K and µλ12,01 : U
21
λ12,01
→ K of
Π, then we can define σλ : U
21
λ → K by the equation{
µλ01,01(A)
µλ12,01(B)
}
= σλ
(
A
B
)
⇀ µλ02,01
{
A
B
}
(5.39)
To show that the above equation defines a simplicial 2-cocycle for the cohomology of the dou-
ble groupoid, we come back to the associativity of horizontal and vertical composition, and to the
exchange law between them. In fact, if λ ∈ Λ31 andAB
C
 ∈ U31λ = ⋂
(k,l)≤(3,1)
⋂
f∈P
(k,l)
(3,1)
f˜−1(Uklλ(f)),
with f = ǫ31i,v for i = 0, 1, 2 and 3, we have(
B
C
)
∈ U21λ[3]\0 ,

{
A
B
}
C
 ∈ U21λ[3]\1 ,
 A{B
C
} ∈ U21λ[3]\2 , and
(
A
B
)
∈ U21λ[3]\3 .
Since the vertical composition law is associative, by modifying in each case equation (5.39), we ob-
tain that σ = {σλ}λ∈Λ21 satisfies the cocycle equation (5.36). In a similar way, by using horizontal
composition law, instead of the vertical one, we can define {τλ}λ∈Λ12 ∈
∏
λ∈Λ12
A12(U12λ ), and in the
same way we can show that the other equation that defines a total 2-cocycle are satisfied. To see that
the cohomology class [(σ, τ)] is independent of the local sections initially taken, we consider λ ∈ Λ11
and another local sections µ′λ01,01 : U
21
λ01,01
→ K of Π. Since µλ01,01 and µ
′
λ01,01
have the same sides,
there is a continuous map αλ : U
11
λ → K, such that for all A ∈ U
21
λ the equation
µ01,01(A) = αλ(A) ⇀ µ
′
λ01,01
(A) (5.40)
holds. Similar equations hold for the other two local sections. Replacing (5.40) in (5.39) and compar-
ing with the respective equation for µ′λ01,01 we find
(σ − σ′)λ
(
A
B
)
= α12,01(B)− α02,01
{
A
B
}
+ l(B)−1 · α01,01(A) = (d
11
v α)λ
(
A
B
)
. (5.41)
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In the same way we show that τ satisfies a similar equation, but with the horizontal composition
instead of the vertical one, and we can conclude that (σ, τ) and (σ′, τ ′) are cohomologous.
Step 4. From cohomology to double groupoid extensions.
Let (σ, τ) ∈
∏
λ∈Λ2,1
A2,1(U2,1λ )⊕
∏
λ∈Λ1,2
A1,2(U1,2λ ) be a 1-cocycle of the double groupoid cohomology
We need to construct a new double double groupoid B from (σ, τ) that fit in an extension
1→ K
ι
→֒ B
Π
։ F → 1
of F byK and such that Π has sections over each open set U11i in the cover U11. Thus define
B′ =
∐
i∈I11
{
(K,F, i) | K ∈ K, F ∈ U11i and p(K) = lb(F )
}
,
and let ∼ be the relation on B′ defined by
(K,F, k) ∼ (−τλ(i)(idl(F ), idl(F )) +K + τλ(ijk)(idl(F ), F ), F, j), (5.42)
where λ(ijk) stands for an element λ ∈ P
(1,1)
(1,2) with λ01,01 = i, λ01,02 = j and λ01,12 = k, and
(idl(F ), idl(F )) ∈ U
12
λ(i) along with (idl(F ), F ) ∈ U
12
λ(ijk); and
(K,F, k) ∼
(
−σλ(i)
(
idt(F )
idt(F )
)
+K + σλ(ijk)
(
idt(F )
F
)
, F, j
)
, (5.43)
where λ(ijk) stands for an element λ ∈ P
(1,1)
(2,1) with λ01,01 = i, λ02,01 = j and λ12,01 = k, and(
idl(F )
idl(F )
)
∈ U21
λ(i) along with
(
idl(F )
F
)
∈ U12
λ(ijk).
To show that ∼ defines an equivalence relation on B′, let us define
ψhikj(F ) = −τλ(i)(idl(F ), idl(F )) + τλ(ijk)(idl(F ), F ), (5.44)
ψvikj(F ) = −σλ(i)
(
idt(F )
idt(F )
)
+ σλ(ijk)
(
idt(F )
F
)
. (5.45)
By using cocycle conditions it is no difficult to show that ψikjv and ψ
h
ikj are independent of the value
of i and that
ψvjj = 0, ψ
h
jj = 0;
ψvkj = −ψ
v
jk, ψ
h
kj = −ψ
v
jk;
ψvjm = ψ
v
jk + ψ
v
km, ψ
v
jm = ψ
h
jk + ψ
h
km;
and therefore ∼ is an equivalence relation.
Let us denote B = B′/ ∼ and define the following partial composition laws on B{
[K,F, λ01,01] [L,G, λ01,12]
}
= [K + b(F ) · L+ τλ(L,G), {F G} , λ01,02],{
[K,F, λ01,01]
[L,G, λ01,12]
}
=
[
K + l(F )−1 · L+ σλ
(
F
G
)
,
{
F
G
}
, λ01,02
]
.
It is easy to check that these operations, joint with the quotient topology, endow B with the structure
of a double topological groupoid, that is an extension of F by K, and that the canonical projection
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of B over F admit a section over each open set U11i in the open cover U11 of F , i.e this extension is
an element of OpextU (F ,K). Finally, it is no difficult to prove that this correspondence defines an
isomorphism between H1Tot(F ,K) and OpextU(F ,K) and then, passing to the limit, it follows
Ext(F ,K) ∼= Hˇ
1
Tot(U••;A
••).
This last step finish the proof.

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