In the modern world, with the growth of the volume of processed data arrays, the logic of solving problems also becomes more complex. This leads more and more often to the need to use high-performance computational clusters, such as supercomputers. Created multi-agent simulation applications require not only significant resources but often perform time-consuming complex scenarios, which significantly affects the efficiency of the executed process. However, there are various mechanisms for optimizing application execution for different needs. Unfortunately, the specificity of multi-agent simulation does not allow the use of traditional and modern algorithms due to the iteratively variable workload and limitations of a system software installed on the supercomputers. In this paper, we propose a four-level scheme for organizing the symbiotic execution (co-design) of multi-agent applications on supercomputers, as well as an effective two-level algorithm for optimizing the flow of the execution of an urban mobility simulation application. The algorithm is based on evolutionary approach and machine learning techniques.
INTRODUCTION
Nowadays, computational modeling applications are in demand in many areas of research, both science and business. With the growth of the processed data amount and the complexity of the solving tasks, there is a need to use high-performance computing and one of the most popular way is modern supercomputers utilization. Among such tasks, multi-agent modeling problems takes a separate place. Usually, simulated agents cooperate in a commonly organized virtual environment, which can be divided into parts when the executed scenario needs too many computational resources and time. In this case, the computational process is split between computational nodes into spatial domains, and each region with its part of the agents is processed independently, transferring changes at the boundaries to other regions. In such a way of organization, there is a significant number of peculiarities that must be taken into account when developing models and scenarios. These peculiarities include overhead costs arising from the interchanges of spatial domains; unbalanced loading of each computational resource; specifics of approaches that perform division of virtual environment into zones; competing for execution of several models at once, etc. To ensure successful overcoming of these problems, various approaches are applied: a) implementation of the logic of sustainable scalability and application performance within the application's internal part -provides only conditional overcoming of effective execution problems, because the application usually represent some models in the certain domain, as a rule, optimization is not a professional competence of the application's author; b) performing optimization by an external service -this option is rarely available in high-performance computing environments, especially in supercomputers, where the planning mechanism is often used to meet the needs of a live queue, based on the greedy rules with several parameters such as priorities and amount of required resources; c) symbiotic execution (co-design) -using the logic of mutually beneficial cooperation of an application package and infrastructure software, where the application provides the infrastructure the ability to customize and control the workload for each application agents (region) during the calculation of a scenario. The last approach is the most promising, especially if the implementation is not a particular case for a specific task, but a single generalized scheme applicable for different areas with the minimum required changes on the application side. In this article, we Melnik, M., Nasonov, D. and propose a solution that divides the interaction logic into four levels: model, environment and two system levels. The model hidden internal logic of the application, system levels correspond for scheduling and control of execution process as well as resources allocation, while the environment is used for simulation by model and optimization by the system. During investigations, the hierarchical optimization algorithm was created and experimentally studied on the application of population mobility simulation in the city of St. Petersburg.
RELATED WORKS
Many researchers developed algorithms and approaches to solve problems related to the organization of computations in supercomputing environments. These works aimed at various aspects of computation processes. This includes methods for managing memory, storage, resource managers and schedulers. Moreover, there are works aimed at studying the effective use of specific hardware (GPU), ensuring high reliability or scalability of computations and improving the energy consumption.
For example, an algorithm for scheduling of heterogeneous GPU resources was developed in (Zimmer et al., 2018) in order to provide enhanced reliability of execution. The main idea was to assign more reliable and modern GPU for large tasks. Experiments were carried out on Titan supercomputer, where the number of GPU-oriented tasks has been increased significantly over the past 4 years.
For the qualitative reproduction of computation process on supercomputers, (Martinasso et al., 2018) developed a RM-Player. The difference to already existing models and simulators lies in the usage of the same stack of technologies and resource managers. This player allows user to configure system's parameters to adapt and improve computation processes. Experiments were conducted on Piz Daint supercomputer. Another approaches to building a supercomputer simulator based on the Maui scheduler are being studied in (Zitzlsberger et al., 2018) .
Authors of (Malakar et al., 2018 ) explore ways to efficiently organize parallel computations based on partition of modelling domain according to architecture of CPU. This study does not examine the internal workload of partitions and their balancing.
An important criterion for effective computations is the consideration of network structure and its bandwidth. Authors of (Pollard et al., 2018) consider the study of approaches to the organization of balancing tasks in fat-tree networks. In (Smith et al., 2018) a problem of analyzing forecasting tasks is studied, depending on the network structure. This study also includes a routing scheme, allowing the user to reassign tasks in order to avoid emergencies of overloaded hotspots.
An abstract infrastructure of a data center, which implies scheduling and optimization mechanisms is presented in (Andreadis et al., 2018) . The abstract infrastructure considers the complete workflow of tasks' computation process, painted in stages. Conducted experiments used existing scheduling algorithms associated with the developed structure.
Many works are focused on the problem of scaling and problems related with that. In (Liu et al., 2018) a scaling problem is solved by integration of resources from external cloud clusters and by algorithms for the transfer of data and computations between clusters. A model for estimating a bandwidth of master nodes and corresponding tools for estimating the required amount of resources are presented in (Kremer-Herman et al., 2018) .
Authors of (Subedi et al., 2018) propose framework Stacker for efficient data transfer inside multiscale composite applications running in supercomputer environments. In particular, the work is aimed at optimizing operations with RAM during the execution process of distributed applications at its various stages.
Despite the wide range of researches related to multiscale modeling and optimization of supercomputers, there is a lack of works related to the analysis and monitoring of internal logic of applications to be taken into account in the optimization mechanisms. Therefore, a development of methods that can not only take into account specifics of applications, but also influence the computation process is an actual direction for research.
PROBLEM STATEMENT
The main idea of this work is to effectively partition the modeling domain based on load prediction in these areas and transferring data between them.
Problem Statement
A computational model has its execution environment that is organized as a spatial or temporal computational grid G =< V, E >, where V = v j is a set of vertexes and E = e j1, j2 is a set of edges between them. Let W = w j be a workload for a current iteration, where w j represents computational intensity on a vertex v j . R = r m is a set of computational resources.
Performance of a resource is defined in r m . We define a schedule S = w j,m as an allocation of workload elements w j across resources r m . Let define the cost function for transfer from schedules S 1 and S 2 :
where:
1, if j and j are on different resources 0, otherwise (2) c j, j is a metadata that must be transferred from v j to v j , b j, j is a data transfer speed. The considered function to estimate the modelling time during one iteration:
Then, we can define a condition for transition between schedules:
where θ is a statistical depending value represents the rate of changing of workload through vertexes of computational grid.
Four-level Intellectual Execution Scheme
An execution scheme for organizing computations is developed based on the scheduling of partitions of a modeling area. The scheme is based on a multi-agent approach, where each intelligent agent is responsible for a specific area of modeling and provides its own forecasts for the iteration time for its area. The scheme is managed by a master agent. The master agent performs scheduling by assign cells to intellectual agents, and obtaining the developed performance models from these agents. In the example of urban modeling application, the master agent performs dynamic rescheduling to account changes in the dynamics of population movement in the city. The basis of developed scheme is a possibility of integration into an application in order to obtain the possibility of flexible partitioning of a modeling area, which is impossible with the standard implementation of the application, where the modeling area is divided evenly into blocks. The scheme is shown in the Fig.  1 .
The first level of the scheme is the composition core of models that is responsible for managing the launched models. The goal of this level is a semantic analysis of the model to obtain the boundaries of the modeling domain and define restrictions on how the modeling domain can be divided into subregions and thus form adapted distributed logic of application models combined in a single workflow.
The result of the model analysis is a virtual modelling environment for several competing or cooperating models. Within the framework of the virtual environment, modeling areas are known, and tools for profiling and monitoring of modeling process are provided. Also, at the level of the virtual modelling environment, the task of distributing application models appears in the form necessary for the scheduler.
The third level is a distributed two-level intelligent algorithm with a high-level central optimization core and a multi-agent collaborative level of intellectual agents. The optimization core performs the process of optimizing the distribution of a simulation domain. Optimization is carried out on the basis of allocation of regions of modeling domain to intellectual agents. Intelligent agents build their performance models on the designated areas of modeling and return their prediction results to the central core. The forecast result included estimates of the simulation time of the application being launched with the current load and the amount of resources provided for the calculations. The algorithm of optimization and distribution of modeling areas is based on a developed genetic algorithm. The last level of the scheme is the level of a computing environment.
For the execution scheme we can define a partition-based model of computational process. Let a i t =< d t , x t > be an object from modelling logic (for example, agent in term of multi-agent modelling application) that should be processed at location x t , p k t =< S p , {a i t } > is a partition of modelling area which includes associated with it modelling objects. A partition is a unit of scaling. e r t is an envelope that serves as data transferring between two connected partitions and e r t+1 =< {a i t+1 }, p a t+1 >. The computation of one iteration of modelling process requires to set two user-define functions m u and g u .
where m u -compute function that implements the logic of modelling on the set of agents, g u -a function that determines a new partition for an agent after its movement. Function f aggregates all this information and performs all required operations to form a new modelling state, including data exchange between processes of a computational application. 
IMPLEMENTATION

Urban Mobility Simulation
In this paper, we experimented on the task of organizing efficient calculations for an application on multiscale modeling of urban mobility of population. The application is called City-Simulator and it implements the Extreme Scaling computational pattern (Alowayyed et al., 2019) . The application is a multiagent model, where agents move along a modelling area that corresponds to a city. The simulation area is divided by a uniform grid into cells. Applications running in distributed mode based on MPI and can be launched on a supercomputer. Parallelization of the application occurs due to the distribution of cells in the simulation area across computing nodes. The modelling time of one iteration is summed up from agents modelling time and data transfer time between computational nodes in cases when an agent moves between cells assigned to different nodes. Agents modelling time is defined as the maximum modelling time among all computing nodes and it depends on the number of agents in this cell. Data transfer time is determined by the maximum data exchange time between nodes. Profiling of this application with various parameters was performed in (Nasonov et al., 2018) The simulation scenario sets routes for all agents. Due to the dynamics of their movement and possibly clusters in certain areas (for example, in the center), the problem of load balancing arises. To maintain the efficiency of computations, it is necessary to reallocate areas of modeling by resources as changes in the load of cells. To estimate the computational load, it is necessary to carry out modeling and forecasting of this workload. For forecasting, it is necessary to take into account both the rise and fall intervals of the current load, and the characteristics of a specific modeling area. Certain areas of the simulation area may have features that affect the simulation time. Thus, the prediction of the density of the load must be carried out for each region separately.
In this work, we developed a wrapper for this application, that allows arbitrary partitioning of the modeling area and distributes the modeling process among the supercomputer nodes. This wrapper is developed according to presented intellectual execution scheme and was integrated with Lomonosov (Lom, 2019) and Lobachevskiy (Lob, 2019) supercomputers.
Genetic Algorithm
A genetic algorithm was developed to distribute the application modeling domain. The algorithm is integrated in our execution scheme and wrapper for supercomputers. The optimization problem corresponds to the formulated partition model in 3.2, which is presented in the form of the distribution of cells in the simulation domain by computational resources, which are supported by intelligent agents within the scheme. The modeling area is defined by a NxN grid, and there are M intelligent agents. Each agent has a set of computing resources.
The genotype of the developed algorithm is an array of dimensions (m, c, d) , where m is the number of agents, c is a parameter -the number of centers for each agent, and d is the dimension of the simu-lation domain. The meaning of such a genotype is the spread of a given number of centers in the modelling area and assignment of cells to nearby centers of corresponding intelligent agents. An example of a genotype and its corresponding distribution is shown in Fig. 2 . Each color represents an allocated area for specific agent. The mutation operator moves randomly selected centers by adding a normally distributed values. The crossover is a two-pointed crossover, which selects centers for agents from two parents. The selection is performed by tournament with 3 participants. Each individual presents a schedule. To estimate fitness function we launch a model that estimates modelling time of application for specified period of time under constructed schedules from individuals. It allows user to perform forecast of the workload on a future iterations for each intellectual agent. The fitness function summarizes the modelling times of all iterations in accordance with the modelling time on each of the intelligent agents. Aggregated estimation of modelling time is presented in Fig. 3 .
EXPERIMENTAL STUDY
To conduct experimental studies, the scenario with simulation of daily dynamics of people in St.Petersburg was used. The specifics of this scenario is that people move from sleeping area to center in the morning and return to sleeping areas in the evening. The length of one day modelling is 1440 iterations (minutes). The goal of experiments is to optimize the execution time of modelling process. This is achieved by workload forecasting and scheduling by developed GA.
The data for the scenario is a dataset with daily logs of usage of public transport travel cards. Dataset contains logs with 300,000 unique travel cards. The workload of agents (heatmap from violet to yellow) at one of iterations and divided areas (contour plots) are presented in Fig. 4 . From the Fig. 3 we can see two peaks of workload. These peaks are related to morning and evening rush-hours. Five subsamples of 100,000 random cards were sampled. One of the datasets was used for training (for build schedules), and the others were used for validation of received schedules. The simulated area of the city was divided into a grid of 30x30 cells. In relation to the scale of the city, the side of each cell is approximately 0.7 km. With the developed scheme and scenario of daily dynamic of city we conducted several experiments for each sampled datasets: 1. Static -modelling area is divided into 9 equal partitions.
2. Expert -there are 3 schedules, that were defined by expert at iterations: 0, 550, 1050. These schedules divide the modelling area according to daily dynamic and rush-hours.
3. Dynam 5 -scheduling by GA every 288 iterations (5 times) without forecasting.
4. Dynam 10 -scheduling by GA every 144 iterations (10 times) without forecasting.
5. Forecast 5 -scheduling by GA every 288 iterations with forecasting for the next scheduling interval (developed execution scheme).
6. Forecast 10 -scheduling by GA every 144 iterations with forecasting for the next scheduling interval (developed execution scheme).
Schedules were build only in a case of Main scenario. For experiments with validation scenario we used according schedules. In all experiments we used 9 intellectual agents. This means that we can divide our modelling area on 9 parts. Each part will be processed on a specific computing resources according to intellectual agents. These experiments were conducted on Lomonosov supercomputer. Result of experiments are shown in Table. 1. Values in the table are presented in seconds and mean total modelling time of scenario, which was scheduled by presented scheduling approaches.
Results of experiments show that by using default uniform schedule, modelling time is 308.1s in average. Schedules performed by expert reduce the modelling time only on 9.4s. When we start to apply developed execution scheme and developed GA but without a forecasting of future workload we received average modelling times of 173.7s and 158.1s for cases with 5 and 10 dynamic schedules accordingly. The best results were obtained when we performed a forecasting of workload for each intellectual agent (Fig. 5 ). Experiments show that the more often we perform rescheduling, the better our execu-tion scheme adapts to changes in the model. The best result 137.1s (10 times with forecasting) ) is 55.5% faster than the one obtained with the basic scenario.
CONCLUSION
In this work, a symbiotic four-level scheme of the organization of the computational process for multiagent simulation was proposed. The key feature of interaction between the model and the system is concentrated in the virtual modeling environment, which includes the application agents' activities and optimization results, formed by the planning and control module. This module implements an algorithm with the genetic optimization core and intelligent agents for workload prediction. The obtained results show the high efficiency of the proposed approach, as they not only complete the set of test scenarios faster but also increase the potential ability for scaling, by selecting the right division areas of the space and reducing overhead costs. The results of experiments show the efficiency of proposed execution scheme and GA by the improvement of the modelling time in comparison to the default schedule by 55%.
