Most of the research on quantum error-correcting codes studies an error model in which each noise operator acts on a bounded number of qubits. In this paper we study a different noise model where the noise operators act on all qubits together, but are otherwise restricted in their action. One example to such an operator is a controlled bit-flip operator, where the control depends on all qubits, i.e., we allow restricted, highly correlated noise. We show both positive and negative results. On the positive side, we show that even though controlled bit-flip errors cannot be perfectly corrected, they can be approximately corrected with a subconstant approximation error. On the negative side, we show that no nontrivial quantum error-correcting code can approximately correct controlled phase error with a subconstant approximation error.
I. INTRODUCTION
O NE OF THE reasons for studying quantum error-correcting codes (QECCs) is that they serve as building blocks for fault-tolerant computation, and so might serve one day as central components in an actual implementation of a quantum computer. Much work was done trying to determine the threshold error rate, beneath which independent noise 1 can be dealt with by fault-tolerant mechanisms (see the Ph.D. theses [1] , [11] , and references therein).
A few years ago there was some debate whether the independent noise model is indeed a realistic noise model for quantum computation or not (see, e.g., [3] ). This question should probably be answered by physicists, and the answer to that is most likely dependent on the actual realization chosen. Yet, while the physicists try to build actual machines, and the theorists try to deal with higher independent noise, it also makes sense to try and extend the qualitative types of errors that can be dealt with. The authors are with the Department of Computer Science, Tel Aviv University, Tel Aviv 69978, Israel.
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A. Stochastic Versus Adversarial Noise
The basic problem we deal with is that of encoding a message such that it can be recovered after being transmitted over a noisy channel. Classically, there are two natural error models: Shannon's independent noise model and Hamming's adversarial noise model. For example, a typical noise model that is dealt with in Shannon's theory, is one where each bit of the transmitted message is flipped with independent probability , whereas a typical noise model in Hamming's theory is one where the adversary looks at the transmitted message and chooses at most bits to flip. We stress that the classical adversarial noise model allows the adversary to decide which noise operator to apply based on the specific codeword it acts upon.
Remarkably, there are classical error-correcting codes that solve the problem in the adversarial noise model, which are almost as powerful as the best error-correcting codes that solve the problem in the independent noise model. For instance, roughly speaking, any code in the independent noise model must satisfy , where is the rate of the code and is the noise rate. In the adversarial noise model, the Gilbert-Varshamov bound shows there are codes with rate (1) and relative distance . 2 
B. The Quantum Setting
Let us now consider quantum error-correcting codes (QECCs). The standard definition of such codes is quite general. An code is a dimension subspace inside a Hilbert space of dimension . The noise is specified by a set of allowed error operators. A code corrects noise if there is a procedure that given any corrupted codeword (i.e., a codeword that was transformed by an error operator from the set ) recovers the original codeword. Equivalently, a code corrects if, for any noise operator , and any codeword , the quantum decoding algorithm maps the noisy word to a product state , where is the original codeword and is an error-syndrome associated with . This definition is very general, and theoretically captures all possible noise models.
Much work was done on correcting the set of all noise operators that act on the environment and at most qubits of the code. Remarkably, Calderbank and Shor [7] and Steane [12] showed the existence of quantum error-correcting codes 2 A code with relative distance p allows unique decoding from at most fraction of errors. However, if we allow the more relaxed notion of list decoding, almost up to p fraction of errors can be corrected (see [8] for references).
0018-9448/$26.00 © 2011 IEEE that correct with rate , where is the rate of the code and is the relative distance of the code. This matches the classical Gilbert-Varshamov bound (1) up to the multiplicative factor 2 preceding . Any code that corrects is also able to correct independent noise. This is due to a standard argument which shows that a noise operator that acts independently on each qubit with probability , is very close to a convex combination of error operators that act on only, roughly, qubits. Thus, any quantum error-correcting code (QECC) that corrects also approximately corrects independent noise with noise rate about . Therefore, the standard definition of QECCs is sufficient to deal with independent noise.
C. How Many Errors Can Be Corrected?
Intuitively, no binary error-correcting code of length can correct more than errors, since changing each bit with probability destroys all the information in the codeword. In fact, one cannot correct even much fewer errors. For classical binary error-correcting codes there are lower bounds that almost match the Gilbert-Varshamov bound, and, roughly speaking, the number of errors that can be corrected can be derived from (1) . There are similar lower bounds for binary QECC (see, e.g., [6] ), where binary means that we work over qubits.
In the classical setting, if we allow a larger alphabet, a larger error rate can be tolerated, and we can correct almost up to fraction of errors. The quantum analogue is not true, and it follows from the no-cloning theorem that no QECC can perfectly correct errors, no matter what the the alphabet size is (which in the quantum setting means changing qubits to qudits). Surprisingly, Crepeau, Gottesman, and Smith [5] showed one can approximately correct up to almost errors over a suitably large alphabet, thereby also showing noise operators that cannot be perfectly corrected, but can be approximately corrected.
Even classically, allowing more than errors means that the number of errors is more than half the distance of the code, and then no unique decoding is possible. Indeed, we are not aware of quantum error-correction beyond the threshold.
D. Versus Classical Errors
At first glance it looks the error model cleanly generalizes Hamming theory of correcting up to classical errors. However, this is not the case, as we now explain.
In the classical noise model, the adversary is allowed to decide which noise operator to apply based on the specific codeword it acts upon. For example, consider an adversary that flips the first bit of all codewords with even parity, and the last bit of all codewords with odd parity. This adversary always flips at most one bit, but the choice of which bit it flips depends on the codeword itself. Nevertheless, in Hamming theory such a noise operator is considered as one bit of noise. In contrast, in the quantum model the above noise operator is counted as errors, because we need to act on all qubits to implement the operator.
So let us consider the error operator described above. Specifically, looks at the input in the standard basis and if the parity is even it applies ; otherwise, it applies . Here, denotes the bit-flip operator applied to the th qubit. Let us check if the decoding algorithm that corrects also corrects . Suppose it does. Then,
since the vector has even parity. Similarly,
This implies that and so measuring the error syndrome breaks the codeword to two components, thus destroying it. Therefore, the decoding algorithm does not correct .
The above argument shows that if we allow controlled bit-flip errors, then the environment may get information about the codeword, and thus corrupt it. This leaves open the possibility that some other encoding/decoding pair can correct controlled bit-flips. Unfortunately, an easy argument shows that there is no nontrivial QECC that perfectly corrects such errors (see Theorem III.1). Therefore, while there are asymptotically good QECC in the standard error model correcting errors, there are no nontrivial QECC correcting controlled single bit-flip errors.
E. Can We Correct Highly Correlated Quantum Noise?
The error above does not appear to have any physical motivation. However, studying noise that acts on more than just qubits is very well motivated. Clearly, we do not want to study noise operators that destroy all the encoded information, because then information theoretically there is no way to recover the original data. But we may, and probably should, be interested in noise operators that act upon all the qubits of the code, yet are restricted in some well defined way, that guarantees that the noisy channel does not completely destroy transmitted messages. The error operator above is a controlled-error, where the control depends on all of the qubits, and as such is a highly correlated noise operator (in the sense that its action depends on all of the qubits), yet, a limited one (in that it can only apply a single operator, and thus does not destroy much of the information in the codeword). One may easily think of other such operators. The question we study in this paper is whether QECCs can (approximately) correct such errors.
In this paper we show three results.
• In Theorem III.1 we show a simple proof to the fact that no QECC can perfectly correct controlled bit-flip errors. • Somewhat surprisingly, we show in Theorem IV.2 a QECC of arbitrarily high dimension that can approximately correct controlled bit-flip errors. That is, there is a decoding procedure such that for any controlled bit-flip error and for any codeword , maps to a state which is -close to , for which is subconstant. This, in particular, gives another example of an error model that cannot be perfectly decoded, yet can be approximately decoded (see also [5] ). • Finally, we show that no nontrivial QECC can correct controlled phase errors with a subconstant approximation error (see Theorem V.1 for a formal statement).
The results in this paper are both optimistic and pessimistic. On the one hand, we show there are noise models that can be approximately corrected but not perfectly corrected, and prove this specifically for the controlled-noise operators. On the other hand, we show there is a simple correlated noise operator that cannot even be approximately corrected.
We hope this paper would spur further study of the problem. It might be interesting to reach a better understanding of what can be approximately corrected. In particular, we believe a natural and important goal is finding other relaxations of quantum error correction that would allow handling highly correlated noise.
II. PRELIMINARIES

A. Quantum Error-Correcting Codes
Let denote the Hilbert space of dimension .
is a QECC if it is a subspace of of dimension . We call the code length and the code dimension. (Notice that the code dimension is the log of the vector space dimension.) We denote by the set of linear operators from the Hilbert space to the Hilbert space . 
A QECC corrects errors if it corrects all linear operators that act on the environment and at most qubits. There are asymptotically good QECCs, i.e., QECCs that correct errors with [2] .
B. Boolean Functions
For a Boolean function , the influence of the variable is defined to be (5) where is the th vector in the standard basis. The influence of a function is the maximum over all the individual variable influences. Ben-Or and Linial [4] showed that there exists a balanced function with influence as small as , and Kahn, Kalai, and Linial [9] showed that any balanced Boolean function has influence . We need an extension of this notion to complex valued functions. For let (6) and . We identify a function with the vector . When we write we refer to it as a vector in . When we write we refer to as a function and .
III. NO QECC CAN PERFECTLY CORRECT CONTROLLED BIT FLIPS
We now concentrate on the error model that allows any controlled bit-flip error. Formally, for and let be the operator that applies on the th qubit conditioned on the other qubits being in . More precisely, we define the operator on the basis and extend it linearly. For define . Also, let denote the operator that flips the th qubit, i.e.,
. Then (7) Let (8) We also define a subset of by (9) We claim that even this set of errors cannot be perfectly corrected. The argument above shows that for any and any codeword , by employing a sequence of small changes, and showing that is invariant under these small changes. However, if we replace the stringent notion of perfect decoding with the more relaxed notion of approximate decoding, then at least theoretically it is possible that under this weaker notion, controlled bit flips can be corrected. Somewhat surprisingly, this is indeed the case.
IV. AN APPROXIMATE QECC FOR CONTROLLED BIT FLIPS
We first define a relaxed notion of error-detection. We say a code separates if for any two allowed errors and any two orthogonal codewords , the states and are far away from each other. Formally, Definition IV.1: Let be an QECC and . The code -separates , if for any two operators and any two unit vectors , if then . We say a code approximately corrects if there exists a POVM on such that for any operator , and any codeword , when we apply the POVM on , the resulting mixed state is close to the pure state . A very special case of the above is when the decoding procedure is the identity function. In this case we say is ) immune. Formally, Definition IV.2: Let be an QECC and . The code is ) immune if for every and every . The parameter is the approximation error.
We saw before that there is no nontrivial QECC that perfectly corrects
. In contrast, we will now construct a large QECC that is immune to , with a subconstant approximation error.
A. The Construction
The calculations done in Section III can be generalized to show that if we want to be -immune for bit-flip errors, then must have low influence. This gives us a QECC of dimension 1 (spanned by ) that is -immune to bit-flip errors. Our goal is find a large dimension QECC that is -immune to bit-flip errors, and so we want many orthogonal such vectors. The idea is to work with a function of low influence, and combine it on many independent blocks.
Pick an integer such that divides , and define . Fix a balanced function with low influence, i.e.,
. Recall that this means that (10) (see Section II). Notice that this implies that for all ,
We use the low-influence function as a building block. For and , define by (12) For define the function by (13) One can pictorially view as follows. Partition into blocks, each of length . For and let be the th block of , i.e., the string is the concatenation of the blocks . Further partition each block to two 
as shown in Fig. 1 .
As usual we view as a vector in . We let . We claim:
Theorem IV.1: is an QECC that is immune.
In particular, taking when and when , we get:
Theorem IV.2: For every and such that divides , there exists an QECC that is immune.
In particular, there exists QECCs with code length and code dimension that approximately correct all controlled-X errors with an approximation error.
B. The Analysis
We first show that . This immediately follows from:
is an orthogonal set. We now analyze the approximation error. We will use the following lemmas: 
These lemmas together immediately imply Theorem IV.1. Notice that in Lemma IV.5 we had to prove the claim for every and not just for some basis of (see the discussion in the introduction).
Proof of Lemma IV which we prove in the following claim.
Claim IV.6:
. Proof: By Claim IV.3 the vectors are orthogonal, and similarly the vectors are orthogonal, and so,
Also, a simple calculation shows that and and so . Altogether,
V. NO APPROXIMATE QECC CAN CORRECT CONTROLLED PHASE ERRORS
So far we have seen that controlled-X errors can be approximately corrected with a subconstant approximation error. We now show there is no way to correct controlled phase errors with a control in the standard basis. In fact, this is true even when we limit ourselves to and phase shifts. Formally, define a linear operator by its action on the standard basis 
