Abstract-A common framework for maritime surface and underwater (UW) map-aided navigation is proposed as a supplement to satellite navigation based on the global positioning system (GPS). The proposed Bayesian navigation method is based on information from a distance measuring equipment (DME) which is compared with the information obtained from various databases. As a solution to the recursive Bayesian navigation problem, the particle filter is proposed. For the described system, the fundamental navigation performance expressed as the Cramér-Rao lower bound (CRLB) is analyzed and an analytic solution as a function of the position is derived. Two detailed examples of different navigation applications are discussed: surface navigation using a radar sensor and a digital sea chart and UW navigation using a sonar sensor and a depth database. In extensive Monte Carlo simulations, the performance is shown to be close to the CRLB. The estimation performance for the surface navigation application is in comparison with usual GPS performance. Experimental data are also successfully applied to the UW application.
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I. INTRODUCTION

M
ODERN maritime navigation systems are often based on satellite information from the global positioning system (GPS), due to its high accuracy and reliability. However, in safety-critical applications one must foresee and mitigate the risk of system malfunction, performance degradation due to the surrounding environment, and intentional or unintentional jamming, as pointed out in [1] and [2] . These reports highlight the need for an independent backup and support sensor to GPS. Further, autonomous and independent positioning systems are of particular interest for military applications. This is discussed further in [3] , where both bathymetric and celestial methods are described as alternatives to GPS navigation. There are also applications where the GPS signal is not available at all, for instance, in underwater (UW) navigation. Hence, there are many reasons to use an independent navigation system.
Many navigation systems rely on linear models or models that are nearly linear. If the system is approximately described by a Gaussian probability density function (pdf) or at least a unimodal density, then the extended Kalman filter (EKF), [4] , [5] can often be applied successfully. For problems with highly nonlinear or non-Gaussian distributions other methods must be Manuscript received November 20, 2004 [6] . Also the Gaussian-sum filter [4] can be used, which approximates the underlying pdf by several filters. However, the most general approach is to tackle the nonlinear and non-Gaussian problem directly using the particle filter (PF) [7] , [8] .
As an alternative to satellite navigation, it is possible to use terrain information together with sensor information from a distance measuring equipment (DME). By comparing the terrain information from a database with the received DME measurements, it is in many cases possible to get an accurate position estimate. This map-aided navigation technique is not a new topic; for instance, in airborne navigation, it has been applied frequently. In [9] , a terrain-aided navigation is discussed using EKF; different linearization techniques and multiple models are discussed. In [10] , six different stochastic linearization techniques are proposed. In [11] and [12] , a three-dimensional matching technique using terrain maps is presented. In [13] , the positioning is achieved using parallel filters. In [14] , a Bayesian terrain navigation problem is solved using a numerical integration directly for the Bayesian recursions. In [15] and [8] , also a particle filter based method was proposed for aircraft terrain navigation. This was further investigated in [16] . For UW navigation, mainly map-matching techniques or Kalman filter based techniques were previously used. See, for instance [17] , where a map-matching technique is described for positioning, and [18] , where a Kalman filter and data association method are applied to sea floor map-aided navigation. In [19] , a correlation and map-matching method based on Kalman filtering is presented. Also simultaneously localization and mapping (SLAM) has been applied to UW navigation; see, for instance, [20] .
In this paper, the main focus is the navigation concept described in a framework of different map-aided DME systems. Range information from the DME and data from the movements, for instance, speed and heading, are used to calculate the position. In a statistical framework, the pdf for the ship's position is calculated, which can be achieved by considering several possible positions and for each one calculate the probability, using the particle filter.
Two DME applications are considered: surface navigation and UW navigation. The proposed radar-based surface navigation method compares radar range measurements with information from a digital sea chart. The algorithm is more robust to intentional or unintentional jamming compared to a GPSbased method, mainly due to a much higher signal-to-interference ratio. The reason for this is the high transmitted radar energy and that the reflecting objects, i.e., shore, islands, etc., are very close compared to the satellite distances. Also a UW terrain-aided navigation using a sonar sensor is described, based on a similar technique as the airborne navigation system from [15] and using the preliminary results from [21] and [22] . For the UW navigation, a detailed depth map is compared to depth information retrieved from a sonar sensor. In Fig. 1 , the two navigation applications are illustrated.
The analysis of the navigation performance is based on the Cramér-Rao lower bound (CRLB). Under a stationary assumption using a simple navigation system, an analytic expression is presented. The performance is also tested in simulation studies and on experimental data.
Summarizing, the contributions of this paper are: a new method for positioning using DME measurements as a compliment to GPS, the DME framework for positioning, an analytic expression for the position CRLB as a function of the position in the map, extensive Monte Carlo simulations for surface and UW navigation, and an experimental study for the UW application.
This paper is organized as follows: In Section II, the navigation system is described. In Section III, its fundamental performance is discussed using the CRLB. In Section IV, the Bayesian estimation problem is formulated and the approximate solution using the particle filter is described. In Section V, the novel surface navigation method using a sea chart and a radar sensor is presented. Also the UW navigation based on sonar measurements and a depth database is presented. Both extensive Monte Carlo simulations and experimental data are used. In Section VI, concluding remarks are given. 
II. NAVIGATION MODELS
In this section, the common model used in the surface navigation and UW navigation system is presented. Both the system dynamics and the measurement relation are discussed. Here the definition surface navigation refers to the radar based system, where radar returns from the shore is compared with a digital sea chart. Also UW navigation is defined as the bathymetric system, where sonar depth measurements are compared with information from a depth database.
A. Motion Model
Depending on the configuration, different sensors can be used, such as speedometers and accelerometers. Hence, the motion can be modeled using as many position derivatives as desired. Here, only longitudinal and lateral motion is considered, where the speed is measured. Consider the following state variables: Cartesian position and crab angle , that is, the angle between the velocity vector and the stem of the ship (1) as depicted in Fig. 2 . The following discrete time model with sample time is used for the navigation system: (2) with input signal consisting of speed , compass , elevation angle and azimuth angle relative to the ship's stem. The sensor azimuth angle and elevation angle are not present in the dynamical model but will be used in the measurement relation described in Section II-B. The process noise is considered independent and describes the model uncertainty. Note that here, the known input signal is in practice values obtained from sensors. Hence, if they are considered as noisy measurements, the process noise will also describe the uncertainty in the input. The symbols used in the navigation model are listed in Table I . If is negligible or known, the model simplifies even further to only position states. More advanced dynamical models can also be used, for instance, a coordinated turn model, which was the case in [22] . For an overview of possible motion models, see the survey in [23] . Fig. 3 . The complete navigation system, used in the applications in Section V, consisting of a way-point unit, a controller, the sea chart database, the estimator, and various sensors. The reference signal is given by the desired heading , which is compared to the estimated heading^ = L(x ; u ). This difference is used in a controller to generate rudder signal in order to follow the desired trajectory. 
B. Measurement Model
For the surface navigation, the range to land objects is measured by a radar sensor, and for the UW navigation, the range to the sea floor is measured by a sonar sensor. Both sensors measure the geometrical distance in the direction of the sensor, if energy is reflected. Hence, the measurement relation is given by (3) where is the measured range from position and with the sensor azimuth angle , relative to north and with elevation angle . For the surface navigation, the radar angle is defined in Fig. 2 .
The DME cases for sea navigation are presented in Table II . Four different sensor types are discussed. For each case the requested range value from the database is a function of, for instance, position and sensor angles. This range can then be compared to the received measurement from the sensor. Digital sea charts include, for instance, depth information, shore and land regions, landmarks such as lighthouses, and navigable channel information. There is work in progress to develop high-resolution depth curves in many regions.
The radar uses only azimuth information, hence . The sonar system uses a fixed elevation. Also the GPS sensor can be viewed as a DME sensor, measuring range to different satellites for a given position. Finally, the celestial sensor returns a binary value if a star is present in the given direction. For all the cases different databases are used, for instance, a sea chart database, a depth database, a satellite motion database, and a star position database. These can basically be implemented as lookup tables with entries described in Table II , but if necessary, more efficient database structures can be utilized.
C. Navigation System
In Fig. 3 , the complete surface or underwater navigation system, together with way-point calculation and auto pilot, is depicted. The way-point block indicates that a predefined course can be given and that it is used to generate a reference trajectory, which is then compared with the estimated value. The difference is used by the controller, which generates control signals, i.e., rudder commands. Depending on the application, one or more of the presented sensors are available. For surface navigation, the GPS signal can in many cases be the prime navigation sensor, where the estimate from the map-aided navigation method can be used to monitor performance. However, the main objective in this paper is to analyze the map-aided navigation method based on radar or sonar, hence the GPS and celestial parts from Table II are not further discussed. The estimator uses input signal and sensor signals in order to estimate the position of the ship. It is based on the particle filter, which will be described in detail in Section IV.
III. THE CRAMÉR-RAO LOWER BOUND (CRLB)
In this section, fundamental limits for the estimation performance expressed in terms of the system properties are discussed, for instance as a function of the measurement noise or the information available in the sea chart. The CRLB is such a characteristic for the second-order moment [24] . This is done considering both estimation and filtering. In the first case, only the measurement model is considered. In the second, the complete system dynamics is used in the analysis. The main idea in this section is to perform a local analysis in each point in the sea chart and use that to analyze the global behavior.
In the sequel, the CRLB analysis is heavily based on expressions involving gradients of scalar functions or vector valued functions
where is a function from the state-space to . Also, the Laplacian for a real-valued function with , , is defined as (5)
A. Estimation-CRLB
For an unbiased estimator, the expected mean of the estimator equals the true parameter, . The CRLB [24] is then given by
where is the Fisher information matrix (FIM) and the measurement. Particularly, for , , , the FIM is (7) where (8) Above it is assumed that is invertible. If not, a local analysis can be done by averaging information around , in order to get a full rank information matrix. For the case with several independent measurements , , this is usually not a problem. The information is then given by (9) due to the additivity of information, assuming that is the information associated with measurement .
B. Filtering-CRLB
The theoretical posterior CRLB for a general dynamic system was derived in [25] , [26] , [15] , and [8] . The general state-space model can be used to derive fundamental limits for navigation performance. In many applications, is small and can be discarded from the analysis, or it is known. Hence, for the CRLB analysis, the following simplified model is used:
where the horizontal position state vector and the input signal are defined as (11) assuming independent additive process noise . The observation relation consists of range measurements with measurement noise . Using standard notations, consider independent noise sources, with variances and ; the posterior CRLB for filtering can be written as [15] (12) where
where the bound is given by (14) Consider now as an illustration additive Gaussian process noise, with , according to the state-space equation . The pdf is then where is a normalization constant. If the model in (10) is considered, , it gives . The posterior CRLB can now be analyzed, where the expected mean is with respect to the process noise, the measurement noise, and the trajectory. However, in simulation studies, often the true trajectory is known. Hence, the expected mean does not involve the trajectory. This leads to the parametric CRLB, which can be evaluated in a similar way and which can be computed as the EKF solution around the true trajectory.
In order to analyze the performance, without performing any simulations, a local analysis of the dynamical system is conducted. The assumption is that the covariance should reach a stationary value, i.e., consider a point and assume , for all such that . Using this assumption in (12) , it is possible to obtain an expression for . This is done by applying the matrix inversion lemma (15) using , , and , where is the identity matrix. This gives (16) Solving for and applying the matrix inversion lemma again with and yields (17) Hence, if is assumed invertible, then
Completing squares gives (19) Multiply with from left and right in the expression (20) Since all matrices are symmetric, a unique matrix square root can be defined. Hence, solving for the symmetric and positive definite matrix now yields (21) Hence, the covariance is given as (22) One problem with the CRLB using the information form is that the FIM may in general be singular. One case occurs when the measurement subspace dimension is much smaller than the state-space dimension. This can be handled using one of the following methods. i) Since a global analysis using local behavior is performed, it makes sense to average the FIM in a neighborhood, i.e., , where are picked around , so . ii) Introduce more measurements so the FIM becomes invertible. iii) A regularization term can be added, basically meaning that a fictitious measurement with a large variance is introduced. In order to understand the analytic CRLB expression in (22) 
IV. RECURSIVE BAYESIAN ESTIMATION
Navigation problems are often treated as Bayesian inference. The two map-aided navigation methods described in Section II are described by nonlinear problems. Consider the following general state-space model:
where denotes the state of the system, the input signal, and the observation at time . The process noise and measurement noise are assumed independent with densities and , respectively. Let be the set of observations until the present time.
The Bayesian estimation problem is given by [27] (26a)
where is the prediction density and the filtering density. The problem is in general not analytically solvable. To solve the nontractable Bayesian estimation problem in an online application without using linearization or Gaussian assumptions, sequential Monte Carlo methods or PFs can be used.
In this section, a brief description of the particle filter theory is given. For more details see [15] , [8] , [7] , and [28] . The particle filter method provides an approximative Bayesian solution to (26) by approximating the probability density by a large set of particles , where each particle has an assigned relative weight . The location and weight of each particle reflect the value of the density in that region of the state space. The likelihood for each particle is calculated from (25) , yielding (27) The probability can now be calculated recursively as . However, this eventually leads to divergence in the filter, with almost all particles having zero probability. By introducing a resampling step, as proposed in [7] , problems with divergence can be handled. This is referred to as sampling importance resampling and is summarized in Algorithm 1. The resampling step can be efficiently implemented using a classical algorithm for sampling ordered independent identically distributed variables [15] , [29] , [30] .
Algorithm 1 Sampling Importance Resampling (SIR)
1: Let . Generate samples from .
2: Compute and normalize, i.e., , .
3: Generate a new set by resampling with replacement times from , with probability .
4:
, using different noise realizations, .
5: Increase and iterate to step 2.
There exist many versions or variations of the classical particle filter presented in Algorithm 1-see, for instance, [8] , [31] , and [32] . Utilizing a different proposal density can, for instance, in many cases improve both performance and decrease the computational load.
V. APPLICATIONS
In this section, two specific applications of our general framework are presented: 1) surface navigation based on range information from the ship's radar and a digital sea chart; 2) UW navigation based on sonar depth measurements and a detailed depth database. For both applications, Gaussian process noise and measurement noise are assumed. With more detailed motion models or sensor models, other assumptions are possible.
A. Surface Navigation
In this section, the novel navigation algorithm is described. The navigation system is presented in Fig. 3 , where the ship is equipped with a radar, measuring relative distance to any land object. The sensor is assumed stabilized or the deviation angle is assumed small relative to the uncertainty in the radar sensor. To simplify the analysis, the speed relative to ground and the compass angle are considered as input signals, i.e., noiseless measurements, as described in Section II-A. However, this assumption is not necessary, and by introducing them as state variables in the model, they can be estimated.
Crucial for the positioning algorithm is a comparison of relative range measurements from the radar with expected land areas from a sea chart database. This is done in a statistically optimal way, using the particle filter as described in Section IV.
The database consists of a vectorized digital sea chart; in the sequel, a portion of the Baltic Sea is studied. The scenario is presented in Fig. 4 , where the ship's true position and some radar measurements are depicted. The initial distribution for the example given in Fig. 4 was uniformly distributed around the true position 800 m in each direction. The number of particles used initially was but quickly reduced when the particle cloud has most of its particles clustered around the true position. This simplifies initialization and gives real-time performance on a regular desktop computer. This is incorporated directly in the resampling step, downsampling the particle cloud to at time , at , and at . Also in Fig. 4 , the pdf from the particle filter for each coordinate is given. As seen, after only five revolutions of the radar, an accurate position is given.
Since the speed is rather small compared to the radar revolution, a complete radar picture can be processed for each time the filter is updated (Fig. 5) . In order to reduce the amount of possible range data, only a fixed number of radar strobes are considered each revolution. The radar produces many range measurements in any given direction, but only the measurement closest to the ship is considered in the application. The radar Fig. 5 . The radar measurements from one revolution of the radar using a polar representation with the ship's position at the origin. The nearest distance to any object is visualized for all directions with the resolution given by the radar sensor. Fig. 6 . Surface navigation position RMSE(t) for the particle from 100 Monte Carlo simulations together with the parametric CRLB, as the solution of the EKF around the true trajectory, i.e., tr(P ) of the position states. At approximately t = 47-50, only a few measurements are available due to the topology using the downsampled radar image, hence the loss in performance. measurements from Fig. 4 presented in a polar plot with the ship in the origin are presented in Fig. 5 .
In a Monte Carlo simulation study, the scenario given previously is used. A constant course and velocity trajectory is used in all simulations with different measurement noise realizations. In Fig. 6 , the root mean square error (RMSE) as a function of time is given for 100 Monte Carlo simulations using the model described in Section II-A, with RMSE Fig. 7 . The analytic CRLB for surface navigation for each position in the sea chart according to the analytic CRLB expression (22) . For each sea position, the standard deviation is given using the presented gray scale.
where is the number of Monte Carlo simulations, denotes the estimate at time for Monte Carlo simulation , and is the true value. The parameters used in the Monte Carlo evaluation are presented in Table III . As seen in Fig. 6 , the RMSE from the Monte Carlo simulations is close to the fundamental limit. The performance using the map-aided navigation method, when there are sufficient returns from land objects, equals that or is slightly better than what is usual for an ordinary GPS-based navigation system. In [33] , GPS performance is analyzed thoroughly. The GPS error consists of, for instance, satellite clock and ephemeris parameter errors, atmospheric propagation error, receiver noise error, and multipath related errors. In [33, Ch. 4.5, 4.8, and 5.4] , theses errors are discussed in detail. Summarizing, we assume that GPS under an average operating scenario has a positioning accuracy of about 5-10 m, but it can of course be enhanced using differential GPS (DGPS) down to about 1 m. Also note that the peak in Fig. 6 is due to a region when very few of the radar strobes (from the downsampled radar picture) actually reflect any land area.
The theoretical CRLB calculation from Section III-B can be applied to the surface navigation problem. In Fig. 7 , each point in the map is allocated the standard deviation using (22) . In most of the chart, the performance is good. However, close to the border where there is open sea, the performance is degraded, since there are fewer radar returns. (Fig. 8) , together with an independent experiment (thick line), which is used in the particle filter RMSE evaluation in Fig. 11 .
B. Underwater Navigation
In this section, the UW navigation method from [21] , [22] , and [34] is described in detail, using the model from Section II. In [34] , a UW terrain map was collected using sonar depth measurements and DGPS. In Fig. 9 , the original data are shown. These data are then interpolated and resampled to get a uniform depth map, which is depicted in Fig. 8 , together with the platform at depth and with sonar range measurements . In the experiment and in the simulations, . After that the data for the map generation were collected and an independent test run in the region was done, in order to collect measurements on which to test the map-aided navigation system. The experimental test run is presented in Fig. 10 together with the level curves. If the level curves are studied, one can see that the terrain is sufficiently varied for successful positioning even in the somewhat flat regions. Part of the experimental test run (solid line) used for evaluation of the particle filter (see Fig. 11 ) is also given together with the trajectory (dashed line) used in the Monte Carlo simulation study. the RMSE is below the CRLB, but this is due to the 1 2 1 m grid in the depth map, which is a quantization effect not accounted for in the CRLB.
In order to test the system performance, a Monte Carlo study on simulated data but using the depth map from the experiment is made. The parameters used in the Monte Carlo evaluation and the experiment are presented in Table IV . The number of particles used initially was but quickly reduced to at and to at . The result is presented in Fig. 11 , where the filter and parametric CRLB use the model from Section II-A. Note that in the upper plot, one experimental test run was used in the RMSE calculation. In the lower plot, the RMSE is compared to the CRLB using 200 Monte Carlo simulations. The RMSE is close the lower bound, Fig. 12 . The analytic CRLB according to (22) , here given as the standard deviation for each position in the map (compare with the map topology in Fig. 10 ). and the error is mainly due to deficiencies in the map, with a grid resolution of 1 1 m. In order to analyze the performance, without doing Monte Carlo simulations, the CRLB technique from Section III is used. The problem with the UW navigation is that only one depth measurement is given each time the filter is updated. Hence, the Fisher information is singular, and the theoretical result cannot be applied directly. Since the idea behind the analytic CRLB was to use a local analysis of the dynamic system to get a global behavior, it is reasonable to average the FIM in a neighborhood of each point. Hence, the FIM becomes invertible. The result from the CRLB calculations using (22) is presented in Fig. 12 . A darker region in the map (smaller standard deviation) indicates better navigation performance for that position. As seen, better performance is achieved where the terrain is varying, whereas the rather flat regions yield worse performance.
VI. CONCLUSION
In this paper, a framework for maritime navigation using sea chart information and a distance measuring equipment was developed. Two specific applications were studied in detail: surface and underwater navigation. The novel surface navigation method uses a radar sensor and a sea chart, and the underwater navigation method uses a sonar sensor and a depth map. The DME measurements are compared with map information in a probabilistic way utilizing the particle filter algorithm in order to find the vessel's location. The navigation performance is analyzed both theoretically and using Monte Carlo simulations. An analytic Cramér-Rao lower bound for the proposed navigation model has been derived. In an extensive Monte Carlo simulation, the surface navigation system is shown to have a performance compatible with what is normal for a GPS system, i.e., about 5-10 m in position accuracy. For underwater navigation, both Monte Carlo simulation and experimental data are successfully employed.
