This paper describes an algebraic approach to the sharing analysis of logic programs based on an abstract domain of set logic programs. Set logic programs are logic programs in which the terms are sets of variables and uni cation is based on an associative, commutative, and idempotent equality theory. All of the basic operations required for sharing analyses, as well as their formal justi cation, are based on simple algebraic properties of set substitutions and set-based atoms. An ordering on set-based syntactic objects, similar to \less general" on concrete syntactic objects, is shown to re ect the notion of \less sharing" information. The (abstract) uni cation of a pair of set-based terms corresponds to nding their most general ACI1 uni er with respect to this ordering. The uni cation of a set of equations between set-based terms is de ned exactly as in the concrete case, by solving the equations one by one and repeatedly applying their solutions to the remaining equations. We demonstrate that all of the operations in a sharing analysis have natural de nitions which are both correct and optimal.
Introduction
Two variables in a logic program are said to be aliased if in some execution of the program they are bound to terms which contain a common variable. A variable in a logic program is said to be ground if it is bound to a ground term in every execution of the program. A variable is said to be linear if it is bound to a linear term in every execution of the program. Aliasing, groundness and linearity information, often called sharing information in the logic programming community, provide the basis for a wide range of program optimizations and other useful applications. Such information can be used to identify circumstances in which the occur check may be safely dispensed with codish@cs.bgu.ac.il. 29, 31] or to determine run-time goal independence which can be used to eliminate costly run-time checks in and-parallel execution of logic programs 28, 22, 20] . In the context of concurrent logic programming languages, sharing information can be used to identify single-writer properties (e.g., structures which are constructed by a single process). Though most of these applications focus on aliasing and groundness information, the availability of linearity information is also useful for improving the precision of sharing analyses.
This paper presents a novel algebraic approach for the sharing analysis of logic programs using set logic programs. The terms in a set logic program are sets of variables. Atoms contain sets of variables instead of terms. Standard uni cation is replaced by a suitable uni cation for sets based on the well studied notion of ACI1-uni cation 2, 25] . Namely, uni cation in the presence of an associative, commutative, and idempotent equality theory with a unit element (the empty set). Sharing analyses are semantic based and formalized in terms of an abstract domain consisting of set-based atoms and substitutions. The variables in such atoms specify information about possible aliasing and de nite groundness and linearity in the corresponding argument positions of concrete atoms. Substitutions are set substitutions, which are mappings from variables to sets of variables.
All of the basic operations required for sharing analyses, as well as their formal justi cation, are based on simple algebraic properties of set substitutions and set-based atoms. The composition of set substitutions, application of a set substitution to an atom, and the projection of a set substitution to a set of relevant variables, all maintain their standard de nitions (just as for standard substitutions). An ordering on set-based syntactic objects (similar to \less general" on concrete syntactic objects) re ects the notion of \less sharing". As a consequence, sharing is downwards closed with respect to this ordering. The uni cation of a pair of set-based terms corresponds to nding their most general ACI1 uni er with respect to this ordering. The uni cation of a set of equations between set-based terms is de ned exactly as in the concrete case, by solving the equations one by one and repeatedly applying their solutions to the remaining equations. We demonstrate that all of the operations in a sharing analysis have natural de nitions which are both correct and optimal.
Our approach has several additional advantages over previous proposals for sharing analysis of logic programs: (1) The abstract substitutions in our domain are like substitutions and can hence be applied to other syntactic objects. This facilitates the implementation, supporting an approach which combines program abstraction (replacing terms by sets of variables) with concrete evaluation (enhanced by ACI1-uni cation). This approach is derived from ideas presented in 21, 12, 19] and often termed abstract compilation. It has been applied in a variety of applications 16, 18, 7, 9] . To our knowledge, no previous work has provided an abstract compilation scheme for sharing information. (2) Most of the recent work on sharing analyses for logic programs attempts to justify the correctness of the proposed abstract operations (e.g. uni cation) by mimicking the behavior of a suitable corresponding concrete algorithm (for example as in 5, 6] ). In contrast, in this paper we focus on algebraic properties (e.g., of a most general uni er). For example, we rst characterize the algebraic properties of an abstract most general uni er in the context of a sharing analysis, and then provide an abstract uni cation algorithm and prove that it computes an object satisfying the required properties.
One of the more widely applied sharing analyses reported in the literature is the so called set-sharing analysis due to Jacobs and Langen 22] , rst implemented by Muthukumar and Hermenegildo 28] . This analysis plays a central role in the And-Parallel Prolog compiler described in 20] . The analysis of Jacobs and Langen as well as many of its extensions are developed within the framework of abstract interpretation 14] which provides the basis for a semantic approach to data ow analysis. In this paper, we show that the domain of set substitutions is isomorphic to the set-sharing domain of Jacobs and Langen and argue that set logic programs provide a natural and intuitive means for describing correct and optimal set-sharing analyses. A contribution of our presentation is thus an optimal sharing analysis for the domain of Jacobs and Langen obtained through the domain isomorphism. To our knowledge, no previous work has provided optimality results for sharing analysis.
The rest of this paper is structured as follows: Section 2 introduces preliminary de nitions and presents some properties of (standard) substitutions and atoms which provide the foundation for the proposed sharing analysis. Section 3 presents the syntax of set logic programs with which we construct the domains of abstract atoms and abstract substitutions for sharing analysis. The abstract domains are detailed in Section 4 and their operations are described in Section 5. For convenience in presentation, these sections focus on groundness and aliasing information only, which is denoted, in a broad sense, set-sharing. Section 6 proves that the domains based on set logic programs are isomorphic to the well known set-sharing domain of Jacobs and Langen. Section 7 proides an example of bottom-up sharing analysis con-structed on the basis of our abtract domain and the well-known s-semantics. Section 8 illustrates the extension of the domains with linearity information. Finally, Section 9 concludes. This paper is an extended version of 10].
Preliminaries
This section introduces some preliminary de nitions and xes the notation which will be used throughout. In addition, we introduce several properties of substitutions and atoms which provide the background and basic intuition for the set-sharing analyses developed in this paper. Of particular interest are the non-standard orderings on syntactic objects for which set-sharing and linearity information are downwards closed properties.
In the following we assume a familiarity with the standard de nitions and notation for logic programs as described in 26, 1] . For a set of function symbols and variables V, we let T( ; V) denote the set of terms constructed using symbols from and variables from V. The set of atoms constructed using predicate symbols from and terms from T( ; V) is denoted by B V .
The set of variables occurring in a syntactic object s is denoted vars(s). We say that a term t is ground, denoted ground(t), if vars(t) = ;. The 
The set-sharing of a substitution , denoted A( ), is the set of sets of variables which share under :
Observe that a variable x 2 D does not occur in any of the sets in A( ) if and only if maps x to a ground term.
Similar to the notion of set-sharing for substitutions we consider also the sharing of variables between the argument positions of an atom. We say that a set of (integer) argument positions N occurs in an atom p through the variable v, if N is (exactly) the set of argument positions of p which contain the variable v. If N occurs in p through some v then we say that N is a set of arguments which share in p. The following de nitions are straightforward extension of Equations (1) 
The set-sharing for an atom a, denoted A 0 (a), is the set of sets of argument positions which share in p:
In fact, set-sharing for substitutions and for atoms represent the same kind of information considering that an atom a(t 1 ; : : :; t n ) can be represented as a pair a(x 1 ; : : :; x n ); fx 1 
Orderings for Sharing Analysis: Two special types of substitutions are of particular interest for our presentation. 1. We say that a substitution is an independent-range substitution (irsubstitution for short) if 8x; y 2 dom( ): (x 6 = y) ) (vars(x ) \ vars(y ) = ;): (6) 2. We say that is a linear substitution if is an independent-range substitution which maps variables to linear terms. Independent-range and linear substitutions are of interest as they do not introduce additional set-sharing and non-linearity to the syntactic objects to which they are applied. To formalize this we introduce two partial orders on atoms (and other syntactic objects): Proof. We prove (1) and (3). The proofs of (2) and (4) 
Set Logic Programs
The sharing analyses described in this paper are constructed using a rst order language, similar to that of logic programs, which we call set logic programs. Intuitively, set logic programs are logic programs in which the terms are sets of variables. This section introduces the syntactic constructs for set logic programs. Namely, the set-based notions of terms, atoms and substitutions. As these form the basis for an abstract domain they are referred to as abstract terms, abstract atoms and abstract substitutions. The de nitions and functionality of these entities resemble closely those of the corresponding concrete syntactic elements.
Abstract Terms and Atoms
Syntactically, we assume a set of variables V and an underlying alphabet = f ; ;g consisting of a single binary function symbol which \glues" elements together and a single constant symbol ; to represent the empty set. Abstract terms, or set expressions, are elements of the term algebra T( ; V) modulo an equality theory consisting of the following axioms: (x y) z = x (y z) (associativity) x y = y x (commutativity)
This equality theory is sometimes referred to as ACI1 and the corresponding equivalence relation on terms denoted = ACI1 . This notion of equivalence suggests that abstract terms can be viewed as at sets of variables.
For example, the terms x 1 x 2 x 3 , x 1 x 2 x 3 ;, and x 1 x 2 x 3 x 2 can each be viewed as representing the set fx 1 ; x 2 ; x 3 g of three variables.
In the following we do not distinguish between set expressions and sets of variables, often referring to the set of variables in a term as a set expression.
Abstract atoms are entities of the form p( 1 ; : : :; n ) where p=n 2 and 1 ; : : :; n are abstract terms.
Abstract Substitutions
Abstract substitutions, or set substitutions, are substitutions which map variables of V to abstract terms from T( ; V). We denote the set of idempotent abstract substitutions by Sub . The application of an abstract substitution to an abstract term is de ned as usual by replacing occurrences of each variable x in by the abstract term x . The standard operations on abstract substitutions such as projection and composition are also de ned just as for usual substitutions. Abstract independent-range substitutions and a corresponding partial order on abstract terms, atoms and substitutions are de ned as in the concrete case. Namely, an abstract substitution is said to be independent-range if it satis es the condition of Equation (6) . For abstract atoms 1 and 2 , we say that 1 ir 2 if there exists an abstract independent-range substitution on the variables of 2 such that 1 = 2 . Similarly, for abstract substitutions 1 These preorders induce corresponding equivalence relations on abstract atoms and substitutions and partial orders on the equivalence classes. We say that the abstract atoms (or substitutions) 1 and 2 are ir-equivalent, denoted by 1 ir 2 if 1 ir 2 and 2 ir 1 .
Note that similar to the case of concrete syntactic objects, abstract substitutions considered together with predicate names are equivalent to abstract atoms. In Section 6 we use this property for establishing an isomorphism between our domain for sharing analysis (based on atoms) and the domain of Jacobs and Langen (based on substitutions).
The set of abstract atoms modulo ir-equivalence is denoted B V ] ir . We often write by abuse of notation B V instead of B V ] ir and denote the equivalence class ] ir by . We also denote the equivalence of abstract atoms 1 ir 2 by equality 1 = 2 because the corresponding equivalence classes 1 ] ir and 2 ] ir are identical in this case.
Intuitively, the orders ir on abstract atoms and substitutions re ect a notion of \less sharing" similar to the corresponding orders on concrete objects described in Section 2. In fact, it is straightforward to apply the de nitions of set-sharing and the results of Lemma 2.1 from Section 2 also to abstract atoms and substitutions.
Observation 1 The statements of Lemma 2.1 apply also to abstract atoms and substitutions.
When constructing the abstract domains a stronger result will be obtained: 1 ir 2 implies that the concrete objects described by 1 contain less sharing than the concrete objects described by 2 . However, this is better delayed until the appropriate de nitions have been introduced. Example 3 Consider the following abstract atoms: 1 = p(fA; Bg; fB; Cg; fA; B; Dg); 2 = p(fXg; fX; Y g; fX; Zg); 3 = p(fUg; fV g; fU; Wg) 4 = p(fFg; ;; fFg)
The rst and the third arguments of 1 share through A, while all three arguments share through B. The second and third arguments of 1 contain independent variables (C and D respectively) which are not shared with other arguments. In 2 all three arguments share through X, and in 3 the rst and the third arguments share. In 4 also the rst and the third arguments share, however in contrast to 3 the third argument contains no independent variables and the second argument is ground. Thus, 1 contains more set-sharing than each of 2 , 3 Example 4 Figure 1 depicts the lattice of abstract atoms constructed using a predicate symbol p=2 2 , ordered by the ir relation. Note that p(fA; Bg; fA; Cg)
is the most general atom (with respect to this ordering) in the lattice, and not p(fBg; fCg). This fact re ects the main di erence between ir -ordering and the standard ordering of syntactic objects. In the ir -ordering an atom containing all possible set-sharing is the most general among all comparable atoms. Note that for each pair of abstract atoms connected by an edge, the lower atom can be obtained by applying a ground substitution (which binds a single variable to ;) to the upper atom.
It is important for the sharing analysis and interesting on its own right that the equivalence of abstract atoms partitions B V into a nite number of equivalence classes (assuming of course a nite set ). This result guarantees nite approximations and terminating analyses in our domain as we will see in the following. Proof. It su ces to prove that for any predicate symbol p=n the number of associated equivalence classes of abstract atoms p( 1 ; : : :; n )] ir is nite. Therefore, the atom p(X 0 Xs; Y s; X 0 Z) (modulo renaming) will be considered the minimal canonical representative of its class. Intuitively, this is so because the set-sharing represented by all atoms in such a class is already present in the above atom, and it has the minimal number of variables.
An Abstract Domain for Sharing Analysis
We propose set logic programs as a formal basis for studying sharing properties of logic programs. The sets of variables in the arguments of an abstract atom represent possible set-sharing between corresponding concrete arguments.
Abstraction of Terms, Atoms and Substitutions
The formal relation between concrete and abstract atoms is given in terms of an abstraction function on atoms which replaces the concrete terms in an atom by the set of variables it contains.
: T( ; V) ! T( ; V) x n if vars(t) = fx 1 ; : : :; x n g; n > 0
The abstraction of atoms is obtained by considering the term abstraction separately for each argument of the atom:
: B V ! B V (p(t 1 ; : : :; t n )) = p( (t 1 ); : : :; (t n ))
Example 6 We say that an abstract atom describes a concrete atom a, denoted / a, if (a) ir . Observe that / a implies that contains more set-sharing than a. : Sub ! Sub
We say that an abstract substitution describes a concrete substitution , denoted / , if ( ) ir .
The following lemma establishes the relation between the abstraction of atoms and substitutions. Proof. Assume that b is of the form p(t 1 ; : : :; t n ). For each argument t i we have vars(t i ) = vars( (t i )) = vars( (t i ) ( )) since the abstractions de ned in Equations (7) and (9) When constructing a semantic based program analysis for logic programs several main operations must be de ned: abstract uni cation, abstract composition, application of abstract substitutions (or projection) and least upper bound. The concrete atoms and substitutions encountered during a computation are described by corresponding abstract atoms and substitutions. Given descriptions of concrete syntactic objects the abstract operations describe the possible results of all corresponding concrete operations.
In our case all of these operations, except for uni cation, have already been de ned and it is straightforward to prove that they are correct and optimal in the context of sharing analysis. These proofs can be found in Appendix A. This section focuses on the de nition of abstract uni cation for sharing analyses.
We distinguish between the uni cation of abstract terms and that of abstract atoms. For abstract terms we rely on the well-studied notion of ACI1-uni cation 2]. Intuitively, ACI1-uni cation provides the basis for the uni cation of sets of objects. This allows us to formalize in a concise manner the intuition that, upon uni cation, any variable in one term might match any subset of the variables in the other term.
Recall that an ACI1 uni er of two terms 1 and 2 is a substitution such that 1 = ACI1 2 . In the general case, ACI1-uni cation is nitary. Namely, the uni cation of 1 and 2 admits a nite number of \most general" uni ers (in contrast to standard uni cation which is \unitary", i.e., admits at most one most general uni er). In the general case the decision problem for ACI1-uni cation |whether two terms 1 and 2 are uni able | is NPcomplete. This can be shown by reducing the ACI-matching problem (which is shown to be NP-complete in 23]) to ACI1-uni cation as shown in 24] .
In our domain we consider a restricted alphabet for ACI1-expressions and consequently, ACI1-uni cation is far simpler. In our domain there is only one binary function symbol and only one constant. As a consequence, two abstract terms are always uni able and the underlying decision problem is trivial. Indeed, for any two abstract terms 1 and 2 the substitution binding the variables of both terms to ; is always a uni er. It turns out that in our case any two abstract terms always have exactly one most general uni er.
There is another important di erence between general ACI1-uni cation and the abstract uni cation of terms in our domain: we are not interested in the most general ACI1 uni er with respect to the standard instantiation ordering but rather in the most general ACI1 uni er with respect to ir .
We denote by ir-mgu ACI1 ( 1 ; 2 ) the most general ACI1 uni er of 1 and 2 with respect to this ordering. Note that ir-mgu ACI1 ( 1 ; 2 ) is not necessarily an independent-range substitution. It only has to be the most general with respect to ir . Moreover, usually this uni er is not an independent-range substitution since it uni es the terms, thus, binding more than one original variable to the same set of variables. such that = (ir-mgu ACI1 (A B; X) )j dom( ) . Note that the abstract substitution A 7 ! ;; B 7 ! ;; X 7 ! ; is also a uni er of these terms. This is the \least general" uni er.
The following lemma establishes the uniqueness of ir-mgu ACI1 for abstract terms. In any case, the contradiction implies that there is no uni er of 1 and 2 which is more general than .
2
The following example demonstrates the algorithm for ACI1-uni cation of abstract terms. In the following we justify the special role that ACI1-uni cation plays in the formalization of an abstract uni cation algorithm for sharing analysis. We rst discuss the relation between the standard uni cation of two terms t 1 , t 2 and the ACI1-uni cation of their abstractions (t 1 ), (t 2 ). The following two lemmata state that ACI1-uni cation provides a correct and optimal description of the corresponding concrete uni cation. It is important to note that there is a technical di culty in stating this argument as we have not given a formal notion of description for terms (but only for other syntactic objects, such as atoms and substitutions). It is inappropriate to do so, because the idea of the description relation is based on the sharing of variables between the terms in a syntactic object and formalized in terms of an appropriate equivalence relation. Observe that an abstract term has no \meaning" on its own. It is only in the context of a more complex syntactic object that the notion of sharing has a meaning. The following example illustrates this point. The following lemma states that the uni cation of concrete terms is approximated by the ACI1-uni cation of their abstractions. The correctness of ACI1-uni cation in this special case is used below to establish correctness of ACI1-uni cation of terms within a given context, i.e., within atoms. Lemma 
(ACI1-uni cation of abstract terms is correct)
For the concrete terms t 1 and t 2 :
ir-mgu ACI1 ( (t 1 ); (t 2 )) / mgu(t 1 ; t 2 ) Proof. Let Lemma 
(ACI1-uni cation of abstract terms is optimal)
For abstract terms 1 and 2 and abstract uni er = ir-mgu ACI1 ( 1 ; 2 ), and for any 0 which is (strictly) less general than , there exist concrete terms t 1 and t 2 such that (t 1 ) = 1 , (t 2 ) = 2 , and 0 6 / mgu(t 1 ; t 2 ).
Proof. The proof is technical and can be found in Appendix A.
2
Now let us consider the correctness of ACI1-uni cation of abstract terms for sharing analysis. We now have to consider the context in which the terms occur, i.e., as arguments of abstract atoms.
Consider a pair of abstract atoms = p( 1 ; : : :; n ) and 0 = p( 0 1 ; : : :; 0 n ). We argue that an appropriate (correct and optimal) abstract uni cation for sharing analysis is obtained by considering the ACI1-uni cation of the corresponding pairs of abstract terms i and 0 i . To argue correctness and optimality, each such uni cation must be considered in the context of the entire set of equations n 1 = 0 1 ; : : :; n = 0 n o . Lemma Let 
(ACI1-uni cation of abstract terms is correct)
Abstract uni cation is thus de ned much the same as in the concrete case. It is parameterized by abstract uni cation of terms and abstract composition of substitutions. It is interesting to note that it is possible to de ne the abstract uni cation for abstract atoms, similar to the case of abstract terms, as the most general ACI1 uni er of the atoms (with respect to ir ). However, this results in a very imprecise (although correct) abstract uni cation operation for sharing analysis. Indeed, we shall see that mgu A as de ned in Equation (14) is both correct and optimal for our domain.
Example 10 Consider the uni cation of the abstract atoms p(A; B) and p(X; Y ).
The most general ACI1 uni er (with respect to ir ) for these atoms is = A 7 ! Z 1 Z 2 ; B 7 ! Z 2 Z 3 ;
This uni er is correct for sharing analysis since it approximates all possibilities of uni cation of two atoms with independent arguments. However, is imprecise since it introduces (through Z 2 ) the possibility that all four arguments (of both atoms) be aliased. Obviously, the concrete uni cation of atoms with independent arguments does not introduce such an aliasing. Consider now the abstract Correctness and optimality of abstract uni cation now follow from the correctness and optimality results of the \atomic" operations used to de ne the abstract uni cation of tuples of abstract terms in Equation (14) . Theorem 5.6 (abstract uni cation is correct for set-sharing) Let i ) is an invariant of the uni cation process implied by Equation (14) .
It trivially holds at the beginning of the process, since i = 0 implies that the invariant is equivalent to / a. If it holds for i = k then, applying Lemma 5.5, it also holds for i = k + 1. Finally, for i = n it implies that ( 1 n ) / a ( 1 n ), i.e., mgu A ( ; 0 ) / a mgu(a; a 0 ). 2 Theorem 5.7 (abstract uni cation is optimal for set-sharing) Let E be a set of abstract equations and denote = mgu A (E). There is no uni er 0 for E which is more precise than , i.e., such that 0 ir and 6 ir 0 , which is also correct for set-sharing.
Proof. See Appendix A. 2
The reader might have noticed that although abstract uni cation is dened as solving sets of equations, the examples actually consider sequences of equations. The following result, which is a consequence of Theorem 5.7 justi es this.
Corollary 5.8 (abstract uni cation is con uent)
An abstract uni er for a set of abstract equations is independent of the order in which the equations are solved.
The results of Theorems 5.6 and 5.7 make one of the main points in our presentation. They show that there is a natural ordering (based on independent-range substitutions) for set-sharing analysis for which abstract uni cation is de ned simply by solving a set of equations just as in the concrete case. Correctness and optimality of the abstract operations is a clear consequence of the \algebraic" nature of the abstract domain. in our domain can also be viewed as a pair hp( x); i, where x is a vector of n variables and is a set substitution in the form fx 1 7 ! 1 ; : : :; x n 7 ! n g.
To facilitate the proof of isomorphism we provide an equivalent de nition for our abstract domain de ning it as a domain of abstract substitutions: (16) where F ir denotes a least upper bound of two or more set substitutions with respect to the ir -ordering. The formal construction of a Galois insertion is analogous to that given in Equation (13) and Theorem 4.5.
The following theorem establishes the isomorphism of two representations of sharing information. Namely, that each element in the set Sub corresponds to an element in Sharing and vice versa. The following lemma establishes the relation between the ordering of set substitutions and the ordering in the Sharing domain. Namely the fact that the orders of elements in these abstract domains are isomorphic.
Lemma 6.2 (order embedding)
There is an order embedding between hSub ; ir i and hSharing; i. The following example illustrates the isomorphism of the two representations of sharing information. 
Sharing Analysis with Set Logic Programs
The abstract operations de ned in Section 4 (uni cation, application, least upper bound) provide the building blocks to construct an abstract semantics for the sharing analysis of logic programs. Several sharing analyses have been described using these techniques: A bottom-up approach is described in 10]. A top-down approach based on tabulation using XSB is described in 8]. In this section we illustrate as an example a simple bottom-up approach based on an abstract immediate consequences operator T P : }(B V ) ! }(B V ) for set logic programs. For a logic program P the least xed point of T (P ) provides the sharing analysis for P.
T P (I) = h c h b 1 ; : : :; b n 2 P; a 1 ; : : :; a n < < c I = mgu A (hb 1 ; : : :; b n i; ha 1 ; : : :; a n i) :
Let us consider the analysis of the well-known append program depicted in Figure 3 (left) using the technique discussed above. The analysis is obtained as a least xed point of T (P ) applied to the abstract version of append, depicted in Figure 3 (right). In the rst iteration of the evaluation we collect an abstract atom of the form 1 = append(;; fY sg; fY sg) corresponding to fact (1 0 ) in Figure 3 , characterizing the set of atoms in which the rst argument is ground and the second and third arguments are equal terms. In the second iteration a renaming of 1 is uni ed with the body of clause (2 0 term we can compute a more precise abstract uni er. Such an abstract uni er will not introduce aliasing of A and B and thus, it is less general (more precise) than ir-mgu ACI1 .
Two things must be done in order to extend the sharing analyses described above with linearity information. First, a suitable notation must be adopted to represent linearity information in the abstract domain elements; and then the abstract operations on these elements must be re ned to take into account the new information. This section describes such an extended domain. The new domain, the enhanced operations and their formal justication all remain clean and intuitive. After adopting a simple annotation for linear abstract terms (sets of variables which are designated to represent linear terms), the ordering ir is re ned to an ordering denoted lin . Most of the operations de ned on abstract objects extend with ease to consider the new annotations. Abstract uni cation is the exception. However, also in this case the extended operation remains simple due to Lemma 2.3 which induces constraints on the abstract uni er when linearity information is involved.
Syntax: All of the syntactic constructs for sharing analysis with linearity information remain the same as those described in Section 3 with the single di erence that abstract terms are annotated to distinguish between linear and possibly non-linear set expressions. An annotated abstract term is a set expression of the form f g or fj j g, where = x 1 x n , often denoted fx 1 ; : : :; x n g and fjx 1 ; : : :; x n j g respectively. An abstract term is said to be linear if it is of the form fj j g or of the form ;. Abstract atoms and substitutions maintain their de nitions from Section 3, with the only di erence that they involve annotated abstract terms. We say that two syntactic objects 1 and 2 are equivalent up to annotation denoted 1 = ann 2 , if they are equal up to the annotation of the abstract terms they contain.
Example 16 Abstract atoms 1 = p(fjA; Bj g; fBg) and 2 = p(fA; Bg; fjBj g) are equal up to annotation and thus we write 1 = ann 2 . Observe that these atoms describe the same set-sharing, because they contain the same variables in the same argument positions.
The notion of an independent-range abstract substitution also maintains its de nition. We say that an abstract substitution is linear if it is an abstract independent-range substitution which maps variables to linear abstract terms. So, the main di erence is that we can distinguish linear terms in abstract entities. The composition of annotated set substitutions is de ned in terms of application as illustrated by the following example.
Example 18 Consider a composition of two abstract substitutions in the annotated domain: 1 = X 7 ! fjA; Bj g; Y 7 ! fB; Cg ; 2 = A 7 ! fW; V g; C 7 ! fjZj g :
The composition 1 2 is computed using the de nition of Equation (18) for application of 2 to the terms in the range of 1 . Thus, fjA; Bj g 2 = fW; V; Bg and fB; Cg 2 = fB; Zg. Hence 1 2 = X 7 ! fW; V; Bg; Y 7 ! fB; Zg; A 7 ! fW; V g; C 7 ! fjZj g :
The Abstract Domain: We introduce an ordering lin on annotated abstract objects, similar to the ordering lin given in Section 2. This ordering re ects both set-sharing and linearity information in abstract objects.
For abstract atoms 1 and 2 , we say that 1 precedes 2 in the linordering if 2 contains more set-sharing information and more non-linearity than 1 . Formally, we say that 1 lin 2 if linearity( 1 ) linearity ( 2 ) and if there exists an independent-range abstract substitution on the variables of 2 The relation between abstract and concrete atoms and substitutions is formalized as a Galois insertion the construction of which is completely analogous to that given in Section 4. We elaborate only that the abstraction of a term is formalized by:
; if vars(t) = ; fjx 1 : : : x n j g if vars(t) = fx 1 ; : : :; x n g and linear(t) fx 1 : : : x n g if vars(t) = fx 1 ; : : :; x n g and not linear(t) (19) This de nition is the straightforward extension of Equation (7) enhanced to specify the linearity information in a concrete term. The abstraction for substitutions is de ned in the similar way.
Example 20
(1) ( X; XjXs]) = fX; Xsg; (3) (X) = fjXj g; (2) (tree(X; Left; Right)) = fjX; Left; Rightj g; (4) can give more precise results for set-sharing when linearity information is present. To formalize this we recall Lemma 2.3 which imposes additional constraints about linearity information for concrete uni cation problems. In particular, we recall that the most general uni er of two terms t 1 and t 2 is guaranteed to have a linear projection on the co-linear variables of t 1 and t 2 . As a consequence, the abstract uni er for a pair of (annotated) abstract terms 1 and 2 can safely be chosen as their most general ACI1 uni er (with respect to lin ) which has a linear projection on their co-linear variables. Observe that if neither 1 nor 2 is annotated as linear then this boils down to the de nition of ir-mgu ACI1 from Section 5.
The algorithm depicted in Figure 4 computes the most general abstract uni er of two annotated abstract terms. It is based on the algorithm of ACI1-uni cation (Figure 2 ). For the cases when one term is linear the algorithm computes an annotated most general (with respect to lin ) ACI1 uni er with a linear projection on the second term. If two abstract terms are linear then the algorithm computes a most general ACI1 uni er with two linear projections. The case of uni cation of two non-linear terms is analogous to the uni cation performed in the algorithm of Figure 2 . The set S computed in a rst phase consists of sets of variables representing all possible sharing in a corresponding (concrete) uni cation.
Correctness of this algorithm is based on Theorem 5.2 with the additional restrictions on linearity provided by Lemma 2.3 . Its optimality can also be proven, using the same principle as in the proof of Lemma 5.4 ; the complete proof can be found in Appendix A.
Example 24 Let us demonstrate how the uni cation algorithm shown in Figure 4 is applied to compute a precise uni er for the abstract terms from Example 15. In Again, the correctness and optimality (and con uence) of the abstract uni cation for sharing analysis follow naturally. The proofs are similar to those of theorems 5.6 and 5.7.
Conclusion
We have described an algebraic approach for the sharing analysis of logic programs based on an abstract domain of set logic programs. The main advantage of this approach is that the speci cation of the abstract uni cation algorithm relies on the well-studied notion of ACI1-uni cation. The justi cation of the abstract operations needed to de ne a sharing analysis all follow a clear and intuitive argument based on simple algebraic properties of set substitutions and set-based atoms. We have given full proofs of correctness and optimality for these operations and we have proven that the well-known set-sharing domain of Jacobs and Langen is isomorphic to our domain. We do not know if the abstract operations de ned by Jacobs and Langen are optimal (the authors have not proven this). But, in case they are not, then this paper provides optimal abstract operations for the set-sharing domain via the domain isomorphism. Another advantage of our approach is the simplicity in which it is extended with linearity information.
It is interesting to note that the algebraic framework demonstrated in this paper could be cast in terms of a generalized constraint system, following 19]. This is for example the approach in 30], where (groundness and type) analyses are designed as constraint solving.
Finally we note that the approach described in this paper facilitates implementation based on abstract compilation | be it in a top-down or in a bottom-up approach.
Appendix A: Proofs
We rst discuss the operations of abstract application, composition and lub. The role of abstract application is to extract the sharing information expressed by an abstract substitution which is relevant for a given (abstract) atom or other syntactic object.
Lemma A.1 (application of an abstract substitution is correct) Let 
2
Similar results for the operations on abstract atoms and substitutions with linearity information can be obtained. The above proofs are on the whole easy to enhance for this purpose. To justify correctness and optimality we have only to focus on the added linearity information, which involves a straightforward case analysis, which we omit here.
We now consider abstract uni cation. We rst claim that ACI1-uni cation of a single equation in a context (of a set of equations for the uni cation of atoms) is well de ned. Namely, that it does not depend on the particular representative element.
Observation A.7 Consider abstract terms 1 , 2 , 1 , and 2 , such that vars ( 1 ) vars ( As we have seen, the above result is instrumental in the proof of correctness of abstract uni cation for set-sharing analysis (Theorem 5.6). The above proof can be easily enhanced for the case of including linearity information. The corresponding lemma leads us to a correctness result for sharing analysis of the abstract uni cation with linearity, in the same way as that of Theorem 5.6. We now turn our attention to optimality. Lemma 
(ACI1-uni cation of abstract terms is optimal)
For abstract terms 1 and 2 and abstract uni er = ir-mgu ACI1 ( 1 ; 2 ), and for any 0 which is (strictly) less general than , there exist concrete terms t 1 and t 2 such that (t 1 ) = 1 , (t 2 ) = 2 , and 0 6 / mgu(t 1 ; t 2 ). Proof. If at least one of 1 and 2 equals to ; then binds all variables found in 1 and 2 to ;, thus, precisely approximating the result of concrete uni cation when one or both terms are ground. For this case is trivially optimal. Now consider the case when both 1 and 2 have variables. Assume by contradiction that there exists 0 which is more precise than such that 0 / mgu(t 1 ; t 2 ). Hence, 0 ir and 6 = 0 , and by Observation 2, there exists a variable z 2 vars(range( )) such that 0
Clearly, (t 1 ) = 1 and (t 2 ) = 2 . Note that: mgu(t 1 ; t 2 ) = x 1 7 ! w; : : :; x m 7 ! w; y 1 7 ! w; : : :; y p 7 ! w; x m+1 7 ! a; : : :; x n 7 ! a; y p+1 7 ! a; : : :; y q 7 ! a and (mgu(t 1 ; t 2 )) = x 1 7 ! w; : : :; x m 7 ! w; y 1 7 ! w; : : :; y p 7 ! w; x m+1 7 ! ;; : : :; x n 7 ! ;; y p+1 7 ! ;; : : :; y q 7 ! ; : It is easy to see that / , or equivalently = ( ) with the following independent-range substitution: ; otherwise for some variable y 2 range( 0 ). Note that since 0 is an independent-range substitution, only one variable in the range of 0 can be mapped by 0 to w. We may assume that both and 0 are in their \minimal" form, i.e., each variable in these substitutions occurs in a distinct set of terms in their ranges. Consequently, 0 has no variable z 0 such that occs( ; z) = occs( 0 ; z 0 ). It follows that for any choice of y in the above 0 , the uni ers and 0 0 are di erent. Thus, for any independent-range substitutiton 0 , 0 0 6 = ( ). Therefore, 0 is not a correct abstract uni er. The contradiction implies that is a most precise abstract uni er of 1 and 2 . 2 Theorem 5.7 (abstract uni cation is optimal for set-sharing) Let E be a set of abstract equations and denote = mgu A (E). There is no uni er 0 for E which is more precise than , i.e., such that 0 ir and 6 ir 0 , which is also correct for set-sharing.
Proof. Assume by contradiction that there exists another uni er 0 for E such that 0 ir and 6 ir 0 . Thus, by Observation 2 there exists a variable z 2 vars(range( )) such that 0 ir z 7 ! ; . Let E = e 1 ; : : :; e n . By Equation (14), = 1 2 n , where 1 = ir-mgu ACI1 (e 1 ) and i = ir-mgu ACI1 (e i i?1 ), and i?1 = 1 2 i?1 , for i = 2; : : :; n.
Let k be the rst substitution such that z 2 vars(range( k )). Let E k = e k+1 ; : : :; e n . Thus, on step k of the resolution in Equation (14) we have = k?1 k mgu A ? E k k?1 k .
Note that z appears in the range of and thus, the steps from k + 1 to n do not compute any bindings for z. Therefore, applying the substitution z 7 ! ; to at step k is equivalent to applying it at the end of the resolution process. Since 0 ir Z 7 ! ; , there must hold one of the following possibilities:
that if the projection of 0 on the variables of 2 is a non-linear substitution then linearity( ) linearity( 0 ) and thus, 0 is not more precise than . Thus, both projections of and 0 on the variables of 2 are linear substitutions. Because of this, w.r.t. linearity only 1 needs be considered. If linearity( 0 ) linearity( ) then 0 maps some variables of 1 to linear terms. In this situation a contradiction is easily obtained by constructing a linear concrete term t 1 and a non-linear term t 2 such that (t 1 ) = 1 , (t 2 ) = 2 , and the uni cation of t 1 with t 2 binds all variables of t 1 to non-linear terms. It follows that if 0 is a correct uni er then linearity( ) linearity( 0 ) and consequently, if 0 is an optimal uni er then linearity( ) = linearity( 0 ). Now let us consider the case when 0 is more precise than because it introduces less set-sharing. In this case there exists at least one variable z in the domain of such that 0 lin z 7 ! ; . Assume that otherwise.
The rest of the proof is the same as for Lemma 5.4 . We demonstrate that 0 6 / by showing that there is no linear substitution 0 for which ( ) = 0 0 , and thus, 0 is not a correct uni er. From this contradiction we conclude that is an optimal abstract uni er of 1 and 2 . 2
