Stochastic Finite Element Analyses of Uncertain Nonlinear Plane Trusses Under Random Excitations by Cherng, Rwey-Hua & Wen, Y.K.
Uli-U-ENG-92-2004 
CIVIL ENGINEERING STuDIES 
STRUCTURAL RESEARCH SERIES NO. 567 
ISSN: 0069-4274 
STOCHASTIC FINITE ELEMENT ANALYSES OF 
UNCERTAIN NONLINEAR PLANE TRUSSES 
UNDER RANDOM EXCITATIONS 
By 
RWEY-HUA CHERNG 
and 
Y. K. WEN 
Technical Report of Research 
Sponsored by the 
NATIONAL SCIENCE FOUNDATION 
(Under Grants CES 88-22690 and 
BCS 91-06390) 
DEPARTMENT OF CIVIL ENGINEERING 
UNIVERSITY OF ILLINOIS AT 
URBANA-CHAMPAIGN 
URBANA, ILLINOIS 
. FEBRUARY 1992 

~ 
! 
J 
1 
1 
50272 101 
REPORT DOCUMENTATION 
PAGE 
4. l1Iie.nd 8YbtItie 
1. REPORT NO. 
UILU-ENG-92-2004 I ~ 3.~·a~No. 
S. Report Date 
Stochastic Finite Element Analyses of Uncertain Nonlinear Plane 
TIusses under Random Excitations I. 
February 1992 
7. AuIhor(a) 
Rwey-Hua Cherng and Y. K. Wen 
.. ~ ~ Name.nd Adchea 
University of lllinois at Urbana-Champaign 
Department of Civil Engineering 
205 N. Mathews Avenue 
Urbana, illinois 61801 
12.8ponaoI1ng ~ Name.nd Adchea 
National Science Foundation 
1800 "G" Street, NW 
Washington, D.C. 20550 
1S.~Not .. 
11.~ (UmIt: 200 WOf"eM) 
SRS 567 
11.Contract(C) or Orant(Q) No. 
14. 
(G) NSF CBS 88-22690 and 
NSF BCS 91-06390 
A method of stochastic finite element analysis is developed in this study to solve for the response statistics 
and reliability of nonlinear truss structures with uncertain system parameters under random excitations. 
Emphasis is on structural nonlinear behavior due to both large deflection and inelastic deformation. The 
constitutive law is based on an explicit differential equation model, and the model parameters are deter-
mined in terms of material property constants according to plasticity theory. Random excitations are mod-
eled as Gaussian filtered white noises, whereas uncertain system parameters are modeled as either random 
fields or random variables. Based on a total Lagrangian finite element formulation, a set of stochastic non-
linear equations of motion is obtained. A stochastic equivalent linearization method, in conjunction with a 
perturbation method, is then developed to solve for the total response statistics. A second order asymptot-
IC method is proposed to evaluate the overall structural reliability. 
Numerical studies indicate that the proposed method yields accurate results with much less computer 
time compared with the Monte-Carlo simulation method. It is found that the system uncertainties make a 
significant contribution to the total response statistics as well as to the overall probability of failure. Domi-
nant system parameters are also identified by non-dimensional response sensitIvity analyses. 
17. Doeument J.natyM L o-et1pton 
Stochastic Finite Elements, Uncertain System, Random Field, Random Excitation, Geometrical 
Nonlinearity, Material Nonlinearity, Plane lhIss, Hysteresis, Reliability, Response Statistics, Sensitivity, 
Total Lagrangian Formulation, Random Vibration, Series Expansion, Asymptotics, Simulation 
1 •. s.a.wtty a... (ThIs Report) 
UNCLASSIFIED 
20. s.a.wtty a... ~ P.ge) 
UNCLASSIFIED 
(SM AHSl-Z38.11) 
21. No. of Pagee 
143 
OPTIONAL FORM m (4-77) 
Department ~ Commerce 

f j 
.... 
. ; 
Of.-
11 
ACKNOWLEDGMENTS 
This report is based on the thesis of Dr. Rwey-Hua Cherng submitted in partial 
fulfillment of the requirements for the Ph.D. degree in Civil Engineering at the 
University of illinois at Urbana-Champaign . 
The financial supports of the National Science Foundation under Grants NSF 
CES 88-22690 and BCS 91-06390 are gratefully acknowledged. The suggestions of 
Professors D. A. Pecknold, L. A. Bergman, A. R. Robinson, and W. H. Tang are also 
gratefully acknowledged. 

1 
i 
I 
1 
/1 
1 
f 
t 
1 
.. 
r 
i 
~) 
t 
t 
! 
.~ 
III 
TABLE OF CONTENTS 
CHAPTER Page 
1 INTRODUCTION. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1 
2 
1.1 Introductory Remarks .................................... 1 
1.2 Review of Related Previous Work . . . . . . . . . . . . . . . . . . . . . . . . . . 3 
1.2.1 Deterministic Structures under Random Time Varying 
wads ............................................ 3 
1.2.2 Uncertain Structures under Deterministic Loads. . . . . . . . . 5 
1.2.3 Uncertain Structures under Random Time Varying wads. 9 
1.3 Objective and Scope of Present Study ...................... 10 
HYSTERETIC CONSTITIJTIVE LAW MODELIN"G . . . . . . . . . . . . . .. 12 
2.1 Introduction ............................................ 12 
2.2 Hysteretic Constitutive Law for Truss Element. . . . . . . . . . . . . .. 13 
2.3 Physical Performance of a Smooth Hysteresis Model. . . . . . . . .. 14 
2.3.1 Determination of Equivalent Model Parameters for n >1 . 15 
2.3.2 Quasi-static Performance ............................ ~. 17 
2.3.3 Dynamic Performance .............................. 17 
2.3.4 Conclusions ....................................... 19 
3 STOCHA.STIC FINITE EIE:MENT DISCRETIZATION .......... ,. 26 
3.1 Introduction .......................... 00 0 0 0 0 •••••••••• " 26 
3.2 Modeling of Uncertainties in System Parameters ............. 26 
3.2.1 Properties of Random Fields .. 0 • 0 0 • 0 0 •• 0 • • • • • • • • • • • •• 28 
3.2.2 Representation of Random Fields ........ 0 • • • • • • • • • • •• 28 
3.3 Mesh Layout 0 •••••••••••••••••• 0 0 ••••••••••••••••• 0 • • •• 30 
3.4 Element Nodal Internal Force in Local Coordinates. . . . . . . . . .. 31 
iv 
3.4.1 Zienkiewicz and Nayak's Total Lagrangian Formulation.. 31 
3.4.2 General Energy-based Total Lagrangian Formulation. . . .. 36 
3.5 Element Nodal Internal Force in Global Coordinates . . . . . . . . .. 38 
3.6 Global Equations of Motion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 41 
3.7 Monte-Carlo Solution of Global Equations of Motion ......... 42 
4 STOCHASTIC RESPONSE ANALYSIS . . . . . . . . . . . . . . . . . . . . . . . .. 45 
4.1 Introduction ............................................ 45 
4.2 Linearized Element Nodal Internal Force in Local Coordinates 45 
4.2.1 Decomposition Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 47 
4.2.2 Direct Method ..................................... 51 
4.3 Linearized Element Nodal Internal Force in Global Coordinates 52 
4.4 Linearized Global Equations of Motion ..................... 54 
4.5 Governing Equations for Stationary Response Statistics. . . . . . .. 55 
4.6 Solution Procedure for Stationary Response Statistics 
4.7 Solution for Additional Stationary Response Statistics 
4.7.1 Distributions and Statistics of Member Axial Stresses .... 
4.7.2 Distributions and Statistics of Extreme Responses ...... . 
58 
59 
60 
62 
5 TOT.f\L RESPONSE STATISTICS ANALySIS..... .. ............ 65 
5.1 Introduction ............................................ 65 
5.2 Perturbed Governing Equations for Conditional Response 
Statl stics ................................................ 65 
5.3 Senes Expansion Solution of Conditional Response Statistics. .. 69 
5.4 Toul Response Statistics ................................. 70 
5.5 Non -dlmensional Response Sensitivity Coefficient ............ 71 
6 ASSESS~fENT OF TIME VARIANT STRUCTURAL REUABILITY. 72 
6.1 Introduction ............................................ 72 
6.2 Available Soluti9n Methods 74 
I 
\ 
r 
r 
.~ 
:~: 
J 
1 
I 
f 
i 
-1 
! 
., 
•.. '" 
I· 
.. -
v 
6.3 Second Order Asymptotic Method 76 
6.3.1 Overview ......................................... 76 
6.3.2 Conditional Probability of Failure and Its Derivatives .... 77 
6.3.3 Overall Probability of Failure ........................ 78 
6.3.4 Sensitivity of Overall Probability of Failure to System 
Parameters ........................................ 83 
7 NUMERICAL STUDIES ...................................... 85 
7.1 Description of Structures and Excitations ................... 85 
7.2 Three-tier Truss Structure .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 86 
7.3 Single-Degree-of-Freedom System. . . . . . . . . . . . . . . . . . . . . . . . .. 89 
7.4 Computational Aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 90 
8 SUM1v1ARY AND CONCLUSIONS ............................ 101 
APPENDIX 
A CONSTITIITIVE LAW FOR 1-D ELE:MENTS .. ~ ................ 105 
B THE FIRST TWO MO:MENTS OF Eei ......................... 108 
C SY11METRIZATION OF Ks ................................. 111 
~ 
D CLOSED-FORM SOLUTIONS OF Is = 2 J2 sinn e de AND 
Ll 
r( n ; 2) ................................................. 113 
\ - J 
E REIA TIONSHlPS BETWEEN THE FIRST TWO MOMENTS OF 
1Jx, 't]y,i;x, AND z AND THOSE OF U, iT , AND z .............. 116 
F DERIVATION OF D ....................................... 118 
G DERIVATIVES OF SYSTEM COEFFICIENT MATRICES ......... 121 
vi 
H DERIVATIVES OF IW AND gW 127 
I PROPERTIES OF KANAI-TAJIMI FILTERED Wffi1E NOISE ...... 131 
REFERENCES ....................................... .-............ 132 
.. 
! 
; 
i . 
. 
{ 
f 
-"-
__ rl 
_ .. J 
- _J 
1 
f , 
-
.. 
vii 
LIST OF TABLES 
Table Page 
7.1 Comparison of Results by Monte-Carlo Simulations and Stochastic 
Linearization Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 93 
7.2 Non-dimensional Sensitivity Coefficients of Mean Maximum Top 
Displacement in 20 sec. to system parameters. . . . . . . . . . . . . . . . . . .. 94 
7.3 Comparison of Probabilities of Failure for a Single-Degree-of-
Freedom System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 95 
7.4 Non-dimensional Sensitivity Coefficients of Probability of Failure 
to Means and Standard Deviations of System Parameters .......... 95 
J 
t 
f {" 
i 
~' 
t 
.~ 
.~ 
VUl 
LIST OF FIGURES 
Figure Page 
2.1 Hysteretic Force-Displacement Curves of Quasi-static Case (1) . . . . .. 21 
2.2 Hysteretic Force-Displacement Curves of Quasi-static Case (2) . . . . .. 21 
2.3 Hysteretic Force-Displacement Curves of Quasi-static Case (3) . . . . .. 22 
2.4 Time Histories of Displacement of Dynamic Case (1) ............. 22 
2.5 Hysteretic Force-Displacement Curves of Dynamic Case (1) ........ 23 
2.6 
2.7 
2.8 
2.9 
Time Histories of Displacement of Dynamic Case (2) 
Time Histories of Displacement of Dynamic Case (3) 
Time Histories of Displacement of Dynamic Case (4) 
Time Histories of Displacement of Dynamic Case (5) 
23 
24 
24 
25 
3.1 Plane Truss Element in Local (x-y) and Global (X-Y) Coordinates.. 44 
7.1 Three-tier Plane Truss Structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 96 
7.2 Single-Degree-of-Freedom System .............................. 97 
7.3 Time History of Displacement at the Top of the Structure. . . . . . . . .. 98 
7.4 Time History of Velocity at the Top of the Structure. . . . . . . . . . . . .. 98 
7.5 Hysteretic Stress-Strain History of the First Story Column. . . . . . . . .. 99 
7.6 Hysteretic Stress-Strain History of the Second Story Column. . . . . . .. 99 
7.7 Time History of Ensemble R.M.S. Displacement at the Top of the 
StrtIcture ................................................... 100 
7.8 Time History of Ensemble R.M.S. Velocity at the Top of the 
Structure ................................................... 100 
7.9 Time History of Ensemble R.M.S. Stress of the First Story Column 100 
! 
1 
I 
( 
I 
\ . 
; 
j" 
, 
" 
1 
,; 
j 
j 
1 
CHAPTER 1 
I~'TRODUCTION 
1.1 Introductory Remarks 
Engineers must under the constraint of economy design structures that perform 
their intended functions (safety and serviceability) during their designed life times. 
Since structural properties, such as structural configurations and material constants, 
are seldom completely known and the loading environments are generally random in 
nature, the assurance of the performance may be realistically stated only in terms of 
reliability. Thus, it has been recognized that probabilistic approaches (or stochastic 
structural analyses) playa major role in the assessment of reliabilities of structures 
and in the reliability-based design. Specifically, stochastic nonlinear dynamic 
response analyses are needed when structures exhibit nonlinear (due to inelastic 
andlor large deformation) dynamic behaviors under severe dynamic loadings such as 
those caused by earthquakes, sea waves, or winds. 
The main objective of stochastic analyses of structures with spatial uncertain-
ties under random loadings is to obtain response statistics, based on which structural 
reliabilities can be evaluated for given perform~nce criteria. The analyses are, 
however, generally difficult, especially when the nonlinear dynamic behaviors are 
present (Lin, et 01., 1986; Vanmarcke, et a/., 1986). In fact, the most straightfonvard 
approach is the direct Monte-Carlo simulation method (Ang and Tang, 1984; 
Shinozuka, 1985; Yamazaki and Shinozuka, 1986; Deodatis and Shinozuka, 1988), 
which performs repeatedly the deterministic response analyses for a large number of 
2 
realizations of the structural properties and loadings, and then evaluates the required 
probability based on the relative frequency definition. It may be, however, 
time-consuming and costly depending on the problem and reliability levels consid-
ered. 
Ideally we can model uncertain quantities of structural properties and loadings 
by random fields (random processes of time and space) and/or random variables and 
obtain the equations of motion as a set of stochastic equations. The coefficients of 
the equation, the forcing functions and initialfboundary conditions may be random 
fields or random variables. Generally speaking, exact solutions of these equations 
are difficult to obtain except for some simple cases, e.g. first order linear differential 
equation with white noise coefficients (Soong, 1973). 
To alleviate this difficulty, many researchers have considered simple physical 
problems (hence simpler stochastic equations) and derived the approximate first few 
response statistical moments. Adomian (1983; 1986) solved simple linear/nonlinear 
random operator equations employing a decomposition method (or inverse operator 
method) and claimed that it can be applied to more general problems, but the author 
found that if the decomposition is not appropriately selected, the obtained serIes 
solution may diverge or converge slowly even for deterministic systems. Moreover, 
cumbersome numerical integrations are necessary in the solution of the stochastic 
systems. Recently, Benaroya and Rehak (1989) used a moment equation method and 
an expansion method in the solution of a general linear ordinary differential equation 
in which the coefficients and forcing functions are all white noises in time. Chang 
and Young (1989) solved a nonlinear system under parametric and external 
excitations using a stochastic equivalent linearization method. Still, many other 
approximate methods have been developed, e.g. perturbation method (Soong, 1973), 
_. 
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truncated hierarchy method (Soong, 1973), compartmental approach (Shrestha and 
Soong, 1988), and methods for problems of random parametric excitations (To, 
1989) . 
Most of the above efforts consider responses of idealized physical systems 
governed by simple, explicit stochastic equations. Nevertheless, it is generally 
difficult to derive explicit governing equations of motion for a realistic structure 
when nonlinearity of the structure has to be considered in the discretization scheme 
such as the finite element method. The recent progress in analyzing such stochastic 
systems are reviewed in the next section. 
1.2 Re;iew of Related Previous ""ark 
As stated in the preceding section, the main objective in performing stochastic 
analyses on a structure is to obtain the response statistics, based on which the 
itructural reliability may be evaluated considering the uncertainties in the loading 
environments as well as the structural system properties. In light of the current 
research in!erest. previous work is categorized according to objectives of studies and 
sources of I.,;~:e~intjes and reviewed as follows. 
1.2.1 Dettnninistic Structures under Random Time Varying Loads 
Ra!'idJm \ ;~ration methods are useful in solution for response statistics and 
reliabilities of d=:~rministic structures under random time varying loadings, such as 
those caus!~ t: earthquakes, sea waves, or winds. Under severe loadings, structures 
generally e>.hib.t nonlinear behaviors caused by inelasticity and/or large deforma-
tion. The exa:! solutions in nonlinear random vibration analyses are very limited and 
they are usually based on the assumptions that the loadings are Gaussian white 
4 
noises and the structures can be modeled as single-degree-of-freedom systems (Lin, 
1967; Nigam, 1983; Wen, 1989) or Hamiltonian systems (Zhu, Cai, and Lin, 1990). 
The Monte-Carlo simulation method, on the other hand, although straightfonvard 
and applicable to complicated systems, is generally computationally costly. 
Because of these difficulties, approximate methods have been proposed 
(Spanos" 1981; Lin, et al., 1986; \Ven, 1989) including the cumulant closure method, 
the perturbation method, the stochastic averaging method, and the stochastic 
equivalent linearization method. The stochastic equivalent linearization method 
generally can be applied to a large class of nonlinear systems and yields reasonably 
accurate results. For example, it has been successful in predicting the response 
statistics of multiple degree-of-freedom severely inelastic building systems under 
non-stationary random excitations (\Ven, 1989). With the response statistics, 
structural reliabilities can be obtained via state-of-the-art methods (e.g., Nigam, 
1983) . 
In recent years, effons have been made to extend this method to response 
analyses of nonlinear continua. They generally incorporate a constitutive law 
(stress-strain relationship) based on a smooth hysteresis model in the finite element 
formulation and then solve for'the response statistics by the stochastic equivalent 
linearization method. For example, Park and Ang (1987) studied the dynamic 
responses of an inelastic shear wall in which the element constitutive law is based on 
the biaxial hysteretic force-displacement model proposed by Park, Wen, and Ang 
(1986). Mohammadi and Amin (1988) solved for the response statistics of a framed 
structure with hysteretic supports whose constitutive laws follow that given in Wen 
(1980). Similarly, Mochio, Samaras, and Shinozuka (1985) and Simulescu, Mochio, 
and Shinozuka (1989) introduced t\\'o-dimensional and three-dimensional constitu-
;' 
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tive laws, which are extensions of Wen's model (1980), for a class of nonlinear 
viscoelastic continua. A complex modal analysis is also proposed to reduce the 
computational time. In the meantime, further theoretical developments of the 
smooth hysteretic model have been made by Karray and Bouc (1986) and Casciati 
(1989). They generalized the model and proposed a set of hysteretic constitutive 
laws which satisfy approximately the associated flow rule, Prager's hardening rule, 
and Von Mises yielding criterion. Casciati and Faravelli (1987) also proposed 
hysteretic material models \\'hich satisfy the normality rule, the Koiter's hardening 
rule, and some piecewise linear yielding criterion. 
The relationships bemreen the control parameters in these proposed constitu-
tive laws and the basic material properties, however, have not yet been established in 
the previous studies. Also, none of the previous studies have considered geometric 
nonlinearity due to large deformation. 
1.2.2 Uncertain Structures under De'terministic Loads 
First, the methods for the solution of the response statistics of structures with 
spatially \'arying system parameters under deterministic loads are briefly reviewed in 
the foIl owing: 
(1) ~1ean-centered Perturbation Methods 
Collins and Thomson (1969), Fox and Kapoor (1968), and Shinozuka and 
Astill (1972) used the first order perturbation method to find statistics of 
eigenvalues of uncertain systems. Handa and Andersson (1981) also used a 
similar technique to obtain the response statistics of an uncertain linear static 
system. Hisada and Nakagiri (1981; 1985), Nakagiri, Hisada, and Nagasaki 
(1984), and Nakagiri, Hisada, and Toshimitsu (1984) successfully combined 
6 
the stochastic finite element method with the second order perturbation 
method. They were able to predict the response statistics of linear structures 
with uncenain material properties, structural geometries, or damping ratios 
under static or dynamic excitations. Furthennore, Hisada (1988) employed a 
successive perturbation method in a nonlinear finite element procedure to find 
response sensitivities. Along the same line, Liu, Belytschko, and Mani (1985, 
1986a, 1986b and 1987), Liu, Besterfield, and Belytschko (1988), and Liu, 
Mani, and Belytschko (1987) extended the perturbation method to nonlinear 
transient dynamic analyses and introduced several computationally efficient 
algorithms in the solution process. They used the interpolation method in 
discretizing the random fields, instead of the conventional midpoint method or 
the nodal point method. 
Apparently, the mean-centered perturbation method has been successful-
1;.: in:orpJ~ated into conventional finite element codes to obtain the response 
statisti:s of structures with spatially uncertain structural properties under 
determir.: sri: loads. It will be also used with the stochastic equivalent 
lineariza: Ion method in the present study. 
(2) F\,;;:::l:'::"'ial Expansion Methods 
S~,.: . .::.,J"a and Deodatis (1986) obtained response statistics of an uncer-
tain lin!.;; s:;u:ture in analytic forms by expressing the random stiffness 
matrix 1:, t~;rns of the first order Neumann expansion. A basis random 
variable a;;;:roa:h (Lawrence, 1987) was applied to static analyses of discrete 
and continuous systems with spatially varying loadings and material properties. 
Spanos and Ghanem (1989) also considered the spatial variations of material 
properties in continua~ They used, however, the Loeve expansion in decompos-
I 
..-
! 
) 
l j 
.J 
1 } 
I 
~. ", 
7 
ing the autocorrelation function, instead of the Legendre expansion suggested 
by La wrence. 
(3) Green's Function Methods 
Bucher and Shinozuka (1988) and Kardara, Bucher, and Shinozuka 
(1989) applied a Green's function method to obtain the response statistics of a 
linear structure (Statically determinate or indeterminate) of spatially varying 
material properties or geometry. Reid (1984; 1988) used an approximate 
Green's function method to find the deflection statistics of a reinforced 
concrete slab with spatially varying loading and material properties. 
(4) 110dified ~10nte-Carlo Simulation Methods 
Yamazaki, Shinozuka, and Dasgupta (1985) proposed a Neumann expan-
sian based Monte-Carlo simulation method to analyze the linear static response 
statistics of structures with spatially varying material properties. Later 
Yamazaki (1987) extended this method to linear dynamic problems. Faravelli 
(1988) applied a response surface method to nonlinear dynamic problems. 
(5) Miscellaneous 
In addition to the methods briefly mentioned above, there are many other 
methods proposed in solving for the response statistics of uncertain structures 
subjected to deterministic loadings. For example, Chiang, Dong, and Wong 
(1987) proposed a fuzzy set model to analyze structures with uncertain system 
parameters. Ukon et al. (1988) applied the perturbation method in the 
frequency domain analysis of a linear dynamic problem. Iyengar and Manohar 
(1989) directly solved the partial differential equation for the eigenvalues of a 
string with stochastic properties. 
8 
In many practical situations, engineers are more concerned with structural 
reliability. Since most structures are designed with high levels of reliability, the 
result is sensitive to the tail behavior of the probability distribution of response, 
which generally can not be satisfactorily described by the first ffi'O moments of 
response obtained via the preceding methods. For accurate evaluation of the 
reliabil ity, the following methods have been developed: 
(1) Finite Element Based Reliability Analyses 
The structural reliabilities corresponding to perfonnance criteria speci-
fied in terms of a vector of basic random variables (system parameters and/or 
responses) can be evaluated by First Order Reliability Method (F.ORM) (Ang, 
1984). Second or higher order approximations include the method by Der 
Kiureghian, Lin, and Hwang (1987), asymptotic approximation by Breitung 
(1989), and a generalized reliability index method by Ditlevsen (1979). When 
the performance criteria cannot be expressed as explicit functions of the basic 
random variables (e.g., responses of complex structures by finite element 
methods), however, the direct computation of response gradients at iteration 
points is cumbersome. A finite element based first and second order reliability 
analysis procedure is proposed by Der Kiureghian (1985) and Der Kiureghian 
and Ke (1985; 1988). It deals with linear structures with random material 
properties under static loadings and the response gradients are formulated in 
anal)1ic form. The method was further extended to (Liu and Der Kiureghian, 
1988; 1989) consider geometrically nonlinear uncertain structures under static 
loadings with the response gradients derived from the Nev-.rton-Ralphson 
method. Arnbjerg-Nielsen and Bjerager (1988), Hisada and Nakagiri (1985), 
and Dias and Nakazawa (1988) suggested that an iterative perturbation scheme 
I 
1 
f 
t 
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may be useful in obtaining response gradients. Similar work was done by Liu, 
Besterfield, Lawrence, and Belytschko (1988) who treated fracture mechanics 
problems, and by Mahadevan and Haldar (1988) who dealt with frames with 
flexible connections. 
(2) Modified Monte-Carlo Simulation Methods 
Several types of sampling and variance reduction techniques have been 
used to improve the efficiency of the direct simulation (Schueller and Stix, 
1987). For example, Khater and Grigoriu (1988) used a directional simulation 
method to evaluate the reliabilities of uncertain structures subjected to deter-
ministic dynamic loadings. Ayyub and Lai (1988) suggested that Latin 
hypercube sampling algorithm may be effective in reliability analyses. 
Bourgund and Bucher (1986) developed an Importance Sampling Procedure 
Using Design Points (I SPUD) , and later extended it to finite element analyses 
(1987). For structures where the performance criteria are expressed as implicit 
functions of the basic random variables, the response surface method (Faravel-
Ii, 1989; Ghanem and Spanos, 1990) is more efficient. It essentially performs 
deterministic analyses at selected points in the neighborhood of the design 
point and approximates the limit state surface by a polynomial through a 
regression analysis. 
1.2.3 Uncertain Structures under Random Time VaIjing Loads 
For time-invariant reliability analyses discussed in Section 1.2.2, system 
parameters have spatial variability while loadings are assumed to be deterministic. 
On the other hand, traditional random vibration analyses in Section 1.2.1 deal with 
deterministic structures subjected to time varying loadings. For reliability problems 
10 
involving both spatial uncertainties of system parameters and temporal uncertainties 
of loadings, several methods have been developed (Madsen, 1986; Wen and Chen, 
1987; Igusa and Der Kiureghian, 1988); the general idea is to reduce the time-variant 
reliability problem to a time-invariant one to which first (or second) order reliability 
methods can be applied. 
1.3 Objective and Scope of Present Study 
In view of the gap in the currently available methods for uncertain continuous 
systems, the objective of this study is to develop a method of stochastic finite element 
analysis for nonlinear structures with uncertain system parameters under random 
time varying loadings. Uncertain system parameters considered include those of 
spatial material variability and loading models. The method can be used to obtain 
solutions of response statistics as well as reliabilities against a given limit state. The 
usefulness of the proposed method is illustrated by numerical examples of plane 
truss structures. The emphasis is on nonlinearities due to both large deflection 
(geometric nonlinearity) and inelastic deformation (material nonlinearity) and on 
more accurate and efficient computer implementation. 
The derivation of the constitutive law, based on a smooth hysteresis model 
(Karray and Bouc, 1986), is given in Chapter 2. Its general performance under cyclic 
loadings is examined. The model parameters are also determined in terms of the 
material property constants. 
Chapter 3 focuses on the modeling of spatial uncertainties by random fields 
and random variables and on the construction of equations of motion within the 
frame\l.'ork of a total Lagrangian finite element method. These equations of motion 
are a system of stochastic nonlinear ordinary differential equations \vhich have 
.. 
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system coefficients modeled by random variables and forcing functions described by 
random functions of time. 
A stochastic equivalent linearization method and an efficient iterative scheme 
for solution of conditional stationary nodal displacement statistics (means and the 
one-time covariance matrix for given system parameters) are presented in Chapter 4. 
Response statistics for stresses and extreme nodal displacements are also derived. 
A perturbation method to include the system uncertainties in the linearized 
system is developed in Chapter 5. The total response statistics are obtained. The 
influence of each system parameter on the response statistics is determined by a 
non-dimensional response sensitivity analysis. 
An overview of the available methods for time-variant reliability analysis is 
given and a second order asymptotic method is proposed in Chapter 6. Simple 
formulas for sensitivities of the reliability with respect to deterministic system 
parameters are given. 
Two numerical examples are carried out, and the results are given in Chapter 7. 
The accuracy and efficiency of the proposed method are verified by the Monte-Carlo 
simulation method. Important computational aspects are also addressed. 
The conclusions are given in Chapter 8.· The potential extensions of the 
proposed method are also discussed. 
12 
CHAPTER 2 
HYSTERETIC CONSTITUTIVE LA"r MODELING 
2.1 Introduction 
In finite element analyses, nonlinear (inelastic) behavior of materials, e.g., 
steel, under severe cyclic loading is usually modeled by an implicit hysteretic 
constitutive law (cyclic stress-strain relationship) based on the theory of plasticity. 
Equations of motion formulated based on an implicit hysteretic constitutive law are 
generally amenable only to step-by-step numerical solution methods. To implement 
these methods, rule-based judgements are required at each step, which are time 
consuming, panicularly in the Monte-Carlo simulation method where a large number 
of time history analyses are needed. 
The solution procedure can be greatly facilitated if the hysteretic constitutive 
law can be described expiicitly by a set of differential equations which well represent 
the cyclic stress-strain relationship and are also mathematically tractable when 
applying stochastic equivalent linearization methods in random vibration analysis. 
For this purpose, se\'eral explicit hysteretic constitutive laws have been suggested 
(Karray and Bouc, 1986; Park and Ang, 1987; Casciati and Faravelli, 1987; 
Simulescu, J\.iochio, and Shinozuka, 1989). Among them, Karray and Bouc's 
hysteretic constitutive law (1986) satisfies approximately the associated flow rule, 
Prager's hardening rule, and Von :t¥1ises yielding criterion. The simplified version of 
Karray and Bouc's law is derived in the next section and adopted in this study. Its 
general performance under cyclic loadings is examined. The model parameters are 
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also determined in terms of the material property constants. 
2.2 Hysteretic Constitutive La~' for Truss Element 
A smooth hysteresis model, proposed by Bouc (1967) and generalized by Wen 
(1980), is characterized by the following equations, for a single-degree-of-freedom 
nondegrading inelastic system: 
f = 6.ku + (1 - a)kz (2.1) 
(2.2) 
v..·here f is the restoring force, 14 is the displacement, k is the initial stiffness, a is 
the post-yielding stiffness ratio (or the hardening ratio), z is the hysteretic compo-
nent of u, and n, K, fi, and yare control parameters of the hysteresis loops. 
Many researchers (}v1ochio, Samaras, and Shinozuka, 1985; Simulescu, Mo-
chic, and Shinozuka, 1989; Mohammadi and Amin, 1988) replaced i, u, and k in 
Eqs. (2.1) and (2.2) with the axial stress a, the axial strain E, and Young's modulus 
E as follows: 
(J = aEE + (1 - a)Ez (2.3) 
(2.4) 
and used Eqs. (2.3) and (2.4) as hysteretic constitutive equations for the one dimen-
sional solid element (e.g., truss element). However, the control parameters are arbi-
trarily chosen in these studies, and their physical meanings are not clearly defined. 
To examine the applicability of Eqs. (2.3) and (2.4) in modeling the hysteretic 
14 
behavior of truss elements, Karray and Bouc's constitutive law (1986) was modified. 
It shows that one can establish a set of constitutive laws with control parameters 
determined in terms of material property constants as follows: 
K = 1 
= 
1 
2£ n y 
(2.5) 
(2.6) 
where Oy and £y are the yielding stress and the yielding strain of the material, re-
spectively; n is a free parameter whose physical meaning will be given in the follow-
ing section. Details of derivation are given in Appendix A. It was also found that the 
stress-strain hysteresis loops predicted by Eqs. (2.3) through (2.6) compare well with 
those recorded by Popov (1980) in cyclic loading tests of steel truss members. 
2.3 Physical Performance of a Smooth Hysteresis l\1odel 
The physical performance of the smooth hysteresis model (either Eqs. (2.1) 
and (2.2) or Eqs. (2.3) and (2.4)) is examined extensively in this section. It can be 
shown that this model can successfully represent the inelastic behavior of physical 
systems if model parameters are chosen appropriately. 
In this model the free parameter n controls the smoothness in transition from 
the elastic to the plastic state. Thyagarajan and Iwan (1990) studied this model for 
the case n = 1 and concluded that it exhibits non-physical behaviors, such as the 
violation of Drucker's postulates of plasticity, the force relaxation phenomena, and 
displacement drifts. However, these are based on results under the loading condition 
that there is a constant force acting on the system and for the case n = 1 only. Note 
that under most natural excitations when the system undergoes stress reversals these 
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behaviors are quite insignificant, even for the case n = 1. It is further shown in the 
follo\\--ing numerical studies that even under a constant force these non-physical 
behaviors can be significantly reduced or totally eliminated if a new set of parameters 
associated with higher values of n are chosen. In other words, models with higher 
values of n better satisfy Drucker's postulates. Theoretically, as n -+ co , the model 
reduces to that of a bilinear system and, therefore, all the so-called non-physical 
behaviors disappear. A further advantage of this model is its capability of 
application to 2-D and 3-D problems (Park, \Ven, and Ang, 1986). 
1.3.1 Detennination of Equh'alent l\1odel Parameters for n > 1 
If parameters for the case n = 1 are already available, one can determine the 
corresponding values of these parameters for n > 1 to reduce or eliminate the 
non-physical behaviors as follows. 
Recall that the restoring force of a single-degree-of-freedom system, I, can be 
expressed as 
f = aku + (1 - a)kz (2.7) 
in which z , the auxiliary variable, satisfies the following nonlinear differential equa-
tion: 
(2.8) 
The model parameters /(", fi", and Yn are now assumed to be functions of their 
respective values for the case n = 1 (i.e., /(1, fil, and Yl) and n. The required 
functional relationships are determined in the following. 
16 
In order to maintain the same yielding level (or the same maximum of z) for all 
n '5, we must let 
(2.9) 
Also, we assume the ratio of fJn and Yn is unchanged for all n '5 such that they have 
similar energy dissipation characteristics, i.e., 
~n / Yn = fJ1 / Y1 (2.10) 
Solving Eqs. (2.9) and (2.10) simultaneously yields 
(2.11 ) 
(2.12) 
\Vithout loss of generality, we assume Kn == 1 for all n 'so Eqs. (2.11) and (2.12) 
thus become 
(2.13) 
..• 
Yn = Y1 (/31 + Y1)n-1 (2.14) 
It is illuminating to note that although the above derivations are aimed at the 
force-displacement hysteresis model, Eqs. (2.13) and (2.14) also implicitly satisfy 
Eq. (2.6) required in the stress-strain hysteresis model. 
Hereinafter, the static and dynamic performance of the smooth hysteresis 
model with n = 1 and n > 1 (say, n = 5), under various loading conditions, are 
investigated respectively. For the purpose of comparison, loading conditions in the 
following numerical studies are the same as those in Thyagarajan and Iwan (1990). 
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2.3.2 Quasi-static Performance' 
First, we inspect the quasi-static performance of Eq. (2.8) based on n = 1 , K1 = 
1, PI =.6 and )'1 = .4 and n = 5 , KS = 1, fis = .6 and ys = .4 (calculated by Eqs. (2.13) 
and (2.14)) respectively under the following conditions: 
(1) Symmetric Cyclic Loadin~ Between Fixed Djsplacement Limits -1.5< u < 1.5 
Observing Fig. 2.1, we find that the n = 1 case exhibits a slight stiffness 
increase which is also indicated by Thyagarajan and Iwan (1990), while the n = 5 
case senles to a stable and closed loop after just one cycle. 
(2) Aq'mmetric C"clic Loadjn~ Between Fixed Displacement Limits 1< u < 1.5 
Fig, 2.2 shows that the n = 5 case, compared with the n = 1 case, reduces the 
violation of the Ilyushin's postulate of plasticity and also significantly lessens the 
force relaxation phenomena. In fact, larger n will eventually eliminate these 
,,'iolations, 
(3) A,c\'mmetric Cvclic Loadin~ Between Fixed Force Limits .25< z < .75 
As shown in Fig. 2.3, the n = 5 case effectively reduces the displacement drift 
and the violation of the Drucker's postulate of plasticity. Again, larger n will 
eliminate L~ese violations. 
2.3.3 Dynamic Perfonnance 
Second, the dynamic performance of Eqs. (2.7) and (2.8). is studied by a 
single-degree-of-freedom system governed by the following equation: 
18 
mu + cu + f - rng u = FCr) - rna (r) 
h (2.15) 
where m . is the mass, g is the gravitational acceleration, c is the viscous damping 
coefficient, h is the effective story height, F(t) is the external force, aCt) is the base 
acceleration, and f is the restoring force given by Eqs. (2.7) and (2.8). The last term 
on the left hand side of Eq. (2.15) accounts for gravity effect due to large deflection, 
so-called P - t1 effect. The natural period of the initial system is assumed to be 1 
sec. T\lt'o sets of model parameters, n = 1 , Kl = 1, fil = .12, and 1'1 = .08 and n = 5 , 
KS= 1, fil= .000192, and Yl= .000128, are compared under the following loading 
conditions: 
(1 ) Err) = 2 0 a (r) = o. C = 0 ci = . Q ~ and ~ = 0 
It is shown in Fig. 2.4 that a displacement drift that appears in the n = 1 case is 
not observed ir. the n = 5 case. The non-decaying response in the n = 5 case is due to 
the fact tha: the \'iscous damping is zero and the hysteretic damping (or hysteretic 
energy di551;:'a::o~) is very small. The force relaxation phenomena are also 
eliminated v. h=l'1 r. is increased from 1 to 5, as shown in Fig. 2.5 .. 
(2 ) F( t) :: : r ;':: 0 (= Q. 6 = 0 and ~ = 0 
It is see:": !":::r: Fig, 2.6 that the n = 1 case has a larger displacement drift than 
that in (1) Sl "'i':~ !~,e ;:,ost-yielding stiffness is decreased from .05 to zero. However, 
there is S!i!: n: c~J!t associated with the n = 5 case. 
(3) F(r)-2() c(~)=O. (=0. 6=0. g ~ Oand h=60Q 
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This is the case in which the model stability criterion, d < mg/kh , is violated 
(Thyagarajan and Iwan, 1990). \\'hile the n = 1 case indeed involves a larger 
displacement drift than those in (1) and (2), the n = 5 case still has no drift, as shown 
in Fig. 2.7. 
(4) FCt) = 0 . aCt) is a zerQ mean white nQise with PSD 200. ,/[2,!(771k)] = .05 . 
ci = 0 . and g = 0 
Fig. 2.8 indicates that the n = 1 case has a displacement drift, especially in the 
nonstationary resPQnse range. On the other hand, the n = 5 case has no such drifting 
behavior. 
(5) Frr) = 0 aCt) j, a white nojse with mean 20 and PSD 50. ,/[2,!(771k)] = ,05 . 
ci = 0 . and ~ = 0 
This is the situation where the worst performance of the n = 1 case is observed 
according to Thyagarajan and Iwan (1990). Examination of Fig. 2.9, again, shows 
that the displacement in the n = 5 case approaches a stationary value, contrary to the 
n = 1 case which displays a one-sided displacement drift. 
2.3.4 Conclusions 
The foI1owing conclusions can be drawn based on the preceding numerical 
studies: 
(1) The hysteresis mode], governed by Eqs. (2.7) and (2.8), can successfully simulate 
the inelastic behavior of many physical systems if its parameters are appropriately 
chosen. 
20 
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(2) If the model parameters for n = 1 are already available, one can use the equiva-
lent model parameters for higher values of n. 
(3) The choice of model parameters depends on both physical systems and character-
istics of the excitations considered. Generally larger values of n may be used to 
eliminate the non-physical behaviors (displacement drifts and violation of Drucker's 
postulate), especially for systems with smaller d under large non-zero mean excita-
tions or when the gravity effect is considered. 
(4) Since the transition from the elastic to plastic range is more abrupt for models 
with higher values of n , a smaller time integration interval must be adopted to avoid 
numerical divergence. In addition, the efficiency of stochastic linearization methods 
for systems based on higher values of n may be decreased because of this abrupt 
transition (Casciati, 1989). 
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CH.APTER 3 
STOCHASTIC FINITE ELEME!'.7 DISCRETIZATION 
3.1 Introduction 
This chapter focuses on the modeling of uncertain system parameters and on 
the construction of equations of motion within the framework of a total Lagrangian 
finite element method. Conceptually, these equations of motion are a system of 
stochastic nonlinear ordinary differential equations with coefficients modeled by 
random variables and forcing functions described by random functions of time. One 
can obtain the solutions by the Monte-Carlo simulation method, which is briefly 
introduced at the end of this chapter. The proposed methods for obtaining response 
statistics and structural reliabilities are given in the next three chapters. 
3.2 ~lodeling of Uncertainties in System Parameters 
The system parameters, e.g., the material constants and loading par?met~rs, 
are usually not perfectly known; their uncertainties should be systematically taken 
into account in computing the response statistics and the overall structural reliability. 
The system parameters that are discrete in nature, such as those of a nodal load, can 
be suitably modeled as random variables. For parameters that are spatially 
distributed, such as Young's modulus of a frame member, the thickness of a plate, 
and the intensity of a distributed load, it is most appropriate to model them as 
random fields. 
Needless to say, the f.9rmulation based on random fields is more computation-
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ally expensive than that involving random variables only. In case the correlation 
length of a distributed parameter is very large in comparison with the size of the 
structural member, it may be satisfactory to represent this parameter by a single 
random variable. Recently, Mahadevan and Haldar (1991) suggested starting with a 
sensitivity analysis of a simplified problem with all spatially uncertain quantities 
modeled as random variables; then model as random fields only those parameters 
that have high sensitivity coefficients and to treat parameters v-rith low sensitivity 
coefficients as deterministic. However, the cut-off values for high or low sensitivity 
are determined based on sample problems, and the accuracy of this approach seems 
to be problem-dependent. 
In this study, Young's modulus E(x) of a truss member is assumed to 
constitute a one-dimensional homogeneous random field given by 
E(x) == E [ 1 + g(x)] ; 0 $ x $ L (3.1) 
in which L is the member length, E is the mean value of E(x) , and g(x) is a 
zero-mean homogeneous random field with a variance a/ and an autocorrelation 
function Ru(;) ; it can be easily shown that the coefficient of variation of E(x) is 
equal to at,. The effect of its correlation length on the response statistics as well as 
the adequa:y of simplified random variable modeling will be examined in the numer-
ical examples. 
The hardening ratio d and the axial yielding strain Ey of an element are 
modeled as random variables since they are assumed to be spatially invariant within 
an element in the current displacement-based finite element formulation. The 
parameters in the filtered white noise ground excitation model, i.e., the power 
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spectral density, the filter damping ratio, and the filter frequency, are also assumed 
to be random variables to account for the uncertainties in these parameters. 
As a preliminary for the finite element formulation, a brief review of the 
properties and representation of random fields is given in the following sections. 
3.2.1 Properties of Random Fields 
In most applications, the random field is assumed to be Gaussian; one major 
advantage of this assumption is that the random field can be completely defined by 
its mean function and autocorrelation function. To further simplify the modeling, it 
is usualIy assumed that the random field is also homogeneous such that its mean and 
variance are constant, and the autocorrelation of the field between two points is 
simply a function of their distance apart, 
The adequacy of the Gaussian assumption may be justified by physical 
obsen'ations or by the argument that the central limit theorem applies, However, for 
physical quantities which show bounded or skewed distributions, non-Gaussian 
random fields are necessary. For example, Young's modulus is always positive and 
may be bener modeled by a lognormal distribution. To define a non-Gaussian 
random field, the mean function, the autocorrelation function, as well as the 
marginal distributions are required (Liu and Der Kiureghian, 1989). 
3.2.2 Representation of Random Fields 
To facilitate the solution for response statistics and/or structural reliabilities in 
the stochastic finite element analysis, it is necessary to represent (or discretize) the 
given random field in terms of a set of correlated basic random variable vector J . 
Specifically, the random field describing a system parameter is generally discretized 
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into small, adjacent, and non-overlapping elements such that the value of the system 
parameter in an element is satisfactorily represented by a random variable. 
Generally the appropriate random field element size depends on the structural type, 
the correlation structure of the random field, the discretization scheme used, as well 
as the response quantity of interest. 
The main task in the representation of a random field is to define a reference 
measure (e.g., length) over which there is a strong correlation in the random field; 
e.g., the scale of fluctuation (Vanmarcke, 1983), the correlation distance (Shinozuka 
and Deodatis, 1986), or the correlation length (Der Kiureghian and Ke, 1988). The 
correl ation length by Der Kiureghian and Ke (1988) is defined as the length over 
which the autocorrelation coefficient function drops to e -1 . They concluded that the 
convergence to the reliability index is effectively achieved when the random field 
element size is one quarter to one half the correlation length; this criterion not only 
accounts for the rate of fluctuation of the random field, but also avoids the numerical 
Instability in transformation to the standard normal space in reliability analysis. 
Mahade\"an an: Haldar (1991) also suggested that the element size equal to the scale 
of fluctua~i2:-: ;';.cy be considered adequate. 
J\.1an:. ra~d::-n field discretization methods have been proposed, such as the 
spatial a\e;i!i'~i r.iethod (Vanmarcke and Grigoriu, 1983), the midpoint method 
(Hisada a;)d 'iJ~2i:ri. 1985), the nodal-point method (Hisada and Nakagiri, 1981), 
the inteipola:12~; r.~th8d (Liu, Belytschko, and Mani, 1986b), and series expansion 
methods (La wren: e. 1987; Spanos and Ghanem, 1989). According to Liu and Der 
Kiureghian·s sun'ey (1989), the midpoint method and the nodal-point method are 
applicable to all types of random fields and are numerically stable. However, they 
may require a rather fine mesh to obtain satisfactory results for random fields of 
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small correlation length. 
Recently, Deodatis (1991) has proposed a weighted integral method which 
directly incorporates the original (non-discretized) random field representation (e.g., 
Eq. (3.1)) in the finite element formulation; as a result, a separate random field 
discretization is not necessary. A similar method will be adopted to treat random 
fields in this study. 
3.3 Mesh Layout 
Generally speaking, the mesh layout used in the finite element discretization 
can be different from that in the random field discretization. As a rule of thumb, Der 
Kiureghian and Ke (1988) suggested that the size of finite elements must be small 
enough to account for the stress gradients as well as the rate of fluctuation of each 
random field. A separate mesh for each random field, which is equal to or coarser 
than the finite element mesh, is therefore required. This approach reduces the 
number of basic random variables and avoids the numerical instability in the 
probability transformation. 
Since a separate random field discretization is not necessary in the current 
formulation. the determination of the element size is purely based on the consider-
ation of the expe~ted stress gradients and is independent of the correlation lengths of 
the random fields. 
Consider, based on stress gradients, the case of a plane truss member modeled 
by ne nonlinear plane truss elements of equal length I = Line; each element 
consists of two end nodes, each of which has two translational degrees of freedom. 
The nodal displacement vectors in the local and global coordinates, !! and U, and 
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their equivalent nodal internal force vectors, i and F, are defined in Fig. 3.1, 
respectively. Element nonlinearities arising from large displacements as well as 
from material inelasticity (Eqs. (2.3) and (2.4)) are taken into account; in the latter, 
a is the symmetric (or the second) Piola-Kirchhoffaxial stress and E is the 
engineering Green-Lagrange axial strain. 
3.4 Element Nodal Internal Force in Local Coordinates 
Generally both the Total Lagrangian Formulation (TLF) and the Updated 
Lagrangian Formulation (UlF) are available to formulate finite element problems 
involving geometric and/or material nonlinearities. \Vhile quantities such as dis-
placements and velocities in TLF are referred to the initial configuration of the 
structure, they are referred to the current configuration in ULF. The outcomes of a 
given problem resulting from each of these two formulations are expected to be 
identical (Bathe, 1982). In view of the hysteretic constitutive law used in this study, 
TLF is adopted in the following derivation. 
Two kinds of TLF's are available for deriving the internal force expression; 
namely, Zienkiewicz and Nayak's TLF and a general, energy-based TlF. Both are 
used in this study, and it can be shown that the latter is more general. 
3.4.1 Zienk.ie\-\icz and ~"ayak's Total Lagrangian Fonnulation 
Consider an arbitrary element i spanning between il and (i + 1)/ in a 
member. Under large displacement and rotation, its strain-displacement relationship 
is given by 
where 
"-.: 
Bl = ~ [ - 1 0 1 0] 
I 
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or, after defining 1];r == U3 - Ul , 1]y == U4 - U2, 
01 - 1 [ ] B - ji - 1];r - 1]y 1];r 1]y 
The time derivative of Eq. (3.2) is 
(3.2) 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
Note that the difference between B in Eq. (3.6) and BT in Eq. (3.2) is due to the 
dependen.:e of BDI on .!!. 
SubS~lrU!iJii of Eqs. (3.1) and (3.2) into Eq. (2.3) leads to 
a(z) = cE(z)[ + (l-ci)£(x}z 
== crr 1 + g(x)]BT.!! + (1- ci)£[l + g(x)Jz (3.7) 
Follo~'ing the assJmption (Zienkiewicz and Nayak, 1971; Bathe, 1982; Pecknold, 
Ghaboussi. anj Healey, 1985) that the cross-sectional area remains constant during 
the axial deformation, i.e., Poisson's ratio v = 0, one can derive the total nodal 
internal force vector f as 
T 
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f = !vBTo\x)dV 
J
u + 1)' 
= ABT o(x) dx 
i1 
= A (BI + BDy ar[ r:1Y [1 + g(x))dx ](BI + ~BDI) U 
+ A (BI + BDy(1 - a)1 r:1Y [1 + g(x))dx } 
= ci Ks !! + (1 - ci) Kz z (3.8) 
in which V and A denote the volume and the cross-sectional area respectively, and 
(3.9) 
(3.10) 
After substituting Eqs. (3.3) and (3.5) into Eqs. (3.9) and (3.10) and defining 
(h == 1]x/1 , e: == Tjy/l , one obtains 
E(i A 
Ks = 1 
r (1 + 81)(1 + .58)) .582(1 + 81) - (1 + 81)(1 + .581) - .51h(1 + 81)1 
l-(1 ~(~1~(:5:1~581) - .5~:(~2+ 81) (1-:~:)~ ~~~81) .5~~:~ 81) j (3.11) - 82(1 + .581) - .5(h? ~(1 + .581) .5~2 
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(3.12) 
in which the new random variable Eei is defined by 
- [ 1 J(i+ 1)' ] E e i == E 1 + T iJ g(x)dx (3.13) 
The mean and the variance of E ei , as well as the covariance of E ti and Etl (i ;c J) 
betv;een two elements can be derived based on a given Rgg(;) (Appendix B); they are 
essential in the subsequent computation of the total response statistics and the reli-
abiiity index. 
For analysis of reliability (or the probability of failure) one needs the probabili-
ty distribution of Eei . If E(x) is assumed to be a Gaussian (or truncated Gaussian) 
process, Eei will be also Gaussian (or truncated Gaussian) since the Gaussian 
property is consen'ed under a linear transformation as in Eq. (3.13). On the other 
hand, if E(x) is non-Gaussian, tv.'o limiting situations can be easily observed: E ti 
will still be Gaussian (or truncated Gaussian) in case I is much larger than the 
correlation length of E(x) according to the central limit theorem; or the distribution 
of Eei will approach that of E(x) in case I is much smalIer than the correlation 
length of E(x). The determination of the exact distribution of Eei for a non-Gaus-
sian random field E(x) with an intermediate correlation length is generally difficult. 
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A heuristic model based on the above tv.'o observations has been proposed by Der 
Kiureghian (1987). 
Notice that the matrix Ks given by Eq. (3.11), derived from Zienkiewicz and 
Nayak's formulation, is not symmetric and requires extra storage and computer time. 
It is sho\\" (Appendix C) that the internal force Ks!! can be expanded explicitly and 
regrouped as Ks'g where Ks' has the following symmetric form: 
, Eei A 
Ks = I 
(1 + 81)(1 + .581) .582(1 + 81) - (1 + 81)(1 + .581) - .5~(1 + e1) 
- .5fh? - .5e1 (3.14) 
Hereinafter, Eq. (3.14), instead of Eq. (3.11), will be used. 
\Vith the aid of Eq. (3.6), one can express Eq. (2.4), which is the auxiliary 
equation in the constitutive law, in terms of 81 and z as follows: 
== KB1Q _ y!BI!!! Izln-lz - ,BElti jzln 
=== Kel - YI8~II.z!n-lz - fie·1 !zln (3.15) 
in which Bi! = BIg is assumed; it allows closed-form solutions and avoids numeri-
cal integrations when applying the stochastic equivalent linearization method. For 
the truss structures considered in the numerical studies (Chapter 7), the change of 
the responses, due to the assumption, is negligible. 
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It is pointed out that the above formulation is developed for a general random 
field E(x) (or g(x) ) with an arbitrary Ru(~)' The element size I is determined 
purely based on the expected stress gradients and is independent of the correlation 
length of E(x) , which is not the case in the traditional stochastic finite element 
method. Moreover, when Young's modulus of each member can be reasonably 
modeled by a single random variable Ej rather than a random field E(x) , it suffices 
to replace Eei with Ej in the foregoing formulation. 
3.4.2 General Energy-based Total Lagrangian Formulation 
For the same truss element considered in Section 3.4.1 subjected to nodal 
external force .£' its total potential energy is 
(3.16) 
The variation of Eq. (3.16) takes the form 
(3.17) 
where 
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f!. = {:} = G g (3.18) 
= n-01 0 1 ~] G 
-1 0 
(3.19) 
L = {~} (3.20) 
H = [~ ~] (3.21) 
I 
can define 
(3.22) 
(3.23) 
where ).1 and ).2 are arbitrary constants between zero and one. Substitution of Eqs. 
(3.18), (3.22), and (3.23) into Eq. (3.17) leads to 
+ (1 - a)Ee i VGT(1 + HE),z - £} (3.24) 
. - j 
In order for the variation of n to vanish for arbitrary OQT, it foI1ows that 
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+ (1- Ci)Eei VGT(b + H£Dz} - £ = 0 (3.25) 
To maintain the force equilibrium, the internal force I then must be equal to the 
expression within the curly brackets in Eq. (3.25), or in other words, 
f = E = iiKs"y + (1 - a)K~ (3.26) 
where 
(3.27) 
- (3.28) 
in which Ks" defined in Eq. (3.27) is obviously non-unique since ).1 and ).2 are 
arbitrary constants benveen zero and one. Setting ).1 equal to .5 and giving ).2 any 
number between zero and one yield a family of symmetric Ks"s; among them, the 
choice of ).2 =1 leads exactly to Eq. (3.14) derived in Section 3.4.1. 
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3.5 Element Nodal Internal Force in Global Coordinates 
A coordinate transformation from the local nodal displacement.!! to the global 
nodal displacement U is applied in this section to obtain the explicit expressions of 
the nodal internal force in global coordinates. 
Consider an arbitrarily oriented plane truss element which makes an angle a 
with the global X-axis (see Fig. 3.1). Its nodal displacement vector and internal force 
vector in the local coordinates, u and f, can be expressed in terms of their global 
counterparts, U and F, as follows: 
y. = TU (3.29) 
f = TI (3.30) 
where 
cosa SIn a 0 0 
-SIna cosa 0 0 
T = (3.31) 
0 0 cos a SIn a 
0 0 -sina cos a 
Based on the principle of virtual work (Cook, 1981) or the observation that T is an 
orthogonal matrix, Eq. (3.30) becomes 
(3.32) 
After substituting Eqs. (3.29) and (3.32) into Eqs. (3.8) and (3.15) and a lengthy 
algebraic manipulation, \ve obtain the global expressions as 
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(3.33) 
z + GTU + Hz = 0 (3.34) 
in which 
a b -a-b 
b c -b-c 
Ksg = 
-a-b a b 
(3.35) 
-b-c b c f 
i 
d 
'l-
e i 
Kz.g = 
-d 
(3.36) 
-~ 
.. 
-e 
• j 
• :... 
- cosa 
1 
- Slna 
(3.37) .~ 
cosa , 
sin a ~: 
r· 
(3.38) 
\ 
t 
l 
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(3.39) 
Ee i A { _'. Q . ) a )} ( b = - 1 -aSlna cosa - 2ls1na(V3-Vl - 21 COS a (V4 -V2 3.40) 
c = - -aSln a - -cosa (V3 - VI - -Slna (U4 - V2 Ee i A { _. 2 Q ) 3a. ) 1 21 21 
(3.41 ) 
£( I A _ [ ] d = - , (1 - a) I cos a + (U 3 - VI) (3.42) 
e = 
Er I A _ [ . )] 
- (1 - a) I SID Q + (U 4 - U 2 
1 
(3.43) 
3.6 Glo~al Equations of ~1otion 
For 2 r:a~~ truss structure of N degrees of freedom and of M elements under 
random l:ad::if5 .. the global (assembled) equations of motion can be expressed in the 
following matrIx form: 
.. . 
MU + CU + ~rJ1 + PorgZ = ret) (3.44) 
(3.45) 
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where 
.. 
u , U , and U are a N x 1 nodal acceleration vector, a N x 1 nodal velocity 
vector, and a N x 1 nodal displacement vector, respectively; 
Z is a M x 1 element auxiliary variable vector; 
M is a N x N lumped (or consistent) mass matrix; 
C is a N x N viscous damping matrix; 
Korg is a N x N matrix assembled from Ksg of each element; 
p org is a N x M matrix assembled from Kzg of each element; 
~rg is a M x M matrix assembled from H of each element; 
Borg is a M x N matrix assembled from G of each element; and 
fCt) is a N x 1 nodal loading vector whose active components are modeled by 
stationary Gaussian filtered/unfiltered white noises. 
It must be kept in mind that the coefficient matrices Korg, p org, Aorg, and 
Borg are functions of unknown responses U , U , and Z as well as the random 
system parameters, including loading model parameters, element yielding strains, 
element hardening ratios, and random variables Eti of each element. 
3. 7 ~1onte-Carlo Solution of Global Equations of Motion 
By defining a (2N+M) x 1 state vector Y = ill U Z)T, Eqs. (3.44) and (3.45) 
can be transformed into a single matrix equation: 
elY 
dt = Gorg Y + Eorg (3.46) 
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in which 
0 I 0 
Gorg = - M-l~rg _ M-1C - M-1Porg (3.47) 
0 Borg ~rg 
o 
(3.48) 
o 
in which I is a N x N identity matrix; 0 is a null matrix; Q is a null vector. 
It is recognized that Eq. (3.46) is a nonlinear stochastic matrix equation. As 
explained earlier, the most direct and accurate, but often expensive way of solving it 
is through the Jv1onte-Carlo simulation method. In other words, one can generate a 
sufficient number of realizations of the random loading f(t) as well as of the random 
system parameters, and for each realization, the response time history of Eq. (3.46) 
is obtained using an ordinary differential equation solver. The response statistics o"r 
the structural reliability can then be calculated based on a large sample of the 
response time histories. 
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Figure 3.1 Plane Truss Element in Local (x-y) and Global (X-Y) Coordinates 
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CHAPTER 4 
STOCHASTIC RESPONSE ANALYSIS 
4.1 Introduction 
This chapter aims at finding solutions for response statistics of plane truss 
structures with a given set of system parameters (say, equal to the mean system 
parameters) subjected to random loadings. In other words, we are concerned with 
the random vibration problem and the conditional response statistics. 
A stochastic equivalent linearization method along with an efficient iterative 
scheme is developed to solve for the stationary nodal displacement statistics. The 
statistics of stresses and extreme nodal displacements are also derived. 
4.2 Linearized Element Nodal Internal Force in Local Coordinates 
The first step is to obtain the equivalently linearized expressions of the element 
nodal internal force f (Eqs. (3.8), (3.12), and (3.14» and the associated auxiliary 
equation (Eq. (3.15». Since the third and fourth components of i (defined in Fig. 
3.1) are related to its first two components as 13 = -11 and 14 = -12 (see Eqs. (3.8), 
(3.12), and (3.14), the equations that need to be linearized are simply the first two 
equations in Eq. (3.8) as well as Eq. (3.15). They are rewritten as follows: 
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-/1 = 0 (4.1) 
-~ [.sa rJ~Y (1 + i) + .sarJA~x + ~) + (1- a)lz(l + 7)] 
-/2 = 0 (4.2) 
. 
Z - J( 17x + y I 7Jx liz I n-lz + ~ 17x Iz In = 0 
I I I 
(4.3) 
in which E == Eei , 7Jx == 81 1 , and 1]y == 82 I . 
Vi e assume that the element stationary responses, !!, g (or 7Jx, 1]'x, 1]y, ~y), 
z , i , /1 , and 12 exist and are jointly Gaussian under zero-mean stationary Gaussian 
loading. Certainly the mean values of stationary responses involving the time 
derrvatives, i.e., r7xm , ~)"m , and im , are all zero in which the subscript m denotes the 
mean value. It is noticed that the mean value of z is also zero because the 
left-hand-side of Eq. (4.3) is an odd function of rjx, i, and z. However, the other 
stationary responses, 17x, 17y, 11 , and 12 , may generally have non-zero mean values 
since Eq s. (4.1) and (4.2) involve even functions as well as odd functions of 
responses because of the geometric nonlinearity. 
Therefore, the widely used Atalik and Utku's linearization procedure (1976), 
which is only applicable to equations consisting of single-valued (odd) functions, can 
not be used in the present case. Instead, two other methods, namely, the decomposi-
tion method and the direct method, are used to derive the linearized forms of Eqs. 
(4.1) through Eq. (4.3). 
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4.2.1 Decomposition Method 
Following the procedure proposed by Spanos (1980) in treating symmetric and 
asymmetric systems, 1]x, 1]y, Il , and 12 may be decomposed as follows: 
1'}y 77ym 
= + (4.4) 
2 2m 
or be symbolically expressed as: 
(4.5) 
in which &. is an offset (mean) vector; ~v is a zero-mean jointly Gaussian vector. 
After substituting Eq. (4.5) into Eqs. (4.1) through (4.3), and taking the 
expectation of each equation, we obtain one trivial identity and the follo\ving two 
relationships between response statistics: 
(4.7) 
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where E((.)) (or (.)m) denotes the expected value (or mean value) of (.). 
The linearized forms of Eqs. (4.1) through (4.3) can be written as 
-EA { A fl = -1- (a + Cl)r;x + [(1 - o.)l + C3Jz + ctr;y - (a + Cl}r;xm-
C27Jym}. + tIm (4.8) 
(4.9) 
Z + C7Z + Csr;x = 0 (4.10) 
in which the linearization coefficients C1 through C8 are determined based on the 
minimization of mean square errors as follows: 
(4.11) 
(4.12) 
= (1 - o.)r;:rm (4.13) 
1 
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(4.14) 
I 
-/ (a ) C5 = EA·E ar;yv {I.h.s. of Eq.( 4.2) - (- fp)} 
1 
= ~2 [217].rm + EC"';) + 3 ECri;) 1 (4.15) 
c6=-·E -{l.h.s. ofEq.(4.2)-(-f2v)} -I (a ) EA Bz 
= (1 - 6.)r;ym ( 4.16) 
-
.. 
( 4.17) 
= L W3 + P H'4 (n > 1) I / (4.18) 
(4.19) 
= L ~Vl + P JV2 -!.. (n > 1) I I I ( 4.20) 
50 
in which 
WI = aznr(n + 2) 21 I 
7C 2 s (4.21) 
(4.22) 
(4.23) 
( 4.24) 
and in which 
(4.25) 
(4.26) 
Note that all linearization coefficients (i.e., C1 through C8) are given in closed 
form; no numerical integrations are required. The closed-form solutions to the 
integral defined by Eq. (4.25) as well as to the gamma functions in Eqs. (4.21) 
through (4.24) are derived in Appendix D, which decrease dramatically the computa-
tional effort when n > 1 . 
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4.2.2 Direct Method 
Alternatively, we can obtain the same results by replacing directly the original 
nonlinear equations with the equivalent linear ones such that the mean square error 
EC£ T ~ is minimized, where ~ is a 3 x 1 vector measuring the differences beween 
the original equations and the equivalent linear ones; the superscript T designates 
the transpose. 
The resultant equivalent linear system may not be unique. According to 
Spanos and Iwan (1978), however, a substitute system based on the minimization of 
the mean square error of each equation, i.e., E(er) , i = 1,2,3 , in which ei is the 
i -th component of ~, is as good as any other substitute system. Hence it is good 
enough to assume an equivalent linear system corresponding to Eqs. (4.1) through 
(4.3) as follows: 
(4.27) 
( 4.28) 
z + c ' 9rh: + C' lOZ = 0 (4.29) 
in which C'l through C'10 are to be determined based on the minimization of the 
mean square errors of Eqs. (4.27) through (4.29) respectively. 
It can be shown that this equivalent linear system, governed by Eqs. (4.27) 
through (4.29), is identical to the one obtained in Section 4.2.1 (Eqs. (4.8) through 
(4.10)). 
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4.3 Linearized Element Nodal Internal Force in Global Coordinates 
Introducing the coordinate transformation used in Section 3.5 into Eqs. (4.8) 
and (4.9), one can express explicitly the linearized element nodal internal force in 
global coordinates as 
( 4.30) 
where 
Kslg = (4.31) 
dl 
el 
lizlg = ( 4.32) 
-d, 
- e, 
" 
SI 
Bl = ( 4.33) 
- 'I 
-SI 
-£4 [ . . 2 (.... ) 2] al = -,- 2c2cosa Slna - CsSln a - a + Cl co~ a (4.34) 
(4.35) 
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-EA { ... } 
'I = -I - [- (a + Cl) cos a + C4 sin a ]1Jxm + (C5 sin a - C2 cos a)1Jym 
+ 11m cos a - J2m sin Q 
+ Ilmsina + 12mcos a 
Similarly. Eq (4.10) can be transformed into 
\vhere 
I
CEcosa 
(8 Sin a 
l-C8 COS Q - Cf Sin a 
( 4.36) 
(4.37) 
(4.38) 
(4.39) 
(4.40) 
(4.41) 
(4.42) 
( 4.43) 
In addition, the relationships benveen the first two moments of 1'}x, 1'}y,nx, and z 
and those of U, U, and z are necessary in the solution procedure; they are given in 
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Appendix E. 
4.4 Linearized Global Equations of Motion 
In the preceding sections, application of a stochastic equivalent linearization 
method and introduction of a coordinate transformation lead to a linearized element 
nodal internal force vector (Eq. (4.30» and an auxiliary equation (Eq. (4.41». Their 
coefficient matrices are expressed in terms of functions of system parameters and 
response statistics. 
Following an assembly procedure similar to that used in deterministic finite 
element analysis, we can express the linearized global equations of motion of a N 
degree-of-freedom, M element plane truss structure under random loading as 
.. 
MU + CU + KU + PZ + Q = f(t) (4.44) 
Z = AZ + BU ( 4.45) 
where 
.. 
u , U , and U are, respectively, a N x 1 relative nodal acceleration vector, a 
N x 1 relative nodal velocity vector, and a N x 1 relative nodal displacement 
vector, measured with respect to the ground; 
Z is a 1\1 x 1 element auxiliary variable vector; 
M is a N x N lumped (or consistent) mass matrix; 
C is a N x N viscous damping matrix; 
K is a N x N matrix assembled from Kslg of each element; 
P is a N x M matrix assembled from KzIg of each element; 
r" 
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Q is a N x 1 vector assembled from RI of each element; 
I A is a M x M matrix assembled from Hi of each element; 
B is a M x N matrix assembled from GI of each element; and 
fCt) is a N x 1 nodal loading vector whose active components are modeled by 
stationary Gaussian filtered/unfiltered white noises. 
Note that K, P, Q, A, and B are again functions of system parameters and 
response statistics. 
4.5 Governing Equations for Stationary Response Statistics 
\Vithout loss of generality, consider the structure subjected to a random ground 
excitation f(r) given by 
f(r) = ~1 ra(t) ( 4.46) 
2 
~ 
J 
in which a(r) is a ground acceleration random process and r is an indication vector 
of the influence of a(t) on each degree-of-freedom. As an example, for spatially 
perfectly correlated horizontal ground excitations, components of r are zeros for 
vertical degree-of-freedoms and ones for horizontal degree-of-freedoms. 
First we assume that a(l) is modeled by a zero-mean Gaussian white noise wet) 
with an autocorrelation function R ..... -x..(r) = 2n50o(r) where 0(.) is the Dirac delta 
function and 50 is the power spectral density. By defining a (2N+:M) x 1 state vector 
Y = ill U Z)T, Eqs. (4.44) and (4.45) can be transformed into a single matrix 
equation as 
elY 
dt 
in which 
G -
F = 
= 
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- GY + F (4.4 7) 
o I o 
- M-1K- M-1C- M-1p ( 4.48) 
0 B A 
Q 
M-1f(t) - M-1Q ( 4.49) 
Q 
0 
~'(r) - M-1Q (4.50) 
Q 
in which I is a I" x N identity matrix; 0 is a null matrix; Q is a nuli vector. 
Taking th~ fIrst and second statistical moments of both sides of Eq. (4.47) 
respectively and considering stationary responses, we obtain one vector equation for 
U , the mean sta!;~nary nodal displacement vector, and one matrix equation for S , 
the one-tim~ covariance matrix of the stationary state vector Y, as follows: 
(4.51) 
GS + SGT + D = 0 (4.52) 
where a bar over a vector denotes its mean vector. Eq. (4.52) is the so-called 
Liapunov equation (Lin, 1967) in which 
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(4.53) 
It can be shown (Appendix F) that for white noise excitation, 
o o o 
(4.54) 
o o o 
On the other hand, when aCt) is modeled as a filtered Gaussian white noise, the 
filter parameters can be included in the formulation as follows. For example, a 
commonly used filter in modeling of the eanhquake ground motion is the Kanai-Taji-
mi filter (Kanai, 1957) governed by the following differential equation: 
(4.55) 
in \vhich Wg and ~g are the natural frequency and damping ratio of the filter repre-
senting the spectral characteristics of the ground excitation; wet) is a zero-mean 
Gaussian white nois~ with a power spectral density So. aCt) is thus defined as the 
composite response 2~gUJgtg + Wixg from this filter; its'spectral propenies are dis-
played in Appendix 1. Introducing a new (2N+M+2) x 1 state vector 
Y = (Xg Xg u U Z)T, one obtains, again, equations of the forms of Eqs. (4.47), 
(4.51) and (4.52), in which G, F, and D, however, are given by (Appendix F) 
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0 1 QT QT QT 
w2 - g - 2~gUJg QT QT QT 
G = Q Q 0 I 0 (4.56) 
rw2 
- g r2~gUJg -M-1K -M-1C _M-lp 
Q 0 0 B A 
0 
wet) 
F = Q ( 4.57) 
_M-1Q 
0 
0 0 QT QT Q 
0 2;rSo QT oT QT 
D = Q Q 0 0 0 ( 4.58) 
Q Q 0 0 0 
0 0 0 0 0 
4.6 Solution Procedure for StationaT)' Response Statistics 
An iterati\'e solution algorithm is proposed to solve for U and S; its 
step-by-step procedure is as follows: 
(1) Calculate matrices M, C, and D which remain unchanged during the soIu- I 
tion process; 
f 
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(2) Assume reasonable initial values of U and S, e.g.! the solution for the ini-
tial (linear) system; 
(3) For each elememt: 
(i) Calculate 7JInh 7Jym, ECrii), E(7Ji'7y), £(0), ECi/i) , £(il) , E(i]~), E(7J~), and 
E('T]J7) as shown in Appendix E; 
(ii) Calculate J1m and J2m using Eqs. (4.6) and (4.7); 
(iii) Calculate the linearization coefficients, C1 through C8, using Eqs. (4.11) 
through (4.26); 
(iv) Construct element matrices KsIg, Kzlg,Rl, GI, and Hi using Eqs. (4.31) 
through (4.43); 
(4) Assemble global matrices K, P, Q, A, and B ; 
(5) Solve for Eqo (4.51); a ne\\' approximation of U is obtained; 
(6) Construct G and solve for S in Eq. (4.52) using an efficient algorithm pro-
posed by Bartels and Stewart (1972) which takes advantage of the symmet-
ric nature of S; and 
(7) Repeat steps (3) through (6) until U and S converge, e.g., one may end 
the iteration process when the differences between the initial U and Sand 
their resulting counterparts after an iteration are within some given toler-
ance. 
4.7 Solution for Additional Stationary Response Statistics 
Applying an iterative solution method as shown in the previous section, we 
obtain U and S, which contains the first t\vo moments of displacements, velocities, 
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and element auxiliary variables. The first two moments of other response quantities, 
such as those of member axial stresses and extreme responses, may be also of 
interest. As an example, the extreme response distributions and statistics are 
essential in assessing the structural reliability. These response distributions and 
statistics are derived, based on U and S, in the following sections. 
4.7.1 Distributions and Statistics of Member Axial Stresses 
The member axial stress is defined as 
1 n~-lJ(i+l)' 
= - L o(x) dx 
ne I i = 0 il 
(4.59) 
or after omitting the subscripts in the bracket, 
1 n(-l 
ae = - L [liEf + (1 - a)Ez] 
ne i=O 
( 4.60) 
It is apparent by observing Eq. (4.60) that the probability distribution of at: is gener-
ally non-Gaussian. In addition, it is bounded, especially for strongly yielding systems 
with very small a. Its exact distribution is generally difficult to obtain. However, 
the expected value of of at: can be easily written as 
( 4.61) 
in which, by taking the expected value of Eq. (3.2), 
~. 
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(4.62) 
The mean square value of ae for ne = 1 can_ also be given by 
( 4.63) 
in which 
(4.64) 
E(a) = ~ { E(1],z) + ~[ E(1]}z) + E(1]/z) ] } (4.65) 
Since 7J:r, 7Jy, and z are jointly Gaussian distributed, their higher joint moments in 
Eqs. (4.64) and (4.65) can be expressed in terms of their first two joint moments. 
After some algebra, one obtains 
E(£2) = I; {E(1]}) + 4~2[E(1]}f-21]xm4 + 3E(1]/f~2TJym4. 
+ 2E(1]})E(1]/) + 4E(1]x1]y)2 - 41].xn,21]ym 2] + ~ [31]xmE(1]}) - 21]m? 
(4.66) 
(4.67) 
The mean square value of ae for ne > 1 can be similarly derived and is 
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omitted here. 
4.7.2 Distributions and Statistics of Extreme Responses 
The information on distributions of extreme responses is required in the 
assessment of structural reliabilities. For the strongly yielding systems with very 
small hardening ratios currently under consideration, the stresses are generally 
bounded such that the standard deviations of their extreme stresses approach zero; 
therefore, structural reliabilities are seldom defined in terms of these extreme 
stresses. On the other hand, extreme nodal displacements are often of major interest 
in safety consideration. Evaluation of the distribution of an extreme displacement 
will be discussed in the following. Note that if the structural reliability is defined as 
the outcrossing of a displacement vector process of a safe domain, various approxi-
mate methods based on a mean outcrossing rate analysis can be used (e.g., Madsen 
and Tvedt, 1990). 
Denoting the nodal displacement of interest as V(t) , one can obtain from the 
preceding analysis its stationary mean U, variance oJ, and velocity variance 0[;2 . 
Let Vm be the maximum of the absolute value of Vet) over a period of T after U(t) 
becomes stationary. The probability distribution of Um is generally difficult to 
obtain. If the threshold level considered is sufficiently high, which is the case in most 
structural reliability problems, the peaks can be assumed to be statistically indepen-
dent of one another. Based on a Poisson outcrossing assumption, the cumulative 
probability distribution F v,/um ) is given by 
( 4.68) 
i· 
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in which N(O) is the mean zero crossing rate given by 
N(O) = -.!. ao (4.69) 
7r au 
One can show an approximate relationship of Eq. (4.68) to a Type I extreme value 
distribution by introducing a variable V such that 
. ( u 2) 
exp(- V) == N(O)T exp ;aJ- (4.70) 
Eq. (4.68) can be then rewritten as 
(4.71) 
For large values of T, V ~ /2 In [}/(O)T] ; V can be approximated by 
(4.72) 
in which 
C1 = /21n[N(O)T] = 2 In[.! au T] 
7r au 
. (4.73) 
Hence Eq. (4.71) becomes 
(4.74) 
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After the change of parameters, an == Cl/OU and Un == CIOU, is introduced, it is 
obvious that F u",Cum ) is a type I extreme value distribution (Ang and Tang, 1984). It 
has been shown (Davenport, 1964) that the mean and variance of Um are given by 
- ( .5772) E(Um ) = U + Cl + ~ 0u 
,i2 oJ-Var(U ) = ---
m 6 e12 
(4.75) 
(4.76) 
\\'11en the first spectral moment of U m is available, a more accurate estimation 
of Fu,"Cu m ) considering the clumping effect (Vanmarcke, 1975) may be used. 
Empirical expressions for the mean and variance of U m are also proposed by Der 
Kiureghian (1980), which indicates that Eg. (4.75) tends to overestimate the mean 
and Eq. (4.76) usually underestimates the variance, especially for narrow-band 
processes v;ith low threshold levels. 
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CHAPTER 5 
TOTAL RESPONSE STATISTICS ANALYSIS 
5.1 Introduction 
-) Recall that in Eqs. (4.51) and (4.52) the system parameters, namely, the 
1 
yielding strains, the hardening ratios, the random variables E's, as well as the 
loading model parameters, are assumed to be deterministic. The uncertainties of 
these system parameters, however, may be substantial and contribute significantly to 
the total response statistics and the probability of structural failure. They can be 
incorporated into the foregoing formulation to obtain the total response statistics by 
applying the mean-centered perturbation method. The influence of each system 
parameter on the response statistics IS also determined by a non-dimensional 
response s=nsiti\'ity analysis. 
5.2 Pert urbed Governing Equa tions for Conditional Response Statistics 
The ~:. ~~~~ parameter uncertainties are represented by a basic random variable 
vector A. T.~! m=an vector and covariance matrix of the yielding strains, the 
hardeninf ra~: :'$, and the loading model parameters are assumed to be given; those 
of the rand:!;: \ J;iables E's can be derived according to Appendix B. A is then 
transformed lr.tO a non·dimensional zero-mean basic random variable vector, f, by 
defining 
fl' = A; - 1 1 NB A; l = , (5.1) 
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in which the subscript i denotes the i -th component of a vector, the bar over a 
variable designates the variable's mean value, and NB is the dimension of A. By 
definition of tj in Eq. (5.1) one can show that 
i,j = 1, NB (5.2) 
in which Qij is the correlation coefficient between 1\' and Aj; oAt and Oi\.j are the 
standard deviations of Ai and Aj respectively. 
Eqs. (4.51) and (4.52) are rewritten below to indicate that they are conditional 
on f: 
(5.3) 
(SA) 
in which C.) If symbolizes the dependence of a matrix (or vector) on f. 
The coefficient matrices of Eqs. (5.3) and (5 A) are then expanded into Taylor's 
series of .f at .f = 0 respectively as follows: 
NE aK lINE NE a2K I 
Kif = Klf=o + .L -a f=O tj + -2. L .L -a a (=0 tjtj + ... 
1= 1 ti - 1= 1 ] = 1 ti tj -
(5.5) 
NE aQ I' 1 NE NB a2Q I Qlf = Qlf=o + .L -a . f=O tj + -2.L .L ---a .a . f=O tjfj + ... 
1=1 t, 1=1 J= 1 tl t) 
(5.6) 
NE AG lINE NE a2G I 
G If = G If = 0 + . L -a - I (= 0 tj + - L L --I f = 0 tifj + ... 
1=1 ti - 2i=lj=l atiatj - (5.7) 
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NB aD I 1 NB NB a20 I 
Dlf = Dlf=o + .L -. f=O fi + -2.L .L -a .a . f=O fifj + ... 
1= 1 atl - 1= 1 J= 1 t, t) -
(5.8) 
in which (.) If= 0 designates a matrix (or vector) evaluated at f. = o. Instead of 
using numerical differentiation schemes, such as the finite difference method, we 
d . d h 1· . . f aK I aQ I aG I d an I (A have enve t e exp ICIt expressIons 0 - -0' - -0' - -0' an - -0 p-
atj! atj 1 at; -' atj ! 
pendix G). It gives more accurate results in an efficient way. 
The unknown solutions of Eqs. (5.3) and (5.4), U Ii and S 1-" are also 
represented by their Taylor's series of f. at f. = 0 respectively as follows: 
- 1 NB iT.I.i 1 NB NB Ji2j' 
U Ii = U If = 0 + L U Ii = 0 ti + -2 . L . L U J If = 0 fifj + ... 
i=l 1=1 )=1 
(5.9) 
(5.10) 
in which (.)li denotes the first derivative of a matrix (or vector) with respect to fi; 
(.)2Ij designates the second derivative of a matrix (or vector) with fespect to £i and 
Substituting Eqs. (5.5) through (5.10) into Eqs. (5.3) and (5.4) and balancing 
the zeroth order terms, we obtain a set of zeroth order nonlinear simultaneous 
equations: 
K 1.(=0 U 1.(=0 + Q 1.(=0 = Q (5.11) 
(5.12) 
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To balance the first order terms, they must satisfy the following sets of simultaneous 
equations: 
(5.13) 
li 1j T aG I G Is:=o S 1£=0 + S If=o G 1£=0 + ati s:=o S 1.(=0 
aG
T I aD I + sl_£=o-- ~=O + - 0 = 0 
ati ~ ati f= (5.14) 
i = 1,2, ... ,NB 
Similarly, the equalization of the second order terms leads to 
(5.15) 
:. ! 2i' T aG I l' G I! = aS' I! & 0 + S J If = a G 1 f = 0 + ati f = 0 S J 1 f = a 
'; C;G T I aG I 1j 1i aGT I 
+ S·'I I ",o -~-. (=0 + -a £=0 S 1£=0 + S 1£=0 -a- £=0 
Ot j - tj - Ej -
(5.16) 
1 = 1.: ..... .\·B ; j = i, i + 1, ... , NE 
The higher order perturbed equations may be included in the formulation as 
well. Nevertheless, if the coefficients of variation of system parameters are not very 
large (say, less than 30%), the computational effort involved which generally 
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increases dramatically in higher order computation may not be justified. 
5.3 Series Expansion Solution of Conditional Response Statistics 
The zeroth order equations, i.e., Eqs. (5.11) and (5.12), are solved first by the 
aforementioned iterative method in Section 4.6. Based on the zeroth order solutions, 
we can proceed to solve for the NB sets of first order equations, i.-e., Eqs. (5.13) and 
(5.14). The }\lB(}./B + 1)/2 sets of second order equations, i.e., Eqs. (5.15) and 
(5.16), are similarly solved using the zeroth and first order solutions. It is important 
to recognize that the time consuming decompositions of matrices K and Q are not 
necessary in solving the first and second equations since their decomposed forms 
have already become available when solving the zeroth order equations; however, 
iter~ti\'e procedures for solving the simultaneous equations are still required. 
Substitution of the above solutions into Eqs. (5.9) and (5.10) gIves us the 
second order series expansions for U I I and S If' which can be further used to obtain 
the series expansions for other response quantities; for example, the series expan-
sions of the conditional mean and conditional variance of an extreme displacement 
are given respectively by 
(5.17) 
NB 1i 
Var(Um ) If = Var(Um ) I f=O + L Var(Um ) I f=O fi + 
- - i= 1 -
(5.18) 
in which differentiations of Eqs. (4.75) and (4.76) with respective to fi lead to 
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E(U ) li - [fL' (C .5772) Ii (1 .5772) C Ii m - + 1 + -- au + - 2 1 au Cl C1 (5.19) 
(5.20) 
in which C1 is given by Eq, (4,73) and 
li a C 1 . Ii a C 1 Ii C1 = --. au + --au 
aau aau 
(5.21) 
Notice that au, au, auli , and aul.i (evaluated at f = 0) are components in S l,f=o 
and'S 1i If = 0, which are already computed, 
5.4 Total Response Statistics 
"" 
',r 
The total mean and variance of a response R are obtained according to (Ang 
and Tang. 1975): .. , 
(5.22) 
Var[R] = Ef [Var[RJ Ld + Varf [R If] (5.23) 
where Ef [.] and Varf [.] denote the mean and variance of a quantity taken with I 
respect to f; R If and Var[R] If are the conditional mean and variance of R respec-
tively, which can be approximated by their truncated series expansions obtained in 
t 
. J 
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the preceding section. As an example, the total mean and variance of the k -th 
component of U are 
(5.24) 
(5.25) 
5.5 N on-dimensional Response Sensitivity Coefficient 
To provide a universal measure of the sensitivity of a response moment J..l to a 
basic random variable (or system parameter) Ai, we define a non-dimensional 
sensitivity coefficient as (Similar definitions for quantities in economics and reliabil-
ity analyses can be found in Chiang (1984) and Breitung (1990) respectively): 
(5.26) 
_ 1 B).1 I _ 1 1i I 
- LiT I Btj £=0 - l.u 1).1 .(=0 (5.27) 
In which Ji and .u Ii I (= 0 are already computed in Section 5.3. Notice that 
Q/{u) !~=E can be approximately interpreted as the percentage change in J..l due to 
one percent change in ~'. 
Eq. (5.27) allows us to compare systematically the influence of basic random 
variables on the response statistics and determine the less significant variables which 
may be treated as deterministic in subsequent reliability analyses. 
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CHAPTER 6 
ASSESSMENT OF TIME VARIANT STRUCTURAL RELIABILITY 
6.1 Introduction 
The evaluation of reliabilities of deterministic structural systems under random 
loadings has been a major research area in random vibration analysis for several 
decades. In reality, however, system parameters are seldom perfectly known, and 
their uncertainties may have significant contribution to the overall reliability (Wen 
and Chen, 1987). This chapter is devoted to the time yariant structural reliability 
problem in which the goal is to assess the reliability of an uncertain structural system 
under random loadings; i.e., in addition to the randomness of the ground excitations, 
the uncertainties in the system parameters are also considered. 
The reliability of a structure is defined as R = 1 - PF where PF, the probability 
of failure, is given by 
= J Q P&J ft;0 dJ. (6.1) 
in which 1\ denotes the uncertain system parameter vector; Q denotes the domain 
of A; f,6.@ is the joint probability density function of A, which is assumed to be 
either given or derivable based on prescribed marginal density functions and covaria-
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nces (Liu and Der Kiureghian, 1989); and PIJ) is the conditional probability of 
failure at A = J . 
Frequently the perfonnance of a structural system can be evaluated based on the 
so-called limit state function g(/1,1); g(/1,1) > 0 is the safe domain, and 
g(.j1,L) < 0 is the failure domain, where L is a response vector, whose components 
are implicit functions of A and are generally obtained through a complicated analysis, 
e.g., a finite element based random vibration analysis in previous chapters. The limit 
state function adopted in this study is defined as the difference between R, the 
maximum response of the structure during a time period of interest T , and Rth, a 
given allowable threshold level; that is, 
g(/1, R) = Rth - R@ (6.2) 
For example, for a displacement limit state function, Eq. (6.2) becomes 
(6.3) 
in which U mCf1) is the maximum nodal displacement; Uth is a given displacement lev-
eL 
According to this limit state concept, an alternative definition of the probability 
of failure PF can be given by 
PF=~,R) < 0] 
= I fA.RG,r) dJ. dr 
8G..r}<O 
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= J [J fR{r')dr' lAW dd 
Q g(J. ,r')< 0 J': (6.4) 
in which t~ r) designates the joint probability density function of A and R; 
tR,er') denotes the conditional density function of R for given A = J . 
Generally the evaluation of time variant structural reliabilities is a computation-
ally formidable task for complex systems containing a large number of uncertain 
system parameters. Thus, it is advisable that before starting with these analyses one 
reduces the number of uncertain system parameters according to the sensitivity 
analysis in Section 5.5. 
An overview of the available methods and the introduction of a second order 
asymptotic method in time-variant reliability analysis are given in next two sections. 
They are followed by derivations of a simple formula for sensitivities of the reliability 
with respect to detenninistic parameters. 
6.2 Available Solution Methods 
To evaluate the probability of failure defined by Eqs. (6.1) or (6.4), many 
methods have been developed. Among them, the direct Monte-Carlo simulation 
method theoretically will yield an almost exact solution; however, they may be very 
costly since a large number of time history analyses are required (number of samples 
is approximately 10 to 100 times the reciprocal of the probability of failure to obtain 
results with a high confidence), especially when the analysis is done by a finite 
element method. The numerical integration method also requires a large number of 
time history analyses, in particular when the number of uncertain system parameters 
~" 
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is large. As a result, the use of an approximate method with good accuracy and 
numerical efficiency is necessary. 
Since the total mean and variance of R have already been obtained in Chapter 
5, a heuristic approach is to assume a suitable distribution function for R and then to 
calculate an approximation of probability of failure against a given limit state 
function (Eq. (6.2)). Although this method provides an approximate solution, it has 
two major drawbacks. First, strictly speaking, the perturbation method (Chapter 5) 
yields reasonably good results only for problems with small parameter uncertainties; 
in other words, the coefficients of variation of uncertain parameters cannot be too 
large. Second, since most structures are designed with high levels of reliability, the 
tail behavior of the probability distribution of R, which is most important in the 
reliability calculation, is poorly defined by using only the first two moments and an 
assumed distribution. 
To take full advantage of the information on probability distributions of 
uncertain system parameters and overcome the restriction on the magnitude of their 
uncertainties, Wen and Chen (1987) proposed a fast integration method to evaluate 
the overall reliability. One can also use a similar time-variant first and second order 
method developed by Igusa and Der Kiureghian (1988). Both methods essentially 
incorporate a random vibration analysis into a time-invariant first (or second) order 
reliability method, and generally yield quite accurate results at much less computa-
tional effort compared with the Monte-Carlo simulation method. Although they will 
yield identical results for problems for which they are applicable, the fast integration 
method is more versatile in the sense that it can be applied to all problems for which 
the conditional probabilities of failure given system parameters can be obtained, 
regardless of the availability of the limit state function. Madsen and Tvedt (1990) 
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also developed an efficient nested first order reliability method for problems with the 
response vector L modeled as a stationary Gaussian vector process. 
A second' order method based on the asymptotic evaluation of probability 
integrals (Breitung, 1989) is proposed in this study to determine the overall reliability 
(or overall probability of failure); it is presented in the next section. 
6.3 Second Order Asymptotic Method 
6.3.1 Overview 
As stated before, the uncertain system parameters are represented by a basic 
random variable vector A of size n whose joint probability density function is 
known or can be derived based on prescribed marginal density functions and the 
covariance matrix (Liu and Der Kiureghian, 1989). An additional random variable is 
introduced to account for the conditional probability of failure obtained in the 
random vibration analysis. The overall probability of failure is, thus, defined in 
terms of a (n + 1) -fold probability integral over the failure domain. When the 
probability of failure is small, Laplace method (Breitung, 1989) can be used to derive 
the asymptotic approximation of this integral in the original random variable space. 
Specifically, this asymptotic approximation is obtained by first searching the design 
points where the log likelihood function of the joint probability density function 
reaches a maximum, and then expanding the log likelihood function and the limit 
state function into second order Taylor's series at the design points. The accuracy of 
this approximation obviously depends on the behavior of the log likelihood function 
and the limit state function near the design points .. Whenever it is necessary, other 
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methods, e.g., simulation with importance sampling techniques, may be used in 
conjunction with this method to improve the accuracy and robustness. 
Unlike the traditional first/second order methods, the present method does not 
require the transformation of original random variables into standard normal 
variables; numerical errors and mathematical complication involved in this trans for-
mation are, thus, eliminated. Furthermore, the explicit expressions for sensitivities 
of the probability of failure to changes in deterministic parameters (e.g., parameters 
of density functions) can be easily derived in this method. 
We first derive the conditional probability of failure P/.!1 = ~) and its first 
derivatives with respect to uncertain system parameters, which are required in the 
formulation of this method. 
6.3.2 Conditional Probability of Failure and Its Derivatives 
The conditional probability for a displacement limit state being exceeded as 
defined by Eq. (6.3) is 
(6.5) 
in which F u,/Uth ;J ) is the conditional probability distribution of Um evaluated at 
U m = Uth and A = J; it can be determined based on a state-of-the-art random 
vibration analysis, such as Eq. (4.74) with the associated distribution parameters 
computed via the stochastic equivalent linearization method. 
The first derivatives of PIJ. ) with respect to uncertain system parameters Ai 
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at A = J are given by 
oPIJ) = _ aFu"lUth ;J) 
oAi aA; 
For example, if Fu",Cuth ;J) is defined by Eq. (4.74), Eq. (6.6) becomes 
oPIJ) = _ aFum ac l _ aFum aau 
iJA; aCl aAj aau aAj 
in which 
aFu {[ (Uth )]}{Uth Cl} aa; = FUm -exp -Cl au -C1 aJ 
aCl aCl aao aCl aau 
-=--+--
a~· aau a~· aau aA; 
1 { 1 aail 1 aau} 
=- -----
Cl au a~· au aAj 
6.3.3 Overall Probability of Failure 
We start with the following identities: 
(6.6) 
(6.7) 
(6.8) 
(6.9) 
(6.10) 
-
i 
t 
r 
,. 
t' 
in which fly) and F(y) satisfy 
f(y) = dF(y) 
dy 
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(6.11) 
(6.12) 
As an example, fly) and F(y) may be chosen to be a probability density function 
(PDF) and its corresponding cumulative distribution function (CDF) respectively. 
Eq. (6.11) and the analytic requirements for the current method dictate that the cho-
sen fly) should have an asymptotically vanishing tail (e.g., an exponential tail) when 
y approaches infinity. 
Substitution of Eq. (6.11) into Eq. (6.1) thus gives us 
(6.13) 
in which 
(6.14) 
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Let :!: = [Xl, X2, ... , Xn , Xn+l] = [J , y]T be a vector of size n + 1; Eqs. 
(6.13) and (6.14) can be rewritten in the following alternative forms: 
PF = J fJM 4-
g(!)<o (6.15) 
g(!) = p-l [1 - P /..Xl , .•. , xn) ] - Xn + 1 ; Xn + 1 ~ 0 (6.16) 
in which 
(6.17) 
Based on consideration of simplicity and tractability in' subsequent analysis, 
fly) and F(y) are chosen to be the PDF and CDF of an exponential distribution: 
f(y) = v e-v Y ; Y ~ 0 (6.18) 
F(y) = 1 - e-vy ; y ~ 0 (6.19) 
in which v is an arbitrary positive constant controlling the shape of the exponential 
distribution. Due to the simplicity of F(y) , its inverse function can be shown to have 
the following form: 
1 - 1 r (y) = - In [l-y] 
v 
(6.20) 
Substitution of Eqs. (6.20) and (6.18) into Eqs. (6.16) and (6.17), respectively leads 
to 
(6.21) 
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(6.22) 
If the uncertain system parameters are statistically independent of one another, 
!Xb ... ,xn(XI, ••. ,xn) is equivalent to the product of the individual marginal density 
functions; in other words, Eq. (6.22) becomes 
(6.23) 
where fX1(Xl) through fXn(xn) are the marginal density functions. 
The overall probability of failure defined by Eq. (6.15), along with Eqs. (6.21) 
and (6.22) (or (6.23)), can be, thus, approximated using a Laplace method (Breitung, 
1989). Without loss of generality, the results in the following are derived based on 
Eq. (6.23). 
The log likelihood function is defined as 
IW = In fJ0 
(6.24) 
The first step is to find the design points on the limit state surface gW = 0 at which 
IW is maximized. Generally it is a nonlinear constrained optimization problem; the 
required derivatives of /(j) and gW for commonly used distributions are evaluated 
in appendix H. However, in light of Eq. (6.21), the points on the limit state surface 
gW = 0 satisfy 
(6.25) 
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Substitution of Eq. (6.25) into Eq. (6.24) results in 
(6.26) 
It is seen that the problem is now reduced to that of a nonlinear unconstrained optimi-
zation with only n variables. If there is only one design point ~ = ~* , the asymptotic 
approximation of PF is (Breitung, 1989): 
(6.27) 
in which f ~. 
l. 
(6.28) 
(6.29) 
.. 
in which l(-!·) is always negative if v is appropriately chosen; V l(-!*) is the gradient i -
vector of lW evaluated at :! = :!* ; the (i,]1 -th element of the matrix C(:!·) is equal 
to the (i,]) -th cofactor of a matrix H(-!*) ; the (i,]1 -th element of H(:!*) is defined as 
(6.30) 
l 
in which V g(:!-) is the gradient vector of gW evaluated at:! = :!* . Note that if more I 
than one design point exists, PF is equal to the summation of the contribution from 
all points. i to i 
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One alternate form to Eq. (6.27) is shown to be (Breitung, 1991) 
(6.31) 
in which det(.) denotes the determinant of a matrix; 
(6.32) 
in which the (n + 1) x n matrix A(~·) is composed of n vectors which constitute 
an orthonormal basis of the tangential space of g(!) at -! = ~. , i.e., these vectors are 
orthonormal to one another as well as to the space spanned by V 8{-!.) . Eq. (6.27) is 
computationally easier to carry out than Eq. (6.31). 
In general, this proposed method is conceptually clearer and computationally 
easier to implement than other available reliability methods. Since the original 
random variables and the additional random variable xn + 1 do not need to be 
transformed into standard normal variables, numerical errors and computational 
effort involved in this transformation are eliminated. Another advantage of this 
method is that the explicit expressions for sensitivities of the probability of failure to 
changes in deterministic parameters can be easily derived as shown in the next 
section. The accuracy and efficiency of this method will be examined by a numerical 
example in Chapter 7. 
6.3.4 Sensithity of Overall Probability of Failure to System Parameters 
In reliability re-analysis or in system sensitivity study, the effect of system 
parameters, i.e., those in the probability density functions and/or the limit state 
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function, on Pp may be of interest. It can be easily taken into account in the 
proposed method. The sensitivity of Pp to a parameter r is given by (Breitung, f 
; 
1990) 
(6.33) 
in which V! denotes the gradient vector evaluated with respect to :! at :! = :!-. Its 
non-dimensional form is 
(6.34) 
As in Eqs. (5.26) and (5.27), Eq. (6.34) gives the percentage change in the failure 
probability due to one percent change in the parameter r. 
It is apparent that Eq. (6.33) (or (6.34)) provides a simple expression to 
evaluate the sensitivity of Pp; the additional computational effort beyond computing 
Pp is negligible. 
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CHAPTER 7 
NUMERICAL STUDIES 
7.1 Description of Structures and Excitations 
To illustrate the proposed stochastic linearization method and perturbation 
method, the response of a three-tier plane truss strUcture shown in Fig. 7.1 is 
considered. The excitation is horizontal ground motion, modeled as a Kanai-Tajimi 
filtered Gaussian white noise. It is assumed that each member of this structure can 
be adequately represented by a single plane truss element and there is no viscous 
damping. The uncertain system parameters considered include material constants 
(E(x) , Cy, and d) of each element and model parameters (So, wg , and ~g) of the 
ground excitation. E(x) in each element is modeled as a one-dimensional homoge-
neous random field. The other parameters are modeled as random variables. The 
mean values, coefficients of variation, and autocorrelation function (for E(x)) of 
these parameters are given in Fig. 7.1. All system parameters -are assumed to -be 
statistically independent of one another. 
To demonstrate the usefulness of the proposed second order asymptotic 
method, the reliability of an uncertain linear single-degree-of-freedom system under 
Gaussian white noise is also considered. The uncertain system parameters include 
the natural frequency f and damping ratio ~ of the structure as well as the density 
So and duration T of the excitation. They are assumed to be statistically 
independent. Distributions, mean values and coefficients of variation are given in 
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Fig. 7.2. 
For both structures the approximate solutions are verified by the Monte-Carlo 
simulation method. Numerical results and relevant observations are presented. 
Important computational aspects are also addressed. 
7.2 Three-tier Truss Structure 
An eigenvalue analysis indicates that the fundamental natural frequency of the 
associated linear structure is 11.92 rad/sec. As to the ground excitation, its standard 
deviation is 140.4 (in/sec 2) with the maximum spectral value occurring at a 
frequency of 17.53 rad/sec, according to Appendix 1. 
To examine the accuracy of the stochastic equivalent linearization method, 
Monte-Carlo simulations are first performed on a deterministic system (all system 
parameters are set equal to their mean values) under random ground excitations. 
For one typical run of simulation the displacement and velocity time histories at the 
top of the structure and the stress-strain histories of the first and second story 
columns are shown in Figs. 7.3 through 7.6 respectively. It is observed that the first 
story columns have undergone significant inelastic deformations; the geometric 
nonlinearity contributes to the slightly non-symmetric shape of the stress-strain 
hysteresis. For this structure, in contrast to the highly nonlinear behavior of the 
columns, the braces remain in the elastic range and the beams have very low stress 
level. The time histories of ensemble r.m.s. displacement, velocity, and stress of 
forty simulations are also shown in Figs. 7.7, 7.8, and 7.9; it can be seen that these 
f.m.S. values approach stationarity rather quickly. A sample size of 40 is used. The 
stationary response statistics by the Monte-Carlo simulation method and those by the 
stochastic linearization method are summarized in Table 7.1. The stochastic 
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equivalent linearization method gives results which are lower by 4 to 20%. It 
requires, however, only a small fraction of computational time of Monte-Carlo 
simulations (approximately 1/30 of one run of 40 sec time history in simulations). 
This error is quite typical for the stochastic equivalent linearization method; it 
may be attributed to the Gaussian assumption and inaccurate prediction of the low 
frequency components of the responses. An empirical correction fonnula (e.g., Yeh 
and Wen, 1989) may be used to improve the accuracy. 
According to Table 7.1, the r.m.s. displacement is underestimated by 20%; 
whereas the mean maximum displacement is underestimated only by 8%. The better 
prediction of the mean maximum displacement is due to the overestimation of the 
mean maximum displacement by Eq. (4.75). 
The accuracy of the assumption Bll = Bli! in the element auxiliary equation 
is also examined. It is found that these two terms differ by approximately from 5% to 
19% depending on elements; but its effect on the responses is negligible. 
'When the uncertainties in system parameters as well as the randomness of the 
ground excitation are b~th included, the total variance of the maximum displacement 
increases from 1.31 in 2 (random ground excitation only) to 2.90 in l. Therefore, the 
system parameter uncertainties (mostly the ground motion parameters) account for 
54.8% of the total variance. The results of non-dimensional sensitivity analysis of the 
mean maximum displacement are shown in Table 7.2. It indicates that the response 
of this given structure is insensitive to the material constant variations in beams and 
braces but quite sensitive to those in columns and variabilities of ground excitation 
parameters. In terms of the total variance (Eq. (5.25», the ground excitation 
parameters have the most significant contribution because of their larger coefficients 
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of variation. 
It is noticed in Table 7.2 that the sensitivity coefficients of the mean maximum 
displacement are equal for parameters of left and right columns but are of opposite 
signs for parameters of the braces. The explanation is given as follows. Careful 
examination of Eq. (5.19) reveals that the sensitivity coefficient of the mean 
maximum displacement is composed of three terms. For the columns the term auli 
which has a major contribution is the same, therefore, causing the sensitivity 
coefficients to be almost equal for both columns. On the other hand, for the braces 
the term ljIi which dominates the contribution is of opposite sign for the two brace 
members, therefore, causing the sensitivity coefficients for the braces to have 
opposite signs. 
The effect of the correlation length b of E(x) on the total variance of the 
maximum displacement is also investigated. It is found that the total variance 
becomes 2.88 in 2 when b is relatively small compared with the length of a member 
(i.e., E(x) is close to a banded white noise); whereas the total variance will reach 
2.92 in 2 if b is large with respect to the length of a member (i.e., .E(x) is almost 
perfectly correlated in a member and can be approximated by a random variable). 
The total variance for intermediate values of b will be somewhere between the above 
two extreme cases. It is also concluded that modeling of the uncertain system 
parameters by independent random variables tends to slightly over-represent the 
system variability and provides a good upper bound to the total variance of 
responses. 
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7.3 Single-Degree-of-Freedom System 
The limit state considered of the simple system shown in Fig. 7.2 is defined as 
the maximal positive displacement exceeding a given threshold level d. Based on a 
Poisson outcrossing assumption, the conditional probability of failure with given 
system parameters is 
(7.1) 
in which f is the natural frequency (cps); T is the excitation duration; and 
~ 
au = ~ 4(2nfif; (7.2) 
in which So is the excitation intensity; and ~ is the damping ratio. f, T , So, and ~ 
are treated as random variables; their statistics are given in Fig. 7.2. 
For the case that the system parameters are deterministic and set equal to their 
mean values, the probabilities of failure for several threshold le"vefs are given- in the 
second column of Table 7.3. 
The overall probability of failure considering the uncertainties of system 
parameters is first determined by the Monte-Carlo simulation method with a sample 
size equal to 106 . The results for several threshold levels are shown in the fourth 
column of Table 7.3, which are much higher than those in the second column; it 
indicates that the system uncertainties have a major contribution to the overall 
probability of failure. 
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The overall probability of failure is then evaluated by the proposed second 
order asymptotic method. The results shown in the third column of Table 7.3 
compare well with those by the Monte-Carlo simulation method, especially for 
problems with higher threshold levels (or smaller probability of failure). This is 
expected since the proposed method is based on an asymptotic approximation of the 
probability integral which is accurate when the probability of failure is small. 
The non-dimensional sensitivity coefficients of the probability of failure with 
respect to means and standard deviations of system parameters are also computed 
and shown in Table 7.4. Note that the additional computational effort beyond 
computing PF is negligible. It appears that the probability of failure is most sensitive 
to 1, ~, a~, and So for low threshold levels and to 1, ~, a~, and aSo for high 
threshold levels. The dramatic change in sensitivity coefficients for So and aSo as 
the threshold level increases may be attributed to the shift of the design point toward 
the tail of the PDF of So. When closer to the tail, the major contribution to the 
ol~·, r) 
sensitivity coefficient, i.e., in Eq. (6.34), becomes much larger for r = USo . 
or 
7.4 Computational Aspects 
With regard to the efficiency of the proposed iterative method for the zeroth 
order solutions of response statistics, the assurance of convergence and higher rate of 
convergence are of major concern. Generally the rate of convergence can be greatly 
increased if the starting response statistics (or system matrix G) at iteration i+l are 
chosen to be the average of the starting and the resulting response statistics (or 
syste~ matrix G) at iteration i. On rare occasions, when solving the Liapunov 
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equation using the algorithm proposed by Bartels and Stewart (1972), the conver-
gence cannot be achieved; one possible explanation is that the magnitudes of the 
components in G are of significantly different orders because components of Z are 
much smaller than those of U and U. To overcome this numerical instability 
problem, a re-parametrization (or re-scaling) of the constitutive law is suggested in 
the following. 
Define a new auxiliary variable Zn = z/b, where b is a constant scaling factor, 
such that Zn is of the same order of magnitude as U and U. Eqs. (2.3) and (2.4) 
can be rewritten in terms of Zn as follows: 
a = iiEE + (1 - a)bEzn (7.3) 
(7.4) 
For example. if b = Zmax = Ey , substitution of Eqs. (2.5) and (2.6) into Eqs. (7.3) 
and (7.4) results in 
a = iJ.Ec + (1 - a)EyEZn (7.5) 
z" == (7.6) 
All quantities In\ol\"ing Z in the original formulation are re-scaled accordingly. After 
this minor modlfl~tion, the convergence is achieved for the numerical examples 
examined. 
The complex modal analysis (Mochio, Samaras, and Shinozuka, 1985; Baber, 
1986), which includes only the first few significant modes of response, can also be 
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used to speed up the solution procedure for complex systems. Similarly, numerical 
techniques developed in Probabilistic Finite Element Method (Liu, Besterfield, and 
Belytschko, 1988), i.e., the adjoint method and the pre-transformation of correlated 
basic random variable vector, can be used for the same purpose. 
In the computer implementation of the second order asymptotic method, a 
reasonable initial guess of the design point is essential. For problems with low 
threshold levels the mean vector of system parameters is a good choice. It is not so, 
however, when the threshold level is so high that PI given the mean vector 
approaches zero (e.g., when d ~ 0.50 in Table 7.3) causing singularity in In [P.t1 in 
Eqs. (6.21) or (6.26). Itis suggested that one should start the solution procedure with 
low threshold levels and then proceed to higher threshold levels using the design 
point of previous lower threshold solution as the starting point. It is found that, for 
the quadratic programming method (Bourgund and Bucher, 1986), the number of 
iterations required in search of the design point is less than 10. 
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Table 7.1 Comparison of Results by Monte-Carlo Simulations and Stochastic 
Linearization Method 
Response statistics 
40 Simula-
tions 
Linearization 
R.M.S. top displacement (in) 3.32 2.65 
R.M.S. top velocity (in/sec) 32.92 31.63 
R.M.S. first story column stress (ksi) 22.81 21.82 
Mean value of maximum disp. in 20 sec. 
(in) 8.96 8.22 
Standard deviation of maximum disp. in 20 
sec. (in) 1.42 1.14 
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Table 7.2 Non-dimensional Sensitivity Coefficients of Mean Maximum Top 
Displacement in 20 sec. to system parameters 
System parameters Sensitivity coeffi-
cients 
So .20 
Ground excitation 
Wg -.31 
~g -.07 
First story columns E .11, .11 
(left and right) Gy 
.28, .28 
a .03, .03 
First story braces E -.02, .02 
(left and right) Gy 
-.3E-3,.3E-3 
a .9E-2,-.9E-2 
E .SE-3 
First story beam Gy 
.2E-7 
a .2E-3 
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Table 7.3 Comparison of Probabilities of Failure for a Single-Degree-of-
Freedom System 
Threshold level d No system Second order 106 simulations 
(ft) uncertainties asymptotic method 
0.33 3.3 x 10-4 3.1 X 10-2 5.1 X 10-2 
0.50 =0 3.1 x 10-3 5.2 X 10-3 
1.00 =0 4.5 X 10-5 5.5 X 10-5 
Table 7.4 Non-dimensional Sensitivity Coefficients of Probability of Failure to 
Means and Standard Deviations of System Parameters 
Means and standard deviations of Sensitivity coefficients 
system parameters 
d = 0.5 ft d = 1.0 ft 
1 -12.59 -13.53 
at 0.59 0.83 
~ -8.13 -8.73 
at 3.16 3.53 
So 2.80 0.62 
a~ 0.12 2.51 
T 0.85 0.87 
aT -0.95 -0.95 
20 ft 
20 ft 
20 ft 
12 ft 
.. 
u ~ g ~ 
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Means of System Parameters: 
M = .6 k.sec? lin 
Material Constants of Each Member 
E = 29000 ksi , A = 48 in2 
ey = 0.002 
K = 1 , n = 2 , a = .001 
Q (Density) = 7.3x10-7 kp.sec? lin 4 
Horizontal Ground Excitation 'ug 
(Filtered White Noise) 
So = 150 in2/ se& 
Wg = 19 rad/sec , ~g = .32 
Coefficients of Variation of Uncertain System Parameters: 
a So ~g 
C.O.v. 0.10 0.10 0.30 0.43 0.36 
Random Field Model of Youn~'s Modulus of Each Member: 
E (x) - E [ 1 + g(x) ] 
ag = 0.1 ; b = 120. 
Figure 7.1 Three-tier Plane Truss Structure 
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Ug = wet) 
. ~ 
c = 2M~(2nf) M 
Means of System Parameters: 
f = 2.cps 
~ = 0.02 
So = 0.25 [il / se2 
T = 10.sec 
Distributions and Coefficients of Variation of Uncertain System Parameters: 
f ~ So T 
Distribution Normal Lognormal Type IT Lognormal 
extreme value 
C.O.V . 0.10 0.40 0.60 0.30 
Figure 7.2 Single-Degree-of-Freedom System 
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Figure 7.3 Time History of Displacement at the Top of the Structure 
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Figure 7.4 Time History of Velocity at the Top of the Structure 
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Figure 7.5 Hysteretic Stress-Strain History of the First Story Column 
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Figure 7.6 Hysteretic Stress-Strain History of the Second Story Column 
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Figure 7.7 Time History of Ensemble R.M.S. Displacement at the Top of the 
Structure 
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Figure 7.9 Time History of Ensemble R.M.S. Stress of the First Story Column 
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CHAPTER 8 
SUMMARY AND CONCLUSIONS 
A method of stochastic finite element analysis is developed in this study for 
solving for the response of nonlinear structures with uncertain system parameters 
under random time-varying loadings. Emphasis is on structural nonlinear behavior 
due to both large deflection (geometric nonlinearity) and inelastic deformation 
(material nonlinearity). The random dynamic loadings are modeled as Gaussian 
filtered white noise, whereas the uncertain system parameters are modeled as either 
random fields (Young's moduli) or random variables (yielding strains, hardening 
ratios, as well as the excitation intensity, frequency, and damping ratio). The major 
concern is solution for the response statistics and structural reliability against a given 
limit state. The accuracy and effectiveness of the proposed method are examined by 
comparing with the results of Monte-Carlo simulations. 
The inelastic hysteretic constitutive law of the truss element is based on an 
. . 
explicit differential equation model. The model parameters are detennined in tenns 
of the material property constants according to plasticity theory. Good performance 
of this model is demonstrated through extensive numerical studies. 
Based on a total Lagrangian finite element formulation incorporating both large 
deflection and inelastic deformation, a set of stochastic nonlinear equations of 
motion is obtained. A stochastic equivalent linearization method, in conjunction with 
a perturbation method, is then developed to solve for the total response statistics. 
The response statistics for given system parameters under random loadings are first 
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solved by a stochastic equivalent linearization method. The contribution of system 
uncertainties is then included by applying a perturbation method on the mean 
equation and covariance matrix equation of the linearized system. The present 
fonnulation of system matrices and their derivatives are in explicit forms such that 
the computer implementation is more accurate and efficient. 
A second order asymptotic method is also proposed to evaluate the time-variant 
structural reliability. It can be combined with a random vibration method (e.g., a 
stochastic equivalent linearization method) to obtain the overall reliability. In 
addition, in this method, the sensitivities of the reliability with respect to determinis-
tic system parameters (e.g., means and standard deviations of system parameters) 
can be easily obtained. 
Based on this study the following conclusions are drawn: 
(1) The proposed method provides a systematic way of investigating the response 
variability and reliability of nonlinear structures with uncertain system parame-
ters under stochastic loadings. The numerical studies indicate that it yields 
results which compare well with those obtained by Monte-Carlo simulations, but 
. . 
requires much less computer time. Although this study concentrates on plane 
truss structures, the proposed methodology can also be applied to structures of 
more complexity. The computational time for analyzing large systems can be 
dramatically reduced if the complex modal analysis is performed and effective 
numerical algorithms, such as an adjoint method and parallel processing of 
perturbed equations, are used. 
(2) The numerical study of a three-tier truss structure indicates that the stochastic 
equivalent linearization method yields quite accurate results, including the 
! 
t; 
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prediction of the extreme statistics, with much less computational time com-
pared with the Monte-Carlo simulation method. The system variability and 
loading history randomness are found to have equally significant contr~bution to 
the total response statistics. A non-dimensional response sensitivity analysis 
shows that the most dominant system parameters considered are those of the 
loading model and the material constants of the first story columns. By treating 
the least significant system parameters as deterministic, the number of uncertain 
system parameters in the subsequent reliability analysis can be reduced. 
(3) The proposed second order asymptotic method is conceptually clearer and 
numerically easier to implement than other available reliability methods. Unlike 
the traditional first/second order reliability methods, the present method does 
not require transformation of original random variables into standard nonnal 
variables. Numerical errors and mathematical complication involved in this 
transformation are, therefore, eliminated. Another advantage of this method is 
that explicit sensitivity coefficient of the probability of failure to changes in 
detenninistic parameters can be easily derived. The numerical example on a 
single-degree-of freedom system shows that it gives reasonably accurate results 
at a small fra:tion of the computational cost of Monte-Carlo simulations, 
especially \10 hen the probability of failure is small. It is also found that the system 
uncertainties mJ).e a major contribution to the overall probability of failure. 
(4) It is shown for the proposed method that a single finite element mesh is sufficient 
to deal with probl:ms involving random fields; i.e., no separate meshes for each 
random field are necessary. According to the numerical investigation, it is 
concluded that if uncertain system parameters are assumed to be independent of 
one another, the random variable assumption (or all random fields are assumed 
to be of infinite correlation lengths) for these system parameters provides a good 
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upper bound to the response variability (or a lower bound to the reliability 
index). In other words, the fluctuation of member properties (random fields) 
tends to cause a decrease in the response compared with a system with uniform 
member properties. 
(5) It is demonstrated in this study that the finite element analysis of inelastic 
structures can be greatly facilitated if the inelastic hysteretic constitutive law is 
based on an explicit differential equation model. The chosen model represents 
well the cyclic stress-strain relationship and is particularly useful in equivalent 
linearization analysis of systems under random excitations. ... .... ~ .. ' 
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APPENDIX A 
CONSTITUTIVE LAW FOR I-D ELEMENrS 
Karray and Bouc (1986) proposed a set of constitutive laws for three-dimen-
sional solids, which satisfy approximately the requirements in plasticity: the asso-
ciated flow rule, Prager's hardening rule, and Von Mises yielding criterion. They can 
be written in the following tensor form: 
in which C.)ij denotes the Ci,]) -th component of a tensor; II C.) II denotes the norm of a 
tensor; I C.) I denotes the absolute value; e is the deviatoric strain tensor; and 
Yij = Sij - 7]ij (A.2) 
R" _ y" - f.l K" = 2f1 
jJ - SJ? ' r (A.3) 
in which S is the deviatoric stress tensor; and 
~lj = Ci,! (A.4) 
p. = G - 2(1 ~ v) , SM = jiay (A.S) 
in which Ef' is the plastic strain tensor; E is Young's modulus; v is Poisson's ratio; 
ay is the yielding stress; and 
c 2 EET 
3 E - ET 
(A. 6) 
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in which ET is the strain-hardening modulus. 
For a one-dimensional element, the stress field is completely defined by its 
axial stress au; in other words, the non-zero components of S are 
2 
au and Sn -
3 S33 -
-1 
3 
(A. 7) 
First, we assume that Poisson's ratio v is negligible such that the only strain 
component is the axial strain Cll; thus, the non-zero components of e are 
2 
C11 and en = e33 3 
-1 
= - Cll 3 
(A.8) 
Second, for a perfectly plastic solid, Prager's hardening effect is neglected such that 
Yij = Sij; Eq. (A.1) (when i=j=l) can be transformed into 
" + p' I all I n-l I c"lll all + y' I all \ nEl1 ' . 011 - KCl1 (A.9) 
where 
P' , = p(~r E K' E = Y -- = K. -2<Ty , (A.l0) 
Finally the hardening effect is added by treating the one-dimensional element as the 
combination of an elastic element and a perfectly plastic element (governed by Eqs. 
(A.9) and (A. 10)) in parallel; as follows: 
011 = aEcu + (1- a)z' CA.11) 
., , • R' I" II 'I n-l , ," I 'I n z = K. Ell - I-' e11 z Z - Y ell Z (A.12) 
where a is the hardening ratio. After a change of variable z' = z E , Eqs. (A.ll) 
r 
-
.. 
t. 
I 
l 
J 
.~ i 
J 
I 
._-.j 
and (A.12) become 
all = Men + (1 - ii)Ez 
where 
fi - r -
En 
2 n ' Uy 
K = 1 
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(A.13) 
(A. 14) 
(A.1S) 
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APPENDIX B 
THE FIRST TWO MOMENTS OF Eei 
1 J(i+1)1 
Denoting - g(x)dx by gei, Eq. (3.13) can be rewritten as 
I I 
(B.l) 
Since the mean and variance of gel are 
1 J(i+ lY 
Efge;] = - E[g(x))dx = 0 
I I 
(B.2) 
2 J(i+lY ~ 
Var[ge;] = - (1- -) RdJ)d~ -
I I I 
V(l) (B.3) 
It follows that the mean and variance of Eei are 
(B.4) 
Var[ Et: i] = £2 Vel) (B.S) 
in which Vel) can be derived based on an assumed Rgg(~) . For example, in case that 
Ru(;) is the exponential correlation function associated with a first order auto-
regressive (or Markov) process; that is, 
(B. 6) 
Eqs. (B.3) and (B.5) are evaluated as 
\l-. 
, 
i 
-. 
. , 
.' 
I 
1 
_ .. 1 
, 
i 
1 
'* 
. . . 
. ~ 
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V{l) (B.7) 
Var[E .J = 2Pog 2 Jil ( !-. _ 1 + e-l/b ) 
el P b (B.B) 
Therefore, the coefficient of variation of Eei is 
_ 2h I -lib j 2(' ) C.O.V.(EeD - C.O·V.C£(x» T -;;-1 + e (B.9) 
in which c.o. V.C.) denotes the coefficient of variation. 
For two arbitrary elements within a member whose Young's modulus is 
modeled by E(x) , the resulting random variables Eei and Eej are, respectively, 
defined as 
(B.lO) 
and 
- [ 1 f(j+ l'j ] 
Et:j == E 1 + I )7 g(x)dx (B.ll) 
The covariance of Eei and Eej can be shown to be (Vanmarcke, 1983) 
(B. 12) 
in which 
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10 - Ii - i-Ill (B.13) 
h - Ii-ill (B.14) 
12 = Ii-i + 1·11 (B.IS) 
The extension of the above derivation for a member composing of elements of 
unequal lengths is straightforward and is, thus, omitted here. 
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APPENDIX C 
SYMMETRIZATION OF Ks 
It is apparent that, observing Eq. (3.8), the element nodal internal force f is 
composed of aKs!! as well as (1 - a)K;, in which Ks is not symmetric. The 
objective here is to find an equivalent symmetric matrix Ks' such that Ks'u = Ks!!. 
(f remains unchanged). 
The second row of the explicit expansion of the multiplication of Ks by u is 
E ;A { } = -t- [.5fh (1 + 61) + .5(h](u 1 - U3) + .5~ (U2 - U4) 
By replacing fh and Ul - U3 in the second term of Eq. (C.l) with (U4 - u2)/1 and 
-161 respectively, Eq. (C.l) becomes 
(C.2) 
Similarly, the fourth row of Ks!! can be transformed into 
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E ;A [ ] T -.5fh. (1 + fh) - .5~ - .5th .5fh(1 + lh) .5~ + .581 U (C.3) 
Combining Eqs. (C.2) and (C.3) with the first and third rows of the original Ks!!, we 
arrive at Ks'!! in which Ks' is a symmetric matrix given by 
E .~ 
Ks' =f· 
(1 + 81)(1 + .581) .5fh(1 + 81) - (1 + lh)(l + .581) - .5th(1 + 81) 
.5fh.(1 + fh) 
(C.4) 
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APPENDIX D 
CLOSED-FORM SOLUTIONS OF Is = 2 f: sin" B dB AND r( n; 2 ) 
JC 
D.I Closed-form Solution of Is = 2 f"2 sinn () dO 
Ll 
For the trivial case n = 1, Is simply reduces to 
JC 
Is (n = 1) = 2 f T sin B dB 
L1 
= 2cosL1 (D.l) 
Substitution of Eq. (4.26) into Eq. (D.l) and denotation of eT];!Z by (2 lead to 
Is (n = 1) = 2(2 (D.2) 
For a general case n > 1 , perfonning the integration by part~ on Is , we. obtain 
(D.3) 
Substitution of Eq. (4.26) into Eq. (D.3) and denotation of (b7rZ by e lead to 
2 2\,,-1 (n - 1) IAn) = -(1- e )-2 e + IAn - 2) 
n n 
(D.4) 
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Observe that Eq. (D.4) is a recurrence fonnula which reduces the order of the 
integrand by 2. Successive application of the integration by parts on the remaining 
lower order integration leads to the following analytic solution: 
Is = 2[10 + It + .r 1;] 
1=2 
(D.S) 
in which 
10 = (n -Ll) (n-1)(n-3)(n-5) ..... 1 if n = 2m 
2 n(n - 2)(n - 4) ..... 2 (D.6) 
= Q (n - l)(n - 3)(n - 5) ..... 2 if n = 2m + 1 
n(n - 2)(n - 4) ..... 3 (D.7) 
Q 2!!=1 11 = -(1- Q ) 2 (D.8) 
n 
I . = 2..(1- (2)";1 -i (n - l)(n - 3)(n - 5) ..... (n - 2i + 3) . 2 (D ) I ;z= , ... ,m .9 
n (n - 2)(n - 4)(n - 6) ..... (n - 2i + 2) 
D.2 Closed-form Solution of r( n; 2 ) 
If n = 2m, 
r( n ; 2 ) = mr(m) 
= m! (D.IO) 
If n = 2m + 1 ~ 
l 
'.,. 
~. 
t 
t.. 
:. 
1 
I 
1 
.j 
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= (m + ..!.).rn 1.3.5 ... .. (2m - 1) 
2 2m 
(D.ll) 
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APPENDIX E 
RELATIONSHIPS BEIWEEN 1HE FIRST TW'O MOMENTS OF 
1Jx, fjy,1Jx, AND z AND THOSE OF U, U , AND z 
The relationships between the first two moments o~ 1Jx, 't]y,~x, and z and those of 
u, U, and z, for an element, are given as follows: 
7]:un = (U3m - Ulm)cosa + (U4m - U2m)sina (E.1) 
(B.2) 
(E.3) 
(E.4) 
(E.S) 
(E. 6) 
(E.7) 
(E.8) 
(E.9) 
where 
(E.lO) 
(E.ll) 
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(E. 12) 
(E.13) 
(E. 14) 
. . . . 
Tl = E((U3 - Ul) (U4 - U2)) (E.1S) 
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APPENDIX F 
DERIVATION OF D 
F.l White Noise Excitation 
Recall that D is defined by 
(p.l) 
(p.2) 
If aCt) is modeled by a zero-mean Gaussian white noise w(t) with an 
autocorrelation function Rww(r) = 2nSoO(r) and a power spectral density So, it 
follows that 
U -!lm 
D = 2 E U [Q {ra(t) - M-1Q r Q] (p.3) 
Z 
0 0 0 
- ., 0 E( U(ra(t) - M-1Qr) 0 
- '" 
(F.4) 
0 0 0 
i 
; 
J 
i. 
[ 
I 
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- .. ~ 
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0 0 0 
=2 0 E( iJ {ra(t)}T) 0 (F.S) 
0 0 0 
0 0 0 
=2 0 nS sa ( (J) ) 0 (F. 6) 
0 0 0 
where ~(t) = raCt); the detailed derivation from Eq. (F.S) to Eq. (F.6) can be found 
in Yang and Iwan (1972). 
Recognizing that the autocorrelation function and the power spectral function 
of .!!(t) are given by 
(F. 7) 
(F.B) 
and substituting Eq. (F.B) into Eq. (F.6), we finally obtain 
o o o 
(F.9) 
o o o 
F.2 Kanai-Tajimi Filtered White Noise Excitation 
If aCt) is modeled as a zero-mean Gaussian Kanai-Tajimi filtered white noise, it 
follows that 
120 
,. 
i: 
Xg 
Xg 
D = 2 E U -!Im {o wet) Q -M-~ Q}T (F.10) 
U 
Z 
0 0 QT QT Q 
0 E(xgW(t)) oT QT oT 
=2 Q Q 0 0 0 (F.ll) 1" t 
0 Q 0 0 0 
0 Q 0 0 0 
·i 
i 
,. 
0 0 oT QT Q 
4-
l' 
.iJ: 
0 2:nSo QT QT QT ~ 1 .. 
= Q 0 0 0 0 (F. 12) 
0 Q 0 0 0 £ 
0 0 0 0 0 ~. 
~'-
, 
1 
i 
I 
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APPENDIX G 
DERIVATIVES OF SYSTEM COEFFICIENT MATRICES 
G.I First Derivatives of G and D 
For notational simplicity, the derivative of a quantity (or matrix) X with 
respective to a non-dimensional basic random variable .fi (the yielding strain, the 
hardening ratio, and the random variable Eei of an element, or the loading model 
parameters) is denoted by X in the following. 
As far as the Kanai-Tajimi filtered white noise is concerned, the derivatives 01 
G and Dare 
0 0 QT oT QT 
- 2wgWg' - 2(~g' Wg + ~gOJg') QT QT QT 
G' = 0 Q 0 0 0 (G.l 
Q 0 0 B' A' 
0 0 5l.T 5l.T Q 
0 2nSo' oT 5l.T QT 
D' = Q Q 0 0 0 (C 2) 
Q Q 0 0 0 
0 0 0 0 0 
in which K' , P' , A' , and B' are globally assembled from the first derivat es 
122 
element coefficient matrices; they are given in the next sub-sections. 
G.2 First Derivatives of Kslg,Kz.ig"RI,!!I and HI 
a/ h/ -a/ -hI' 
h/ c/ -h/ -c/ 
-a/ -h/ a/ h/ 
-h/ -c/ h/ c/ 
.Kzlg' -
-d/ 
-e/ 
Tl 
, 
s/ 
RJ' -
cs' cos a 
cs' sin a 
~' -
-cs' cos a 
, . 
-Cs Slna 
H/ - -c/ 
in which 
(G.3) 
(G.4) 
(G.S) 
(G.6) 
(G.7) 
-. 
i 
i 
,.-
t _ 
-r 
~ 
_.i 
·i 
l 
f 
~i 
'I 
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a/ 
(G.S) 
b/ 
(G.9) 
- E 'A [ 2c . 2 ( ,.. ) . 2 ] / - zSIna cosa - Cs COS a - a + Cl SIn a (G.l0) 
d ' EA { , . [""/ '] } [ = -/- C6 Sina - -a + C3 cosa 
+ E'A {C6 sina - [(1 - a)! + C3] COS a} 
/ (G.l1) 
ez' = EA {- C6' COS a - [(1 - ii')! + C3'] sin a} 
/ 
+ EfA {-C6 cosa _ [(1 - ii)! + c3]sina} 
/ (0.12) 
, - EA f[ ( .... , ') +,.] (' . , )} T[ = -/-t - a + Cl cosa C4 Sina 1]:an + Cs Sina-C2 cos a 1'}ym 
+ fIm' cos a - f2m' sina (G.13) 
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I - EA ([ ( .... I '). I ] (' . I)} 
s[ = -1- - a + Cl Slna -C4 cosa 1Jxm - C2 Slna + Cs cosa 1Jym 
+ t1m I sin a + tm:' cos a (0.14) 
A .... , 
CI' = ;2 [611Jxm' + 3E(rii) I + ECrG)'] + ~2 [611Jxm + 3ECii) + ECrjf) ] (0.15) 
r 
A . ~, 
c/ = ~ [17Jym' + E(7Jx7Jy)'] + ;2 [17Jym + E(7Jx17y)] (0.16) 
I (1 -) I -, C3 = - a 1Jxm - a 1Jxm (0.17) 
(0.18) 
.... ...., 
cs' = ;2 [217J177,' + E(rrx)' + 3E(ri;) , ] + ~2 [217Jxm + E(rrx) + 3E(ri;)] (G.19) 
(0.20) 
, y' W + {3' TIT + Y W. I + {3 TIT' C7 = - 3 - rr 4 - 3 - rr 4 1 / 1 / (0.21) 
I Y' W + {3' w + Y W' + {3 TIT' C8 = - 1 - 2 - 1 - Y'r2 / / 1 1 (0.22) 
1 
t 
in which r 
(0.23) 
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(G.24) 
W ' - 1 r( n + 1) 2!!. n-l, 2 - C 2 naZ aZ 
-I:J! 2 
(G.25) 
W3' = -r (n ~ 1)0: -0: n-20:' + 0:.'0: n-l ~1];Z J + n21- (n + 2)[ ][2(1- f) _ 2\";1 :J! 2 1]x Z Z 1]x Z n 
. I ] + na1]~a/-l r( n + 2)· 21-[- 2(n + 1) (1 _ _ 2\.!!::l _ .' 
(2TJrtJ:z S 7C 2 n eT/;Z ) 2 fbj;zQT/ZZ 
(G.26) 
(G.27) 
in which 
= 2 sinn- l Ll QTJ";z' (G.28) 
(!q:z' ~ JE<!;)E(:?) [ E(~,z)' -~ Q~.z(E(~l)E(?)' + E(~l)'E(?») ] (G.29) 
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G.3 First Derivatives of Eqs. (4.6) and (4.7) 
-¥;~ r = _ 21]:rm',jlym + 2E( 1]x1Jy) , 1]ym - 6,jl:rm1]:rm' + [3E( rfx) + 212 + 
E(~)]1]:rm' + 3lE(riir + IE(rjJ)' + 212( ~ -1 ) E(1]..z) , 
- 4t]xm1]ymt]ym' + 2E(1]~y)1]ym' + [3E(1Ji)' + E(~)' ]1]xm 
+ '212(- a' )EC ) _ 2fm!+Ca'E + tiE') 
d2 1]~ a2f.UE2 
-Y;~ 14 = - 21]ym',jl:rm + 2E(1]x1Jy)'1]:rm - 6ri}",1]ym' + [3E(~) + 
E(rd)l1]ym' + 21E(1]x1Jy)' + 212( ~ - 1 )E(1]yZ)' 
- 47]ym1]xm1Jxm' + 2EC7]x1]y)7]xm' + [3ECri;)' + E(rG)' ]7]ym 
+ '212 ( - a' )EC ) _ 2f2n/.4Cii'E + dE') 
d2 1]0 a2f.UE2 
G.4 Derivatives of Relationships in Appendix E 
(G.30) 
(G.31) 
The relationships in appendix E are all linear in terms of the response statistics 
and are not involved with the basic random variables. Therefore, the first derivatives 
of these relationships can be obtained by simply replacing each response statistics 
with its associated response statistics derivative. 
-
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APPENDIX H 
I DERIVATIVES OF /(j) AND g(i) 
1 
I 
H.t Derivatives of /(j) 
Taking the first and second derivatives of Eq. (6.24) with respective to 
:Xi (i = 1,2, ... , n) and Xn + 1 leads to the following equations: 
al(j) = a In PXlXi) 
aXi aXi 
i = 1,2, ... ,n (H.l) 
.. 
i = 1,2, ... , n (H.2) 
! 
al(j) = a In!xn+l(xn+ 1) = _ v 
axn +1 aXn +1 
(H.3) 
a2/w = a21n!xn+1(xn+1) = 0 
axn +12 aXn +12 
(H. 4) 
(H.S) 
in which Eqs. (I-I.l) and (H.2) can be further explicitly evaluated for several 
commonly used distributions as follows: 
(1) Type-I asymptotic distribution 
Its PDF is given by 
(H. 6) 
in which 
n 
a =--
n 16 0Xj 
.5772 
Un = Xj---
Eqs. (H.1) and (H.2) become 
(2) Lognormal distribution 
Its PDF is given by 
in which 
~= 
- 1;2 l = lnx· --
l 2 
Eqs. (I-I. 1) and (H.2) become 
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(H. 7) 
(H.8) 
(H.9) 
(H.lO) 
(H.ll) 
(H.12) 
(H.13) 
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(H. 14) 
a
2[(i) = (1-~) ~_ I-lnxi 
ax? ~2 x? ~'2x? 
(3) Gaussian distribution 
Its PDF is given by 
(H. IS) 
in which 
; = aXi (H.16) 
(H.17) 
Eqs. (!-1.l) and (H.2) become 
(H.18) 
H.2 Derivatives of g(.!) 
By differentiating Eq. (6.16) with respective to Xi (i = 1,2, ... ,n) and Xn+l up 
to the second order, we obtain 
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aM a[F""l[l- PPl, ... ;Xn)] ] 
-- = ------=-~~-- ; i = 1,2, .. 0, n 
axi axi (H.19) 
aM 
--=-1 
axn +l 
(H.20) 
(H.21) 
a2M . -...;;;....;;..~ = 0 ; I = 1,2, ... , n + 1 
aXiaXn+l 
(H.22) 
For the current choice of gW defined by Eq. (6.21), it can be shown that Eqs. (H.19) 
and (H.2l) become 
aM -1 aPf 
-- = ---- ; i = 1,2, ... ,n 
ax; v PfaXi (H.23) 
(H.24) 
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I APPENDIX I j 
J PROPERTIES OF KANAI-TAJIMI FILTERED WHITE NOISE 
1 
I 
The response 2~gmgig + W~g resulted from the Kanai-Tajimi filter (Eq. (4.55)) 
7 denoted by a(t) , possesses the following Kanai-Tajimi spectrum: 
(I.1) 
Its maximum occurs at W = Wmax , where 
j [
- 1 + 1 + 8~/ 0.5 
W max = 4~/ Wg (I. 2) 
is the dominant frequency of aU) . 
The variance of aCt) is given by 
J (Xl W 4 + 4r 2(J) 2(J)2 1 + 4r 2 2 g Sg g Sg Ga(t) = So (2 2)2 4 r 2 2 2 dw = nSO(J)g ~ -(Xl Wg - W + Sg Wg (J) 2 g (I.3) 
J 
J 
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