Mobile communication has a great potential to the users due to fulfilling the dreams of real-time multimedia communication like voice, image, and text. The huge amount of data redundancy in still image should be compressed using exact image compression algorithm (ICA) before transmitting via wireless channel. Thus, an ICA should be adaptive, simple, and cost-effective and suitable for feasible implementation. Hardware implementation of the different algorithms has improved using modern, fast, and cost-effective technologies. The main aim of this paper is to review and demonstrate various ICAs developed based on image transmission via wireless channel as well as their hardware implementation. Finally, this review makes bridge for researchers to the future relative studies between different algorithms and architectures, and stands as a reference point for developing more controlling and flexible structures.
During the 1990s, third-generation (3G) mobile system was defined and designed which would eliminate previous incapability and became a truly global system. An interim step was being taken between 2G and 3G; the 2.5G was implemented in 1999. In 2004, on-going 3G MC system was implemented in Europe. The 3G system has higher quality voice channels, as well as broadband data capabilities up to 2 Mbps. However, the demand for higher access speed multimedia communication in today's society, which greatly depends on computer communication in digital format, seems unlimited.
Factors Effecting Image Compression for Mobile Communication
The technological advancement over the past decades has initiated many applications of digital imaging, such as medical imaging, desktop publishing, graphics arts, color facsimile, and newspaper. For many modern applications such as distributed multimedia systems, rapid transmission of image is necessary. Images are used in multimedia for browsing, retrieval, storage, and slide show. There are some factors that need to be considered while developing ICAs for MC. These factors are as follows:
(1) Bandwidth requirement: Bandwidth is the amount of information that can be transmitted over the communication lines at one time. Transmission of image data using simple techniques requires a bit rate that is too large for many communication links or storage devices. ICA prior to transmission should reduce the amount of information to be transmitted. Thus, it helps lowering the bandwidth requirement and cost; higher the bandwidth, faster the data transfer via channel. (2) Robustness to transmission errors: The image compression techniques that are robust to transmission channel errors are essential in wireless image communication, because wireless communication channels suffer from burst errors, where a large number of consecutive bits are lost or corrupted by the channel-fading effect. (3) Storage capacity: ICA is used to reduce the number of bits required to store an image in the computer memory or transmit it over a communication link. Image data contains more information and occupy memory space to store and process as files or collection of bits. Costs as well as time cost of transmission and storage tend to be directly proportional to the volume of data. Therefore, an appropriate ICA reduces the memory requirement of device. (4) Computation speed and complexity: Implementation complexity is measured in terms of total number of arithmetic operations at a time. Algorithm should not be complex. A simple and easily understandable algorithm is acceptable to user. The complex algorithm increases the number of arithmetic operations and delays. (5) Latency: Two types of delays are considerable for image communication: First, coding delay expressed as the total time to encode and decode input; second, the times for transmitting the data to the receiver end. Total delay can irritate the users. Data-packet synchronization between transmitter and receiver ends also has to be considered, because of losing packet in the fading channel. The network protocols send a re-send request to the transmitter end and wait for the data. It increases the total delay. (6) Enhancement of real-time applications: The ICA in real-time applications focuses on the problem of how to reduce the computation time to encode images with high coding efficiency. Nowadays, research challenge includes developing real-time compression algorithms and guaranteed quality of service in multimedia applications. (7) Hardware suitability: The feasibility of hardware implementation is another important factor for an ICA. An algorithm might have good compression ratio and less memory requirement, but its hardware implementation is complex.
Image Compression and Mobile Communication
The study on image compression is a major research area over the previous years.
Even though a lot of research effort has been devoted to this field, still there are a lot of shortcomings in terms of the memory requirements, computational time, and adequacy of wireless channels' bandwidth. Basically, image compression technique has three stages; these are transform, quantization, and encoding as shown in Fig. 1 . Raw image is represented as a two-dimensional array of coefficients, each coefficient representing the brightness level of that point. The main objective of transform stage is to convert the raw image of spatial domain into frequency domain for further processing. After the transform stage, each frequency component is quantized (divided by a certain value) to reduce the amount of information, which needs to be transmitted. The third and final step is encoding, in which these quantized values are encoded using encoding-based techniques to reduce the size of the representation.
Researchers have developed number of ICAs. These are subband (SB) transform coding algorithm, Vector Quantization (VQ) algorithm, entropy coding algorithm, JPEG image compression standard, JPEG2000 ICA, and predictive coding algorithm. Each algorithm has its own advantages and disadvantages. 
Transform coding
Encoding each pixel separately is inefficient since it does not use the substantial correlation among pixels in a pixel block of a digital image. Transform coding is an effective way to encode a block of pixels through performing a linear transformation on these pixels and encoding the transform coefficients obtained from the transformation. The idea is that a suitable transformation produces fewer correlated transform coefficients than the original pixels and the information may be concentrated into fewer transform coefficients. Thus, a fewer bits can be used in the encoding process. Another factor supporting transform coding is that the human visual system has perceptual masking effect so that some frequency components are not as sensitive to encoding errors as others are. By allocating fewer bits for those masked frequency coefficients, transform coding can produce an image that is perceived to be of superior quality. Many types of transforms have been tried for picture coding, including Karhonen-Loeve, Walsh-Hadamard, lapped orthogonal, discrete cosine (DCT), and recently, wavelets. The various transforms differ among themselves with basic ways in picture coding. There is a well-known compression technique that makes use of DWT, namely SB coding.
The basic idea of SB coding is to split up the frequency band of the image and then to code each SB with either Pulse Code Modulation (PCM) or Differential Pulse Code Modulation (DPCM). An SB coding is done using a coder and bit rate matched to the statistics and visual significance of that SB. The Quadrature Mirror Filter (QMF) tree is used for SB coding. QMF is a popular means of performing SB signal decomposition into channels of reduced bandwidths. SB coding shown as in Fig. 2 splits a signal into two bands by reducing the resolution by 2. The highpass signal is refined details of the low-pass signal. In the ideal case, this two-band approach leads to a perfect representation of the original signal.
Crochiere et al. 5 first introduced the concept of SB coding in 1976 in the context of speech coding. In 1986, Woods and O'Neil 6 extended this concept to the encoding of monochrome images. The development of the SB image coding scheme 
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was to provide a new window of image processing and compression. The advantages of the scheme were high efficiency, less implementation complexity, and good subjective error properties. Thus, the method was appropriate for progressive image transmission at bit rate of interest. According to them, these are M SBs of equal bandwidth; each SB has been subsampled by M in each dimension. Thus, if B k assigns bits to SB k, the average bit rate is expressed as shown in Eq. (1) .
here k represents the index of SBs ij. In 1988, Gharavi and Tabatabai 7 introduced an SB-coding scheme, in which a QMF band was used to split an image into seven unequally divided SBs. DPCM was used to encode the lowest-frequency SB. Zero-memory quantizers that had a center dead zone to eliminate the picture noise of the higher-frequency SBs were used to encode the other SBs. The scheme was considered for color image coding. The advantage of the algorithm was capable of transmitting image at high compression ratio and an alias-free reconstruction of the input image. Since the algorithm eliminated the higher-frequency SBs, it got some degradation of the reconstructed image.
In 1996, Heusdens 8 designed Lapped Orthogonal Transform (LOT) for image compression. Perfect reconstruction (PR) linear-phase filter bank (FB) with orthonormal analysis and synthesis filters was generated in the work. Furthermore, two additional perception-related constraints on the filter responses were added and translated these conditions to constraints of the constituent matrixes A and −A. LOT did not introduce blocking artifacts. In 1998, Wei et al. 9 constructed General Biorthogonal Coifman Wavelet (GBCW) systems, a new class of compactly supported biorthogonal wavelet systems for image transform coding. It is used with vanishing moments equally distributed for a scaling function and wavelet pair. A time-domain design method was employed, and closed-form expressions for the impulse responses and the frequency responses of the corresponding dual filters were derived. The resulting filter coefficients were all dyadic fractions, which was an attractive feature in the realization of multiplication free DWT. Even-ordered systems in the family were symmetric corresponding to linear-phase dual filters. In particular, three FBs in the family were systematically verified to have competitive compression potential to the 9-7 tap biorthogonal wavelet FB. The three FBs in the family have much smaller computational complexity in terms of floating-point operations required in transformation and therefore indicate a better tradeoff between compression performance and computational complexity. The GBCW-9-7 FB has slight disadvantage in terms of PSNR and maximum error in image quality. The algorithms for computing the DWHT provided a much-reduced structural complexity if the classical divide-and-conquer strategy was applied to a form of the relation defining the DWT or DHAT computation. The input and output quantities were treated as vectors with two elements. The formation of vectors from the raw input data allowed the computation of two two-point transforms by a single butterfly. The algorithm essentially consisted of two parts.
In the first part, N two two-element vectors were formed by computing two-point transforms of ordered sets of two values of the N input samples containing number of samples apart. In the second part, each butterfly of an interconnected network of butterflies operating on two two-element input vectors produced two two-element output vectors. The algorithm provided the advantages of reduced number of bitreversals and array-index updating operations and did not require independent data swapping operations. The reduction in these operations readily translated into a reduction in the execution time.
In 2000, Breazu et al. 11 proposed a new architecture for compressing still images based on Karhunen-Loeve transform (KLT) implemented by NNs. The method was based on the well-known adaptability and learning abilities of the NNs. The optimum linear transform known as KLT was difficult to implement in the classic way and therefore usually replaced by the DCT. Due to continuous improvements of the NN performances, the drawback of the classical KLT (very expensive computationally) was overcome, and the KLT method becomes more accurate than ever. This topic was the inclusion of the quantizers into the learning process so that the quantization error introduced by one quantizer was partially compensated by the learning in the next neurons. In this architecture, the compression was very fast and image quality was changeable easily by choosing the number of first KLT coefficients. VQ, like transform coding, is another block coding technique. Instead of encoding scalar samples, VQ operates on vectors, an ordered set of real numbers. The principle behind VQ is based on the pioneering work of Shannon who showed that encoding vectors is always better than encoding scalar samples in terms of compression efficiency. For image coding, VQ is sometimes referred to as Matrix Quantization (MQ), since a digital image or a block of pixels can be represented as a matrix.
In 1988, Westerink et al. 12 considered VQ with SB encoding for the asymptotic case at high bit rates. The coding gain of VQ over scalar quantization was computed analytically. The algorithm consumed much CPU time during simulation, but it was a suitable technique for hardware implementation, possible to incorporate noise shaping between the SBs and no bit allocation procedure was necessary. In 1988, Kim et al. 13 described SB coding of color images using Finite State Vector Quantization (FSVQ). A memoryless VQ exploited the statistical redundancy between pixels within a vector to reduce the bit rate. Although simple memoryless VQ schemes yield acceptable performance at low bit rates, the FSVQ scheme showed to be more efficient. The FSVQ scheme exploited vector-to-vector
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correlation within the image to improve performance over memoryless VQ at the same bit rate. There was significant amount of computation together with the coding process, although the performance of the approach was superior at low rates. It was difficult to use the approach for high bit rate representations due to the extremely large required codebook size. There were several disadvantages in the conventional VQ techniques; these were high computational complexity in finding a relatively large codebook, large memory requirement for sorting the codebook, low bit rate limitation, and weak robustness to transmission bit rate. These disadvantages were more problematic to design VQs for wireless and portable devices. the dimension of the vector quantizer was matched to process SB in a wavelet-based coder. It allowed designing an error resilient entropy coder. The method was inexpensive in terms of computational cost, provided good compression performance, and yielded significantly better error resilience than existing image coding methods.
Entropy coding
Recently, the wavelet decomposition has been proved to be a better tool for image compression. Especially for very high compression ratio, it performs better than DCT-based JPEG. Thus, the new JPEG2000 standards adopt wavelet SB coding. In wavelet-based compression algorithm, the original multiresolution image is decomposed into a low-resolution signal and a different signal. The low-resolution signal is an average of the low-frequency signals and is calculated by applying lowpass filtering followed by subsampling. The low-resolution signal can be described by a smaller number of samples than the original image. The difference signal is the difference between the low-resolution image and the actual image. It can be coded with a smaller number of bits per pixel. Thus the total number of bits required to encode the image is smaller than the original image. 19 Embedded compression algorithm is a DWT based ICA. The DWT technique has been widely used recently because of its ability to solve the blocking effect introduced by DCT and its suitability in multiresolution analysis. The various features of the algorithm make this scheme popular and suitable for image communication system. In 1993, Shapiro
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at the beginning of the bit-stream, the bits are "ordered in importance". The EZW algorithm contained the following features:
• DWT which provided a compact multiresolution representation of the image.
• Zero-tree coding which provided a compact multiresolution representation of significance maps, which were binary maps indicating the positions of the significant coefficients. Successive approximation provided a compact multiprecision representation of the significant coefficients and facilitated the embedding algorithm.
• A prioritization protocol whereby the ordering of importance was determined, in order by the precision, magnitude, scale and spatial location of the wavelet coefficients.
• Adaptive multilevel arithmetic coding provided a fast and efficient method for entropy coding strings of symbols and required no training or presorted tables.
• The algorithm ran sequentially and stopped whenever a target bit rate or a target distortion was met.
In 1995, Xiong et al. 21 introduced a new image coding algorithm that exploited the idea of space-varying wavelet packets, where the best FB representation was chosen from a large library. The FB tree representations in the library were free to vary in structure over different segments of the image and got a fast search algorithm. The library of representations was based on FB tree structures. They illustrated the improvement of the Space-Frequency Tree (SFT) pruning algorithm over the double tree, considering the case of one-dimensional signals. The doubletree algorithm calculated the best single tree for the whole signal and stored the cost. It then calculated the best single tree for the first and second halves (segmented in time) and stored the costs and the best single trees for the signal segmented in time. These splits are illustrated in Fig. 4 (a) for a tree of depth two. The shortcomings of the algorithm were clear that there were many more frequency splits (upward sloping lines) and time splits (downward sloping lines). While it explored all possible frequency splits over binary time segments, it neglected to explore any time splits over frequency segments. The excessive frequency splits are rectified in the tree of Fig. 4 (b). This tree represents the achievement of the library of time and frequency splits. The best tree starts at the deepest level and compares whether time or frequency splitting is best at each node. The number of comparisons to be performed grows exponentially with depth. The advantage of the scheme was to achieve the better coder gain. However, the approach is not feasible for large number of SFT transformations in the library. In 1996, Said and Pearlman 22 enhanced the performance of EZW by presenting a more efficient and faster implementation called SPIHT. The SPIHT algorithm encoded images using bit planes and it performed two passes for each bit plane. While one pass determined sign values and the implicit location information of significant wavelet coefficients (i.e., sorting pass), the next pass sent the refined bit values of the significant coefficients, which were determined up to the current bit plane (i.e., refinement pass). To reduce the number of magnitude comparisons (message bits), they defined a set-partitioning rule that used an expected ordering in the hierarchy defined by the SB pyramid. The objective was to create new partitions such that subsets which were expected to be insignificant contain large number of elements. Those subsets expected to be significant contain only one element. According to Said and Pearlman, the way subsets of coefficients were partitioned was based on the sorting algorithm in which the coefficients were selected such that 2 n ≤ |c i,j | < 2 n+1 , with n decremented in each pass. Given n, if |c i,j | ≥ 2 n then the coefficient is significant; otherwise it is insignificant. The sorting algorithm divides the set of pixels into partitioning subsets τ m and performs the magnitude test as Eq. (2).
τ indicates the significance of a set of coordinates, and n indicates the number of bits. Level 3 of wavelet decomposition is the coarsest resolution, and level 1 is the finest resolution. In hierarchical decomposition systems, with the exception of the finest level, every coefficient at a given level is related to a set of coefficients at the next finer level. The coefficient at the coarser level is called the parent, and all the coefficients to the same spatial location at the next finer level are called its children. Figure 5 shows the parent-offspring dependencies in the tree structure.
SPIHT provided low bit rate and progressive transmission for images. However, its output bits have a tendency toward error propagation, especially over errorprone wireless channels. The tendency not only came from the sequential dependency between SPIHT output hits but also came from the variable-length coding (VLC) format of SPIHT. Therefore, in 1997, Man et al. 23 proposed a fixed-length coding (FLC) format. The advantages of SPIHT technology were good image quality with a high PSNR, fast coding and decoding, a fully progressive bit-stream, lossless compression, and ability to code for exact bit rate or PSNR. In 1997, Sherwood and Zeger 24 demonstrated the use of exact equal error correction techniques to protect equally all the bits generated by an entropy coded scalar SPIHT coder, which was very reliable in noisy channel. A number of researchers described vector extensions VSPIHT to these scalar algorithms. In 1998, Knipe et al. 25 proposed a vector extension of the SPIHT using modified shape codebooks based on LVQ named ModLVQ. The most promising feature of LVQ was the existence of simple and fast encoder/decoder and offered a significant reduction in the encoding complexity. Improvement of performance was the main goal of ModLVQ. It was not always possible to design efficient entropy coder for very large codebook. In 1998, Mukherjee and Mitra 26 modified SPIHT with successive refinement Voronoi Lattice Vector Quantization (VLVQ) for embedded wavelet image coding. VLVQ was a lattice or lattice closet codebook, usually having high scale in the shape of the zero-centered Voronoi region of a different lattice. The objective of the algorithm was to develop a generic framework for progressive refinement uniform VQ used for a variety of gradual refinement applications such as embedded coding or progressive transmission. The scheme was more generic than the gain shape type VQ used by Knipe et al. 25 During the same time, Mukherjee and Mitra 27 used trained VQ method with SPIHT algorithm to yield superior efficiency. The algorithm had a good compromise between storage complexity and efficiency. However, lack of robustness was a severe problem of the method in many applications, where bit error was unavoidable in the channel between the encoder and the decoder. In 1998, Sherwood and Zeger 28 improved and extended their previous work in the case of fading channels incorporating a second layer of Reed-Solomon (RS) code protection over the concatenated code. An increase in the worst-case delay was accepted as a result. The objective of channel coding in such methods was to prevent the occurrence of all decoding errors, because a single bit error led to lose synchronization between the encoder and the decoder. Also the system was efficient only for the channel conditions of a particular design. In 1999, Man et al. 29 developed noise resilient wavelet image coders based on zero-tree coding on coefficients grouped into high-dimensional vectors. To allow unequal error protection, the sequence of wavelet coefficients was subdivided into two different pieces of information: the location information, MAP, and the value information, QUAN. The MAP information was modeled using either a modified zero-tree structure or a quadtree and context-based modeling structure. The QUAN information was modeled using one of four multistage multidimensional lattices, which were known for their high computation/compression efficiency and error resilience levels. The embedded property was given up in doing so. In 1999, Mukherjee and Mitra 30 explained an independently developed scheme similar to the concept developed by Man et al. 29 in 1999. They used vector set partitioning with fixed-length trained classified VQ (CVQ) instead of untrained LVQ for improved efficiency. The main goal was not to prevent the occurrence of all errors but to accept a few errors without loss of synchronization. With the approach, good performance was obtained even with very simple channel codes. However, the use of trained VQ was led to greater source coding complexity. EBCOT is another popular encoding algorithm based on wavelet transform proposed by Taubman 31 in 2000. In EBCOT coding, code-blocks are encoded independently. For each code-block, coefficients are encoded starting from the most significant bit plane (MSB) with a nonzero element toward the least significant bit plane (LSB). Each coefficient bit in a bit plane is selected to be included in only one of the three coding passes called significance pass, refinement pass, and cleanup pass, by using coefficient bit modeling. The coding pass data are then arithmetic encoded by a context-based adaptive binary arithmetic coder, which is called MQ-coder in JPEG2000. Figure 6 illustrates this two-tiered compression paradigm of the EBCOT ICA. In 2000, Mukherjee and Mitra 32 presented an evaluation of the degree of inherent robustness of scalar and vector SPIHT (VSPIHT) coders, by dividing the bitstream into critical and noncritical bits. The scheme showed that high-dimensional VSPIHT produced a bit-stream which was more noise resilient in low-noise channels than those produced by scalar SPIHT. Figure 7 shows the comparison of the typical PSNR versus bit used curves for SPIHT and VSPIHT in a noisy channel. SPIHT without arithmetic codes was named O-SPIHT. SPIHT algorithm itself was an efficient algorithm. SPIHT with an arithmetic coder was not much efficient in terms of the performance than the original SPIHT. Therefore, for the application in which performance of the reconstructed image was not important, O-SPIHT was a better choice. In 2000, Alatan and Zhao 33 separated SPIHT output bits into one magnitude bit-cluster and two location bit-clusters, to achieve unequal error protection. However, they disregarded the bit-plane-based transmission of SPIHT. The progressive characteristic of SPIHT was destroyed. In 2003, Fang 35 proposed a modified O-SPIHT algorithm called Clustering SPIHT (C-SPIHT). They proposed C-SPIHT to cluster output bits so that different bit-clusters had distinct but similar bit error sensitivity (BES). This property helped to design unequal error protection for transmitting C-SPIHT coded images over error-prone wireless channels. The scheme eliminated the requirement of the significance pixel bits by adopting a FLC format. In the same year, Su and Wu 36 designed a low memory zero-tree coder (LMZC) in which a compact emplacement of transformed coefficients was proposed to reduce working memory for coding arbitrary shaped objects. With SPIHT's merits, the scheme saved at least 5.3 Mbytes of memory for coding a 768 × 512-color image. The disadvantage of the scheme was that it consumed more computation time than that of original SPIHT. Table 2 shows the comparison with PSNR values for various algorithms at different bit rates (bit/pixels). of compression is widely used, as it is easier to implement and suitable for a large number of applications including motion picture compression. In 1992, JPEG established the first international standard for still image compression, where they used DCT for encoders and decoders. The basic flow of JPEG ICA is shown in Fig. 8 . To implement JPEG, the input image was divided into blocks of size 8 × 8 pixels. Each of these 8 × 8 pixel blocks was transformed by a DCT into its frequency component, and then quantized to reduce the amount of information. These quantized values were then encoded using a Haffman encodingbased technique to reduce the size of the image representation.
JPEG still image compression standards
In 2000, Hou et al. 37 used JPEG image coding for image compression. Remote sensing image was obtained by optical sensor implemented onboard microsatellites. The scheme proposed expanding cloud features to include their cloudland transitions, thereby simplifying their coding subsequent compression. The algorithm did not rely on any threshold and used onboard image editing before the image was transmitted onto the earth. In conjunction with a new quantization table for the coding of the DCT coefficients in JPEG produced significant improvements in the compression ratio, depending on the cloud content of the image. Experimental result showed that the compression ratio over conventional JPEG was an improvement of up to 161%, while their reconstruction error was kept at the same level as that for conventional JPEG. The main disadvantage of the method was that the coded bit rate is lower than a certain value (∼ 0.25 bits/pixel), blocking effects in the decoded image due to the 8 × 8 block two-dimensional DCT. Also, if the image is directly transmitted over noisy channels, which is usually the case for wireless applications, blocks are lost because Huffman coding is a variable-length-code. The noisier the channel is, the more blocks are lost. Because of using VCC, the bit-streams generated according to the DCT-based JPEG standard are very sensitive to channel errors, 38 caused by the loss of synchronization in the decoder.
In 2001, Taylor and Dey 39 described the effect of varying parameter of ICA on energy consumption, bandwidth, and latency focusing on the JPEG ICA. They chose two parameters of JPEG ICA to vary. The first parameter was the scaling of the quantization values used in the quantization step of JPEG. As the quantization level decreases, the image quality increases, but more information is needed to transmit. The second parameter was the Virtual Block Size (VBS). As smaller VBS was chosen, the quality of image and computation energy used in the JPEG algorithm was decreased, while the energy consumed in the encoding portion remained the same. In 2004, Osborne and Abbott 40 used DCT-based JPEG image compression for wireless medical images.
JPEG2000 still image compression standard
Despite the success of the JPEG system, it has several shortcomings. Due to these, the JPEG algorithm was unable to fulfill the users' demand. The desire to provide a broad range of features for numerous applications (such as medical imaging, digital libraries, multimedia, Internet, and mobile) in a single compressed bitstream prompted the JPEG committee. In 1996, therefore, the committee investigated possibilities for a new compression standard that was subsequently named JPEG2000. In November 1997, more than 20 algorithms were evaluated, and a wavelet decomposition approach was adopted as the backbone of the new standard. The fundamental building blocks of a typical JPEG2000 encoder are preprocessing, DWT, quantization, arithmetic coding (tier-1 coding), and bit-stream organization (tier-2 coding). In the following, each of these components is discussed briefly. The first step in preprocessing is to partition the input image into rectangular and nonoverlapping tiles of equal and arbitrary size. Tiling is particularly useful for applications, where the amount of available memory is limited compared to the image size. The block DCT transformation in JPEG has been replaced with the full frame DWT in JPEG2000. The DWT has several characteristics that make it suitable for fulfilling the requirements by the JPEG2000 committee. The quantizer indices corresponding to the quantized wavelet coefficients in each SB are entropy encoded to create the compressed bit-stream. The requirement to create an embedded bit-stream has been made possible by bit-plane encoding of the quantizer indices.
The forward 1D DWT at the encoder is best understood as successive applications of a pair of low-pass and high-pass filters followed by downsampling by a factor of two (i.e., discarding odd indexed samples) after each filtering operation. The low-pass and high-pass filter pair is known as analysis FB at encoder. The low-pass filter preserves the low frequencies of a signal while attenuating or eliminating the high frequencies, thus resulting in a blurred version of the original signal. Conversely, the high-pass filter preserves the high frequencies in a signal such as edges, texture, and detail, while removing or attenuating the low frequencies. Reconstruction from the wavelet coefficients at the decoder is performed with another pair of low-pass and high-pass filters, known as the synthesis FB. The 1D DWT can be easily extended to two dimensions (2D) by applying the FB in a separable manner. At each level of the wavelet decomposition, each row of a 2D image is first transformed using a 1D horizontal analysis FB. The same FB is then applied vertically to each column of the filtered and subsampled data. The result of one-level wavelet decomposition is four filtered and subsampled images, referred to as SBs. Figure 9 shows a three-level, 2D dyadic decomposition and the corresponding labeling for each SB. For example, the SB label kHL indicates a horizontal high-pass (H) filter that has been applied to the rows followed by a vertical low-pass (L) filter, which is applied to the columns during the kth level of the DWT decomposition. As a convention, the SB 0LL refers to the original image (or image tile).
Tremendous computation complexity and taking more time to compute were the main problems of JPEG2000 ICA. However, JPEG2000 addressed some of the shortcomings of JPEG by supporting the following set of features:
(1) Improved compression efficiency. quantized SB coefficients and produced a bit-stream with both FLC and VLC codewords. A higher error resilience was achieved by eliminating the error propagation within FLC sections. A highly efficient coding technique was developed to generate fixed-length codewords for groups of quantization indices and significantly reduced the amount of information to be entropy coded. The coder performed better at low bit rates and at low BERs only. At these situations, the VLC packets were very short, and therefore their surviving rates were high. On the other hand, when the bit rate and/or BER got higher, they were long enough to suffer from one or more bit errors, which consequently caused the cancellation of the whole packet. In 2000, Adams and Kossentini 42 discussed a software-based implementation of the image codec specified in the emerging JPEG2000 standard named Jasper. The run-time complexity and coding performance of the implementation were analyzed in this method that was the main goal of the scheme. Although the Jasper software supported all of the functionality described in the JPEG2000 standard, more work was still required in order to achieve these goals. There were a few missing/incomplete functionalities; most of them were related to ROI coding or error resilience.
In 2002, Taubman 43 demonstrated the use of the JPEG2000 image compression standard for remote browsing of large images. Tailing was the strategy of partitioning the image into smaller tiles and compressing each independently, which was the main problem of remote browsing using JPEG2000. Careful exploitation of the EBCOT paradigm at the heart of the JPEG2000 was more convincing browsing experience. In 2003, Atzori 44 used an approach for robust transmission of JPEG2000 images over wireless channels. The scheme used a wavelet transmultiplexer that allowed for a proper unequal distribution of the transmission power among JPEG2000 packets according to their contribution to the decoded image quality. The major strength of the method was the flexibility on assigning a protection level to each source JPEG2000 packet by selecting the transmission power from a continuous range of possible values. Two additional units (such as group generation and channel coding) were needed for getting error resilient of the JPEG2000 image. In 2005, Yeung and Au 45 proposed an efficient rate control for the JPEG2000 image coding. The conventional Post-Compression Rate-Distortion (PCRD) optimized scheme was not efficient. Three rate control methods were proposed in the scheme to efficiently reduce both computational complexity and memory usage over the conventional PCRD method. The first method called Successive Bit-Plane Rate Allocation (SBRA) allocated the bit rate by using the currently available rate-distortion information only. The second method called Priority Scanning Rate Allocation (PSRA) allocated bits according to certain prioritized ordering. The third method used PSRA to achieve optimal truncation as PCRD without encoding all of the image details and was called priority results. It was shown that the three methods provided a good balance among visual quality, computational complexity, coding delay, and working memory size. SBRA was memoryless, causal, required the least computational complexity, lowest coding delay, and achieved good visual quality. PSRA achieved higher PSNR than SBRA at the expense of larger working memory size and longer coding delay. Priority Scanning with Optimal Truncation (PSOT) gave the best PSNR but required even more computation, delay, and memory.
Predictive coding algorithm
Many powerful compression schemes have been developed in recent years. In particular, DWT has become the most important core technology of image compression. However, schemes using DWT suffers because of computational complexity. Therefore, this may restrict the applications of DWT in the real-time and wireless multimedia at the present stage. On the other hand, predictive coding offers an attractive, efficient, and computationally simple technique. In predictive coding, the difference between an image pixel value and its prediction value is known as prediction error that is quantized, coded, and transmitted. Figure 10 shows the basic block diagram of predictive coding. The quantizer is not needed in the lossless coding mode of predictive coding. The output of the predictor is restricted to be integer numbers, and the prediction error is coded with an entropy coding method. The philosophy underlying predictive coding is to remove mutual redundancy between successive pixels by coding prediction errors. Predictive coding such as DPCM offers an attractive means especially for real-time applications and encoding of high-resolution images. Thus, it has been adopted in the advanced image coding standard JPEG for the lossless coding mode and encoding the DC components of DCT transform coefficients. The performance of predictive coding is essentially dependent upon the design of the predictor. In 1992, Li 46 proposed nonlinear predictive image coding with multilayer perceptions. One of the annoying problems in predictive coding was the sensitivity of a predictive system to the effect of transmission error. Usually, channel coding schemes were used to reduce the effect of transmission errors, which increased the transmitted bit rate and system complexity. According to him, the aim of the nonlinear predictive image coding was to reduce the effect of transmission errors. In addition, no complex channel coding and postprocessing were required, thus made it very simple and effective. To improve the performance of transform coding, in 1992, Kong and Kosko 47 applied the adaptive fuzzy methodology to a simple form of transform coding by using False Alarm Mitigation (FAM) subimage classification to achieve an efficient bit allocation. In 1998, Yu 48 used FL to design efficient predictors for predictive coding of images. He proposed a scheme to solve the problem of imprecise local structures of images of predictive coding in which functions were derived with the gradient-based edge detection method. The predicted values for different patterns were defined using linear extrapolation from available neighborhood pixel values. Figure 11 shows the gradient of images. The predicted value of the current pixel was obtained based on the membership functions and defined for the different patterns. Conventional linear predictors exploit the linear correlation between pixels. However, the best predictor is a nonlinear predictor in which higher-order correlations are also exploited. Yu 48 applied the FL technique to develop an efficient nonlinear predictor for predictive coding of images. It was seen that the fuzzy predictor was superior to the linear and other nonlinear predictors. The improvement in lossy predictive coding with the fuzzy predictor was diminishing with a lower bit quantizer. In addition, the predictor was efficiently implemented based on the analysis of computational complexity. The prediction scheme was processed by a raster-scan of the whole image from left to right and top to bottom. In order to decode the compressed images, the traditional prediction schemes did not use all pixels around the target pixel to predict the color value of that target pixel. The relationship between the neighboring pixels and the current sample pixel is shown in Fig. 12 . For the current sample pixel, only the pixels marked above the thick line were used to predict the sample value. On the other hand, all pixels below the thick line were not utilized for prediction. This was the main disadvantage of the image 50 designed a scheme to overcome this drawback of the traditional scheme.
According to him, both the encoder and the decoder contain an identical predictor. While each successive pixel of an input image, denoted by f n , is introduced to the encoder, the predictor generates the corresponding predictive value, denoted byf n , from the previous inputs. Then, the prediction error e n is calculated as e n = f n −f n . An encoder (like Huffman coding, arithmetic coding, etc.) compressed the prediction errors into a compact data stream. A traditional 2D spatial predictor is usually represented as given in Eq. (3).
The traditional image codecs based on prediction coding are usually used in lossless image compression. Preceding pixels were used as inputs of the designed predictor to ensure that the values of all the pixels of the image can be restored in the decoding step. By building the hierarchical structure of an image, the scheme reduced the limitation of the traditional predictive method of lossy image compression. The designed image compression yielded good compression performance with significant features.
Kuo et al. 50 in 2002 designed an Efficient Spatial Prediction-Based Image Compression (ESPIC) scheme consisting of two phases: the prediction phase and the quantization phase. Based on the pixel geometrical relationship, the scheme separated all pixels of an image into several hierarchical levels. In the prediction phase, instead of using only preceding pixels according to the order of the raster-scan as the input to predict the sample pixels, this scheme utilized the surrounding pixels to predict every central pixel. The four cross-neighboring pixels were used in the first step, and then the four diagonal neighboring pixels were used in the second step. The small image composed by the residual one-fourth pixels were applied to the above two steps iteratively. The SPIHT with multilevel thresholds in the quantization phase was modified by Kuo et al. 50 in 2002. The designed multilevel threshold quantization scheme was taken as a significant of the pixel values, and the hierarchical level was considered in order to further enhance the compression performance. The image compression scheme required a few integer additions and bit shifts in the encoding and decoding processes. The prediction errors were stored in the same places as the central pixels. Thus, the temporary storage space required was significantly saved in the coding process. As a result, an efficient and progressive compression scheme was obtained. The merits of ESPIC were progressive coding, high computation efficiency, less memory requirement, and good visual quality and compression efficiency. These features made the scheme beneficial to the applications of real-time and wireless transmission in low-computational power environments. In 2003, El-Khany and El-Yamany 51 introduced a new adaptive fuzzy predictive coding system for image coding compression algorithm. This adaptive fuzzy prediction methodology was developed by Yu. 48 The coder adopted a noble fuzzy gradient-adaptive quantization scheme that switched among three well-designed nonuniform quantizers depending on the local gradient of the pixel to be coded. This reduced quantization errors in both smooth and edge regions. Consequently higher perceptual quality of reconstructed images was achieved at low bit rate quantization. In 2004, Shi and Xie 52 proposed a new scheme by combining a DPCM transform with an integer wavelet transform, which need not divide image into subblocks, and introduced an excellent SPIHT algorithm. The algorithm improved lossless compression ratio and reduced computational complexity, as well as fully utilized the advantages of the second-generation wavelet. The DPCM transform was used to transform the image by reversible integer wavelet and then got the bit-stream by lossless SPIHT algorithm. Finally, receiving bit-stream recovered the image by corresponding inverse transform. The method was superior to DPCM transform or integer wavelet transforms. Moreover, the scheme was simple and encouraging the hardware and real-time procession.
The first-and second-generation wavelet transform have multiresolution property. But the first-generation wavelet transform coefficients are float. As a result, the quantization error makes lossless compression impossible. During the encoding process, the style of extending the boundary data will affect the quality of recovered image. The second-generation wavelet overcomes these shortcomings. The data compression result was better with additional DPCM pretreatment. The most important characteristic of DPCM is that its algorithm is simple and hardware implementation is easy.
48 Table 3 shows the comparison with different algorithms in terms of advantages and disadvantages. 
Communication Protocols for Coded Image Data Transmission
Protocol is a standard way of communicating across a network. It is the "language" of the network and a method by which two dissimilar systems can communicate. Transmission Control Protocol (TCP) is a protocol which runs over a network. TCP/IP was initially designed to meet the data communication needs of the US Department of Defence (DOD). In the late 1960s the Advanced Research Projects Agency (ARPA) of the US DOD began a partnership with US universities and the corporate research community to design open, standard protocols and build multivendor networks. Together, the participants planned ARPANET, the first packet switching network. The first experimental four-node version of ARPANET went into operation in 1969. These four nodes at three different sites were connected together via 56 kbit/s circuits using the Network Control Protocol (NCP). The experiment was a success, and the trial network ultimately evolved into a useful operational network called "ARPA Internet". In 1974, Vinton G. Cerf and Robert E. Kahn proposed a new set of core protocols for the ARPANET. The official name for the set of protocols was TCP/IP Internet Protocol Suite, commonly referred to as TCP/IP. It is taken from the names of the network layer protocol, Internet protocol (IP), and one of the transport layer protocols (TCP). TCP/IP is a set of network standards that specify the details of how computers communicate, as well as a set of conventions for interconnecting networks and routing traffic. There are two protocols at the transport layer: the User Datagram Protocol (UDP) and the TCP. Using TCP, applications on communication system can create connections to one another over which it can exchange data or packets. The protocol guarantees reliable and in-order delivery from a sender to a receiver. TCP is suitable and reliable for nonreal-time applications in the communication system. UDP was defined in RFC 768 in 1974. UDP was developed for use by application protocols that do not require reliability, acknowledgment, or flow control features at the transport layer. It was designed to be simple and fact providing only transport layer addressing in the form of UDP port and operational checksum capability. Common applications that use UDP include streaming media applications, Voice over IP, Trivial File Transfer Protocol (TFTP) and online gaming. Real-time application is the important application of UDP over TCP.
TCP is a connection-oriented transport layer protocol that provides reliable, in-order delivery of data to the TCP receiver. It is also possible to use TCP for MC network. Since mobile hosts expect the same services offered to the fixed hosts, it is necessary to implement TCP for mobile domain. If TCP is used without any modification in mobile networks, a serious drop in the throughput of the connection is introduced. There are several reasons for such a drastic drop in TCP throughput; these are high BER, frequent disconnection event caused either by signal fades, lack of bandwidth, or handoff. A modification of TCP is indirect-TCP (I-TCP), which is a solution to the problem caused by high BER. I-TCP allowed a mobile host to communicate with fixed network via its current Mobile Support Router (MSR). Another modification of TCP for MC network is Mobile-TCP (M-TCP). The advantages of the M-TCP are used to maintain end-to-end semantics and to handle long term and frequent disconnections. On the other hand the disadvantages are bad isolation of wireless link and processing overhead due to bandwidth management.
In 2001, Magalhaes and Kravets 53 presented a protocol MMTP, Multimedia
Multiplexing Transport Protocol, which supports the transmission of time sensitive rate-based data streams (e.g., audio, video) that may be generated live or from stored data. MMTP is a rate-based protocol designed for transferring multimedia data on mobile system and makes simultaneous use of every communication channel available to send data at the required rate. It uses bandwidth and delay estimation for both determining the available bandwidth and congestion control. Maintenance of these estimations provides natural support for adaptive multimedia applications. Given the characteristics of the multimedia data stream in terms of frame rate and bandwidth requirements, MMTP uses any available communication channels to transmit the data. As the available channel resources change, MMTP adapts, changing the fraction of flow that is being sent on each channel and adding or removing channels as necessary. MMTP provides a best effort service. If the aggregation of available channels does not provide enough bandwidth for the application stream, MMTP will drop packets that cannot arrive on time and inform the application of the lack of necessary resources. In 2002, Wen et al. 54 presented a new TCP compatible transport method suitable for real-time image delivery. It provided a partial guarantee that was proper for real-time transmission. Experimental results proved that it had better throughput and latency than traditional TCP. In 2002, Raman et al. 55 described the design, implementation, and evaluation of the image transport protocol (ITP) for image transmission over the loss-prone congested or wireless network. ITP is a transport protocol in which Application Data Unit (ADU) boundary was exposed to the transport module. ITP improved user-perceived latency using application level framing (ALF) and out of order ADU delivery. Thus, it achieved significantly better interactive performance as measured by the evaluation of peak signal to noise ratio (PSNR) with time at the receiver. ITP ran over UDP. It incorporated receiver driven selective reliability and used congestion manager (CM) to adapt to network congestion. A variety of new receiver postprocessing algorithm such as error concealment can be used for further improvement of ITP. In 2002, Lawabni et al. 56 proposed the idea of revising the classical UDP improving error control paradigm for multimedia transmission over wireless networks. The inefficiency of UDP in wireless context stems from the fact that UDP discards the whole packet even if it only contains a small part of corrupted data. The revised transport protocols enable the delivery of partial corrupted data from the physical and link layer to assist and improve the performance of the packet level error recovery at the application layer. A technique to resolve the problem of missed bit was described without the need to identify the exact locations. This technique was efficient in correcting the missed bits for low code rates. If UDP is used unmodified over a wireless channel, a large percentage of packets will be lost because of two reasons. First, wireless links tend to be susceptible to bit errors, and second, packets transmitted to a mobile that is in a fade will be lost. The first problem may be alleviated to some degree by using some form of Forward Error Correction (FEC) encoding. The second problem cannot be handled as easily at the data-link layer. The implementation and performance of Mobile-UDP (M-UDP) has improved efficiency which follows traditional UDP semantics. The protocol is based on the idea similar to the one used in I-TCP and M-TCP. That is, the UDP connection is split into two at some host close to the mobile user. The host attempts to use any free bandwidth to retransmit packets lost during a fade thus ensuring that the number of lost packets is kept small.
In 2005, Boukerche et al. 57 proposed a Real-Time Transport Protocol (RTP) based transport layer protocol for real-time image communication. It is a transport layer protocol regarding mobile networking and low-speed link. In the work, a short and immediate acknowledge message for each RTP packet was introduced, otherwise referred to as an immediate feedback mechanism. This was similar to the TCP, but no retransmission was involved. The acknowledge message is as short as possible including a message type, a session ID, and a packet sequence number. RTP is widely applied to all types of real-time communications, such as multicast audio conference, audio/video conference, and mixers/translator. RTP provides end-toend delivery services for data with real-time characteristics, such as interactive audio and video. Those delivery services include payload type identification, sequence numbering, time stamping, and delivery monitoring. One important part of RTP is the Real-Time Control Protocol (RTCP), which provides periodic monitoring report of data delivery, minimal control, and identification functionality. RTCP indicates the periodic quality of service. RTP is widely used, but it is specific for each media type and compression algorithm, for instance, RTP for H.261. Consequently, a particular RTP is necessary for 3D image-based streaming.
Real-Time Imaging for Mobile Communication
Real-time image processing differs from "ordinary" image processing in which the logical correctness of the system requires not only correct but also timely output. On the positive side, many imaging applications are well suited for parallelization. Hence, the architectures are faster and parallel. Furthermore, many imaging applications can be constructed without using language constructs that destroy determinism. 58 On the down side, many imaging applications are time critical and are computationally intensive or data intensive, and there are no standard programming languages available for real-time processing. Finally, the science of real-time processing itself is still struggling to produce useable results, especially for parallel processing machines. Real-time imaging is not just about speedy hardware. It involves at least three fundamental tradeoffs:
(1) performance versus image resolution, (2) performance versus storage and input/output bandwidth, (3) the number of tasks versus synchronization.
Of all these problems, only faster machines could solve the first and possibly the second. Furthermore, the problem of expressing image algorithms, finding appropriate programming languages, testing and reliability, and practical software engineering techniques are not readily solved simply with faster hardware. 
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In 1992, Sayood and Anderson 59 presented a differential lossless ICA using Huffman coding method. The algorithm coded each pixel into a set of two symbols, a prefix and a suffix. The prefix was the number of most significant bit, which was identical to a reference pixel, while the suffix was the remaining bits except for the leftmost bit. The algorithm was simple, easy to implement, and significant in compression ratio. Therefore, it was a suitable scheme for real-time application. As the algorithm used Huffman coding method, synchronization was the problem between the encoder and the decoder. In 1995, Moravie et al. 60 presented a new parallel ICA, implemented on Single Instruction Multiple Data (SIMD) and Multiple Instruction Multiple Data (MIMD) architecture. The computation was done using fix point precision; it allowed to process the image compression in real time. The advantages of the scheme were to speed-up calculation, optimize architecture for image compression, and less communication time. However, the method was suitable for lossy compression only.
Since it used fixed-point precision, the algorithm was not applicable for lossless image compression system. In 1999, Tsang and Lee 61 demonstrated a color ICA based on the adaptive decimation by applying the scheme to all three primary color components. The method required only a small amount of computation in both the encoding and decoding processes. Thus, it was implemented to operate in real time with simple hardware and a less amount of memory storage with high compression ratio. The obvious limitation of the approach was the bit rate that significantly increased by three times than that of the requirements of encoding an image. In 2000, Paek and Kim 62 proposed zero-tree wavelet vector quantization (WVQ) algorithm combining the wavelet transform and VQ, which was suitable for wireless communication. The algorithm focused on the problem of reducing the computation time to encode image with high coding efficiency. The conventional wavelet ICA exploited the tree structure of wavelet coefficients coupled with scalar quantization. Their coding performance was competitive with all known techniques that were unable to provide the real-time computation. The algorithm was suitable for wireless image communication, because it provided high coding efficiency, real-time computation, and cost-effective hardware. In addition, the zero-tree WVQ algorithm exploited two different VQ techniques. The MSVQ was known to be robust to wireless channel errors, and the CVQ using zero-vector trees was proved to have the good coding efficiency. However, the computational complexity or hardware size was increased, because the CVQ used a classifier. In 2000, Gashnikov et al. in image size transformation, which made it possible for simple hardware such as PDA to fulfill the task of resizing DCT image in real time. However, the method had slight blocking effect in some part of the image.
Hardware Implementation
One of the major difficulties in designing wireless communication system is the high-energy requirement, which is more than the current battery capabilities. In general, many ICAs have accepted keeping the distortion of constructed image as low as possible for a given bit rate due to the hardware designing constrains. However, in applications such as portable devices, the best image quality may not always be required. Digital camera and mobile wireless communications are two market segments, which are currently exhibiting rapid growth, efficiency, and flexibility. Image data compression is required for storage on removable media or transmission over communication networks. Recent advances in low-cost image sensor technology have greatly contributed to the quality of digital camera products. MCs are emerging from primarily voice-based services toward data services, which open up many opportunities for transmission of images. In 1999, Ravasi et al. 65 presented a joint optimization of the algorithmic and architectural features according to specific system requirements, redesigning the data processing scheduling and the memory storage scheme. They obtained an optimum choice of these factors achieved by analyzing different strategies, referred to as "Stripes", "Sliding-Windows on N layers", "Block-by-Block with External Tree Memory", and "Block-by-Block with Internal Tree Memory". Classical approach to 2D wavelet coding processes one layer at a time in the tree decomposition. The main idea behind Sliding-Windows approach is to exploit dependencies among different layers, and between vertical and horizontal processing in order to try to use temporary samples. The main idea of Block-by-Block is to use the classical scheme to process blocks of input image signal instead of the whole image. Each of these strategies corresponds to an implementation characterized in parametric form in terms of generic architectural features (such as on-chip memory size, on-chip datapath bandwidth, overall filter complexity, external memory size, and external datapath bandwidths). A large amount of temporal samples must be stored between both of two successive layers and between vertical and horizontal processing. Therefore, the simple implementation required the highest external memory size and bandwidth. Thus, extra memory off chip was needed to reduce the on-chip memory. In 2000, Ritter and Molitor 66 presented a promising FPGA-based hardware approach for wavelet-based lossy and lossless image compression. They allowed both parallel wavelet transformation and parallel embedded zero-tree encoding. The partitioned wavelet transformation was implemented on an FPGA prototyping board equipped with an XC4085XLA-HQ240-09 from Xilinx and 2MB external SRAM. The implementation parallelized the transformation of one subimage by interlocked computation of the low-and high-pass coefficients. to save external memory accesses with partitioning the image to be encoded into a subimage, which was stored in the internal memory without accessing the external memory. Most of the running time was the huge routing delays caused by the relative large internal memory blocks in the XC4085XLA. In 2000, Chiang et al. 67 proposed an efficient architecture composed of passparallel context-modeling scheme and low-cost Pass Switch Arithmetic Encoder (PSAE) for EBCOT entropy encoder used in JPEG2000. The pass-parallel contextmodeling scheme merged the three coding passes of bit-plane coding process into a single pass to improve the system performance. Instead of three arithmetic encoders, the PSAE needed only one arithmetic encoder to reduce the hardware cost. The three main advantages of the architecture were fast computation, low internal memory accesses, and low internal memory requirement. In 2002, Ritter 68 introduced the well-known state-of-the-art ICA using waveletbased transformation. The drawback of the approach was tremendous on chip memory requirements and data transfer volumes to external memory banks. This bottleneck was avoided using a partitioned approach to wavelet transform images with negligible internal memory requirements. Based on this idea, he proposed modifications to the well-known algorithm of Said and Pearlman's SPIHT 22 to restrict the necessity of random access dividing the image into small subimages, which can be stored on chip. However, the compression performance in terms of visual property compared to the original codec was still the same or nearly the same. Von Herrn Jörg Ritter proposed architecture for the partitioned 2D-DWT that mainly consists of two one-dimensional DWT units (1D-DWT) for horizontal and vertical transforms. Figure 13 shows the partitioned 2D-DWT architecture. To process a subimage, all rows were transferred to the FPGA over the PCI bus and transformed on the fly in the horizontal 1D-DWT units using pipelining. The coefficients computed in this way were stored in internal memory of different types. This coefficients corresponding to the rows of the subimage itself were stored in single port RAM. The control unit coordinated these steps in order to process a whole subimage and was responsible for generating enable signals and address lines. At the end, the wavelet-transformed subimage was available in the internal RAM. The computational power of the programmable hardware was promising. A hardware prototype of this codec in an XC4000 Xilinx FPGA running at 40 MHz was realized, which compressed images 10 times faster than a 1 GHz Athlon processor.
In 2002, Panigrahi et al. 69 presented a hardware/software reconfiguration methodology, considering co-design of adaptive algorithms and reconfigurable architecture. The scheme achieved an architecture that provided necessary flexibility and performance for adaptive ICAs. In the first step, the adaptation needed an adaptive algorithm in terms of parameters, which needed to be configured during the execution of the algorithm. Then an hw/sw architecture containing the required configurability was designed by provisioning for configurable software module as well as parameterizable ASIC hardware components. Since the software modules and hardware accelerators were designed considering the adaptation needs, the overhead of dynamic adaptation was minimal. In addition, the algorithm supported an efficient execution of run-time adaptation algorithms to select the appropriate parameters and configure the components accordingly. This led a hardware/software reconfigurable architecture that provided software-like configuration overhead and ASIC-like performance. They focused on developing such a hardware/software reconfigurable architecture for the adaptive ICA for wireless communication.
In 2003, Ismailoglu et al. 70 developed a real-time image processing subsystem named GEZGIN, a highly flexible and reconfigurable signal processing satellite subsystem employing JPEG2000 compression algorithm. GEZGIN was developed as an R&D payload for BILSAT-I, the first earth observing microsatellite of Turkey, which was launched into a 650 km sun-synchronous orbit on 27 September 2003. GEZGIN attained a significant increase in the data storage, downlink capacity, and robustness in noisy channels, while maintaining cost-effectiveness using a high degree of parallelism among image processing units. The compute intensive tasks of JPEG2000 algorithm were implemented in dedicated hardware to maintain realtime operation. Image compression time was reduced by run-time supplied quality or image quality measures, improved at the expense of compression time or image coverage. speed and energy requirements. The designed core was implemented as an Intellectual Property (IP) resorting to a VHDL description, and the logical synthesis was carried out targeting an FPGA device Virtex-E from Xilinx. In 2005, Corsonelloa et al. 72 proposed a Field-Programmable System-on-Chip (FPSoC) for lossy ICA using wavelet-based SPIHT. Since lossless compression was not the target of the design, they eliminated the higher-frequency SBs generated by the first level of the wavelet transformation (i.e., LH , HL , and HH ). This elimination was not effective significantly on image quality. Figure 14 shows the software-based portion, formed by the Microblaze microprocessor, program and data memory, bus management circuits, and auxiliary elements for testing purposes. In this FPSoC, five separate buses were used. Two 32-bit Local Memory Buses (LMBs) connected the microprocessor to 32 KBytes of the on-chip block RAM, where program instructions and data were stored. For performance testing purposes, an auxiliary counter was connected to the Microblaze microprocessor through a 32-bit IBM's standard On-chip Peripheral Bus (OPB). Two Fast Simplex Link (FSL) buses were used to connect the microprocessor to the DWT memory and to the Significance Memory. The FSL bus was chosen for communication with the hardware-based portion because it was a fast, unidirectional, point-to-point communication channel. Moreover, it exploited an unshared nonarbitrated communication mechanism that was necessary for deterministic communication. The advantage of the technique was significantly low memory requirement and encoding computational load. The system was not applicable for lossless image compression. In 2005, Gangadhar and Bhatia 73 proposed and implemented high speed FPGA-based architecture for EBCOT tier-I algorithm. The proposed architecture employed parallel processing of the three coding passes used in the context formation module. The architecture wasted no clock cycles in the encoding procedure; on an average codes more than one bit in a clock cycle. A three-stage pipelined architecture was used for the MQ encoder. When implemented on an Xilinx XC2V1000 device, the design performed at 50 MHz, encoding a 512 × 512 gray scale image in less than 0.03 s. This architecture improved the processing time by more than 75% compared to a sample-based implementation by Adams and Kossentini 42 in 2000
and by more than 34% when compared to the architecture proposed by Chiang et al. 67 in 2000.
Conclusions and Recommendation
This review paper deals with findings on ICAs in real-time for MC and gives the comparisons between the algorithms for the future researches on this field.
To overcome the bottlenecks of wireless multimedia communication, it is possible to adopt a suitable source coder adjusting with current communication circumstances and boundaries. ICAs are discussed based on the advantages and disadvantages. It has been shown that DCT-based algorithm is simple and hardware implementation is faster than software-based implementation. The drawbacks are spatial correlation of the pixels inside the single 2D block, the correlation from the pixels of the neighboring blocks is neglected, impossible to completely decorrelate the blocks at their boundaries using DCT, and undesirable blocking artifacts affect the reconstructed images. The DWT-based algorithm has overcome the shortcomings of the DCT; these are higher flexibility, no need to divide the input coding into nonoverlapping 2D blocks, higher compression ratios avoid blocking artifacts, transformation of the whole image introduces inherent scaling, and better identification of which data is relevant to human perception higher compression ratio (64:1 versus 500:1). On the other hand, DWT has some disadvantages; these are the cost of computing DWT as compared to DCT is higher, longer compression time, and the use of larger DWT basis functions or wavelet filters produces ringing noise near edge regions in images. Performance of VQ is better than SQ in terms of compression performance, but VQ needs many additional computations. The most important characteristic of DPCM is that its algorithm is simple and hardware implementation is easy. But, the compression ratio is limited. Recently, the artificial intelligent tools like NN and FL have been introduced with various ICAs to improve the performance of the algorithms. Interaction of harmonic analysis with data compression, joint source-channel coding, image coding based on models of human perception, scalability, robustness, error resilience, and complexity are a few of the many outstanding challenges in image coding to be fully resolved and may affect image data compression performance in the years to come. Feasible applications need large computation power to handle complexity or real-time boundaries. Due to these limitations the conventional hardware architecture cannot be used in portable device in terms of expense, size, and weight. Researchers have developed number of architectures for hardware implementation. The pipeline architecture is simple, to optimize correction for overlapping errors, low power consumption, and to enable conversion of multiple samples simultaneously in different stages of the pipeline. The disadvantages of the pipeline architecture are complex reference circuitry and biasing schemes, pipeline latency caused by the number of stages through which the input signal must pass, critical latch timing, needed for synchronization of all outputs, and greater sensitivity to board layout. The partitioned approach reduces the memory requirements dramatically, but increases the computational load, the volume of data transfer, and complexity that depends on the partition size and filter length. Another hardware implementation approach is parallel processing architecture. This approach reduces the memory requirements and computation time largely and thus applicable for real-time application. However, implementation complexity is the main drawback of the parallel processing scheme. Parallel processing architecture is getting a great challenge to the researchers in the near future due to the users' demands in real time.
