The distribution of possible future losses for a portfolio of credit risky corporate assets, such as bonds or loans, shows strongly asymmetric behavior and a fat tail as the consequence of the limited upside of credit (the promised coupon payment) and substantial downside if the corporation defaults. Because of correlation, it is not possible to fully diversify away this fat tail. Detailed correlation models require Monte Carlo simulation to determine the loss distribution for a credit portfolio. This paper describes an importance sampling method that provides substantial speed up for computing economic capital, the rare event quantile of the loss distribution that must be held in reserve by a lending institution for solvency. The method, based solely on correlation information, provides accuracy in the tail while maintaining suitable performance for statistics related to the center of the distribution. It is also suitable for long/short portfolios.
INTRODUCTION
Portfolios of bonds or loans generally show asymmetric returns, with limited upside and substantial but rare downside risk associated with multiple corporate defaults. Accurate assessment of how large potential losses on a credit portfolio may be plays a key role in the management of financial institutions with large credit portfolios. For example, a large bank with tens or hundreds of thousands of loans will often be required to have sufficient capital to withstand 99.9% of potential losses. Questions of to whom to lend and what rates to charge are often linked to the effect of the loan on the capital requirement and the associated return on capital.
For very large, homogenous portfolios, it is possible to derive a limiting distribution for the portfolio losses (Vasicek 1991) . For portfolios that are smaller or are inhomogeneous with respect to position size, default probability, default correlation or recovery, it is usually necessary to use Monte Carlo simulation to determine the loss distribution unless substantial simplifying assumptions are made.
For large inhomogeneous portfolios, the standard Monte Carlo simulation of the underlying stochastic processes may require days of computation time to provide sufficiently accurate calculations of tail events and tail statistics. This can substantially limit the feasibility of stress testing portfolios around composition or parameters. Therefore, variance reduction methods that can reduce computation time from days to minutes or hours are of substantial interest.
For this paper, we consider a simulation derived from the structural model framework for credit first proposed by Merton (1974) . Details of the model framework and the associated portfolio model can be found in Duffie and Singleton (2003) and Kealhofer and Bohn (2001) . In Section 2 we provide an overview of the portfolio model and associated simulation. Section 3 describes an importance sampling method based on manipulation the correlation structure to induce greater default correlation, thereby leading to sampling more extreme loss events from the large loss tail of the distribution. Section 4 describes the application of this approach to a simple default/no default credit portfolio and discusses the convergence results and speed up over the standard Monte Carlo method. Section 5 discusses the choice of a key parameter that determines the performance of the importance sampling method. Finally, Section 6 contains a summary and conclusions about the proposed method.
PORTFOLIO MODEL
The key questions in modeling credit portfolio risk are i) how much will each credit instrument change in value over a given horizon, say one year, and ii) how are these value changes correlated across the portfolio. To answer these questions there are various modeling options available depending on what fundamental stochastic variables are chosen and what process is selected to determine their evolution.
For this paper, we consider the Structural Model approach first proposed in Merton (1974) . Here the fundamental stochastic variable is the underlying franchise, or asset, value of a corporation. A firm defaults when its asset value fall below a certain default point derived from its outstanding liabilities. The credit quality of the firm, and the value of firm's bonds and loans, increases as the distance between the firm's asset value and its default point increases. The stochastic process driving the evolution of the asset values of a pool of firms is often taking to be correlated geometric Brownian motion.
AN IMPORTANCE SAMPLING METHOD FOR PORTFOLIOS OF CREDIT RISKY ASSETS
A detailed discussion of modeling credit portfolio risk in this framework can be found in Kealhofer and Bohn (2001) . The basic idea is that over a single time horizon, the firm asset returns i e for a portfolio of corporate credits are drawn from a multi-variate Normal distribution with a given correlation matrix. The distribution can be assumed to be normalized to mean zero and marginal variance 1. Those firms whose asset return falls below a certain threshold are considered to have defaulted during the period in question. Their value in default is drawn from a recovery distribution. The bonds or loans of firms with asset returns above the default threshold are valued based on their credit quality implied by their sampled asset value at horizon. The default threshold i α for each name is directly related to the default probability i p by the formula ( )
where ( ) Φ i is the standard cumulative Normal distribution function. To be specific, we will consider here a fixed horizon of one year so that all default probabilities refer to the probability of a firm defaulting over the next year. The assumption of a Normal copula can be relaxed, although in practice elliptical correlation structures are almost always used.
To further simplify the model, we consider here a "Default/No Default" implementation. This means that all credit exposures are priced at par, i.e. $1 per unit notional, unless the firm defaults. In other words, a $10 million notional loan to a non-defaulted company with always have market value $10 million. In reality, loans are often valued at a discount to the par value. This leads to an additional source of uncertainty in the portfolio valuation that we will not consider here.
Further simplifying assumptions for this article will be that the portfolios are homogeneous in exposure size. For example, for a portfolio of N loans, it is assumed that each loan accounts for 1/ N of the total exposure. Also, it will be assumed that the Loss Given Default ( LGD ) values of a defaulted loans (equal to 1 -recovery) are independent and identically distribution according to a Beta distribution. Finally it is assumed that the random LGD values are independent of the random asset returns.
Under these assumptions, relative to the total portfolio exposure size, the value of the portfolio is 1 under scenarios with no defaults and between 0 and 1 for scenarios with defaults. The loss over the horizon on the portfolio can therefore be expressed using the default thresholds of Equation (1) as
where X is the indicator function defined as Thus the portfolio loss for a given default scenario is just the losses on the defaulted names normalized by the total portfolio exposure. It follows for the independence of the iid Loss Given Default samples and the asset returns that the mean of the Loss distribution, known as the Expected Loss EL , is given by
Here LGD is the expected value of the Loss Given Default random sample. The quantity p is the portfolio average default probability given by 
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The quantity JDP is the portfolio average Joint Default Probability obtained by averaging the ij JDP over all
Historical default data show that defaults are correlated by industry and region as well as to general economic conditions. It is therefore common to use a factor model to describe correlated asset returns. A description of the model developed by Moody's KMV can be found in Kealhofer and Bohn (2001) , while a comparison with other correlation models is discussed in Zeng and Zhang (2001) . For this paper, we assume that the factor model has the following struc-
describing the systematic risk to which all firms are exposed with varying weights ( ) 1 , ,
The weights are assumed to be normalized so that 1
Each firm is also exposed to its own idiosyncratic risk, modeled by an additional independent ( ) 
The quantity I in Equation (5) is the identity matrix. Note that this assumes that all the credit exposures are issued by distinct firms and no firms are directly related to other firms (e.g. subsidiaries). These assumptions simplify the accounting but do not impact the effectiveness of the method.
IMPORTANCE SAMPLING METHOD
Importance sampling is a technique used in Monte Carlo simulation to reduce the number of simulation runs required to achieve a given accuracy. The basic idea is to change the distribution from which the random samples are taken so that a greater concentration of samples are chosen from the region in sample space that has the greatest impact on the calculation. For computing economic capital in credit portfolios, this means sampling scenarios that lead to large losses. See Glasserman and Li (2003) for alternate approach to applying importance sampling to credit portfolios, Kalos and Whitlock (1986) and Glasserman (2003) for an overview of importance sampling methodology, and Owen and Zhou (1999) for a discussion of various importance sampling issues.
As an example, consider computing capital at the 99.9% confidence level. Assume we know the capital value C, and are computing the probability of exceeding a loss of C. For a standard Monte Carlo simulation, 100,000 simulation runs would produce on average 100 sample points with losses greater than C. If the actual number of points exceeding C is S N , then the estimate of the probability for exceeding C is Ŝ /100, 000 p N = .
Using importance sampling, however, we might sample 5000 points with losses greater than C. Associated with each sample point we define a weight i w such that the estimate for the probability of exceeding C becomes ( ) /100, 000
where the sum is taken over all samples that exceed C. For standard Monte Carlo, all the weights are 1, while for a good implementation of importance sampling, there will be many more points than S N , and the associated weights will all be approximately equal and less than 1.
Implementation Strategy -Theory
Choosing an appropriate importance sampling distribution from which to sample (and which determines the corresponding weight function) is somewhat of an art. It is very problem dependent. Concentration sample points in one region necessarily means that other regions will be less represented; problems that depend strongly on these depleted regions may then show a decrease in accuracy of the simulation. Also, if a large number of samples appear in the region of interest, but with very small weights, while a few samples have very large weights, the accuracy will suffer. This latter problem is a common occurrence in high dimensional problems.
To address these problems, we consider here applying importance sampling to a single dimension, leaving the other dimensions unchanged. If we disregard the randomness of LGD draws, then a portfolio with N (unrelated) facilities has in effect N dimensions, each represented in the simulation by a standard Normal draw for its asset return. The goal is to find a single dimension associated with these correlated asset returns which has the largest impact on the portfolio value.
Also, when dealing with Normal distributions, a common importance sampling technique used when more samples in the tails are required is to scale up the variance. In low dimensions (in our case a single dimension) with reasonable scale up factors (say increasing the standard deviation by a factor of two), the effect is to widen the distribution and put more points further out, but still maintain the general shape so that no region is extremely depleted.
An initial thought on how to apply low dimensional importance sampling to this problem led to the idea of using the first global factor in the factor model, or possibly the first most dominant factors (as measured by the size of the average weights on the factors) from the factor model. The problem here is that these factors do not dominate enough. Increasing their variance does tend to push the samples toward more defaults, but the independent firm specific risk, for firms with R-square values in the usual range of 10 to 50%, tends to cloud this effect; and making the variance scale up large leads to the problem of many samples with very small weights. Ideally we would like to have the firm specific draws correlated so that we achieve scenarios in which many default events occur together.
The best way to achieve this effect is to orthogonalize the covariance matrix of the asset returns (i.e., the correlation matrix), and work with the eigenvector decomposition. The eigenvector direction corresponding to the largest eigenvalue is exactly the single dimension that has the largest impact on the portfolio. In this orthogonal framework we can scale up the variance in one coordinate direction (corresponding to the largest eigenvalue) independently of the other dimensions. This leads to sampling scenarios with substantially higher numbers of defaults. In addition, the weight function, derived below, takes a particularly simple form.
In order to derive the formulas, let us assume that we have the true correlation matrix for the asset returns of the facilities in the portfolio and its eigenvalue -eigenvector decomposition. For large portfolios these are unwieldy to work with; methods for addressing these problems are discussed in the next section on practical implementation. Let P be the correlation matrix, Q be the orthogonal matrix whose columns are the orthonormal eigenvectors of P , and Λ be the diagonal matrix of eigenvalues sorted such that 1
q be the first column of Q , corresponding to the largest eigenvalue so that 1
The problem we are interested in solving is to find the probability ( ) p J that the (normalized) loss value will lie in a given interval J . For example, we would typically take [ , ) J C = ∞ to find the probability that losses exceed the capital level C . This probability can be expressed as the integral
Here ( | 0, ) N e P is the Normal density function for vector e with mean zero and covariance matrix P : . This is just the standard asset return sample that can be obtained from the factor model as ( )
where z is an 1 
Moreover, we also have that
Thus we can generate the scaled up sample e and the appropriate weight function from the original unscaled sample * e , the largest eigenvalue, the corresponding orthonormal eigenvector, and the scale up factor.
Practical Implementation
In order to implement the above equations it is necessary to first determine the largest eigenvalue and corresponding eigenvector. There is a simple iterative procedure known as the Power Method which does just this. See Golub and Van Loan (1996) for a detailed account of this method. Moreover, it only requires matrix-vector multiplication, i.e. computing * P v for some vector v . This is important because this multiplication can be carried out without explicitly computing the potentially very large matrix P , but rather can be based on the factor model which requires storing only the factor loadings and R-squares.
The N N × correlation matrix of the facility asset returns can be expressed as in Equation (5). In a typical factor model implementation, either there will only be a few factors, or when the number of factors is large (on the order of 100), each firm only has a relatively small number of nonzero factor loadings. Therefore the N M × matrix B is generally sparse. It is clear then that * P v can be computed with at most three vector-vector multiplies and two sparse matrix-vector multiplies, without any additional storage required (in particular, P need not be computed or stored).
The Power Method works as follows. Define the initial vector 0 v to be the vector of all ones:
The iteration is then
This is repeated until λ converges to the largest eigenvalue 1 λ and k v converges to the corresponding eigenvector 1 v . The orthonormal eigenvector is then computed as
This method usually converges after a few iterations. With 1 1 and q λ available, we can sample ( ) | 0, e N e P ∼ and compute ( ) w e . The Monte Carlo simulation runs exactly as in the standard simulation except that the loss value of Equation (2) is evaluated at the sample points given by Equation (8) as opposed to Equation (7), and that the expected values which were previously estimated as In particular, for computing the loss distribution, instead of counting the number of sample points that fall in a given bin, the estimate is now the sum of the weights of the samples points that fall in that bin. PORTFOLIO To illustrate the effectiveness of the method proposed in Section 3, we consider two test cases. In each case the portfolio is constructed by randomly selecting the default probabilities, the factor loadings and the R-square values based on the factor model described in Section 2 with 50 factors. The factoring loadings for each exposure in the portfolio are chosen randomly as follows. The loading on the first factor is sampled uniformly on the interval [0.21, 0.31]. The loadings on the second through fifth factors are chosen uniformly and independently on the interval [0.11, 0.21]. Finally, two factors are chosen uniformly and independently from the remaining 45 factors. If the factors chosen are identical, the factor and the next succeeding factor are selected, unless the two identical factors selected are the last, in which case, factors 6 and 50 are selected. The loadings on these two factors are sampled uniformly and independently on the interval [0, 0.1]. All other factors have a weight of zero. Finally, the factor loadings are normalized to a square sum equal to one.
The R-square value for each exposure is also sampled uniformly and independent on the interval [0.1, 0.4]. The default probability for each exposure is defined in terms of the R-square value according to the formula 2 1 0.01 1 .
This formula is essentially arbitrary. It gives default probabilities in the range of 0.58% to 2.16%; these are reasonable one-year default probabilities for a portfolio of high yield, non-distressed firms. Equation (10) establishes the general property that higher R-square firms, i.e. firms that are more tied to the overall market, tend to be larger and have lower default probabilities. As stated in Section 2, it is assumed that the LGD distribution for each name in the portfolio is Beta distribution with mean 0.5 and standard deviation 0.25. For the first test case we consider a portfolio of size 1000 exposures. We compare the simulation error for the standard Monte Carlo simulation to error of the importance sampling method described in Section 3 with a scale factor of 2 σ = . For this portfolio, we consider the simulation error in computing the expected and unexpected loss, EL and UL , for which exact formulas are given in Equations (3) and (4). Table 1 shows the results for the estimated standard simulation error for these quantities based on a 100,000 sample points. Here S σ refers to the standard deviation of the standard Monte Carlo method integrand so that the actual simulation error would be of size / S K σ where K is the number of simulation runs. Similarly, IS σ is the stan-dard deviation of the importance sampling integrand (including the weight function) with respect to the importance sampling distribution. Because the importance sampling method requires only a minor amount of additional computation to evaluate Equations (8) and (9), the computational speed up is given approximately by the ratio of the squared standard errors. For this case, we see that the expected loss could run 2.4 times faster, while for the unexpected loss calculation, the speed up is about a factor of 20. Substantial improvement in accuracy in the first two moments in somewhat unexpected in a method designed to increase accuracy of the rare event tail of the loss distribution. This is a consequence of the simplified modeling of the portfolio as Default/No Default. The expected and unexpected loss are both driven by default events that are enhanced under this method. For more realistic portfolio models that capture exposure value change due to credit migration (not just default), as well as changes in the exposure cash flow properties (e.g. time to maturity), we have found that the accuracy of the expected and unexpected loss calculations may deteriorate slightly relative to the standard Monte Carlo approach. This is balanced by the very substantial gains in accuracy of the tail statistics.
For the second test case, we consider a portfolio of 10000 exposures and examine the accuracy of the simulation in determining the tail confidence levels C of the loss distribution at probability levels q = 1%, 0.1% and 0.01%. Again the importance sampling calculation was run based on a scale factor of 2 σ = . Figure 1 shows a graph of the loss distribution on a log scale that was calculated with the importance sampling method. The expected loss for this distribution is 0.552%, while the unexpected loss is 0.87%. A truncated Gaussian distribution with similar mean and variance is also plotted for reference. From the graph it is clear that this is a very fat-tailed distribution given that the 0.1% confidence level is around 8.6% (over 9 standard deviations out, versus about 3 standard deviations for a Normal distribution), and the 0.01% confidence level is around 14% (over 15 standard deviations out compared with around 3.7 for the Normal case).
The error analysis is more straightforward for the integration problem of estimating q given the loss level C than for the order statistics problem of estimating C given q , although the same simulation is used for each case. For Table 2 shows the results for the three quantile levels based on a simulation with 100,000 runs. This includes the loss estimate at each quantile based on the importance sampling calculation along with the two standard deviation confidence interval based on the standard error / The results in Table 2 show that the importance sampling method yields a significant improvement in accuracy that increases further into the tail. For example, at the 0.1% level and 100,000 runs, the standard Monte Carlo method gives S σ =0.001, so that with 96% probability, the estimate of q lies in the interval [0.0008, 0.0012]. Taking the value of C to be 8.63% and the slope of the loss distribution at this point to be about 2000, this corresponds to a confidence interval in the estimate of C to be [8. 2%, 9.0%] . In contrast, the importance sampling method gives IS σ =0.0056, so that with 96% probability we have the estimate for q in the interval [0.00096, 0.00104]. The corresponding confidence interval for C is [8.56%, 8.70%]. In terms of computational speed, the same accuracy obtained with standard Monte Carlo at 100,000 runs could be achieved with the importance sampling method using around 3200 runs for a speed up of about a factor of 31.
Further out in the tail the accuracy improvement becomes even more pronounced. At the 0.01% level, in order to achieve a standard error of 10% relative accuracy in estimating this probability, it is necessary to use about 1 million simulation runs. This gives on average 100 points in the tail exceeding this 0.01% tail. For the importance sampling simulation, this accuracy can be achieved with under 10,000 runs. For this simulation, there were over 3200 sample points in this tail.
SCALE PARAMETER SELECTION
The question of the optimal choice for the scale parameter used in the importance sampling method is clearly problem dependent. However, by considering Equation (9) for the importance sampling weight function and properties of the quantile confidence levels we would like to estimate, it is possible to derive some general guidelines.
We begin by observing that the quantity ( ) (9) is a ( ) 0,1 N standard Normal random variable. It follows that the weight can also be considered a random variable with probability distribution function
for 0 .
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We consider now how this fact can be used to select σ to minimize the error of the quantile estimation while balancing the need to maintain accuracy for properties that depend on the center of the distribution. Basis for this approach is the observation that the weight associated with a random sample from the loss distribution is generally decreasing with increasing loss. This is not strictly true because of the independence of the LGD draw from the weight, as well as because of the inhomogeneous nature of the portfolio. However, there is a dominant trend that the weights decrease as the losses increase. Therefore it makes sense to look for a threshold level a for the weights corresponding to the confidence level C for the loss at quantile q such that
where the expectation is with respect to the distribution in Equation (12). Thus given σ and a quantile q , we can solve for a . Once a has been determined, it is then pos-
The goal is to minimize this quantity with respect to the scale factor for a given quantile. Unless the only requirement of the calculation is a specific quantile estimation, the desire to improve the accuracy of the quantile estimator must be balanced by the need to maintain accuracy for quantities that depend on samples from the center of the asset return distribution. It is often that case that the same simulation is used to estimate statistics that depend on all parts of the distribution; in particular, the unexpected loss and derivatives of UL with respect to exposure size play an important role in credit risk management. Therefore we will also consider the accuracy of estimating the basic identity ( ) 
which is the sum of the relative errors, as a function of the scale parameter σ . Table 3 shows that for the quantile q =0.1%, this quantity is minimized for a scale parameter around 3, although the relative error is fairly flat for values of 2 or greater. A calculation of the variance estimator from Equation (11) for a simulation with scale factor 3 showed that the estimate of the standard error for the 0.1% quantile was indeed about 15% lower than the calculation with scale factor 2, while the error in estimating the expected weight was about 50% higher. However, because the relative error of the quantile estimation problem (the / IS q σ term of Equation (13)) is about 5 times larger than the relative error of the weight calculation, the net gain in accuracy for the quantile calculation was 0.88 while the net loss in accuracy for the expected weight calculation was 0.37, so that by the criterion of Equation (13), the choice of scale factor 3 is better. 
CONCLUSIONS
This paper describes a method for improving the accuracy of a Monte Carlo simulation used to determine the probability distribution of losses on a portfolio of credit risky assets. The importance sampling method developed here relies on introducing a scalar parameter into the asset correlation model that may be adjusted to increase correlations, thereby inducing a greater number of correlated defaults and thus producing samples further out in the loss tail. When applied to the simplified Default/No Default portfolio model described here, the method reduces the number of simulation runs by a factor of 30 compared with a standard Monte Carlo simulation for the typical problem of estimating the 0.1% quantile. The method described here has the distinct advantage of relying only on the correlation structure of the model, not on any valuation properties (exposure size, cash flows, etc.) of the individual credits in the portfolio nor on any direct properties of the portfolio loss distribution itself. In particular, the method does not require shifting the mean of the samples from the distribution to heavily favor one tail; therefore the method is applicable to portfolios with both long and short positions. Underlying the method is the implicit assumption that the credit portfolio is not dominated by a small number of large exposures and that there is a significant amount of systematic risk (i.e. correlation) in the portfolio. Thus the portfolio loss is the sum of a large number of roughly similar random losses on each exposure. Without correlation, this distribution would be approximately Normal; the fat loss tail is then driven by the correlation. Credit portfolios of interest in practice always have these properties.
An additional advantage of this method is that it does not favor tail losses to the exclusion of samples in the center of the distribution. This means that one simulation can be run to determine a range of interesting portfolio statistics in addition to the far tail quantiles. The method essentially pushes probability mass into the tail by pressing down on the most probable center part of the distribution; however, the basic shape of the original probability distribution in the underlying asset returns remains the same, so that no region covered by the original distribution is neglected.
Finally, this method is applicable more broadly than just to the model described here. The assumption of a multi-variate Normal distribution for the asset returns may be relaxed. In principal this approach could apply to a multi-variate distribution for which the correlation matrix is used in the sampling process, although the calculation of the weight function may be substantially more difficult. However, the multi-variate t distribution, which is the most common alternative to the Normal distribution, shares the same elliptical correlation structure as the Normal distribution, so the implementation of the method is essentially the same as described here.
