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Qiang DONG, Shuang-Shuang XIE, Xiaofan YANG, Member, IEEE, and Yuan Yan Tang, Life Fellow, IEEE
Abstract—As we all know, users and item-providers are two main groups of participants in recommender systems. However, while most
recommendation research efforts are focused on serving the purpose of users, the usefulness of recommendations to item-providers
is more or less overlooked. In fact, one important count of item-providers on recommender systems is providing fairer recommendation
opportunity to every item, instead of recommending a few popular items to a majority of users. To this end, the Gini coefficient is
borrowed to quantify the equality of numbers of recommended times of all items, which is called the coverage fairness. The main
task of this paper is to significantly improve the coverage fairness (item-provider oriented objective), and simultaneously keep the
recommendation accuracy in a high level (user oriented objective). First, an effective and totally robust approach of improving the
coverage fairness is proposed, that is to constrain the allowed recommendation times of an item to be proportional to the frequency
of its being purchased in the past. Second, in this constrained recommendation scenario, a serial of heuristic strategies of user-item
matching priority are proposed to minimize the loss of recommendation accuracy. The parameterized strategy among them is validated to
achieve better recommendation accuracy than the baseline algorithm in regular recommendation scenario, and it has an overwhelming
superiority in coverage fairness over the regular algorithm (6 and 10 times better respectively on two benchmark data sets). Third,
to get the optimal solution of this user-item matching problem, we design a Minimum Cost Maximum Flow (MCMF) model, which
achieves almost the same value of coverage fairness and even better accuracy performance than the parameterized heuristic strategy.
Finally, we empirically demonstrate that, even compared with several state-of-the-art enhanced versions of the baseline algorithm, our
framework of the constrained recommendation scenario coupled with the MCMF user-item matching priority strategy still has a several-
to-one advantage in the coverage fairness, while its recommendation precision is more than 90% of the best value of all the enhanced
algorithms. What is more, our proposed framework is parameter-free and thus achieves this superior performance without the time cost
of parameter optimization, while all the above existing enhanced algorithms have to traverse their intrinsic parameter to get the best
performance.
Index Terms—Recommender systems, item-providers, recommendation fairness, stock constraint, Minimum Cost Maximum Flow.
✦
1 INTRODUCTION
E VEN though the broad social and business acceptance ofrecommender systems has been achieved, a key under-
explored dimension for further improvement is admittedly
the usefulness of recommendations to the participants [1].
A recommender system usually serves two main groups of
participants, the users and the item-providers, thus the use-
fulness of recommendations is also twofold. On one hand,
recommender systems provide users with items of their
latent interests. On the other hand, recommender systems
should help item-providers increase sales volume of items,
especially the unpopular ones.
Common recommenders, such as collaborative filtering,
originally proposed to make accurate prediction of unseen
user-item interactions, usually suffer the problem of pop-
ularity bias, i.e., recommending a few popular items to a
majority of users [2]. Although popular items are likely
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to match users’ preferences and recommendations of them
contribute a lot to the predictive accuracy, users usually do
not regard them as very useful recommendations because
they are easily aware of these popular items somewhere
else, for example from sales leaderboard, advertisements, or
friends’ conversations. Thus as a complement, diversity is
introduced to measure how well a recommender can widen
a user’s vision of items, usually by means of offering users
less obvious, unexpected items (the unpopular ones).
The popularity bias problem is also an important ob-
stacle to increasing the sales volume of unpopular items,
which is the main usefulness of recommendations from
the point of view of item-providers. Just like diversity is
proposed to measure how serious is the popularity bias
from the standpoints of individual users, we also need to
measure this concentration problem for the purpose of item-
providers. To this end, The Gini coefficient is borrowed from
the economic filed to quantify the balance in the numbers of
recommended times of different items [2], and we call this
measure coverage fairness in this paper.
Most common recommenders suffer extremely poor cov-
erage fairness, because they push a few popular items
to the recommendation lists of a lot of users, while as
the majority of items, the unpopular items are seldom
exposed to users. Thus, the most straightforward approach
to improve coverage fairness is to promote the priority
of unpopular items within or after the recommendation
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process. Here are some examples. Lu¨ et al. [3] manually
adjust the resource allocation process from users to items
such that more recommendation resource is redirected to
unpopular items. Christoffel et al. [4] simply divide each
item’s recommendation score by its degree (of popularity)
with an adjustable exponent on the shoulder, which greatly
decreases the originally very high recommendation scores of
popular items and thus enhances the priority of unpopular
items in the recommendation lists. Dong et al. [5] propose to
linearly aggregate the row- and column-ranking numbers
of the recommendation score matrix obtained by some
algorithm into the final recommendation ranking number,
where the row and column of the matrix are corresponding
to user and item, respectively. Compared with relying on
only the traditional row-ranking numbers, incorporating
the column-ranking numbers greatly promotes the recom-
mendation priority of unpopular items. Among the three
examples, the former one is a well-designed enhancement
of an existing algorithm, and the latter two are generic
post-processing methods and can be used to improve any
algorithms.
Although the improved coverage fairness brought by
these methods are significant in terms of improved per-
centage, for example of more than 100%, the improved
absolute value is trivial, for example from 0.0378 to 0.0859
(see the values of coverage fairness of original P3 and RP3
algorithms on the Movielens data set in Table 3). It is hard to
say that this kind of improvement of coverage fairness could
serve the purpose of item-providers very well, because
maybe this trivial sales promotion of unpopular items is not
easily perceived. Here what we should not ignore is that,
Lu¨ et al. [6] improve the coverage fairness to a nontrivial
absolute value, but with the cost of unacceptable loss of
recommendation accuracy.
In this paper, our main task is to significantly improve
the coverage fairness (the first objective), and simultaneously
keep the recommendation accuracy in a high level (the
second objective). Our proposed approach to the first objective
is to constrain the allowed exposure frequency of items,
to be specific, let the allowed number of recommended
times of each item be proportional to its frequency of
being purchased in the history records. We call this upper
bound as the initial stock volume of an item. There is no
doubt that this will greatly improve the coverage fairness,
because a large number of recommendation positions are
redistributed from popular items to unpopular ones. What
is more, this can effectively prevent the popularity bias
from being aggravated by the recommender systems. Once
the bias towards popular items of recommenders is more
serious than that of history records, multiple iterations of
recommendation processes will lead to a terrible additive
effect of popularity bias, which is called the rich-get-richer
effect in the literature. That is why we align the initial stock
volume of each item to that of its being purchased in the
past.
People found that accuracy and diversity seem to be
two ends of a simple seesaw: when one end rises up, the
other end falls down [7], which is also true for accuracy
and coverage fairness. Since the recommendation of popular
items contributes a lot to the recommendation accuracy,
simply bounding their recommendation frequency will cer-
tainly bring down the recommendation accuracy. Thus, the
following essential question is, how to allocate the limited
stock volumes of items in the recommendation lists of users,
such that the accuracy loss is minimized, which is the second
objective of this paper. To this end, we propose a family
of heuristic greedy user-item matching priority strategies
in the so-called ”constrained recommendation scenario”, from
the most intuitive one to the elaborately designed one. The
results on two benchmark data sets show that, the accuracy
of the parameterized strategy are better than that of the
original baseline algorithm, while the coverage fairness is
greatly and robustly improved to be 6 and 11 times of
original values respectively on the two data sets.
The above heuristic user-item matching strategies are
intuitive and well-performed, but these greedy strategies
do not guarantee to get a global optimal solution to our
constrained user-item matching problem, thus we do not
know the gap between the greedy solution and the optimal
solution. In fact, the optimization objective of our user-item
matching problem is maximizing the sum of recommenda-
tion scores of items filled into the recommendation lists of
all users, in other words, maximizing the total suitability
of all matched user-item pairs. In this paper, we relate this
optimization problem to a well-designed Minimum Cost
Maximum Flow (MCMF) model, and take advantage of
existing works on MCMF to find the optimal solution of our
user-item matching problem. The superiority of the MCMF
model over the state-of-the-art enhanced algorithms is that,
it not only achieves much better performance on coverage
fairness and almost the same recommendation accuracy, but
also is more time-efficient because it is parameter-free.
In summary, the main contributions of this paper are:
(1) We propose to impose a strict constraint on an item’s
recommendation frequency, such that it is proportional to
the number of times of its being purchased in the past,
thus avoid the rich-get-richer effect usually caused by com-
mon recommender systems. This approach of constraint is
effective and totally robust for significantly improving the
coverage fairness, and thus serving the purpose of item-
providers.
(2) A serial of heuristic user-item matching priority
strategies are proposed to minimize the loss of recommen-
dation accuracy brought by the constrained recommenda-
tion scenario. Among them, the parameterized strategy is
validated to achieve better recommendation accuracy than
the baseline algorithm in regular recommendation scenario,
and it has an overwhelming superiority in coverage fair-
ness over the original algorithm. This strategy succeeds in
satisfying the purpose of users, together with serving the
purpose of item-providers.
(3) A Minimum Cost Maximum Flow model is de-
signed to solve the optimal user-item matching problem in
the constrained recommendation scenario. We empirically
demonstrate that, even compared with several state-of-the-
art enhanced versions of the baseline algorithm, our MCMF
user-item matching priority strategy still achieves more
than 90% of the best precision value of all the enhanced
algorithms, while it has several-to-one advantage over them
in the coverage fairness.
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(4) The most important advantage of the MCMF model
coupled with the constrained recommendation scenario
over most existing fairness-oriented algorithms is that, it is
parameter-free and thus avoids the cost of parameter op-
timization, with much better coverage fairness and almost
the same recommendation accuracy.
2 PRELIMINARY KNOWLEDGE
2.1 Notations
For the top-k recommendation scenario, the basic input of a
recommender system is the data set of user-item interaction
history, which is usually represented by a bipartite network,
consisting of two types of nodes, m user nodes and n item
nodes, and the links between them if the user interacted
with (or bought) the item in the past. For convenience, we
use u or ui to denote a user for 1 ≤ i ≤ m, v or vj an
item for 1 ≤ j ≤ n, then (u, v) or (ui, vj) is a user-item
link. In this bipartite network, the total number of items
user u is connected with is called the degree of user u,
denoted as deg(u), and the counterpart is the degree of item
v, denoted as deg(v). The degree of a user is an indicator
of his/her activeness in the system, while the degree of an
item represents its popularity among all the users.
This bipartite network can also be fully described by
the user-item adjacency matrix Am×n, where the row and
column are corresponding to user and item, respectively.
The element A(i, j) or ai,j of matrix A is 1 if there exists
a link between user ui and item vj in the bipartite net-
work, indicating that user ui declared explicitly his/her
preference on item vj in the past, and the element is 0
if otherwise. Given the user-item adjacency matrix A as
input, a recommendation algorithm will output the user-
item recommendation score matrix Sm×n, where the value
of element S(i, j) or si,j does not matter if ai,j = 1.
As the final recommendation results, the items with top
l recommendation scores of every row of matrix S will
be filled in the recommendation list of the corresponding
user, where l is called the recommendation length. The
recommendation results can also be represented by a matrix
Rm×n, where R(i, j) = 1 if item vj is recommended to user
ui, otherwise zero. Clearly, the sum of elements of every row
of matrix R is l.
All the notations used in this paper are listed in Table 1,
some of which will be defined in the following sections.
2.2 Data sets
Two benchmark data sets are employed to evaluate the per-
formance of recommendation algorithms, namely, Movie-
lens and Netflix. Both of them are movie rating data set,
where users rate their watched movies (rephrased as items
in this paper) with an explicit integer scores from 1 to 5.
For each data set, we use only the ratings no less than 3 to
construct links of the bipartite network. Table 2 summarizes
the statistical features of the two data sets, where the spar-
sity is the proportion of existing links to the total number of
possible links. To evaluate the offline performance of differ-
ent recommendation algorithms, each data set is randomly
divided into two subsets: the training set containing 80% of
the links and the probe set 20% of the links. The training set
TABLE 1
The notations used in this paper.
Notation Definition
m Number of users
n Number of items
i, j, k Counter
u, ui Some user
v, vj Some item
deg(u), deg(ui) Degree of some user
deg(v), deg(vj) Degree of some item
D−1u Diagonal matrix consisted of the reciprocals of
degrees of m users
D−1v Diagonal matrix consisted of the reciprocals of
degrees of n items
A, Amn User-item adjacent matrix
aij , A(i, j) Element of row i, column j of matrix A
S or Smn Matrix of recommendation scores, but S(i, j) is
set to be 0 if A(i, j) = 1.
S(i, j), sij Element of row i, column j of matrix S
Rmn, R Matrix of recommendation results, where
R(i, j) = 1 if item vj is recommended to user
ui, otherwise zero
R(i, j), rij Element of row i, column j in matrix R
l Length of recommendation lists, or initial va-
cancy number of the recommendation list of
every user
L Vector of remaining vacancy numbers of the
recommendation lists of m users
L(i) Remaining vacancy number of the recommen-
dation list of user ui
qj Initial stock volume of item vj
Q Vector of remaining stock volumes of n items
Q(j) Remaining stock volume of item vj
1 Vector consisting of all one elements
TABLE 2
The basic statistics of two real-world networks used in this paper,
including the number of users, item and links, and the sparsity.
data set #users #items #links sparsity
Movielens 6000 3,600 800,000 3.8%
Netflix 9500 14,000 1,700,000 1.2%
is treated as known information to make recommendation
and the probe set is used to test the accuracy performance
of the recommendation results.
2.3 Evaluation measures
As Anderson [8] stated, the long-tail effect is ubiquitous
in statistics and business, which is a phenomenon that a
small fraction of items are extremely popular, while the
rest, the majority of items, are much less known. These
unpopular items are called the long-tail items, and sales
promotion of them may offer benefits for both users and
item-providers of recommender systems. From the user’s
standpoint, offering the long-tail items help diversify the
recommendation spectrum, which is coincided with the
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usefulness of a recommender system as a tool to help users
discover less obvious, unexpected items. From the item-
provider’s standpoint, exposure of more long-tail items may
be helpful to increase the exposure fairness among all the
items.
The most simple recommendation fairness measure is
the coverage rate, which is defined by the fraction of items
recommended to at least one user to the total number of
items. This intuitive measure may not be very robust, since
the contribution to it of an item that has been recommended
just once is equal to that of other item recommended a
thousand times. Nie et al. [9] proposed to check the ability
of different algorithms to recommend small-degree items by
plotting the correlation between recommendation frequency
and the item degree, but they did not present any quantita-
tive analysis. To solve this problem, Fleder and Hosanagar
[2] proposed a better alternative by using the Gini coefficient
to measure the balance in the numbers of recommended
times of different items,
G = 1−
1
n− 1
n∑
k=1
(2k − n− 1) p (ik|S)
where p (ik|S) is the probability of the k-th least recom-
mended item being drawn from the recommendation lists
generated by a recommender system. In order to be in
accordance with other metrics for which higher value is
better, the complement of the standard definition of Gini
coefficient is used in this paper. This measure is called the
coverage fairness in the following discussion.
Besides the above two item-provider oriented measures,
we have to evaluate the quality of recommendation results
for the purpose of users. Next we will briefly review two
user oriented measures, one for accuracy and the other one
for diversity.
When designing a recommender algorithm, one major
concern of users is the accuracy of recommendation results,
which is an indicator how well the recommender captures
the user’s potential preference. We make use of precision
to measure the recommendation accuracy. For a target user
u, the recommender system will return him/her a ranked
list of his/her uncollected items of length l. Precision is
the fraction of accurately recommended items to the length
of recommendation lists. By averaging over the precision
values of all users, we obtain the overall precision of the
system,
precision (l) =
1
m
m∑
i=1
hi
l
,
where l is the prescribed length of recommendation lists,
and hk is the number of accurately recommended items in
the recommendation list of ui.
Diversity is another important influence factor of users’
satisfaction with the recommendation results. The diversity
measures how different are the recommendation lists from
each other, and can be quantified by the Hamming distance.
Given two different users ui and uk, borrowing inspiration
from the Hamming distance of two strings, we can calculate
recommendation diversity in a similar way as
HD (ui, uk, l) = 1−
C (ui, uk, l)
l
,
where C (ui, uk, l) is the number of common items in the
recommendation lists of users ui and uk. Clearly, the higher
is the value, the more personalized lists are recommended
to users. By averaging over the Hamming distances of all
user pairs, we obtain the overall diversity of the system.
2.4 The baseline and comparing algorithms
In this paper, we use the P3 algorithm as the baseline, and
several well-known P3 enhanced algorithms as comparing
counterparts. The reasons of selecting the P3 algorithm are
as follows. First, P3 is intrinsically a special form of user-
based collaborative filtering with diffusion-based similarity
[10]. Second, the P3 algorithm does not require any pre-
specified parameter, such as the neighborhood size in the
k-nearest neighbor collaborative filtering. Third, the P3 al-
gorithm has a perfect physical interpretation, since it is
analogous to a random walk (or mass diffusion) process
on the user-item network [11]. Finally, the spreading repre-
sentation of P3 in sparse networks is computationally more
efficient than the traditional matrix-based representation of
collaborative filtering methods [10].
Because of the above advantage of the P3 algorithm,
many enhanced versions of P3 are proposed to improve
the recommendation accuracy or diversity or both. Next,
we briefly review the famous P3 algorithm and three state-
of-the-art P3-enhanced algorithms used as comparing coun-
terparts in this paper.
(1) The P3 algorithm [12], also known as NBI [13] or
ProbS [11] algorithm, can be seen as a three-step random
walk process in the user-item bipartite network. The walker
starts from the target user u, and at each step moves to
randomly chosen one of its neighbor nodes, finally arrives
the candidate item v after three steps. The transition prob-
ability of the walker from the current node to a neighbor
node is equal to the reciprocal of the degree of the current
node. Therefore, the recommendation score is defined as the
transition probability from the target user to a candidate
item, and the recommendation score matrix is
S = D−1u ×A×D
−1
v ×A
T ×D−1u ×A,
whereAT is the transposition of adjacent matrixA, andD−1u
(D−1v , respectively) is the diagonal matrix consisted of the
reciprocals of degrees ofm users (n items, respectively).
Fig. 1 gives a toy example of three steps of the recom-
mendation process of P3 algorithm for a target user (the
shaded circle). In the first step, the walker moves from the
target user u1 to item v1 (v2 respectively) with probability
1/2, inversely proportional to the degree of u1. In the second
step, the probability of arriving user u2 is summed from
his/her neighbor items v1 and v4, 1/2÷ 2+1/2÷ 3 = 5/12,
and it is similar for other users. In the third step, the
probability of arriving item v3 is summed from its neighbor
users u2, u3 and u4, 5/12÷ 4+ 1/6÷ 2+ 0÷ 2 = 3/16, and
it is similar for other candidate items.
(2) The RP3 algorithm [4], introduces a denominator to
revise the score formula of the P3 algorithm, which is the
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u1
u2
u3
v1
v2
v3
v4
1/2
1/2
u4
v5
(a) 
u1
u2
u3
v1
v2
v3
v4
5/12
u4
v5
5/12
1/6
0
u1
u2
u3
v1
v2
v3
v4
19/48
5/16
u4
v5
(c) 
5/48
3/16
0
(b) 
Fig. 1. A toy example of three steps of the recommendation process of P3 algorithm for a target user (the shaded circle). (a) step 1: from the target
users to items; (b) step 2: from items to users; (c) step 3: from users to candidate items.
degree of the candidate item with an adjustable exponent
parameter λ on the shoulder,
S = D−1u ×A×D
−1
v ×A
T ×D−1u ×A×D
−λ
v ,
where the parameter λ is a non-negative number. We can see
that if λ = 0, the RP3 algorithm reduces to the P3 algorithm.
When λ > 0, the recommendation scores of all items are
zoomed out to different extent. Given the same value of λ,
the extent to which the recommendation scores of popular
items are zoomed out is larger than that of unpopular items,
and the larger is λ, the stronger is the zoom-out effect of
popular items.
(3) The HHP algorithm [11], is a nonlinear hybrid of
the random walk process and the heat conduction process,
which runs following the formula
S = D−1u ×A×D
−λ
v ×A
T ×D−1u ×A×D
−(1−λ)
v ,
where the parameter λ ranges from 0 to 1. when λ = 1, it
reduces to P3, and when λ = 0, it is analogous to the heat
conduction process from the target user to the candidate
items.
(4) The RAP3 algorithm [5]. By sorting every row of
recommendation score matrix S in descending order, we get
the row ranking number of every user-item pair, denoted
as row-rank(ui, vj), signifying the predictive position of
item vj in the ordered list of user ui’s preferred items.
Similarly, we get the column ranking number of every user-
item pair, denoted as col-rank(ui, vj), which represents the
position of ui in the ordered list of users who prefer item
vj . From the row-ranking numbers we can get the regular
recommendation results with concentration bias on popular
items, while from the column-ranking numbers we can get
recommendation results with bias on unpopular items. The
RAP3 algorithm is a Rank Aggregation version of P3, in
which the row-ranking and column-ranking numbers are
linearly summed into the final aggregation ranking number,
with a parameter adjusting the weights of two ranking
numbers,
agg-rank(ui, vj) = (1− λ) ∗ row-rank(ui, vj)
+ λ ∗ col-rank(ui, vj).
where the parameter λ ranges from 0 to 1. The recommen-
dation list of the target user is consisted of the items with
the smallest l aggregated ranking numbers, instead of the
largest recommendation scores.
Compared with the original P3 algorithm, all the three
enhanced versions greatly increase the recommendation
diversity and accuracy, of course to different extents. Besides
the above listed three typical algorithms, we also compare
our proposed model with some other P3-enhanced algo-
rithms, including the preferential diffusion (PD) algorithm
[3], the balance diffusion (BD) algorithm [9], and the biased
heat conduction (BHC) algorithm [14]. The interested reader
is referred to a survey article for comprehensive review [10].
3 HEURISTIC USER-ITEM MATCHING PRIORITY
The recommendation process is essentially selecting a subset
of items to fill into the vacancies of the recommendation list
of every user. Given user amount m and the length l of
recommendation lists, the total number of vacancies in all
users’ recommendation lists is m × l. Since the initial stock
volume of each item should be proportional to its degree,
we set the initial stock volume of a specific item vj as
qj =


m× l ×
deg (vj)
n∑
k=1
deg (vk)


.
The value is rounded up to an integer, because the total
number of initial stock volumes of all items must be no less
than the total number of initial vacancies in the recommen-
dation lists of all users.
The most important setting of this paper is that, the
allowed number of recommendation times of every item
is constrained to the so-called initial stock volume. The
problem brought by this constrained recommendation scenario
is, how to allocate the limited stock volume of an item to
the demanding users? For example, some regular algorithm
tries to recommend a specific item to many users, but the
prescribed stock volume of this item is fewer than the
amount of these demanding users. To solve this problem,
we propose several priority strategies of user-itemmatching
in the recommendation lists, from most intuitive one to
delicately designed one.
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3.1 Largest Score First
”Largest Score First” is the most intuitive priority strat-
egy of user-item matching. For this strategy, we sort all the
user-item pairs (ui, vj)without links in the original bipartite
network (aij = 0) in descending order of recommendation
scores, and check each pair one by one in this order. When
checking a user-item pair, if there is some vacancy in the
user’s recommendation list and the item’s stock volume is
not run out, we fill the item into the recommendation list of
the user, and decrease the corresponding vacancy number
and stock volume by one. Once the recommendation lists
of all users are fully occupied by items, we stop the above
checking process. Algorithm 1 presents the detailed steps of
this priority strategy.
According to Table 3 and Table 4, the precision value of
”Largest Score First” strategy is 77% (0.15/0.1949) of that
of original P3 algorithm on the Movielens data set, and
74% (0.1006/0.136) for Netflix. There is no doubt that this
proportion of accuracy loss is not acceptable for practical
application. Next let us empirically explore the reason of
this nontrivial accuracy loss.
Fig. 2(a) illustrates the values of some measures of the
recommendation list of length 20 against the degrees of
users, obtained by the P3 algorithm following the ”Largest
Score First” strategy in the constrained recommendation
scenario on the Movielens data set, where the ordinate is
for the average value of recommendation scores of users of
the same degree (the red dot), and the average value of the
largest recommendation scores of users of the same degree
(the blue dot). We can see a strong positive correlation
between the recommendation scores and the user degrees,
which indicates that the strategy of ”Largest Score First” is
essentially the strategy of ”largest-degree user first”.
According to the literature, there exists a similar positive
correlation between the recommendation scores and the
item degrees. That is to say, almost all the users, no matter
large or small-degree users, are regarded to prefer popular
items to unpopular ones by the common recommenders.
Therefore, following the ”Largest Score First” strategy in the
constrained recommendation setting, the large-degree users
almost run out the stock volume of popular items, and the
small-degree users who also prefer popular items have to
be recommended with not that preferable unpopular items.
This is the reason of more than 20% accuracy loss brought
by the ”Largest Score First” strategy.
3.2 Largest Normalized Score First
In order to eliminate the influence of user degree on the
recommendation scores, we propose to normalize the rec-
ommendation scores of all items for every specific user.
Specifically, the recommendation score of every item is
divided by the sum of recommendation scores of all the
items of the same target user, which is essentially the degree
of the target user for the P3 algorithm. By replacing the
original user-item recommendation score with this user-
normalized score in the ”Largest Score First” strategy, we
get the so-called ”Largest Normalized Score First” strategy
of allocating items in the recommendation lists of users.
Following this priority strategy, Fig. 2(b) illustrates the
values of the same measures as in Fig. 2(a). We can see that
the positive correlation between recommendation scores
and user degrees is eliminated and the ”Largest Normalized
Score First” strategy is a bit like the ”small-degree user first”
strategy.
By means of the recommendation score normalization
process, every user holds the same amount of recommen-
dation stakes to be assigned to all the items (the sum of
normalized scores is one unit for every user). However, the
distributions of stakes among items are different from small-
to large-degree users. The stakes of small-degree users are
concentrated on a small number of popular items, such that
although small-degree users enjoy higher priority in the
user-item matching process, the number of priority times is
very few for each small-degree user. In this way, most stock
volume of popular items will be dispersedly distributed to
a majority of small-degree users, and the large-degree users
have to be recommended more unpopular items.
According to Table 3 and Table 4, the precision value
of the ”Largest Normalized Score First” strategy is about
90% (0.1757/0.1949) of that of original P3 algorithm on
the Movielens data set, and 77% (0.1042/0.136) for Netflix,
which are better than those of the ”Largest Score First” strat-
egy. This percentage of accuracy loss is perhaps acceptable
for practical applications (the average value of 90% and 77%
is 83%), but is it possible to regain 100% of the accuracy
value of the regular recommendation scenario?
3.3 Largest Revised Score First
Recall that for the P3 algorithm, the sum of recommendation
scores of all items for the same target user is essentially
the degree of the target user. That is to say, the ”Largest
Normalized Score First” strategy degrades the priority of
large-degree users in the user-item matching process by
dividing the original recommendation scores with the de-
gree of the target user. Then a natural question arises, is
the strength of this priority degradation optimal? In this
subsection, we replace the constant exponent 1 of the degree
of the target user with an adjustable parameter θ, that is to
say, the original recommendation scores are divide by the
degree of the target user with exponent θ on the shoulder.
By traversing this parameter θ to get the value associated
with the best recommendation accuracy, we propose the
”Largest Revised Score First” strategy. For a specific value
of parameter θ, the user-item matching process is similar to
the above priority strategies.
Fig. 3 illustrates the change of three evaluationmeasures,
the precision, the hamming distance and the coverage fair-
ness when traversing the exponent parameter θ from 0 to
1 on two data sets, with the step length of 0.1. We can see
that the values of hammming distance and coverage fairness
are almost unchanged within the whole interval (because
of strict bound on stock volume of each item). The most
important is that, the precision has a shape of cap, and
achieves its maximum value when the exponent parameter
is 0.9 rather than 1, which validates our effort of traversing
the parameter.
According to Table 3 and Table 4 , the best precision
value of the ”Largest Revised Score First” strategy is even
larger than that of original P3 algorithm (0.1989/0.1949
for Movielens and 0.1418/0.136 for Neflix). What is more,
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Algorithm 1 Largest-Score-First
Input:
user-item adjacent matrix A, recommendation score matrix S, Vector L of users’ initial numbers of recommendation
vacancy, vector Q of items’ initial stock volumes.
Output:
recommendation result matrix R such that R × 1 = L and RT × 1 ≤ Q.
1: Initialize R as zero matrix.
2: Sort the m × n elements of matrix S in descending order, and assume that the k-th largest element in this order is
originally in row ik, column jk of matrix S.
3: for k = 1 tom× n do
4: if L = ~0 then /*the recommendation lists of all users are fully occupied*/
5: break;
6: end if
7: if L(ik) > 0 and Q(jk) > 0 then /*there is available vacancy in the recommendation list of the user and there is
remaining stock for the item*/
8: R(ik, jk) = 1; /*fill the item in the list of the user*/
9: L(ik) = L(ik)− 1; /*decrease the remaining vacancy number of the user*/
10: Q(jk) = Q(jk)− 1; /*decrease the remaining stock volume of the item*/
11: end if
12: end for
13: return R;
TABLE 3
Comparison of the performance of P3 algorithm in the constrained recommendation scenario and the performance of several P3-enhanced
algorithms in regular recommendation scenario on the Moivelens data set.
Algorithm Recommendation settings Precision Coverage rate Hamming distance Coverage fairness
P3
Regular 0.1949 0.0991 0.6826 0.0378
Constraint, Largest Score First 0.15 0.6078 0.9589 0.2987
Constraint, Largest Normalized Score First 0.1757 0.6493 0.9589 0.2993
Constraint, Largest Revised Score First, θ = 0.9 0.1989 0.6693 0.9589 0.3002
Constraint, MCMF with normalized score 0.2115 0.5689 0.9588 0.2973
RP3 Regular, λ = 0.6 0.2289 0.3485 0.8432 0.0859
RAP3 Regular, λ = 0.6 0.2082 0.2945 0.8047 0.074
HHP Regular, λ = 0.3 0.2238 0.2529 0.8282 0.0715
BHC Regular, λ = 0.8 0.218 0.3115 0.8638 0.0914
BD Regular, λ = 0.7 0.2297 0.3507 0.8596 0.0932
PD Regular, λ = −0.7 0.2283 0.332 0.8442 0.0828
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Fig. 2. The average value of recommendation scores (the red dot), and the average value of the largest recommendation scores (the blue dot)
in the recommendation list of length 20, against the degrees of users, obtained by the P3 algorithm following different user-item matching priority
stratergies on the Movielens data set.
the coverage rate is almost 7 times (0.6693/0.0991) of the
original value on the Movielens data set, and more than 11
times (0.5566/0.0493) for Netflix; the Hamming distance is
140% (0.9589/0.6826) of the original value on the Movielens
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TABLE 4
Comparison of the performance of P3 algorithm in the constrained recommendation scenario and the performance of several P3-enhanced
algorithms in regular recommendation scenario on the Netflix data set.
Algorithm Recommendation settings Precision Coverage rate Hamming distance Coverage fairness
P3
Regular 0.136 0.0493 0.5213 0.0068
Constraint, Largest Score First 0.1006 0.5367 0.961 0.1239
Constraint, Largest Normalized Score First 0.1042 0.5278 0.9609 0.1204
Constraint, Largest Revised Score First, θ = 0.9 0.1418 0.5566 0.961 0.124
Constraint, MCMF with normalized score 0.1473 0.5956 0.9609 0.1232
RP3 Regular, λ = 0.5 0.1533 0.652 0.7033 0.0414
RAP3 Regular, λ = 0.2 0.1542 0.7699 0.7279 0.0676
HHP Regular, λ = 0.2 0.156 0.3311 0.7303 0.0217
BHC Regular, λ = 0.8 0.1512 0.2673 0.7067 0.017
BD Regular, λ = 0.7 0.1596 0.5965 0.7584 0.0478
PD Regular, λ = −0.7 0.1494 0.6674 0.6617 0.0351
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Fig. 3. The change of three evaluation measures, the precision, the hamming distance and the coverage fairness when traversing the exponent
parameter of the ”Largest Revised Score First” strategy from 0 to 1, with the step length of 0.1.
data set, and 184% (0.961/0.5213) for Netflix; the coverage
fairness is almost 8 times (0.3002/0.0378) of the original
value on the Movielens data set, and more than 18 times
(0.124/0.0068) for Netflix.
Actually, because of the strict constraint on the initial
stock volume of each item, the value of coverage fairness
is almost unchanged in the constrained recommendation
scenario, regardless of the user-item matching strategy.
4 OPTIMAL USER-ITEM MATCHING STRATEGY
Recall that, in every step of the above heuristic strategies
of user-item matching, the unchecked largest score (or other
revised version such as normalized one) is checked if we can
get a user-item matching pair. This is the typical character-
istic of a greedy strategy. Essentially, the objective of these
greedy selections is, maximizing the sum of (revised) scores
of all matched user-item pairs, under the constraints on
items’ stock volumes. This user-item matching optimization
problem with constraints can be formulated as
max
∑
1≤i≤m
1≤j≤n
rijsij
s.t.
∑
1≤j≤n
rij = l, 1 ≤ i ≤ m
∑
1≤i≤m
rij ≤ qj , 1 ≤ j ≤ n.
Although the ”Largest Revised Score First” strategy has
a satisfactory performance on both accuracy and coverage
fairness, it has two main drawbacks. First, a greedy strategy
does not always get a globally optimal solution to the
above optimization problem (counter-example is below),
thus we do not know how good is our greedy solution,
i.e., how far is the obtained accuracy from the best value.
Second, traversing the exponential parameter to get the
optimal value corresponding to the best accuracy is a time-
consuming job for its application in different algorithm and
data set scenarios.
Next we give an example that the greedy strategy can
not get a global optimal solution for our problem. Table
5 gives the recommendation scores obtained by some al-
gorithm on a bipartite network consisting of 4 users and
4 items, where the recommendation scores for the inter-
acted user-item pairs do not matter and are represented by
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 9
TABLE 5
An example of recommendation scores that a greedy strategy can not
get a global optimal solution for our user-item matching problem.
score(u, i) v1 v2 v3 v4
u1 100 99 / /
u2 / 9 6 /
u3 / / 8 5
u4 99 / / 7
symbols ”/”. Assume that the length of recommendation
lists and the stock volume of each item are all 1. Fol-
lowing the greedy strategy, we get the matched user-item
pairs {(u1, v1), (u2, v2), (u3, v3), (u4, v4)}, where the sum of
their recommendation scores is 100 + 9 + 8 + 7 = 124.
However, the optimal solution of user-item matching is
{(u1, v2), (u2, v3), (u3, v4), (u4, v1)}, where the sum of their
recommendation scores is 99 + 99 + 6 + 5 = 209.
4.1 The MCMF model
As one important contribution of this paper, we build a
Minimum Cost Maximum Flow (MCMF) model to solve
the user-item optimal matching problem. In order to avoid
the cost of parameter optimization, we use the normalized
score defined in Section 3.2 as the input of the MCMFmodel.
TheMCMF problem is a well-known network flow problem,
which finds various applications in the fields of transporta-
tion, logistics, telecommunication, network design, resource
planning, scheduling, and many other industries [15], [16].
Next we give a brief review on the MCMF problem. The
terminology follows from the references [16], [17].
A network is a directed graph G = (V,E) with a source
node s and a sink node t. Each directed edge (u, v) ∈ E
is associated with two constants, the capacity cap(u, v)
indicating the upper bound of the flow f(u, v) allowed on
the edge, and the cost per unit flow on the edge, denoted by
cost(u, v). Clearly, the capacity and the cost of an edge are
positive values. The value of a network flow f is defined as
value (f) =
∑
(s,w)∈E f (s, w) −
∑
(w,s)∈E f (w, s), and the
cost of flow f is cost (f) =
∑
(s,w)∈E f (s, w)× cost (s, w)−∑
(w,s)∈E f (w, s)× cost (w, s). A Minimum Cost Maxi-
mum Flow of a network G = (V,E) is a maximum flow
with the smallest possible cost.
To relate the optimization problem of user-item match-
ing to the MCMF problem, the most important work is
to construct a flow network G = (V,E) to model the
optimization objective and the constraints of the user-item
matching problem, which is defined as follows. The node
set is
V = {s, t} ∪ {ui}1≤i≤m ∪ {vj}1≤j≤n
where ui and vj represent nodes and items of the recom-
mender system, consistent with the aforementioned nota-
tions.
The directed edge set is
E = {(s, ui)}1≤i≤m ∪ {(vj , t)}1≤j≤n
∪ {(ui, vj)} (ui,vj)/∈E(G),
1≤i≤m,1≤j≤n
TABLE 6
The normalized scores of the P3 algorithm on the network of Fig. 1.
nscore(u, i) v1 v2 v3 v4 v5
u1 / 5/48 3/16 / 0
u2 / / / / 1/24
u3 / 1/12 / 1/6 1/12
u4 1/8 1/24 / 1/24 /
In other words, there is a directed edge from the source
node to each user node, a directed edge from each item node
to the sink node, and a directed edge between every user-
item pair without a link in the original user-item bipartite
network.
The capacities on edges are set as
cap (s, ui) = l, cap (ui, vj) = 1,
cap (vj , t) = qj , 1 ≤ i ≤ m, 1 ≤ j ≤ n.
The edge capacity between every user-item pair is set to
be 1, indicating the user-item matching rule that each item
can occupy at most one vacancy of the recommendation list
of a specific user. The edge capacity from the source node to
each user node is defined by the length of recommendation
lists, and the edge capacity from each item node to the
sink node is defined by the stock volume of the item,
corresponding to the two constraints of the optimization
function.
The costs on edges are set as
cost (ui, vj) = 100− 100× nscore (ui, vj) ,
cost (s, ui) = cost (vj , t) = 0, 1 ≤ i ≤ m, 1 ≤ j ≤ n,
where the ”nscore” term is defined as the normalized score
in Section 3.2, and rounded to two decimal places. In sum-
mary, the values of capacity and cost of this network are all
positive integers.
To better illustrate this construction process, Fig. 4
presents the flow network constructed for the P3 algorithm
on the toy example of Fig. 1. First, we run the P3 algorithm
on the bipartite network and get the normalized scores in
Table 6, where the recommendation scores for the interacted
user-item pairs do not matter and are represented by sym-
bols ”/”. Second, we construct the node and edge sets of the
flow network. Finally, we assign capacity and cost values to
each edge according to the above equations. For example,
assume that the length of recommendation lists is 2, then
the capacity on edge from the source node to each user
node is 2, and the capacity on edge (v1, t) is cap (v1, t) =
q1 =


m× l × deg(v1)n∑
k=1
deg(vk)


=
⌈
4× 2× 33+1+3+2+1
⌉
= 3.
The cost on edge (u1, v2) is cost (u1, v2) = 100 − 100 ×
nscore (u1, v2) = 100− 100× 5/48 ≈ 90.
After construction of the directed flow graph, we relate
the original optimization problem to the MCMF problem.
One benefit of making the connection between the user-
item matching problem and the MCMF problem is that
it provides an approach for taking advantage of existing
works that have already been done on finding the optimal
solution. The MCMF problem has been thoroughly studied
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Fig. 4. The flow network constructed from the network in Fig. 1 and the
normalized scores in Table 6, where the length of recommendation lists
is 2.
and many efficient MCMF algorithms are available in the
literature [16], [18].
The value of the maximumflow of this network is clearly
m ∗ l, since we get the initial stock volumes of items by
rounding up the values. The objective of minimizing the cost
of the maximum flow is essentially the optimization objec-
tive of maximizing the sum of normalized recommendation
scores of matched user-item pairs.
To compute a minimum cost maximum flow in graph
G = (V,E) from s to t, we employ the Successive Shortest
Path algorithm and the MCMF problem can be solved in
polynomial time [16]. The solution of the MCMF problem
yields the result of the optimal user-itemmatching problem.
The recommendation list of a target user is consisted of
items with nonzero flow on the corresponding user-item
edges in the optimal solution of the MCMF problem.
4.2 Comparison with existing algorithms
Table 3 and Table 4 present detailed performance compari-
son between the P3 algorithm in the constrained recommen-
dation scenario with different user-item matching priority
strategies, and six state-of-the-art P3-enhanced algorithms
in the regular recommendation scenario on the Movielens
and Netflix data sets, where the values of their intrinsic
parameters are set to be those associated with the best
recommendation precision. For the P3 algorithm in the
constrained recommendation scenario, the MCMF model
achieves the best accuracy performance among all the user-
item matching strategies (even better than the ”Largest
Revised Score First” strategy), thus we call it the P3-MCMF
algorithm as a whole for later discussion.
Compared with six state-of-the-art P3-enhanced algo-
rithms in the regular recommendation scenario, the P3-
MCMF algorithm achieves the recommendation precision
of more than 90% of the best value of all the enhanced
algorithms (0.2115/0.2297 for Movielens and 0.1473/0.1596
for Netflix); its coverage fairness value is more than three
times (two times, respectively) of the best values of all
the enhanced algorithms on the Movielens (Netflix, respec-
tively) data set; its Hamming distance is 11% and 27%
better on the Movielens and Netflix data sets, respectively.
As for the coverage rate, the P3-MCMF algorithm achieves
much better performance on Movielens and a little worse
performance on Netflix, compared with the best values of
all enhanced algorithms. Since the coverage rate is a very
coarse measure of recommendation fairness, its trivial loss
does not matter for practical applications.
Recall that these six algorithms are already typical en-
hanced versions of the P3 algorithm, with much better
recommendation performance. Take the RP3 algorithm as
an example. Compared with the P3 algorithm on Movielens,
the precision is improved about 17% (from 0.1949 to 0.2289),
the coverage rate is improved about 250% (from 0.0991 to
0.3485), and the coverage fairness is improved more than
100% (from 0.0378 to 0.0859). Although the six P3-enhanced
algorithms are inspired by different motivations, they have
similar recommendation performance in regular recommen-
dation scenario (for example the precision is about 0.22 and
the coverage fairness is below 0.1 on the Movielens data
set), which indicates that further performance improvement
will be a very difficult task. However, our MCMF strategy
successfully cracks this problem.
The most important significance of our P3-MCMF algo-
rithm is that, it is parameter-free and thus achieves this
superior performance without the time cost of parameter
optimization, while all the above existing enhanced algo-
rithms have to traverse their intrinsic parameter to get the
best performance.
After the above performance comparison, a natural ques-
tion is raised, can we adjust the parameter of some typical
P3-improved algorithms, to get the similar coverage fairness
improvement with the cost of similar accuracy loss? To
answer this question, we plot the precision against the
coverage fairness of six typical P3-enhanced algorithms,
compared with the counterparts of our P3-MCMF algorithm
on the Movielens data set in Fig. 5. Each red dot is corre-
sponding to a specific value of the intrinsic parameter λ of
the enhanced algorithm, from 0.1 to 1.0 with step length of
0.1, and the blue dot is for the performance of the P3-MCMF
algorithm.
From Fig. 5 we can see that, the P3-MCMF algorithm
regains more than 90% of the best precision values of typical
P3-enhanced algorithms. Even if we let the precision of P3-
improved algorithms aligned with that of the P3-MCMF
algorithm, the coverage fairness value of the former is
still worse than that of the latter, and vice versa. That is
to say, the performance of the parameter-free P3-MCMF
algorithm is always better than those of the parameterized
P3-enhanced algorithms. What is more, the parameter-free
characteristic of the P3-MCMF algorithm is a tremendous
advantage in the practical applications.
5 CONCLUSIONS AND FUTURE WORK
The popularity bias is a ubiquitous problem confronted by
common recommenders, and many research efforts were
devoted to alleviate this problem and thus improve user
experience. In fact, popularity bias is not welcome to not
only users but also item-providers. While this problem of
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Fig. 5. The precision against the coverage fairness of six typical P3-enhanced algorithms (the red dots) with the change of their intrinsic parameter
λ, compared with the counterparts of our P3-MCMF algorithm (the blue dot) on the Movielens data set. The length of recommendation lists is 20.
recommending a few popular items to a majority of users is
usually regarded as a user-oriented problem, item-providers
also suffer a lot from it and anchor their hope on recom-
mender systems to give fairer recommendation chance to
different items, especially unpopular ones.
This work was devoted to solve the problem of recom-
mendation fairness, which is measured by the Gini coef-
ficient of numbers of recommendation times of all items
in the system. The approach is to bound the allowed rec-
ommendation frequency of each item to be proportional to
its degree. Although this approach is very effective and ro-
bust in significantly improving the recommendation fairness
and thus better serves the purpose of item-providers, the
following recommendation accuracy loss and the decrease
of user experience cannot be ignored. To solve this sub-
sequent problem, we proposed several heuristic strategies
and designed a optimal MCMF model to solve the user-
item matching problem in the constrained recommendation
scenario, and the P3-MCMF algorithm successfully regains
more than 90% of the best precision value of several state-
of-the-art enhanced algorithms. This kind of accuracy loss
is acceptable in practical applications, not only because the
decreasing percentage value is small, but also because the
accuracy loss is mainly caused by reducing the recommen-
dations times of popular items, which contributes little in
improving the user satisfaction on the system. Another im-
portant advantage of our proposed P3-MCMF algorithm is
that it is parameter-free and thus achieves this superior per-
formance without the time cost of parameter optimization,
while most existing enhanced algorithms have to traverse
their intrinsic parameter to get the best performance.
Compared with the ”Largest Score First” strategy, the
distribution uniformity of all the recommendation scores
of the ”Largest Revised Score First” strategy is greatly
improved, because the positive correlation between the rec-
ommendation scores and users degrees are reduced to some
extent. That is to say, the recommendation accuracy and the
distribution uniformity of recommendation scores are both
improved by dividing the recommendation scores with the
user degree with an exponential parameter. Then a natural
question is raised, what is the relationship between these
two measures? To answer this question, Fig. 6(a) plots the
changes of the precision value and the Gini coefficient of rec-
ommendation scores in the recommendation lists of length
l = 20, with the exponential parameter of the ”Largest
Revised Score First” strategy for the P3 algorithm on Movie-
lens. We can see a very interesting phenomenon that, the
two measures achieve their own optimal values at (almost)
the same value of the exponential parameter. To see whether
this is a common phenomenon in recommender systems
or not, we regard the above-mentioned five P3-enhanced
algorithms with optimal values of intrinsic parameters as
baseline algorithms, and present the same plots in Fig. 6(b)-
(f). This consistence between the peaks of the two measures
still holds. Our next work is to explore the mechanism
behind the consistence of these two peak values, and try to
make use of it to further improve existing recommendation
algorithms or design new recommendation models.
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Fig. 6. The changes of the precision value and the Gini coefficient of recommendation scores in the recommendation lists of length 20, with the
exponential parameter of the ”Largest Revised Score First” strategy for P3 and five P3-enhanced algorithms on Movielens.
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