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Abstract
We consider the problem of estimating the time differences of arrival (TDOAs)
of multiple sources from a two-channel reverberant audio signal. While sev-
eral clustering-based or angular spectrum-based methods have been pro-
posed in the literature, only relatively small-scale experimental evaluations
restricted to either category of methods have been carried out so far. We
design and conduct the first large-scale experimental evaluation of these
methods and investigate a two-step procedure combining angular spectra
and clustering. In addition, we introduce and evaluate five new TDOA es-
timation methods inspired from signal-to-noise-ratio (SNR) weighting and
probabilistic multi-source modeling techniques that have been successful for
anechoic TDOA estimation and audio source separation. The results show
that clustering-based methods do not improve upon angular spectrum-based
methods. For 5 cm microphone spacing, the best TDOA estimation perfor-
mance is achieved by one of the proposed SNR-based angular spectrum
methods. For larger spacing, a variant of the generalized cross-correlation
with phase transform (GCC-PHAT) method performs best.
Keywords: Multiple source localization, TDOA estimation, angular
spectrum, clustering
1. Introduction
Recorded audio signals often result from the mixture of several sound
sources. The problem of source localization consists of estimating the spatial
1This work was supported in part by the ECHANGE project, funded by ANR, and by
the Quaero Programme, funded by OSEO.
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positions of the sources and has many applications such as video-conferencing,
surveillance, or source separation [1, 2]. When the signal is recorded by an
array of sensors, this problem is often addressed by estimating the Time
Difference Of Arrival (TDOA) of each source for each pair of sensors [3].
Localization performance then mostly depends on the accuracy of the esti-
mated TDOAs [1]. In the following, we focus on TDOA estimation of two
or more sources for a given pair of sensors in a reverberant environment.
The estimation of the number of sources and the assessment of the result-
ing localization performance for different array geometries are left for later
study.
Most TDOA estimation methods use the Short Time Fourier Transform
(STFT) of the signal [3, 4, 5]. Let us denote by x(t, f) = [x1(t, f), x2(t, f)]
T
and sn(t, f), n = 1, . . . , N , the STFTs of the observed signals and the n-th
source signal, where t = 1, . . . , T and f = 1, . . . , F are, respectively, time
frame and frequency bin indices. With these notations, the source mixing
process can be modeled as [6]
x(t, f) =
N∑
n=1
d(f, τn)sn(t, f) + b(t, f), (1)
where
d(f, τn) = [1, e
−2ipifτn ]T (2)
is the so-called steering vector associated with the n-th source of TDOA
τn (in seconds), and b(t, f) models the reverberant part of the signal and
additive noise, if any.
We distinguish three general approaches for TDOA estimation. The
simplest one consists of computing the TDOA of the mixture signal locally
in each time-frequency bin and localizing the peaks of the resulting his-
togram [7, 8, 9, 10]. This approach is restricted to closely spaced or binaural
microphones, since in the case of widely spaced microphones local TDOA
computation becomes ambiguous due to spatial aliasing [11]. The second ap-
proach consists of iteratively estimating the time-frequency bins associated
to each source and the corresponding TDOAs by means of some clustering
algorithm [11, 6, 12]. This approach can be used for any microphone spac-
ing but is sensitive to the initialization of the parameters (i.e., clusters and
TDOAs). The third approach [3, 13, 5, 14, 15] consists of building for each
time-frequency bin a function of TDOA that is likely to exhibit a large value
for true TDOAs, and pooling it across the time-frequency plane so as to ob-
tain a so-called angular spectrum. The source TDOAs are then estimated
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as the highest peaks of this angular spectrum. This approach works for
any microphone spacing and does not need any initial guess of the TDOAs.
However, the possible presence of secondary peaks can alter the estimation
of the TDOAs. In this paper, we focus on the two latter approaches, namely
clustering and angular spectrum, which are always applicable.
Two main gaps are found in the literature. First, only relatively small-
scale experimental evaluations restricted to either approach have been car-
ried out so far [16, 17, 18] and little is known about the variation of per-
formance with respect to the microphone spacing, the reverberation time,
the number of sources, the chosen angular spectrum pooling function or the
chosen clustering initialization method. Second, existing methods typically
rely on the assumption that the sources are disjoint in the time-frequency
plane and affect the same weight to all time-frequency bins, regardless of the
fact that the associated spatial information is less accurate in the presence
of overlapping sources or reverberation.
This article aims to fill in these gaps. We design and conduct a large-
scale evaluation of angular spectrum-based and clustering-based methods
on 1482 different configurations and investigate the use of the former for
the initialization of the latter. In addition, we introduce and evaluate five
new TDOA estimation methods inspired from signal-to-noise ratio (SNR)
weighting or probabilistic modeling techniques that have been successful
for anechoic TDOA estimation [19, 20, 21], histogram-based reverberant
TDOA estimation [10] or audio source separation [22, 23], but have not
yet been explored for angular spectrum-based or clustering-based reverber-
ant TDOA estimation. The proposed methods account for the presence of
diffuse noise or interfering sources in each time-frequency bin and rely prior-
itarily on the time-frequency bins resulting from the direct sound of a single
source. The code of all methods and the experimental data are available at
http://bass-db.gforge.inria.fr/bss locate/.
The rest of the paper is organized as follows. In section 2, a short re-
view of existing angular spectrum-based methods is given and the proposed
SNR-based methods are introduced. Existing and proposed clustering-based
methods are presented in section 3. The experimental evaluation is detailed
in section 4, and conclusions are drawn in section 5.
2. Angular spectrum-based methods
The principle of angular spectrum-based methods is to construct a func-
tion φ(τ) of TDOA τ whose peaks indicate the TDOAs of the sources. This
is commonly achieved as follows. A local angular spectrum (or coherence
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measure) φ(t, f, τ) is computed in each time-frequency bin (t, f) for all dis-
crete values of τ lying on a uniform grid in the range of possible TDOAs.
This function is chosen so that it is likely to exhibit large values for the
TDOAs of the sources which are active in this time-frequency bin. In or-
der to robustify the estimation process and to overcome the spatial aliasing
ambiguity occuring at high frequencies, the function φ(t, f, τ) is summed
over all frequencies. Then, it is reduced to a single dimension to obtain the
angular spectrum from which the TDOAs are estimated. This is typically
done by summing it over all time frames [3]:
φsum(τ) =
T∑
t=1
F∑
f=1
φ(t, f, τ). (3)
A limitation of this approach is that it makes it difficult to localize a source
that is active only within few time frames due to the integration of irrelevant
information when the source is inactive. This can be addressed by taking
the maximum over all time frames instead [14]:
φmax(τ) = max
t
F∑
f=1
φ(t, f, τ). (4)
Existing methods differ by the definition of the local angular spectrum func-
tion φ(t, f, τ) and the choice of the pooling function, i.e., “sum” (3) or “max”
(4). Alternative pooling functions consisting of taking the p-th largest value
over all time frames [24] or the mean of the p largest values decreased the
average performance compared to the “max” in our experiments and are not
considered hereafter.
2.1. Popular existing methods
Existing methods typically extract the spatial information in time-frequency
bin (t, f) from the empirical covariance matrix R̂xx(t, f) of the input sig-
nal, which can be computed in the neighborhood of each time-frequency bin
(t, f) as [25]
R̂xx(t, f) =
∑
t′,f ′ w(t
′ − t, f ′ − f)x(t′, f ′)x(t′, f ′)H∑
t′,f ′ w(t
′ − t, f ′ − f) , (5)
where w is a time-frequency windowing function of length Lf × Lt defining
the size and the shape of the neighborhood, and (·)H denotes the Hermitian
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transposition operator.
The generalized cross-correlation with phase transform (GCC-PHAT)
method [3] is certainly the most popular angular spectrum-based method.
Based on the assumption that the direct sound of one source predominates
in each time-frequency bin, the TDOA of this source τ is estimated from the
phase difference between the two channels represented by the argument of
R̂xx(t, f)1,2
2. Indeed, this phase difference is expected to be close to 2pifτ
modulo 2pi. The local angular spectrum is then defined as
φGCC(t, f, τ) = ℜ
(
R̂xx(t, f)1,2
|R̂xx(t, f)1,2|
e−2ipifτ
)
, (6)
where ℜ(z) denotes the real part of a complex number z. In [24], it is
proposed to use a non-linear function ρ of φGCC(t, f, τ) defined by ρ(u) =
1− tanh(α√1− u) in order to emphasize the large values of φGCC(t, f, τ).
In multiple signal classification (MUSIC) [5], under the same assumption
that one source is predominant in each time-frequency bin (t, f), the local
angular spectrum is computed as a measure of fit between the steering vector
d(f, τ) and the first principal component v(t, f) of R̂xx(t, f):
φMUSIC(t, f, τ) =
(
1− 1
2
∣∣d(f, τ)Hv(t, f)∣∣2)−1 , (7)
where d(f, τ) is defined by (2).
Nesta et al. [13] propose a method relaxing the assumption of one pre-
dominant source in each time-frequency bin. The time-frequency plane is
split into time-frequency blocks, and it is assumed that there are at most two
predominant sources in each block. Then, Independent Component Analysis
(ICA) is applied in each time-frequency block (t, f) to obtain two amplitude-
normalized mixing coefficients r1(t, f) and r2(t, f) (see [13] for details) that
are likely to be close to e−2ipifτ1 and e−2ipifτ2 up to a permutation, where
τ1 and τ2 are the TDOAs of the two predominant sources in the considered
block. The local angular spectrum of this method called cumulative state
2Here bRxx(t, f)i,j denotes the (i, j)-th element of matrix bRxx(t, f).
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coherence transform (cSCT) is given by
φcSCT(t, f, τ) =
2∑
j=1
ρ
(
1
2
∣∣∣e−2ipifτ − rj(t, f)∣∣∣) , (8)
where ρ(u) = 1− tanh(αu).
2.2. Proposed methods
All existing methods, except the cSCT, use the assumption that in each
time-frequency bin, only one source is predominant. For cSCT, this as-
sumption is replaced by that of at most two predominant sources. Both
assumptions do not hold exactly for most audio data [25, 26]. Thus, some
of the estimated local angular spectra φ(t, f, τ) do not represent any “true”
TDOA possibly leading to poor estimation of the TDOAs. A bounded time-
frequency weighting function based on interchannel correlation has been
proposed in [27] to give more weight to the time-frequency bins involving a
single predominant source. However, this function leads to overestimate the
weight at low frequencies where interchannel correlation is large regardless
of the number of active sources. Inspired by [19], where it was done for
anechoic mixtures, we propose to use the SNR as an unbounded measure to
determine whether the information contained in a time-frequency bin results
from a single source. We propose three methods to estimate the SNR below.
2.2.1. SNR estimation by beamforming
In each time-frequency bin, we define the SNR in the direction corre-
sponding to the TDOA τ by the ratio between the sound power in this
direction and the residual power. We estimate the power in the direction
corresponding to the TDOA τ by the Minimum Variance Distortionless Re-
sponse (MVDR) beamformer [28]:
P (t, f, τ) =
(
d(f, τ)HR̂xx(t, f)
−1d(f, τ)
)−1
, (9)
where R̂xx(t, f) and d(f, τ) are computed by (5) and (2), respectively. Then,
we compute the residual power by subtracting the estimated power in the
direction from an estimate of the total power: 12 tr
(
R̂xx(t, f)
)
− P (t, f, τ).
Finally, we define the SNR in this direction as
φMVDR(t, f, τ) =
(
d(f, τ)HR̂xx(t, f)
−1d(f, τ)
)−1
1
2 tr
(
R̂xx(t, f)
)
−
(
d(f, τ)HR̂xx(t, f)−1d(f, τ)
)−1 .
(10)
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Figure 1: Local angular spectra φ(t, f, τ) plotted at time t = 0 (top) and global angular
spectra φsum(τ) pooled over all time frames (bottom) for φMVDR (left), φDNM (center) and
φMVDRW (right), computed from the mixture of three female speech sources placed at 50
cm from the center of the microphone pair, with d = 15 cm and a reverberation time of
500 ms. Dash-dotted lines indicate the true TDOAs.
Our preliminary experiments showed that this function overestimates
the SNR at low frequencies, where phase differences are small, regardless of
the number of active sources. As a consequence, the values of φMVDR(t, f, τ)
at low frequencies mask the values at higher frequencies (see Fig. 1, left).
2.2.2. SNR estimation under a diffuse noise model
To address this problem, we propose to jointly estimate the sound power
in direction τ and the power of the residual signal by using a diffuse noise
model. We assume that in each time-frequency bin only one source s(t, f)
of TDOA τ is predominant, i.e., the mixing model (1) becomes
x(t, f) = d(f, τ)s(t, f) + b(t, f). (11)
Moreover, we assume that s(t, f) and b(t, f) follow independent zero-mean
Gaussian distributions with, respectively, variance vs(t, f, τ) and covariance
vb(t, f, τ)Ψ(f). The variances vs(t, f, τ), vb(t, f, τ) > 0 represent the source
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and noise power, and Ψ(f) is the covariance matrix of a gain-normalized
diffuse noise [6, 18]:
Ψ(f) =
(
1 sinc(2pif d
c
)
sinc(2pif d
c
) 1
)
, (12)
with d being the distance between the two microphones (in meters), c the
speed of sound (in meters/sec.), and sinc(y) = sin(y)
y
the cardinal sine func-
tion. With these assumptions, it can be shown from (11) that the covariance
matrix of the mixture in the time-frequency bin (t, f) and for TDOA τ can
be expressed as
Rxx(t, f, τ) = v
s(t, f, τ)d(f, τ)dH(f, τ) + vb(t, f, τ)Ψ(f), (13)
and the log-likelihood of x(t, f) can be written as:
log p(x(t, f)) = logN(x(t, f); 0,Rxx(t, f, τ)) ,
− tr
(
R−1xx(t, f, τ)R̂xx(t, f)
)
− log det (piRxx(t, f, τ)) . (14)
Using a closed form solution from [18], we estimate vs(t, f, τ) and vb(t, f, τ)
in the maximum likelihood sense as(
vs(t, f, τ)
vb(t, f, τ)
)
= (diag(Λ1) , diag(Λ2))
−1 diag(A−1R̂xx(t, f)(A
H)−1),
(15)
where (Y , Z) denotes the concatenation of matrices (or vectors) Y and Z,
diag(Y) denotes the column vector of diagonal entries of matrix Y, A is the
matrix whose columns are the eigenvectors of d(f, τ)dH(f, τ)Ψ−1(f), and
Λ1, Λ2 are equal respectively toA
−1d(f, τ)dH(f, τ)(AH)−1 andA−1Ψ(f)(AH)−1.
Non-negativity of vs(t, f, τ) and vb(t, f, τ) is imposed by setting vs(t, f, τ) to
zero and vb(t, f, τ) to 12 tr
(
Ψ−1(f)R̂xx(t, f)
)
when vs(t, f, τ) or vb(t, f, τ)
resulting from (15) is negative [18]. Finally, the SNR in the time-frequency
bin (t, f) and for TDOA τ is computed as
φDNM(t, f, τ) =
vs(t, f, τ)
vb(t, f, τ)
. (16)
This method effectively addresses the SNR overestimation problem at low
frequencies but results in slightly wider peaks (see Fig. 1, center).
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Figure 2: Weighting factor wd(f) for microphone spacings d = 5 cm, 15 cm, 30 cm and 1
m.
2.2.3. SNR estimation by frequency weighted beamforming
To take advantage of both the precision of φMVDR (see Fig. 1, left) and
the global shape of φDNM (see Fig. 1, center), we combine these two methods
by expressing a relationship between them, assuming that the input signal
consists of a single source of TDOA τ = 0 and diffuse noise. In other
words, we replace in (10) the empirical covariance matrix R̂xx(t, f) by the
covariance matrix Rxx(t, f, τ) in (13), and we get
φMVDR(t, f, τ) =
1 + 2vs(t, f, τ)/vb(t, f, τ) + sinc(2pif d
c
)
1− sinc(2pif d
c
)
. (17)
By inverting (17), we estimate the SNR as:
φMVDRW(t, f, τ) =
vs(t, f, τ)
vb(t, f, τ)
= wd(f)φ
MVDR(t, f, τ) + wd(f)− 1, (18)
where wd(f) =
1
2(1 − sinc(2pif dc )) is a weighting factor depending on the
frequency and the microphone spacing d. This factor reduces the impact
of low frequencies, as it can be seen from Figure 2 and from Figure 1 (top
right) below 1 KHz. It can be also noted from Figure 1 that φMVDRW has
sharper peaks than both φMVDR and φDNM.
3. Clustering-based methods
In angular spectrum-based methods a measure of source activity (e.g.,
the SNR) can be exploited, but the estimation of this measure does not rely
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on any estimates of the TDOAs. In contrast, the principle of clustering-
based methods consists of estimating this measure given some estimates of
the TDOAs, then reestimating the TDOAs relying on this measure, and so
on. This results in iterating between the following two steps:
• re-estimate the contribution of each source to each time-frequency bin
(clusters), given current estimates of the TDOAs,
• re-estimate the TDOAs, given current estimates of the clusters.
3.1. Popular existing methods
Sawada et al. [11] propose to perform the clustering in a hard manner,
by associating each time-frequency bin to the closest source ntf in the sense
of the Euclidean distance between its steering vector and the phase and
amplitude-normalized observation. Each TDOA τn is then reestimated from
the time-frequency bins of the corresponding cluster only.
It is also possible to perform the clustering in a soft manner in a prob-
abilistic setting. Araki et al. [29] assume that the phase difference between
the two channels follows a wrapped Gaussian distribution for each source and
each time-frequency bin. This results in a Gaussian mixture model (GMM),
whose parameters are estimated via the Expectation-Maximization (EM)
algorithm. The E-step achieves soft clustering by estimating the probability
of ntf . This method also includes a sparsity-inducing prior on the GMM
mixture weights enabling the estimation of the number of sources.
Pointing that the Euclidean distance and the Gaussian distribution over
the phase differences do not accurately represent the effect of multiple sources
and reverberation, Izumi et al. [6] adopt the following model instead:
x(t, f) = sntf (t, f)d(f, τntf ) + b(t, f). (19)
The source coefficients sntf (t, f) are considered as deterministic parameters
and the noise term b(t, f) is assumed to be diffuse and modeled as a zero-
mean Gaussian random vector of covariance matrix vbΨ(f), where Ψ(f)
is given by (12) and vb is a constant parameter. Parameter estimation is
achieved via the EM algorithm again.
3.2. Proposed methods
3.2.1. EM algorithm with one predominant source in each time-frequency
bin
In line with [6], we assume that in each time-frequency bin (t, f), there
is only one predominant source ntf and a diffuse noise b(t, f). However,
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in contrast to [6], we assume that both sntf (t, f) and b(t, f) follow inde-
pendent zero-mean Gaussian distributions with covariances vsntf (t, f) and
vbntf (t, f)Ψ(f), where v
s
ntf
(t, f) and vbntf (t, f) represent respectively the source
and the noise variances, and Ψ(f) is defined by (12). Given the predom-
inant source index ntf , the mixture covariance matrix is Rxx,ntf (t, f) =
Ξx(f, τntf , v
s
ntf
(t, f), vbntf (t, f)), where
Ξx(f, τ, v
s, vb) , vsd(f, τ)dH(f, τ) + vbΨ(f). (20)
The set of parameters to be estimated is
θ =
{
{τn}Nn=1 ,
{
vsn(t, f), v
b
n(t, f)
}N,T,F
n,t,f=1
}
. (21)
Under the above assumptions and assuming a uniform prior over the
source indices, the observation x(t, f) follows the Gaussian mixture model
(GMM) distribution
p(x(t, f)|θ) =
∑
n
1
N
p(x(t, f)|τn, vsn(t, f), vbn(t, f)), (22)
where
p(x(t, f)|τ, vs, vb) = N(x(t, f); 0,Ξx(f, τ, vs, vb)), (23)
and N(x(t, f); 0,Ξx(f, τ, v
s, vb)) is defined by (14).
We use an EM algorithm [30] to estimate the parameters θ in the max-
imum likelihood sense, considering the set of predominant source indices
{ntf}t,f as latent data. The updates of the resulting algorithm and some
hints for its derivation are given in Appendix A.
3.2.2. EM algorithm with multiple sources in each time-frequency bin
As it was already mentioned in section 2.2, the assumption of only one
predominant source does not hold exactly for most audio data. Several
works [25, 26, 22, 23] have shown that relaxing this assumption can be very
beneficial for audio source separation. Thus, we here investigate whether
such an approach could be beneficial for multi-source localization. The
model presented below is mostly inspired by the models proposed in [22, 23].
We consider that all sources can be present in each time-frequency bin and
model the mixing process as
x(t, f) = D(f, τ )s(t, f) + b(t, f), (24)
11
where τ = [τ1, . . . , τN ] is the vector of TDOAs,D(f, τ ) = [d(f, τ1), . . . ,d(f, τN )],
s(t, f) = [s1(t, f), . . . , sN (t, f)]
T and b(t, f) = [b1(t, f), b2(t, f)]
T .
We assume that b(t, f) and s(t, f) follow zero-mean Gaussian distri-
butions with covariance matrices respectively equal to vb(t, f)Ψ(f) and
Rss(t, f), where Rss(t, f) is the diagonal matrix with n-th diagonal en-
try being equal to vsn(t, f). With these assumptions the observation x(t, f)
follows a zero-mean Gaussian distribution with covariance matrix
Rxx(t, f) = D(f, τ )Rss(t, f)D
H(f, τ ) + vb(t, f)Ψ(f). (25)
The set of parameters to be estimated is
θ =
{
{τn}Nn=1 , {vsn(t, f)}N,T,Fn,t,f=1 ,
{
vb(t, f)
}T,F
t,f
}
. (26)
To estimate the parameters in the maximum likelihood sense we derive
an EM algorithm, considering the sources {s(t, f)}t,f as latent data. The
algorithm is summarized in Appendix B. We consider four variants of the
algorithm:
1. “EM-multi (TF noise)”: the noise variances vb(t, f) are unconstrained,
2. “EM-multi (F noise)”: in line with [22], the noise variances vb(t, f)
are constrained to be constant over time, i.e., vb(t, f) = vb(f),
3. “EM-multi (const noise)”: in line with [6], the noise variances vb(t, f)
are constrained to be constant over time and frequency, i.e., vb(t, f) =
vb,
4. “EM-multi (no noise)”: in line with [11], the noise variances vb(t, f)
are fixed to a small positive value εfix.
4. Evaluation
We performed a large-scale evaluation of the methods presented in this
article. The data, the evaluation measures and the code of the tested meth-
ods are available on http://bass-db.gforge.inria.fr/bss locate/.
4.1. Data
The experimental evaluation was carried out on a large number of mix-
tures of male speech, female speech and music sources taken from the database
of the 2008 Signal Separation Evaluation Campaign (SiSEC) [31] “under-
determined speech and music mixtures” task. Mixing filters were simulated
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with the Roomsimove Toolbox3 for a rectangular room of dimensions 4.45
m × 3.55 m × 2.5 m and omnidirectional microphones. We considered all
possible combinations of the following parameters:
• Number of sources N : from 2 to 6.
• Reverberation time RT60 4: 50 ms, 100 ms, 150 ms, 250 ms, 500 ms,
750 ms.
• Microphone spacing d: 5 cm, 15 cm, 30 cm, 1 m.
• Distance between the sources and the center of the microphone pair:
20 cm, 50 cm, 1 m, 2 m.
• Angular position of the sources: between 3 and 5 randomly generated
scenarios according to the number of sources, i.e., 5 scenarios for 2
sources, 4 for 3 - 4 sources, and 3 for 5 - 6 sources. Moreover, the
scenarios were generated with the following restrictions: the Direc-
tions Of Arrival (DOAs) cannot be smaller (greater) than 30 degrees
(150 degrees) and the absolute difference between DOAs of any pair
of sources cannot be smaller than 15 degrees for 2-5 sources and 10
degrees for 6 sources.
• Three source types (female speech, male speech and music).
We only kept situations for which the distance between the sources and the
microphone pair is lower than 0.8d to ensure that the far-field assumption
holds, so that the relation between a TDOA τ and its corresponding DOA
η (in degrees) can be expressed by
τ =
d
c
cos
(
2pi
η
360
)
. (27)
This resulted in a total of 4446 mixtures. All the signals were sampled at
16 kHz.
3E. Vincent, D. Campbell, Roomsimove, a Matlab toolbox for the computation of simu-
lated room impulse reponses for moving sources, http://www.irisa.fr/metiss/members/
evincent/software.
4RT60 is the time required for reflections of a direct sound to decay by 60 dB below
the level of the direct sound.
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4.2. Evaluation measures
4.2.1. Localization
Evaluation in terms of localization consists of measuring the capacity of
the methods to estimate the true TDOAs with some tolerance. Since we do
not attempt to estimate the number of sources N , we apply the considered
methods for all possible numbers of sources J from 1 to 20. For a given J ,
we select the J highest peaks of the angular spectra and run the clustering
algorithms with J clusters. We then evaluate the list of J estimated TDOAs
compared to the list of N true TDOAs in terms of recall, precision and F-
measure. An estimated TDOA τˆ is considered as correctly estimated if it is
close enough to the true TDOA τ , in the sense that the corresponding DOAs
ηˆ and η, computed by inverting (27), differ by less than 5 degrees modulo
180 degrees. Denoting by IJ the number of correctly estimated TDOAs,
recall, precision and F-measure are defined by [32]
Recall(J) =
IJ
N
, (28)
Precision(J) =
IJ
J
, (29)
F-measure(J) = 2× Recall(J)× Precision(J)
Recall(J) + Precision(J)
. (30)
Figure 3 shows the average recall, precision and F-measure of several
angular spectrum-based methods over all mixtures with N = 3 sources.
The results are represented as a function of the assumed number of sources
J . As expected, the recall increases and the precision decreases with J ,
while the F-measure is maximum for some J = Jopt. Jopt equals to the
number of sources N for some method, but not for all. Thus, Jopt depends
on the method A and on the number of sources N . We observed a similar
behavior for other methods and other numbers of sources. We also noticed
that it depends on the microphone spacing d but that it is insensitive to
the other parameters. Thus, for each method A, each number of sources N
and each microphone spacing d, we compute Jopt(A, N, d) that maximizes
the average F-measure over the corresponding mixtures. In the rest of this
section, we assume that J is fixed to Jopt(A, N, d) for all mixtures.
4.2.2. Accuracy
When the TDOAs are correctly estimated, one would like to know how
accurate these estimates are. Let the TDOAs of all the mixtures considered
be enumerated through as {τ i}Ii=1. Let I ⊂ {1, . . . , I} denote the subset of
14
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Figure 3: Average recall (left), precision (center) and F-measure (right) as functions of J
for several angular spectrum-based methods and for all mixtures with N = 3 sources.
TDOAs that are correctly estimated by all the methods under comparison.
We define the average accuracy as follows:
Accuracy =
1∑
i∈I N
−1
i
∑
i∈I
N−1i
∣∣(ηi − ηˆi) mod 180∣∣ , (31)
where ηi and ηˆi are the DOAs computed from the true τ i and estimated τˆ i
TDOAs using (27), and Ni denotes the number of sources in the correspond-
ing mixture. Note that this measures the accuracy of only those TDOAs
which are correctly estimated by all methods under consideration instead of
each method individually.
4.3. Parameters
All the methods evaluated below had exactly the same front-end to com-
pute the empirical covariance matrices R̂xx(t, f) (5), except the cSCT [13],
for which we used an implementation provided by the author of [13]. The
STFT was computed with half-overlapping sine windows of length 1024.
The time-frequency windowing function w in (5) was the outer product of
two Hanning windows. Its size was set to Lf = Lt = 1 for GCC-PHAT and
GCC-NONLIN, Lf = 15 and Lt = 3 for the other angular spectrum-based
methods and Lf = Lt = 3 for all clustering-based methods, since this gave
the best results in our preliminary experiments.
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Recall Precision F-measure Accuracy
Local angular (0 to 1) (0 to 1) (0 to 1) (degrees)
spectrum function φsum φmax φsum φmax φsum φmax φsum φmax
GCC-PHAT [3] 0.61 0.84 0.72 0.85 0.65 0.84 - 0.42
GCC-NONLIN [24] 0.67 0.85 0.73 0.85 0.69 0.85 - 0.45
MUSIC [5] 0.65 0.64 0.33 0.30 0.43 0.41 - -
cSCT [13] 0.67 0.82 0.74 0.83 0.70 0.82 0.83 0.53
MVDR 0.73 0.80 0.75 0.80 0.74 0.80 0.56 0.48
DNM 0.70 0.72 0.73 0.71 0.71 0.71 0.63 0.61
MVDRW 0.73 0.80 0.75 0.80 0.74 0.80 0.56 0.48
Table 1: Angular spectrum-based methods: average results for all 4446 mixtures. The
average accuracy was computed over the 7755 TDOAs correctly estimated by the methods
with average F-measure greater than 0.7 (from a total of 16614).
4.4. Angular spectrum-based methods
We consider four state-of-the-art local angular spectra: GCC-PHAT
[3], a version of GCC-PHAT with a non-linear function [24] (denoted as
GCC-NONLIN), MUSIC [5] and cSCT [13], and the three proposed SNR-
based local angular spectra: MVDR, DNM and MVDRW (see Sec. 2.2).
All seven local angular spectra were evaluated with both φsum(·) (3) and
φmax(·) (4) pooling functions, except the cSCT [13] 5. Note also that for all
the methods, in line with [24], we do not select peaks that differ by less than
5 degrees from a higher peak.
The results in terms of average recall, precision, F-measure and accu-
racy are reported in Table 1. Since the average accuracy is computed over
the TDOAs that are correctly estimated by all the compared methods, as
explained in section 4.2.2, we have selected for this comparison the methods
that performed better than 0.7 in terms of average F-measure. This was
done in order to avoid a comparison over a very small subset of TDOAs.
Analyzing the results in terms of F-measure, we see that for the “sum”
pooling function MVDR and MVDRW outperform all other methods, which
confirms our findings in [18]. Using the “max” pooling function instead
of “sum” improves MVDR and MVDRW. However, it improves even more
GCC-PHAT and GCC-NONLIN, which perform best in the end. The results
in terms of average accuracy appear correlated with the average F-measure,
and GCC-PHATmax is the most accurate on average.
5Since we have only an implementation of the cSCT [13] given us by the author of [13]
without the corresponding sources, we were not able injecting the “max” pooling function
into this implementation.
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Figure 4: Angular spectrum-based methods: average F-measure as a function of the
microphone spacing d (left), the reverberation time RT60 (center), and the number of
sources N (right).
We then investigate the behaviour of the average F-measure as a func-
tion of the microphone spacing, the reverberation time and the number of
sources. For this comparison we chose five methods among the best ones,
namely GCC-NONLINsum, GCC-NONLINmax, cSCTsum, MVDRWsum
and MVDRWmax. The results are shown in Figure 4. While the reverber-
ation time and the number of sources have little influence on the ranking
of different methods, the microphone spacing has. Note that in case of the
“sum” pooling function the advantage of MVDRW against GCC-NONLIN
was essentially due to its better performance for the 5 cm microphone spac-
ing. Using the “max” pooling function improves GCC-NONLIN for all mi-
crophone spacings, but it improves MVDRW only for small spacings, while
leading to a big performance degradation for large spacings. However, our
proposed MVDRWmax method outperforms GCC-NONLINmax by 0.03 F-
measure for 5 cm microphone spacing. This setting is useful in practice, since
it matches the size of handheld devices such as portable audio recorders and
smartphones.
4.5. Clustering-based methods
The evaluation of clustering-based methods, as compared to that of an-
gular spectrum-based methods, is much more computationally expensive
within our evaluation framework. Indeed, as explained in Sec. 4.2.1, each
clustering-based method must be run 20 times (for J from 1 to 20) with
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Recall Precision F-measure Accuracy
Clustering algorithm (0 to 1) (0 to 1) (0 to 1) (degrees)
rand init rand init rand init rand init
None 0.53 0.90 0.24 0.90 0.32 0.90 - 0.56
Sawada et al. [11] 0.66 0.88 0.76 0.87 0.49 0.87 - 0.75
Izumi et al. [6] 0.29 0.30 0.48 0.51 0.30 0.35 - -
EM-predom 0.66 0.84 0.81 0.85 0.52 0.85 - 0.66
EM-multi (TF noise) 0.94 0.90 0.50 0.90 0.32 0.90 - 0.56
EM-multi (F noise) 0.94 0.90 0.50 0.90 0.32 0.90 - 0.56
EM-multi (const noise) 0.94 0.90 0.48 0.90 0.31 0.90 - 0.56
EM-multi (no noise) 0.94 0.90 0.47 0.90 0.32 0.90 - 0.56
Table 2: Clustering-based methods: average results for 1482 female speech mixtures. No-
tations: “rand” means initializing clustering by random TDOAs, “init” means initializing
it by TDOAs estimated with GCC-NONLINmax, and “None” means evaluating the ini-
tialization without running any clustering algorithm. The average accuracy was computed
over the 4384 TDOAs correctly estimated by the methods with average F-measure greater
than 0.7 (from a total of 5538).
several EM iterations. Since we have not noticed any influence of signal
type on the ranking of angular spectrum-based methods, we retain only the
female speech mixtures for this evaluation.
We consider two state-of-the-art methods by Sawada et al. [11] and
Izumi et al. [6], and the four of the proposed methods: the “EM-predom”
method introduced in Sec. 3.2.1 and the variants of the “EM-multi” method
introduced in Sec. 3.2.2. To evaluate the impact of initialization on the
performance, each method was run twice: (i) with randomly initialized
TDOAs and (ii) with initial TDOAs estimated by GCC-NONLINmax, i.e.,
the best angular spectrum-based method. For each mixture, the random
initial TDOAs were drawn from the uniform distribution on the interval
[−d/c, d/c]. For each method the source and the noise variances vsn(t, f)
and vbn(t, f) were initialized by some constant values v
s,init and vb,init ad-
justed during preliminary tests. Each method was run for a maximum of
100 iterations until the estimated TDOAs did not change from one iteration
to the next.
The results in terms of average evaluation measures, including those of
the initialization (noted by “None”), are summarized in Table 2. All meth-
ods fail when randomly initialized: the best results achieved by the proposed
“EM-predom” method remain far below those of GCC-NONLINmax and all
other methods except that Sawada et al. do not improve over mere random
guess. The initialization provided by GCC-NONLINmax greatly improves
the average F-measure for all methods. However, GCC-NONLINmax alone
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Figure 5: Clustering-based methods: average F-measure as a function of microphone
spacing d (left), reverberation time RT60 (center), and number of sources N (right). All
methods are initialized by the TDOAs estimated by GCC-NONLINmax.
is the most accurate in the end: the four “EM-multi” methods provide ex-
actly the same results, while Sawada et al. and “EM-predom” result in a
small performance degradation. This illustrates the fact that these methods
remain stuck in the local optimum provided by GCC-NONLINmax, so that
improved clustering techniques are needed to overcome this performance
ceiling.
We choose the four distinct methods after proper initialization, namely
GCC-NONLINmax, Sawada et al. [11], Izumi et al. [6] and “EM-predom”,
to investigate the behaviour of the average F-measure as a function of dif-
ferent parameters. The results are shown in Figure 5. We see that the
clustering-based methods, as compared to GCC-NONLINmax used for the
initialization, decrease the average F-measure for all considered conditions.
Moreover, the drop in performance is mostly pronounced for small micro-
phone spacings.
5. Conclusion
In this paper we introduced several multi-source TDOA estimation meth-
ods based on angular spectra and clustering. The common motivation be-
hind all these methods is to go beyond the assumption of a single predom-
inant source per time-frequency bin. This is achieved by either using the
SNR as an unbounded measure of source activity or by exploiting directly
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the multi-source hypothesis within a probabilistic model. We evaluated
the proposed and the five most popular state-of-the-art methods on 1482
different configurations. To our knowledge, this is by far the largest-scale
evaluation of multi-source TDOA estimation methods to date.
Among all angular spectrum-based methods, the best performance was
achieved by the proposed MVDRWmax method for 5 cm microphone spacing
and by GCC-NONLINmax for larger spacings. The former setting is useful
in practice, since it matches the size of handheld devices such as portable
audio recorders and smartphones.
All clustering-based methods were evaluated with both random TDOA
initialization and an initialization provided by the best angular spectrum-
based method. First, we showed that it is very important to initialize the
clustering algorithms with “good” TDOA estimates, since random initial-
ization leads to really poor performance. Second, we observed that none
of the clustering-based methods was able to improve the TDOA estimates
compared to the best angular spectrum-based method.
Our findings show that SNR weighting and probabilistic modeling tech-
niques that have been successful for anechoic TDOA estimation and audio
source separation bring little or no improvement for reverberant TDOA es-
timation compared to GCC-PHAT, so that more specific approaches are
needed to solve this problem in the future. The role of the “max” pooling
function, its success and its potential limits should be better understood, so
as to be able to propose more powerful non-linear pooling functions. The
resulting localization performance should be assessed for different array ge-
ometries and the problem of estimating the number of sources remains open,
with few methods proposed so far [29, 14, 24]. Finally, we still believe in
the potential of clustering-based methods provided that the considered i.i.d.
source variance models are replaced by more structured audio-specific mod-
els as in, e.g., [22]. An alternative way would be to try injecting the “max”
pooling function within the probabilistic model behind clustering.
Appendix A. Updates for the EM algorithm with one predomi-
nant source in each time-frequency bin
An EM algorithm [30] is an iterative algorithm consisting in updating
the parameters θ(l) at every iteration l as follows:
θ(l) = argmax
θ
Q(θ, θ(l−1)), (A.1)
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where Q(θ, θ′) is the so-called auxiliary function. Under the assumptions of
Section 3.2.1 this function is equal (up to some additive constant) to
Q(θ, θ′)
c
=
∑
n,t,f
γn(t, f)p(x(t, f)|τn, vsn(t, f), vbn(t, f)), (A.2)
with
γn(t, f) , p(ntf = n|x(t, f), θ′) (A.3)
∝ p(x(t, f)|τ ′n, vsn′(t, f), vbn′(t, f)), (A.4)
where, for any parameter z from θ, z′ denotes the corresponding parameter
from θ′ and p(x(t, f)|τ, vs, vb) is defined by (23).
As before, the TDOAs are only estimated on the discrete uniform grid
in the range of possible TDOAs. Let us denote this grid by Γ. One iteration
of the EM parameter updates optimizing (A.1) for the auxiliary function
(A.2) consists of the following steps:
1. Estimate vˆsn(t, f, τ) and vˆ
b
n(t, f, τ) in the maximum likelihood sense for
all time-frequency bins and all possible TDOAs τ ∈ Γ using (15) 6.
2. Compute the posterior cluster probabilities γn(t, f) as in (A.4) and
normalize them so that
∑
n γn(t, f) = 1.
3. Update the TDOAs τn as follows:
τn = argmax
τ∈Γ
∑
t,f
γn(t, f) log p(x(t, f)|τ, vˆsn(t, f, τ), vˆbn(t, f, τ)), (A.5)
where p(x(t, f)|τ, vˆsn(t, f, τ), vˆbn(t, f, τ)) is defined by (23).
4. Update the source and noise variances by setting vsn(t, f) = vˆ
s
n(t, f, τn)
and vbn(t, f) = vˆ
b
n(t, f, τn).
5. Set θ′ = θ.
Appendix B. Updates for the EM algorithm with multiple sources
in each time-frequency bin
Performing some derivations analogous to those from [22] and [23], it can
be shown that the auxiliary function Q(θ, θ′) for the EM algorithm under
6Note that in practice this needs to be done only once for all iterations.
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assumptions of Section 3.2.2 is equal (up to some additive constant) to:
Q(θ, θ′)
c
=
−
∑
n,t,f
(
log vsn(t, f) +
R̂ss(t, f)n,n
vsn(t, f)
)
−
∑
t,f
(
2 log vb(t, f) +
M(t, f, τ , θ′)
vb(t, f)
)
,
(B.1)
where
M(t, f, τ , θ′) , tr
[
Ψ−1(f)R̂xx(t, f)−Ψ−1(f)D(f, τ )R̂Hxs(t, f)
− Ψ−1(f)R̂xs(t, f)DH(f, τ ) +Ψ−1(f)D(f, τ )R̂ss(t, f)DH(f, τ )
]
, (B.2)
R̂xs(t, f) = R̂xx(t, f)G
H
s (t, f), (B.3)
R̂ss(t, f) = Gs(t, f)R̂xs(t, f) +
[
IN −Gs(t, f)D(f, τ ′)
]
R′ss(t, f), (B.4)
with R̂xx(t, f) defined by (5), and
Gs(t, f) = R
′
ss(t, f)D
H(f, τ ′)(R′xx(t, f))
−1, (B.5)
R′xx(t, f) = D(f, τ
′)R′ss(t, f)D
H(f, τ ′) + vb′(t, f)Ψ(f). (B.6)
One iteration of the EM parameter updates optimizing (A.1) for the
auxiliary function (B.1) consists of the following steps:
1. Compute R̂xx(t, f), R̂xs(t, f) and R̂ss(t, f) using (5), (B.3) and (B.4).
2. Update the source variances as vsn(t, f) = R̂ss(t, f)n,n.
3. Update the TDOAs as τn = τ
∗
n, where:
τ∗n = arg min
τn∈Γ
∑
t,f
1
vb(t, f)
M(t, f, τ , θ′), (B.7)
and M(t, f, τ , θ′) is defined by (B.2). More precisely, each TDOA τn
(n = 1, . . . , N) is updated in turn, while keeping the other TDOAs
{τm}m6=n fixed 7.
7Both the usage of the noise variances vb(t, f) in the updates of TDOAs (B.7) and the
alternating nature of these updates do not guarantee the maximization of the auxiliary
function, as in (A.1). However, they guarantee its non-decrease, i.e., Q(θ(l), θ(l−1)) ≥
Q(θ(l−1), θ(l−1)). Thus, the resulting algorithm is rather a Generalized EM (GEM) algo-
rithm [30]. Updating TDOAs jointly, instead of alternatively, is possible as well, but it
is avoided here, since it would lead to a computational complexity growing exponentially
with the number of sources.
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4. Update noise variances:
vb(t, f) =
1
2 ·#J (t, f)
∑
(t˜,f˜)∈J (t,f)
M(t˜, f˜ , τ , θ′), (B.8)
with J (t, f) ⊂ {1, . . . , T} × {1, . . . , F} denoting the subset of time-
frequency bins where vb(t, f) is considered constant and #J (t, f) de-
noting the number of elements in this subset. This formulation allows
the implemention of the first three variants of the algorithm mentioned
at the end of section 3.2.2. To implement the fourth variant one just
needs to skip the noise variance update.
5. Set θ′ = θ.
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