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Abstract
In conventional prediction tasks, a machine learn-
ing algorithm outputs a single best model that
globally optimizes its objective function, which
typically is accuracy. Therefore, users cannot ac-
cess the other models explicitly. In contrast to this,
multiple model enumeration attracts increasing
interests in non-standard machine learning appli-
cations where other criteria, e.g., interpretability
or fairness, than accuracy are main concern and
a user may want to access more than one non-
optimal, but suitable models. In this paper, we
propose a K-best model enumeration algorithm
for Support Vector Machines (SVM) that given a
dataset S and an integer K > 0, enumerates the
K-best models on S with distinct support vectors
in the descending order of the objective function
values in the dual SVM problem. Based on analy-
sis of the lattice structure of support vectors, our
algorithm efficiently finds the next best model
with small latency. This is useful in supporting
users’s interactive examination of their require-
ments on enumerated models. By experiments
on real datasets, we evaluated the efficiency and
usefulness of our algorithm.
1. Introduction
Machine learning technologies are being widely applied
to decision making in the real world. Recently, non-
standard learning problems with criteria, such as inter-
pretability (Ribeiro et al., 2016; Angelino et al., 2017) and
fairness (Hajian et al., 2016; Crawford, 2017), other than
prediction accuracy attract increasing attention. In case that
the predictions by a learning algorithm are not suitable to
user’s requirements, or violate critical constraints, it may
no longer be usable in the actual world, even if it has high
prediction accuracy.
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To incorporate user’s requirements into learning process,
a new framework, called model enumeration, is recently
proposed (Hara & Maehara, 2017; Ruggieri, 2017; Hara &
Ishihata, 2018). In this framework, an algorithm enumerates
several models with different structures, possibly with the
same objective values, instead of finding a single, optimal
model. It has a number of advantages to enumerate models.
The previous work (Hara & Maehara, 2017) studied model
enumeration focusing on enumeration of subsets of features.
In contrast to this, we focus on enumeration of distinct
models based on subsets of examples in a given dataset.
In this study, we propose an enumeration algorithm for Sup-
port Vector Machines (SVM) (Vapnik, 1998). In the dual
form of the SVM learning problem, its decision boundary,
i.e., its model is represented by a linear combination of the
subset of a given dataset, which is called support vectors.
Adopting the dual form of the SVM learning problem and
extending the enumeration method for Lasso by (Hara &
Maehara, 2017), we present an algorithm for enumerating
SVM models that have distinct support vectors in the de-
scending order of the dual form objective function values.
Our approach has the following advantages:
• Data understanding: A single model that optimizes
its objective function is not necessarily the best model
that can explain the data well, due to, e.g., label noise or
data contamination. By enumerating many models, we
have a chance to access better models from the user’s
interests. This can be seen as a multiple version of
example-based explanation (Bien & Tibshirani, 2011).
• Interactive learning: In a long-term prediction ser-
vice, a single optimal model may not continue to be the
best model forever due to change of a user’s interests or
requirements. Our framework can be used to provide
the next best model by a user’s request to interactively
examine and select some of enumerated models.
CONTRIBUTIONS
In this paper, we make the following contributions.
1. We formulate a model enumeration problem for SVM
as enumeration of SVM models with distinct support
vectors in the descending order of the objective values.
2. We propose an efficient exact algorithm for the SVM
model enumeration problem by extending the approach
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for Lasso by (Hara & Maehara, 2017). Our algorithm
can be extended to efficient top-K enumeration.
3. By experiments on real datasets, we evaluate the ef-
ficiency and the effectiveness of our algorithm. We
also show that there exist several models with different
prediction results and fairness score although they have
almost equal objective function values.
RELATED WORK
Model enumeration attracts increasing attention in recent
years. Enumeration algorithms for several machine learning
models, such as Lasso (Hara & Maehara, 2017), decision
trees (Ruggieri, 2017), and rule models (Hara & Ishihata,
2018), have been proposed. In addition, a method for si-
multaneously learning multiple diverse classifiers has been
proposed (Ross et al., 2018).
Example-based explanations are widely used for interpret-
ing the distribution of a dataset. Several methods for select-
ing representative examples from a dataset, such as proto-
types (Bien & Tibshirani, 2011) and criticisms (Kim et al.,
2016), have been proposed. However, our method is differ-
ent from theirs since our method is based on support vectors
that represent an SVM model, and enumerates them in the
descending order of the objective value.
In the context of SVM, solution path (Hastie et al., 2004) is
a method for tracing changes of obtained models by varying
its regularization parameter monotonically. It is similar to
our problem since it considers generation of different SVM
models. However, our problem is different from it since our
problem fixes the regularization parameter unlike a solution
path algorithm varies it, and our algorithm outputs more
various models. The uniqueness of the SVM solution were
discussed by (Burges & Crisp, 2000).
2. Preliminaries
Let R and and N = {1, 2, 3, . . . } be the sets of all real
numbers and all positive integers, respectively. For any
n ∈ N, we denote by [n] := {1, . . . , n}. For any indexed
set S = {s1, . . . , sn} and index subset I ⊆ [n], the subset of
S indexed by I is defined by SI = {sj | j ∈ I}. We denote
by X and Y the input and output domains, respectively. In
this paper, we assume the binary classification, i.e.,X = Rd
and Y = {−1, 1} for some d ∈ N. A dataset of size n ∈ N
is a finite set S = {(xj , yj)}nj=1 ⊆ X × Y . A model is
any function m : X → Y , and a model space is any set of
models. For other definitions, see, e.g., (Hastie et al., 2001).
2.1. Support Vector Machines (SVM)
In the following discussion, we assume as hyperparameters
a positive definite kernel function K : Rd × Rd → R and a
positive number C > 0, called a regularization parameter.
In the following, we fix K, C, and S ⊆ X × Y , and omit
them if it is clear from context. Note that our results are
independent of the choice of K and C.
In this paper, we consider the dual form of SVMs (Cris-
tianini & Shawe-Taylor, 2000). We assume a given
dataset S = {(xj , yj)}nj=1. For any n-dimensional vector
α = (α1, . . . , αn) ∈ Rn, the objective function of SVMs,
f(α) := f(α | S,K), is defined by
f(α) :=
∑
j∈[n]
αj − 1
2
∑
i,j∈[n]
αiαjyiyjK(xi, xj). (1)
The feasible solution space (or the model space) for SVMs,
F = F(S,C), is defined by the set of all Lagrange multi-
pliers α ∈ Rn satisfying the conditions (i) and (ii) below:
(i)
∑
j∈[n]
αjyj = 0 and (ii) αj ∈ [0, C],∀j ∈ [n]. (2)
Now, the (ordinary) SVM learning problem is stated as the
following maximization problem:
α∗ = arg max
α∈F
f(α). (3)
Since the problem of Eq. (3) is a convex quadratic program-
ming problem, the solution found is global, not necessarily
unique, and one of them can be efficiently computed by
various methods such as SMO (Platt, 1999).
By using α ∈ F , the prediction model (or the SVM model)
m : X → Y associated to α is given by
m(x | α) = m(x | α, S,K)
:= sgn(
∑
j∈[n]
αjyjK(xj , x) + b), (4)
where x ∈ X , and a threshold b ∈ R is determined by
b = 1 −∑j∈[n] αjyjK(xj , xi) for any i ∈ [n] such that
αi ∈ (0, C). Since a model m(· | α) is solely determined
by α, we also call α ∈ F a model as well as m.
It is known that an optimal solution α∗ for an SVM tend to
be a sparse vector. For any α ∈ F , we denote its support
and support vectors by supp(α) := {j ∈ [n] | αj 6= 0} and
V (α | S) := {(xj , yj) ∈ S | j ∈ supp(α)}, respectively.
From Eq. (1), we have the next lemma, which says that the
value of the objective function depends only on supp(α).
Lemma 1 For any α ∈ F such that supp(α) ⊆ I for some
I ⊆ [n], f(α | S,K) = f(αI | SI ,K).
Proof. Since αj = 0 for any j ∈ ([n] \ I), we have f(α |
S,K) =
∑
j∈[n] αj − 12
∑
i,j∈[n] αiαjyiyjK(xi, xj) =∑
j∈I αj− 12
∑
i,j∈I αiαjyiyjK(xi, xj) = f(αI | SI ,K).

From Eq. (4), we also see that the prediction result of SVM
model α depends only on the set of its support vectors.
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3. Problem Formulation
Before introducing our enumeration problem for SVMs, we
define the constrained SVM learning problem below. For
any index subset I ⊆ [n], the constrained problem associ-
ated to I is the problem (3) with the constraint supp(α) ⊆ I .
Note that the problem (5) is equivalent to the problem (3)
when the input is restricted to the subset SI ⊆ S.
Definition 1 For any given index subset I ⊆ [n], the con-
strained SVM learning problem with respect to I is ex-
pressed as the following maximization problem:
αˆ = arg max
α∈F(I)
f(α) (5)
where F(I) = F(I | S,C) is the constrained model space
(or the feasible solution space) consisting of all Lagrange
multipliers α ∈ Rn satisfying the conditions (i) and (ii) of
Eq. (2) and the additional condition (iii) supp(α) ⊆ I .
In the above definition, the solution αˆ is called a support
vector w.r.t. I . We remark that the value f(α) does not
depend on the choice of I since f(α) = f(α | S,K) =
f(αI | SI ,K) by condition (iii) and Lemma 1.
Then, we denote the set of globally optimal solutions by
SVM(I) = SVM(I | S,C,K) := {α ∈ F(I) | f(α) =
fˆ}, where fˆ = maxα∈F(I) f(α) is the optimum value for
the objectives.
The following property plays a key role in the analysis of
our algorithm proposed later.
Proposition 1 (key property of solutions) Let I ⊆ [n] be
any index subset and αˆ ∈ SVM(I) be any solution w.r.t. I .
For any J ⊆ [n], supp(αˆ) ⊆ J ⊆ I =⇒ αˆ ∈ SVM(J).
Proof. By assumption, we have (a) supp(αˆ) ⊆ J implies
αˆ ∈ F(J), and (b) J ⊆ I implies F(J) ⊆ F(I). From (a)
and (b), we have that if αˆ ∈ SVM(I) is optimal in F(I), it
is also optimal in F(J). Thus, αˆ ∈ SVM(J) is proved. 
An algorithm for the constrained SVM problem is any
deterministic algorithm ASVM : 2[n] → F that given
I ⊆ [n] as well as S,K, and C, computes a solution
α = ASVM(I) ∈ SVM(I) for the SVM problem. From
Proposition 1, we make the following assumption on ASVM
throughout this paper.
Assumption 1 For any I, J ⊆ [n], ASVM satisfies that
supp(ASVM(I)) ⊆ J ⊆ I implies ASVM(I) = ASVM(J).
For justification of Assumption 1, if the objective func-
tion f is strictly convex, the set SVM(I) has the unique
solution (Burges & Crisp, 2000), and thus, the assumption
holds. If f is not strictly convex, it is only known that
SVM(I) is itself a convex set (Burges & Crisp, 2000). It
remains open if a sort of greedy variable selection strategies
in, e.g., the SMO (Platt, 1999) or the chunking (Vapnik,
1998) algorithms is sufficient to ensure Assumption 1.
Under the above assumption, the solution set for our enu-
meration problem on input (S,C,K) is the collection
Mall = {α ∈ F | ∃I ⊆ [n] : α = ASVM(I)} of the
distinct SVM models computed by ASVM for all possible
index subsets of [n]. We observe that the corresponding set
SVall = {supp(α) | α ∈ Mall} ⊆ 2[n] of the supports
is isomorphic to the quotient set Π w.r.t. the equivalence
relation ≡ASVM defined by I ≡ASVM J ⇐⇒ ASVM(I) =
ASVM(J), where each representative [J ] ∈ Π is written as
[J ] = {I ∈ 2[n] | I ≡ASVM J}.
Our goal is to enumerate all models ofMall that have dis-
tinct support vectors in the descending order of their objec-
tive function values. Now, we state our problem as follows.
Problem 1 (Enumeration problem for SVMs) Given
any dataset S = {(xj , yj)}nj=1 ⊆ X ×Y , parameter C > 0,
and kernel function K, the task is to enumerate all distinct
models α inMall in the descending order of their objective
function values f(α) without duplicates.
Note that we fix the regularization parameter C unlike the
solution path for SVMs (Hastie et al., 2004).
To solve Problem 1, a straightforward, but infeasible method
is to simply collect ASVM(I) over all exponentially many
subsets I in 2[n]. This has redundancy w.r.t. ≡ASVM since
some pair of subsets I and J may yield the same solution
if they are equivalent. Hence, we seek for a more efficient
method utilizing the sparseness of the SVM models inMall.
4. Algorithm
In this section, we propose an efficient algorithm ENUMSV
for solving Problem 1. ENUMSV is based on Lawler’s
framework (Lawler, 1972) for top-K enumeration follow-
ing the approach by Hara and Maehara to Lasso (Hara &
Maehara, 2017).
4.1. The outline of our algorithm
In Algorithm 1, we show the outline of our algorithm
ENUMSV. It maintains as a data structure H , which is
a priority queue (or a heap) (Cormen et al., 2009), to store
triples τ = (α, I, B) consisting of
• a discovered solution α ∈ F (a Lagrange multiplier),
• an index set I ∈ 2[n] associated toα byα = ASVM(I),
and
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Algorithm 1 An enumeration algorithm ENUMSV for
SVMs that, given a dataset S = {(xj , yj)}nj=1, C > 0,
and a kernel function K, returns the set of all models in
Mall = {ASVM(I | S,C,K) | I ⊆ [n]} in descending
order of their objective function values without duplicates.
1: Heap H ← ∅;
2: αˆ← ASVM([n] | S,C,K);
3: Insert τ1 = (αˆ, [n], ∅) into the heap H;
4: M← ∅;
5: while H 6= ∅ do
6: Extract τ = (α, I, B) from the heap H;
7: if α 6∈ M thenM←M∪ {α};
8: for j ∈ supp(α) \B do
9: I ′ ← I \ {j};
10: α′ ← ASVM(I ′ | S,C,K);
11: Insert τ ′ = (α′, I ′, B) into the heap H;
12: B ← B ∪ {j};
13: end for
14: end while
15: ReturnM;
• a forbidden set B ∈ 2[n] to avoid searching redundant
children of I .
Triples are ordered in the descending order of their objective
values f(α) as keys. For the heap H , we can insert to H
any triple and extract (or deletemax) from H the triple τ
with the maximum key each in O(log |H|) time (Cormen
et al., 2009).
In Lawler’s framework, we can compute an optimal solu-
tion for each subproblems avoiding subproblems that yields
redundant solutions.
Base Case: Initially, ENUMSV starts by inserting the first
triple τ1 = (ASVM([n]), [n], ∅) at Line 3, where τ1 corre-
sponds to the solution for the ordinary SVM problem.
Inductive Case: While H is not empty, ENUMSV then
repeats the following steps in the while-loop:
Step 1 Extract a triple τ = (α, I, F ) from the heap H at
Line 6, where α is called a candidate. Insert vector α
toM as a solution at Line 7 if it has not been founded
yet.
Step 2 Repeat the following steps for any j ∈ supp(α)\B:
1. Branch the search spaces as I ′ = I \{j} at Line 9.
2. Compute α′ = ASVM(I ′) at Line 10 and insert
the triple τ ′ = (α′, I ′, F ), called a child of τ ,
into the heap H at Line 11.
3. Insert j into B′ to avoid inserting the same index
subset into the heap H twice at Line 12.
Step 3 Back to step 1. if the heap H is not empty.
The most important step of ENUMSV in Algorithm 1 is
Step 2 above. Based on Proposition 1, it branches a search
on each index j ∈ supp(α) \ B. We can avoid redundant
computations that yield the same solution that had already
been output before. To avoid enumerating the same index
subset I multiple times, we add the used index j into B.
4.2. The correctness
In this subsection, we show the correctness of ENUMSV in
Algorithm 1 on input (S,C,K) through properties 1 and 2
below. For every k ≥ 1, α(k) denotes the k-th solution in
M by ENUMSV. We first show a main technical lemma.
Lemma 2 For any feasible solution α ∈ F , there exists
some τ (k) = (α(k), I(k), B(k)) extracted from H such that
(i) supp(α(k)) ⊆ supp(α), (ii) supp(α) ⊆ I(k), and (iii)
f(α(k)) ≥ f(α), where k ≥ 1.
Proof. Let α ∈ F . Starting from the initial triple τ (1), we
will go down the search space by visiting triples τ (k) from a
parent to its child for k = 1, 2, . . . , while maintaining the in-
variant (ii). Base case: For k = 1, the first triple τ (1) clearly
satisfies the invariant supp(α) ⊆ I(k). From Lemma 1, if
τ (1) satisfies condition (i), the claim immediately follows.
Induction case: Let k > 1. Suppose inductively that τ (k)
satisfies (ii) supp(α) ⊆ I(k). Then, there are two cases (1)
and (2) below on the inclusion supp(α(k)) ⊆ supp(α):
Case (1): supp(α(k)) ⊆ supp(α) holds. By induction hy-
pothesis, we have supp(α(k)) ⊆ supp(α) ⊆ I(k), and
thus, α ∈ F(S | I(k)). Since α(k) is an optimal so-
lution within F(S | I(k)), it follows that f(α(k)) ≥
f(α). Case (2): supp(α(k)) 6⊆ supp(α) holds. For any
j ∈ supp(α(k)) \ supp(α), ENUMSV inserts into the
heap the triple τ ′ = (α′, I ′, B′) at Line 11, and it will
be eventually extracted as the m-th triple τ ′ = τ (m) =
(α(m), I(m), F (m)) at some m > k. By induction hypoth-
esis, supp(α) ⊆ I(k) and j 6∈ supp(α) hold, and thus, we
have an invariant supp(α) ⊆ I(k) \ {j} = I(m) for the
child iteration with τ (m). By the above arguments, at every
time following a path to a child in Case (2), the size of the
difference ∆(m) = |I(m) \ supp(α)| decrements at least by
one. Since ∆(m) ≥ 0, this process must eventually halt at
Case (1). This completes the proof. 
From Lemma 2, we can show the next lemma, saying that
ENUMSV eventually outputs any solution.
Lemma 3 (Property 1) In ENUMSV, for any subset I ⊆
[n], there exists some k ≥ 1 such that α(k) = ASVM(I).
Proof. For α′ = ASVM(I), it follows from Lemma 2 that
there exists k ∈ N such that supp(α(k)) ⊆ supp(α′) and
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f(α(k)) ≥ f(α′). Since α(k) ∈ F(I), we have α(k) =
ASVM(I). 
Also from Lemma 2, we have the next lemma for the top-K
computation, which says that ENUMSV lists solutions α
exactly from larger to smaller values of f(α).
Lemma 4 (Property 2) ENUMSV enumerates solutions α
in the descending order of their objective function f(α),
i.e., f(α(1)) ≥ · · · ≥ f(α(k)) ≥ . . . (k ≥ 1).
Proof. We show f(α(k)) ≥ f(α(m)) for any m > k
as follows. Suppose that α(k) is extracted by deletemax
from the heap at step k. If α(m) is in the heap, then
f(α(k)) ≥ f(α(m)) immediately holds. Otherwise, there
exists the triple (α(`), I(`), B(`)) where ` < m in the
heap such that I(m) ⊆ I(`). Since α(m) ∈ F(S | I(`)),
f(α(`)) ≥ f(α(m)) holds. From the definition of the heap,
we have f(α(k)) ≥ f(α(`)) ≥ f(α(m)). 
By combining Lemma 3 and Lemma 4, we show the main
result of this paper.
Theorem 1 ENUMSV in Algorithm 1 solves Problem 1.
Proof. From Lemmas 3 and 4, ENUMSV returns a collec-
tion of modelsM = {α(1),α(2), . . . } that satisfy Proper-
ties 1 and 2. Thus, ENUMSV solves Problem 1. 
4.3. Top-K Enumeration
We can modify Algorithm 1 to find the top-K models
MK = {α(1), . . . ,α(K)} ⊆ Mall for a given positive
integer K ∈ N as follows. We simulate Algorithm 1, per-
form the enumeration of models in the descending order of
their objectives, and then stop Algorithm 1 when |M| = K
eventually holds. From Lemma 4, we see thatMK ⊆Mall
andMK contains the top-K models.
Complexity. For enumeration algorithms, it is the custom
to analyze their time complexity in terms of the number of
solutions, or in output-sensitive manner (Avis & Fukuda,
1996). However, it is difficult because more than one equiv-
alent candidates I 6= J can result the model ASVM(I) =
ASVM(J). Instead, we estimate its time complexity in terms
of a candidate solution extracted in Line 6. The time com-
plexity of Algorithm 1 for obtaining a candidate solution
of k-th solution α(k) is O(TSVM · | supp(α(k−1))|), where
TSVM is the complexity of solving an SVM problem.
5. Experiments
In this section, we evaluate our algorithm by experiments
on real datasets. All codes were implemented in Python 3.6
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Figure 1. Changes of objective function value and test loss ratio of
the top-50 enumerated models on UCI datasets.
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Figure 2. Running times for UCI datasets.
with scikit-learn. We used linear kernel K(xi, xj) = xTi xj
as the kernel function in all experiments. All experiments
were conducted on 64-bit Ubuntu 18.04.1 LTS with Intel
Xeon E5-1620 v4 3.50GHz CPU and 62.8GiB Memory.
5.1. UCI Datasets
We first evaluated ENUMSV on three real datasets, German
(n = 1000, d = 20), Ionosphere (n = 351, d = 34), and
Sonar (n = 208, d = 60) from UCI ML repository (Dheeru
& Karra Taniskidou, 2017). Their task is a binary classi-
fication. We randomly split each dataset into train (70%)
and test (30%) samples, and evaluated the test loss by the
hinge loss l(y, yˆ) = max(0, 1− y · yˆ). For each dataset, the
hyperparameter C was selected by 5-fold cross validation
among 10−2, 10−1, . . . , 103 before enumeration.
We applied ENUMSV to these datasets, and enumerated
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Figure 3. Changes of properties of top-50 enumerated models on
Injected COMPAS dataset.
top-50 models. Figure 1 presents the values of the ratio
f(α(k))/f(α(1)) of the objective function value and the
ratio of the test loss of the k-th enumerated model α(k)
to those of the best model α(1). Figure 1 (a) shows that
the values of the objective function decreases as the rank k
increases as expected from Theorem 1. For German dataset,
the objective function values of top-50 were almost same
within deviation of 6.0 × 10−4. It indicates that there are
multiple models achieving the almost identical objective
value. Figure 1 (b) shows that some enumerated model,
such as α(32) for German, α(43) for Ionosphere, and α(41)
for Sonar, had smaller test loss compared with the optimal
model α(1). It means that an optimal model is not always
the best model, and we obtained a better model with a lower
test loss than an optimal model by enumerating models.
Figure 2 presents the total time of enumerating top-1000
models. The total time seems almost linear in rank k. Con-
sequently, we conclude that ENUMSV has small latency for
outputting solutions independent of their ranks, and thus, is
scalable in the number K of enumerated models.
5.2. Injected COMPAS Dataset
Next, we demonstrate an application of ENUMSV to a
fair classification scenario under false data injection at-
tacks. To evaluate the fairness of the model m for the sen-
sitive attribute z ∈ {−1, 1}, we used demographic parity
(DP) (Calders et al., 2009) defined by
δ(m |z) := |P (m(x)=1 |z=1)− P (m(x)=1 |z=−1)|,
where P is a probability on the joint distribution over
(z,m(x)). We note that the larger the DP, the larger the
discrimination of prediction.
We used COMPAS dataset (n = 6172, d = 12) related to
recidivism risk prediction distributed at (Adebayo, 2018).
The task is to predict whether individual people recidivate
within two years from their criminal history. We used the
attribute ”African American” as a sensitive attribute z. We
assume a scenario of false data injection (Mo et al., 2010)
that is a special kind of attacks to learning algorithms, which
increases the DP of the learned model for the sensitive
attribute z by flipping output labels y of a small subset of a
training dataset. To reproduce this scenario, we generated
injected subsets of the COMPAS by the following steps:
1. Create a training dataset S by randomly sampling a
subset of the COMPAS with 100 examples.
2. Randomly choose a subset of S such that y 6= z with
10 examples, and replace these outputs y by −y.
3. Create a test dataset Stest by randomly sampling from
the COMPAS with 50 examples.
By our preliminary experiments, we confirm that the above
procedure increases the DP of SVM models on Stest.
We applied ENUMSV to the above injected COMPAS
dataset, and measured objective function values, demo-
graphic parity (DP), and misclassification ratio of the top-
50 enumerated models. We observed that all the enumerated
top-K models had the same objective value. However, these
prediction results were mutually different.
Figure 2 (a) presents the value of the DP of the enumerated
models, where the dashed line indicates the reference DP
value θ∗ = 0.321 of the model learned by the non-injected
subset of the input S. Figure 2 (b) presents the misclassifi-
cation ratio of the enumerated models α(k) on Stest. From
the figures, we observed that ENUMSV found the three fair
models α(40), α(41), and α(44) achieving lower DP than θ∗
and lower misclassification ratio than α(1). Consequently,
ENUMSV successfully obtained several fair models against
false data injection by enumerating models.
6. Conclusion
In this paper, we proposed an efficient algorithm to enumer-
ate top-K SVM models with distinct support vectors in de-
scending order of these objective function values. By experi-
ments on real datasets, we demonstrated that our framework
provides better models than one single optimal solution, and
fair models against false data injection, which increases the
unfairness of an optimal model. As future work, we will
try to make theoretical or empirical justification of Assump-
tion 1 for a particular class of SVM learning algorithms
such as chunking (Vapnik, 1998) and SMO (Platt, 1999). It
is also interesting future work to extend our algorithm to
enumerate models taking their diversity into account so as
to interactively help users to understand a dataset.
Enumeration of Distinct Support Vectors
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