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ABSTRACT Starving Dictyostelium cells respond chemotactically to cell-generated waves of cyclic adenosine 30,50- mono-
phosphate (cAMP) that guide cell aggregation toward a signaling center. In this process, a large number of cells are recruited,
resulting in the formation of aggregation territories that are essential for fruiting body formation. The enzyme PdsA phosphodi-
esterase (PDE), a crucial component of the signaling system, breaks down the external cAMP and can be either membrane-
bound or secreted. The existence of two such forms is unusual in cell biology, and it remains to be determined why they
have both been maintained through evolution. Here, using a model of the cAMP signaling system, I show that colonies can
successfully organize into aggregates over a wider range of initial cell densities when both forms of PDE are present in an appro-
priately tuned ratio than when only a single form is present. The model indicates that membrane-bound PDE maintains aggre-
gation-territory integrity in colonies with high initial cell density, whereas the secreted form is important for wave propagation at
low cell densities. Thus, the ultimate retention of both forms can increase territory size. These ﬁndings have implications for other
excitable media, including Ca2þ propagation in cardiac cells and propagation of electrical excitation in nerve axons, since these
systems have similar features of spatial nonuniform ‘‘release’’ and ‘‘degradation’’ of the relevant signals.INTRODUCTION
A striking feature of Dictyostelium discoideum (Dd) is its
ability to self-organize over a huge range of initial cell densi-
ties (104–106 cells/cm2) (1,2) and form large aggregation
territories. This system has fascinated both experimental
and theoretical biologists, leading to many studies of chemo-
taxis, signal transduction and gradient sensing (3,4), and
aspects of development such as cell sorting, size regulation,
and pattern formation (5,6). The behavior of this develop-
mental system has also been examined (7,8). Dictyostelium
is well suited for modeling because, although it is a relatively
simple system, it shares most of the basic features of more
complex systems. Many modeling studies have explored
cell signaling and cyclic adenosine-30,50-monophosphate
(cAMP) wave propagation (9–15), and many models of
cell chemotaxis and mobility for the multicellular stage
(4,16–18), as well as models of cell sorting and cell adhesion
(17,19,20), gradient sensing (6,21,22), and size regulation
(7,23), are available.
Here, I look at a distinct issue involving a detail of the
signaling system that has not previously been addressed,
namely, the functional significance of retaining two forms
of PDE in these cells. PDE is an important enzyme that is
implicated in the aggregation of Dd. The chemoattractant
cAMP is secreted by these cells in their aggregating phase
and degraded by PdsA, a phosphodiesterase (PDE) that
can be either membrane-bound (PDEm) or secreted (PDEe)
(24–26). Both of these forms are encoded by the same
gene, and at first glance they seem to have the same function,
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Why does Dd retain both forms, and how does each form
affect the system? To date, the effects of the minor difference
between the two proteins, and the mechanism that governs
selection between them remain unknown. The presence of
two forms of this enzyme suggests the possible emergence
of an alternative splicing site within the gene, or a specific
enzyme that cleaves off the membrane attachment site.
One could argue that the second form of PDE emerged at
some time during evolution and was never deleted, and
that this novel emergence provided a functional advantage.
Here I present a compelling analysis that points to the advan-
tages of retaining both forms. I show, using a mathematical
model, that the benefit of having both forms is only mani-
fested under special conditions.
Biological background
In Dd, self-organization begins with free-ranging amoebae
that feed on bacteria and multiply by cell division (1).
Starved cells can spontaneously begin to secrete pulses of
cAMP. The cAMP signal propagates via positive feedback
and relay, inducing a similar response in other cells. A
circular wave of cAMP spreads outward and is slowly
degraded by either PDEm or PDEe. PDEe is regulated by
a PDE inhibitor (PDI), also secreted by the cells (27).
External cAMP levels drop due to diffusion and PDE activity
(28), and the cells slowly become sensitive to cAMP once
again. These properties are characteristic of excitable
systems, such as the Belousov-Zhabotinsky reaction (29),
Ca2þ waves in fertilized eggs (30), and wave propagation
in cardiac muscle (31–33). An understanding of excitable
systems in general can yield insights into how wave
doi: 10.1016/j.bpj.2009.08.021
Two Forms of PdsA Regulate cAMP Waves 2389propagation and patterning are affected by changes in the
various parameters, such as changes in PDE activity for
the Dd signaling system.
To date, no mutants expressing only the membrane-bound
or the secreted form of PDE have been found; therefore, direct
experiments cannot be carried out. Until such mutants are
devised, however, a mathematical model can be helpful in
performing in silico experiments to test hypotheses regarding
the dual roles of the two forms of PDE. That was the main
purpose of the numerical analysis used in this study.
MATERIALS AND METHODS
Modeling excitability of cAMP signaling system
The model presented here shows that although both the membrane-bound
(PDEm) and secreted (PDEe) forms of PDE have a similar effect on excit-
ability during Dd aggregation, they do not affect wave propagation in the
same way. To explore this issue, I use a formalism that includes both cell
movement and a cAMP signaling scheme suggested by Martiel and Goldb-
eter (9), hereafter called the M&G scheme. The full model is described in
detail elsewhere (20); here, I will mention only the main features. In the
model, the cells are represented as viscoelastic ellipsoids that conserve
volume under deformation of any of the three semi-axes. Cell characteristics
include stiffness, adhesion, locomotive force generation, and response to
environmental cues. The cells also respond chemotactically to the cAMP
generated by the cells’ own cAMP signaling system. Equations of motion
and deformation incorporate all of the forces that act on each cell from its
neighbors and the external environment, leading to a net movement of all
the cells. Since the main focus here is the propagation of waves and the
response of the cAMP signaling system, the signaling part of the model is
described here; details of the cell movement can be found in the Supporting
Material. Simulations were also performed for two other signaling schemes
to show the robustness of the results. The results and the equations and
parameters for these schemes are given in the Supporting Material.
In the M&G scheme, the cAMP receptor can be in two different forms:
active or inactive. Only binding of cAMP to the active receptor stimulates
adenylyl cyclase to produce cAMP. cAMP binding also shifts the receptor
equilibrium toward the inactive form. The equations of the M&G model
describe the change over time for the three variables: the total fraction of
receptor in active form, r, intracellular cAMP concentration, b, and extracel-
lular cAMP, g, in a well-mixed suspension. My model includes a spatial
component, and the variables are associated with each individual cell in
which PDEm and PDEe are distinguished, yielding the following equations:
drnðtÞ
dt
¼ f1ðgnÞrn þ f2ðgnÞð1  rnÞ; (1)
dbnðtÞ
dt
¼ sFðrn;gnÞ  ðki þ ktÞbn; (2)
vgðx; y; tÞ
vt
¼
X
n
Jnðx; yÞ

kt
h
bn  gnke;m

 g ke;e
þ DV2g; (3)
where rn is the total fraction of receptor in active form, bn is the intracellular
cAMP concentration and gn is the local external cAMP concentration, where
the subscript n indicates cell number g is extracellular [cAMP]; ke_e (PDEe)
and ke_m (PDEm) are the activities of external and membrane-bound PDE,
respectively; D ¼ 0.024 mm2/min is the diffusion constant for cAMP; h is
a dilution factor; and ki and kt are the degradation and secretion of internal
cAMP, respectively. The summation term in Eq. 3 represents the discretecAMP contribution from all the cells. Jn ¼ 1 in the region where cell n
is located, and zero otherwise. The parameter values; the functions f1, f2,
and F; and details regarding handling of the cAMP are provided in the Sup-
porting Material. Because the secretion of PDE occurs steadily and slowly
over a period of several hours (34), here the PDEe levels are assumed to
be uniform (see the Supporting Material).
ANALYSIS
First, I consider the spatially uniform r-g dynamics that
represent an excitable system, as shown in the two-dimen-
sional phase plane plot of Fig. 1. The r-nullcline shows for
what values of r and g, r does not change and the g-nullcline
shows where g does not change. The shape and location of
the nullclines and where they cross depend only on the
parameters, and determine the stability of the steady state.
Trajectories on the phase plane show how r and g change
over time, for a given parameter set, for some initial r and
g. The diagrams give a graphical representation of the effect
of various components (e.g., cAMP receptor density and
presumed PDE activity) on the shape of the nullclines and
thus on the general excitability of the system.
Fig. 1, A–D, shows four different plots, each in a different
state of excitability, and Fig. 1 E shows a composite of all
four phase plots. The activity of PDE is important in explain-
ing possible state transitions in Fig. 1, although other factors
can also affect such transitions. When the activity of PDE is
too high (Fig. 1 A), cAMP is degraded rapidly, and no cAMP
waves propagate. The system is then in the low [cAMP]
nonexcitable state (state I). As the PDE activity decreases,
the system moves toward state II and is weakly excitable.
If cAMP waves are initiated, they begin to propagate but
quickly die out. A further decrease in PDE activity brings
the system into state II, where it is excitable and cAMP
waves can propagate (Fig. 1 B). At even lower PDE activity,
the system enters state III (Fig. 1 C), the steady state becomes
unstable, and cells become oscillatory, but waves can still
propagate when the cells are entrained by a signaling center.
For really low PDE activity, the system becomes nonexcit-
able (state IV). Here, the steady state is again stable, but at
a higher cAMP concentration, and cAMP waves cannot
propagate.
In a spatially nonuniform system, diffusion removes the
secreted cAMP from the immediate surroundings of the
cell and thus, like PDE, also reduces local excitability. Other
factors, such as increases in the number or affinity of the
cAMP receptors, PDI secretion, number of adenylyl cyclase
molecules, or increase in local cell density all make the
system more excitable (the intersection of the r and g null-
clines in Fig. 1 moves to the right).
These state transitions can be linked to the developmental
changes observed in Dd cells after they undergo starvation.
At the onset of starvation, the cells are in state I. As time
goes on, the cells begin to increase the expression of
a number of molecules, such as cAMP receptors and ad-
enylyl cyclase (36), and PDE activity is lowered. This slowlyBiophysical Journal 97(9) 2388–2398
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FIGURE 1 Idealized phase plane plots for an excitable system. Illustration
of changes in the excitability in a field of Dictyostelium cells, showing the
transitions from low (A) to high (B) excitability, continuing into the oscillatory
regime (C) and finally into a nonexcitable state (D). The curves show a sche-
matic version of the ordinary differential equations phase space for the vari-
ables r and g (where r is the fraction of receptors in the active state, and g
is [cAMP]) based on Eqs. 1–3 for a well mixed and spatially uniform system
(no subscript n), by projecting them onto two dimensions for the g and r vari-
ables, and by making b ¼ constant  g as in previous studies (12,35). The
solid black curve represents theg nullcline (dg/dt¼ 0), and the straight down-
ward-sloping lines represent the r nullcline. Important attributes are the ‘‘N’’
shape of the g nullcline and the point at which the two nullclines cross. The
position where the nullclines cross (the steady state) indicates which excit-
ability state the system is in. The open circle (O) indicates an unstable steady
state, and the solid circle () indicates a stable steady state. Panels A–D show
the corresponding nullclines for the four different excitability states, and panel
E is the composite of all four states. The four states indicate the global excit-
ability for a uniform system for a given set of parameters. For example,
increasing the number of cAMP receptors or number of adenylyl cyclase
molecules or reducing PDE activity moves the excitability of the system
from state I toward state IV. (A) State I is nonexcitable or weakly excitable.
(B) State II is excitable. (C) In state III the steady state is unstable and the
system is oscillatory. (D) State IV is a nonexcitable state in which the steady
state is at a higher [cAMP]. The arrows on the dotted lines indicate the time
trajectory of two of the variables, g and r, after perturbation away from the
steady state. For example, in state II (B), a suprathreshold stimuli past the
peak (point 1) initiates rapid cAMP production, followed by a refractory
period as cAMP receptors become deactivated and cAMP levels drop and
then begin to recover, which demonstrates excitability. If the stimulus is
subthreshold (point 2), the system quickly relaxes back to the steady state.
As the steady state moves closer to state III, the necessary threshold stimulus
gets smaller and smaller until the system undergoes a bifurcation and becomes
unstable, and g and r levels oscillate in a periodic fashion (C). In state I or IV,
the system returns directly back to the steady state regardless of the size of theBiophysical Journal 97(9) 2388–2398moves the system into state II. Some cells may move all the
way to state III and become pacemakers either temporarily or
permanently (12). Once the cAMP waves propagate, the
cells begin to reduce the expression of several molecules,
such as cAR1 and PdsA (37), and the increase in excitability
is halted. This ensures that the system will remain in either
state II or state III, where cAMP wave propagation is
possible.
We can study how PDE activity affects the stability of the
whole system (Eqs. 1–3) by looking at changes in the three
eigenvalues (Eigs) of the stability matrix (Table 1). There
are two noticeable key transitions: at high PDE, all Eigs
are negative and the steady state is stable, whereas at lower
PDE ¼ 9, Eig1 and Eig2 are still negative but are now
a complex conjugate pair, suggesting a small oscillation of
the variables toward the stable steady state. The transition
from PDE ¼ 8 to PDE ¼ 7.9 is a Hopf bifurcation in which
the real part of Eig1 and Eig2 becomes positive and the
steady state becomes unstable. Since the system of equations
is bounded, this gives rise to spontaneous oscillations in the
variables around the steady state. As PDE drops from 1.2 to
1.1, the real parts of Eig1 and Eig2 become negative again
and the steady state becomes stable. Here the steady state
is at a high g ¼ 0.255 and is not excitable.
RESULTS
PDEm/PDEe and cell density affect aggregation
and mound formation
The time it takes for a cell to progress from state I to state II
or III depends on (among other things) the initial cell density
at the onset of starvation. Increasing the cell density
increases the local excitability, since cAMP secretion per
unit area is higher when the cells are closer together. During
aggregation, local cell density increases as the cells move
toward signaling centers. This local increase in density can
cause cells to become pacemakers that compete with the
original signaling center, resulting in the aggregation terri-
tory breaking up into many smaller territories.
Cell density, PDE activity, and the PDEm/PDEe ratio all
affect Dd aggregation and mound formation. In my simula-
tions, a few cells in the center of an aggregate were made
more excitable by increasing the number of cAMP receptors
by 30%, effectively making them pacemakers. These pace-
maker cells periodically initiate outward, propagating
circular cAMP waves that trigger a relay of the cAMP signal
and chemotaxis in the rest of the aggregation territory. Fig. 2 A
shows that when PDEm/PDEe z 7, aggregation proceeds
normally, forming one large mound. However, when PDEm/
PDEe z 1 (Fig. 2 B), aggregation is interrupted once the
streams begin to form, resulting in the formation of many
stimulus (A and D). Panel E shows where the state transitions occur, as deter-
mined by where the r nullcline crosses the g nullcline.
Two Forms of PdsA Regulate cAMP Waves 2391TABLE 1 Eigenvalues and steady states of the M&G model for different values of PDE
PDE r b g Eig1 Eig2 Eig3
0.5 0.0631 0.435 0.391 0.12 þ 0.462i 0.12 – 0.462i 2.45
1.1 0.112 0.623 0.255 0.00307 þ 0.549i 0.00307 – 0.549i 3.21
1.2 0.120 0.648 0.243 0.0116 þ 0.553i 0.0116 – 0.553i 3.34
7.0 0.533 0.855 0.055 0.306 þ 0.084i 0.306 – 0.084i 9.65
7.1 0.545 0.836 0.053 0.304 þ 0.0282i 0.304 – 0.0282i 9.75
7.2 0.557 0.815 0.0509 0.373 0.227 9.85
7.9 0.741 0.414 0.0236 0.0856 þ 0.0656i 0.0856 – 0.0656i 10.2
8.0 0.775 0.338 0.019 0.0299 þ 0.175i 0.0299 – 0.175i 10
9 0.833 0.223 0.0112 0.389 þ 0.138i 0.389 – 0.138i 10.4
9.5 0.842 0.207 0.00981 0.597 0.366 10.7
10 0.849 0.197 0.00884 0.774 0.336 11
15 0.877 0.162 0.00486 1.44 0.335 15.4smaller mounds. This can be explained by the fact that the
increase in cell density during stream formation makes the
system more excitable, triggering a transition from state II
to state III. This gives rise to new regions in which the cells
become pacemakers that begin to signal and initiate new terri-
tories. The increase in excitability at higher cell densities is
reduced when the PDEm/PDEe ratio is high, because the
PDEm activity per unit volume also increases with increased
cell density. Therefore, with a high PDEm/PDEe ratio, initia-
tion of new pacemaker regions is deterred, aggregation is not
disrupted, and a single large mound forms. At this cell density,
a single large mound forms even for PDEe ¼ 0
(results not shown). Although both pacemakers and rotating
spiral waves can act as a signaling center, I used pacemakers
in this work because they are easier to initiate. The results are
qualitatively similar; however, if the signaling center is
a spiral, a hollow core often forms in the mound and the
core slowly fills in (Fig. S1). Movies corresponding to
the figures for many of these simulations are provided in the
Supporting Material.
These results demonstrate that at a low PDEm/PDEe ratio,
the aggregation territory can break up into smaller territories
due to the formation of multiple signaling centers, and this
can be prevented by an increase in the fraction of PDEm.PDEe can stimulate wave propagation at low cell
densities
To separate the contributions of PDEe versus PDEm, wave
propagation was explored for various cell densities and
levels of PDEe or PDEm. The PDE levels were systematically
varied from high to low, to cover all possible states of excit-
ability for the system. In each case, the cells were immobi-
lized so that the excitability could be studied at fixed cell
densities. At high or low PDE values, the system is in non-
excitable state I or IV, respectively, and at intermediate
PDE values the system can be in state II or III (Fig. 1).
Fig. 3 A (i) shows the cAMP wave propagation (blue) and
cell distribution (green) as viewed from above for six
different time points. Fig. 3 A (ii) and Fig. 3, B–D, show
the corresponding space-time plot for different cell densities
and selected PDE values. By gradually increasing the level
of either PDEe or PDEm while maintaining the level of the
other form at zero, one can easily see their separate contribu-
tions to wave propagation. This is particularly evident at cell
densities below a threshold level.
At a cell density of 1.11  105 cells/cm2 and high activity
of either PDEe or PDEm, wave propagation is inhibited
(Fig. 3 B, first row). As PDE values are lowered (Fig. 3 B,A        PDEm/ PDEe=7.3 B         PDEm/ PDEe=1.0
50
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15 50
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FIGURE 2 PDEm/PDEe ratios affect
aggregation. Aggregation of 10,000 Dd
cells in response to cAMP waves initi-
ated from the pacemaker cells (red) in
the center, for different PDEm/PDEe
ratios. (A) PDEm ¼ 5.1 and PDEe ¼ 0.7,
and only one large aggregation center
forms. (B) PDEm ¼ 1.75 and PDEe ¼
1.75, and new pacemaker regions arise
as the cell density increases. As a result,
many smaller aggregation centers form.
The time is in minutes (as indicated).
The domain size is 2 2 mm. The values
for PDEm and PDEe were adjusted so that
the wave propagation would be the same
in A and B if the cells were immobilized.
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FIGURE 3 Cell density affects cAMP wave propagation. Simulations of cAMP wave propagation in a field of immobilized Dd cells for different cell densi-
ties. A cAMP pulse is initiated at 15 min by raising the external [cAMP] around nine central cells (e.g., blue square, first frame of A (i)). Ten minutes later, the
number of cAMP receptors was permanently increased 30% for the same nine cells in the center. For a certain range of PDE values, these cells transform into
pacemakers that initiate the successive waves emerging after the first stimulus. Cells are uniformly distributed on a domain with a 0.1 mm wide, cell-free buffer
zone at the boundaries. Panel A (i) Shows cAMP wave (blue) and cells (green) at indicated times (minutes) for PDEe ¼ 1.9 and PDEm ¼ 0. Panel A (ii) shows
the temporal changes in the [cAMP] profile on a line drawn through the center of the aggregation field recorded at 1 min intervals. The red line in A (i) corre-
sponds to the red line in A (ii). Each row of pixels represents a [cAMP] profile, through the center of the field, at the given time. The total time for all the
simulations was 45 min. Light intensity indicates [cAMP]. The wave speed can be determined from the slope. For panels B–D, PDEm ¼ 0 in the left columnBiophysical Journal 97(9) 2388–2398
Two Forms of PdsA Regulate cAMP Waves 2393second row), waves begin to propagate but then die out
(since the field is not excitable enough to sustain the
wave). At lower PDE values, the waves propagate fully
(Fig. 3 B, third row) and sometimes the modified cells
become pacemakers (Fig. 3 B, fourth row). As PDE values
are lowered further, wave propagation is impeded because
the whole system becomes oscillatory (Fig. 3 B, fifth row).
Notice, however, that after a while the waves begin to prop-
agate as other cells become entrained by the nine central
pacemaker cells. At very low PDE activity, the system satu-
rates at a constant high cAMP level (Fig. 3 B, sixth row).
When cell density is decreased to 6.3  104 cells/cm2,
similar results are observed, except that wave propagation
occurs over a narrower range of PDE when PDEe ¼ 0
(Fig. 3 C (ii)) compared to PDEm ¼ 0 (Fig. 3 C (i)).
At even lower cell density (2.8  104 cells/cm2), cAMP
waves do not propagate for any value of PDEm when
PDEe ¼ 0 (Fig. 3 D (ii)). At the higher PDEm values, the
wave just dies out (Fig. 3 D (ii) upper rows), and at the lower
PDEm values, the system reaches a nonexcitable steady state
at elevated cAMP levels (Fig. 3 D (ii) lower rows, gray back-
ground rather than black). This presumably corresponds to
a direct transition from state I to IV without going through
state II and III. In contrast, when PDEm ¼ 0, and over a range
of PDEe activity, the system is still excitable and waves can
propagate at very low cell densities (Fig. 3 D (i)). Fig. 3 E (i)
and (ii) summarize these findings for the three different
densities, with each color indicating a specific excitability
state. The figure shows that if PDEe ¼ 0, the range of
PDEm activity (width of the yellow and red regions), consis-
tent with cAMP wave propagation, gets smaller with
decreasing cell density until (below some threshold density)
the waves cannot propagate for any PDEm activity.
However, in the presence of PDEe activity, PDEe ¼ 0.36–
1.07, and PDEm ¼ 0, the system can remain excitable
(yellow and red regions) at low cell densities. The addition
of small amounts of PDEe (>0.15) to a system with only
PDEm can rescue cAMP wave propagation at a cell density
of 2.8  104 cells/cm2 for a range of PDEm values (Fig. 3 F).
Bear in mind that the exact transition point (PDEm/PDEmratio) at which wave propagation becomes possible depends
markedly on which model of the cAMP signaling system
is used.
To verify that the findings from Fig. 3 are not exclusive to
the M&G model and can be generalized to other excitable
systems, I repeated the same simulations on two different
models: 1), a more recent model of the cAMP signaling
system developed by Halloy et al. (38); and 2), a generic
excitable system, a two-variable Oregonator model that is
based on the Belusov-Zhabotinsky reactions and adapted
from Krug et al. (39). The results and equations (see
Fig. S2 and Fig. S3) demonstrate the same phenomena,
i.e., wave propagation is disrupted at low densities when
the sources and sinks are discrete and located in the same
place. I also found that the Eigs for the stability matrix in
these models have the same two necessary key transitions
as the M&G model (Fig. S2 and Table S3).
cAMP release for a single cell in a large domain
To understand why cAMP waves do not propagate below the
threshold density for any value of PDEm when PDEe ¼ 0, but
they do when PDEe > 0, I placed a single cell in the center of
a large domain (31  31 cell diameters, or 310  310 mm)
with periodic boundary conditions to simulate very low
cell density conditions, and then stimulated it with a fixed
cAMP signal at 10 min. The amount of cAMP secreted in
response to the stimulus was recorded. Recall that cAMP
waves only propagate if the response to a cAMP stimulus
is large enough to stimulate the neighbor cells. The graphs
in Fig. 4 show the change in external cAMP concentration,
g (solid line), and the fraction of cAMP receptors in active
form, r (dashed line), for that one cell. For PDEm ¼ 0, a
range of PDEe activities, which were uniform over the whole
domain, were found that resulted in the cAMP stimulus initi-
ating a large cAMP pulse (total area under the solid g line).
This pulse was significant enough to propagate waves (Fig. 4
A, solid line). For both higher and lower PDEe activities, the
initiated pulse was smaller (Fig. 4, B and G). In contrast,
when PDEe ¼ 0 (now cAMP is only degraded in the grid(i) and PDEe ¼ 0 in the right column (ii). (B) Cell density ¼ 1.11  105/cm2; domain size ¼ 2.2  0.9 mm with 1200 cells; [cAMP] profiles through the center
of the field over time for different values of PDEm, and PDEe (i) PDEe range: 0.25–4.5 and (ii) PDEm range: 2.4–20. Notice that as PDE values are reduced, the
wave period is shortened. At low PDE values (PDEe % 1.15 or PDEm % 7.2), the whole field of cells is oscillatory. This is indicated by a horizontal line
(slope ¼ 0) and occurs before the initial external cAMP stimulus. The cells in the center have a shorter period and eventually entrain the other oscillatory
cells (emergence of a slope in the middle). At even lower PDE values (PDEe% 0.25 or PDEm% 2.4), the system is in a high [cAMP] steady nonexcitable
state. (C) Cell density ¼ 6.3  104/cm2; domain size ¼ 2.6  1.1 mm with 1200 cells; PDEm and PDEe as indicated when (i) PDEm¼ 0 and (ii) PDEe¼ 0.
Waves cannot propagate for PDEeR 2.3 or PDEmR 12, and oscillations for all the cells occur when PDEe% 0.72 or PDEm% 6.8 for (i) and (ii), respectively.
At the very low PDE values (PDEe% 0.24 or PDEm% 4.0), the system is in a steady nonexcitable state. (D) Cell density ¼ 2.8  104/cm2; domain size ¼
3.3 1.5 mm with 1000 cells. (i) PDEm ¼ 0. Waves cannot propagate for PDEeR 1.09 or PDEe% 0.21. Oscillations occur when PDEe% 0.36. (ii) PDEe ¼ 0.
Waves cannot propagate for any value of PDEm. (E) Summary of the findings from panels B–D, where rows 1–3 in (i) and (ii) correspond to columns (i) and
(ii) in B–D. In both (i) and (ii) the range of PDE values in which cAMP waves can propagate (i.e., yellow and red corresponding to states II and III in Fig. 1)
shrinks as the cell density is lowered. (i) With only PDEe, cAMP waves can propagate at low densities (2.8  104/cm2). (ii) With only PDEm, at low density
(2.8  104/cm2), there is no value of PDEm at which the system is either oscillatory or excitable, and cAMP waves cannot propagate. (F) Plot showing what
‘‘state’’ the steady state is in for different values of PDEm (x axis) and PDEe (y axis), at cell density ¼ 2.8  104/cm2. Color code for the steady states: blue,
nonexcitable at low [cAMP]; red, excitable; yellow, oscillatory; and green, nonexcitable at high [cAMP].Biophysical Journal 97(9) 2388–2398
2394square where the cell is located), regardless of PDEm activity,
the response to the cAMP stimulus was small (the area under
the solid line is much smaller in Fig. 4, C and D). This pulse
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FIGURE 4 Temporal change in local [cAMP], g, and fraction of active
receptor, r, for a single cell for selected PDEm and PDEe values. (A–F) g
is shown on the left vertical axis, and r is shown on the right axis. The
cell was stimulated with a cAMP signal at 10 min. The domain size was
0.3  0.3 mm with periodic boundary conditions (P) for A–D, and fixed
(F) for E and F. (A and B) PDEm¼ 0, and PDEe is uniformly distributed
on the domain. The PDEe values were 0.21 (A) and 2.8 (B). A large
cAMP pulse was observed for PDEe ¼ 0.21. (C and D) PDEe¼ 0, and the
PDEm values were 2 (C) and 7 (D). Note that the cAMP response from
the cell is much less than in A and B, and the fraction of active receptors
continues to drop when PDEm activity is low (C). (E and F) The same
PDEm activity as in C and D, respectively, but with fixed (F) boundary
conditions. Now a large cAMP pulse is observed for low PDEm (E) because
the boundary acts as a sink for the cAMP. (G) The size of the cAMP, g, pulse
secreted in response to a cAMP stimulus as a function of PDEe (PDEm). The
curve was produced by successively increasing PDEe (PDEm) from 0 to
4 (10) and computing the total cAMP secreted for 5 min after the cAMP
stimulus (the area under the g curve in A–F) for each PDEe (PDEm). (i, solid
line) PDEm¼ 0 and PDEe is varied from 0 to 4 (lower x axis). (ii, dotted line)
PDEe¼ 0 and PDEm is varied from 0 to 10 (upper x axis). (iii, dashed line)
The same as ii, but with fixed boundary conditions (F).Biophysical Journal 97(9) 2388–2398is too small to initiate a new cAMP pulse from a nearby cell
at low cell densities, and thus cAMP waves would not
propagate.
This reduced response when PDEe ¼ 0 can be explained
as follows: Quiescent cells secrete a basal amount of
cAMP, some of which diffuses too far away to be degraded.
When the PDEm activity is low, [cAMP] in the rest of the
domain increases because cAMP is degraded very slowly
and only in the immediate neighborhood of the cell. These
elevated [cAMP] levels around the cell act as a buffer;
cAMP continuously diffuses back into the neighborhood of
the cell, preventing the cell from reactivating all its cAMP
receptors. As a consequence, the cell’s response to
a cAMP stimulus is still a small pulse (Fig. 4 C) despite
the low PDEm activity (i.e., the system is in state IV as shown
in Fig. 1). When the simulation is continued for 1000 min,
the external cAMP concentration slowly builds up, the frac-
tion of active receptors continues to drop, and the cell
becomes even less responsive to a new external stimulus
(simulation not shown). At higher PDEm activity (Fig. 4 D),
most of the cAMP produced is quickly broken down, the
receptors recover more effectively, and cAMP levels away
from the cell do not build up. However, the high PDEm
activity degrades cAMP around the cell very rapidly and
the cAMP response to a stimulus is severely reduced.
Lowering PDEm takes the system straight from state IV
into the nonexcitable state I (Fig. 1). This can explain why
the parameter range in which cAMP waves can propagate
(states II and III in Fig. 1) shrinks or disappears altogether
as the cell density is decreased.
On the other hand, with fixed cAMP boundary conditions
(g¼ 0 at the boundary), which emulates high PDE activity at
the edges of the domain, a cAMP stimulus can trigger
a cAMP pulse large enough to propagate waves, when
PDEe ¼ 0, for some low PDEm activity (Fig. 4 E). The
boundary now acts as a sink for cAMP, which suffices to
prevent the ‘‘buffer’’ effect. At high PDEm activity (Fig. 4 F)
the response is, as expected, small. The conclusion is that as
long as the cAMP sink (cAMP removal) is not located at the
same place as the cAMP source (the cell), the system will
have a range of PDE values in which waves can propagate.
Fig. 4 G shows that the size of the cAMP pulse in response
to a cAMP stimulus reaches a maximum for some PDEe
or PDEm activity and then falls off on either side. When
PDEe ¼ 0 with periodic boundary conditions (Fig. 4 G (ii),
dotted line), the total cAMP response is too small for any
value of PDEm to trigger a large enough response in a neigh-
boring cell. In fact, the maximum response when PDEe ¼ 0
(dotted line), is almost four times smaller than the maximum
response when PDEm ¼ 0 (solid line). The dashed line in
Fig. 4 G shows that for fixed boundary conditions, the
cAMP response is high for a range of low PDEm values
when PDEe ¼ 0, suggesting that the cAMP wave propaga-
tion can be restored for PDEe ¼ 0 if cAMP is degraded at
the boundary.
Pa´lsson
Two Forms of PdsA Regulate cAMP WavesOverall, the above results demonstrate that PDEm
decreases the excitability that accompanies increases in local
cell density during aggregation, preventing the formation of
local pacemaker regions. In addition, the results show that
PDEe is necessary for cAMP waves to propagate at very
low Dd cell densities. This suggests that having two forms
of PDE expands the range of cell densities in which waves
can propagate, and that each form of PDE is advantageous
under different environmental conditions.
DISCUSSION
It has been shown both experimentally (28) and numerically
(9,10) that PDE is necessary for cAMP wave propagation,
but until now there has been no attempt to explain why Dd
retains both a membrane-bound and a secreted form of
PDE. To date, no mutants that express only one form of
PDE have been identified. Therefore, under the current
conditions, it is difficult to experimentally determine the
advantage that each form confers to Dd. For this reason, I
used a mathematical model based on previously assembled
cell motility simulations and signaling systems to explore
what advantage is imparted to Dd by having both forms of
PDE instead of only one. I found that the benefit of both
forms is only manifested under special conditions: failure
to aggregate at very low densities if PDEe ¼ 0, or the
possible formation of many smaller aggregation territories
if PDEm ¼ 0. This model not only explains the benefits of
having two forms of PDE, it also has implications for other
excitable systems. Indeed, I argue that having both forms
provides a competitive advantage. By regulating the
PDEm/PDEe ratio, Dd can take advantage of the different
effects that PDEm and PDEe have on the excitability of the
cAMP signaling system to extend the range of densities in
which aggregation is possible. Based on these results, I
propose that both the membrane-bound and secreted forms
of PDE were selected for in Dd, and are not merely relics
of evolution that were not deleted.
A high PDEm/PDEe ratio reduces the likelihood that the
Dd aggregation territory will break up. PDEm makes the
system less sensitive to the increases in cell density that
occur during aggregation. If the PDEm/PDEe ratio becomes
too low, spontaneous oscillating centers can form when the
cell density increases during aggregation. This disrupts the
aggregation and leads to the formation of many aggregation
centers, giving rise to smaller territories. This could also
explain why successive cAMP pulses or waves increase
the amount of PDEm expressed on the cell membrane (40).
Secreted PDE enables cAMP wave propagation
at low cell densities
When cells lack PDEe and the average distance to a neigh-
boring cell is many cell diameters, cAMP waves do not prop-
agate. This is because at modest PDEm activity, a buffer of low
[cAMP] forms away from the cell. That impedes cAMP fromdiffusing away from the cell, lowers the fraction of receptors
in active form, and results in a weak response from the cells to
a cAMP stimulus. At higher PDEm activity, the cAMP buffer
does not form, but instead the degradation of cAMP around
the cell becomes too rapid. This suppresses the signaling
system, and the cAMP response remains small. In conclusion,
below a threshold cell density, cAMP waves cannot propagate
if PDEe ¼ 0. Some PDEe activity is needed.
PDE activity is important for Dd mound size
regulation
Mound size regulation in Dd is achieved by at least three
different developmental mechanisms (23). The first occurs
during early aggregation when distinct aggregation territo-
ries are formed, and here the excitability of the cAMP
signaling system (and thus PDE) clearly plays an important
role. The second mechanism occurs during late aggregation,
and it has been shown that a secreted cell counting factor
(CF) is involved in breaking up the aggregation streams if
the cell density is too high (41). The third mechanism breaks
up an excessively large mound into a smaller mound.
Here I propose that PDE activity may also be involved in
modulating stream breakup during late aggregation. Several
mutants are defective in size regulation, including the PDI
(12), PDE overproducer (28), smlA (42), and countin
mutants (42). The high levels of CF found in smlA break
up the aggregation streams into smaller domains, whereas
CF is inactive in countin, resulting in the formation of
very large fruiting bodies (42). Jang and Gomer (23) pointed
out that exogenous application of CF reduces cell-cell adhe-
sion. On the basis of simulations, they suggested that it is this
loss of adhesion, combined with motility forces, that is
responsible for the breaking-up of the stream into smaller
domains. This may not be the whole story, however, since
it was previously shown (16) that cells can aggregate and
form a single mound even in the absence of cell-cell adhe-
sion as long as the cAMP wave propagation continues. It
is reasonable to assume that cell-cell adhesion plays a role
in the breakup, because the likelihood of breakup is
enhanced if cell-cell adhesion is reduced. However, the local
excitability of the cAMP signaling system in the streams is
also quite important, as shown in Fig. 2 B (low PDEm/
PDEe ratio), where the streams break up into many smaller
centers. Indeed, it has been shown that CF upregulates the
cAMP-induced cAMP signal (41), and this could move the
system from being in the excitable state II into the oscillatory
state III, triggering breakup. The same effect could be
achieved by reducing PDEm levels. The likelihood that this
breakup will occur is enhanced when cell-cell adhesion is
reduced at the same time.
Since the M&G model is a simplified representation of
the cAMP signaling system, the results shown here are qual-
itative trends, not absolute values, and hence cannot be used
to predict the exact concentration of PDE and cell density at
Biophysical Journal 97(9) 2388–2398
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2396 Pa´lssonwhich transitions from excitability occur (Fig. 1). However,
these transitions can be demonstrated by exploring the full
range of PDE activities, from high to low for both
membrane-bound and secreted forms: PDEm activity reduces
the likelihood of stream breakup, leading to larger mounds,
whereas PDEe activity ensures that long-distance aggrega-
tion takes place at low cell densities. Overall, the presence
of both forms of PDE helps to increase the mound size.
Once the cells have been recruited to the aggregation
streams, Dd can use other mechanisms, such as CF, to regu-
late the mound size.
Future experiments to verify the differential
roles of PDEm and PDEe
As noted above, despite much effort, mutants with only PDEm
or PDEe are not yet available. Moreover, the significance of
the distinct forms of PDE becomes apparent only under
special circumstances. Thus, phenotypes lacking one or the
other form might easily be overlooked during standard
mutant-screening procedures. The model presented here can
help suggest which mutants should be tested, and what types
of conditions they should be challenged with, to observe the
predicted phenotypic outcome. For instance, Dd with only
PDEm and plated at low density would result in no wave prop-
agation and the Dd cells would fail to aggregate. A number of
experiments are still needed to verify the predictions of this
model. PDEm or PDEe knockout mutants are needed to carry
out these experiments. I predict that the aggregation territories
would be smaller for a mutant with no PDEm. It should be
possible to observe the wave breakup during stream formation
using dark-field optics and time-lapse video. Mutants that lack
the secreted PDE should aggregate very poorly at low densi-
ties, but the aggregation could be rescued by plating them on
agar containing low levels of PDE.
Alternatively, as an indirect support, a PdsA mutant that
has neither PDEm nor PDEe could be challenged to aggregate
under controlled external PDE levels and different cell densi-
ties. It has been shown that external PDE levels are capable
of rescuing such a mutant (43). These data are consistent
with and support the simulations presented here. For some
initial cell densities, the aggregation territories that form
should be smaller than those formed in the wild-type, and
one should be able to observe the wave breakup during
late stream formation. Mutants in which the protein kinase
A-mediated cAMP pulse-induced transcription of PDE is in-
hibited have many smaller aggregation territories compared
to wild-type, but they still show periodic cAMP oscillations
(44). This is consistent with the model indicating that PDE
activity must increase at higher cell densities to prevent the
formation of many oscillating centers.
Implications for other excitable systems
The results shown here for Dd are applicable to many excit-
able systems that have similar dynamics. The simulationsBiophysical Journal 97(9) 2388–2398demonstrate that PDEm and PDEe do not affect the excit-
ability of the system in the same manner. Further, they
show why PDEm by itself is not sufficient to excite the
system at low cell densities. This effect of excitable systems
in Dd, where the cells are the point sources, has general
implications for other excitable systems. In an excitable
system with only point sources, the ability to propagate
waves as the distance between the point sources increases
is significantly diminished if the sinks (activity of PDE)
are located next to the sources (cAMP secretion), as
opposed to when the sinks are more uniformly distributed
over the plane. Wave propagation with discrete sources is
common in biological systems. This excitability has been
studied extensively in various systems, including signal
propagation across the nodes of Ranvier in a nerve fiber
(45), Ca2þ waves in oocytes (30,46), and Ca2þ wave prop-
agation in cardiac cells (33,47). These systems behave
differently when the system is assumed to be spatially
nonuniform. Although it has been shown that wave speed
is affected by the distance between the signal sources,
and that wave propagation fails when the point sources
are located too far apart (47–50), not much attention has
been given to the spatial distribution of the sinks. This
might have implications for development if the system
has at least two cell types: one that produces and secretes
a signaling molecule (a source), and one that contains
enzymes that break down that signaling molecule (a
sink). When these two cell types are attached to each other,
wave propagation of the signal may be prevented, but if the
cells move away and separate, wave propagation may be
enabled because now the sinks and sources are not at the
same location.
In summary, the appearance of two forms of PDE in Dd is
not due to mere redundancy or duplication. I argue that the
secreted and membrane-bound forms play distinct roles in
a variety of circumstances. Although this dichotomy may
not be seen in many normal cases, I have shown that when
onset of starvation occurs at low or high cell density, a selec-
tive advantage ensues for cells that have both forms. I also
extended previous findings to show how the location of the
sinks also affects the overall excitability of the system.
Similar ideas may apply more generally to excitable systems
with discrete interconnected elements.
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