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Abstract
Let A be an n × n positive definite symmetric real matrix with n eigenvalues λ1, λ2, . . . , λn and let x
and y be two n × 1 vectors with the angle ψ . This paper proves the following inequality
|xTAy|2  max
i,j
(
λi cos
2 ψ
2 − λj sin2 ψ2
λi cos
2 ψ
2 + λj sin2 ψ2
)2
(xTAx)(yTAy).
It is a unified version of the Cauchy–Schwarz inequality and the Wielandt one.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let x ∈ Rn and y ∈ Rn be two n × 1 vectors with the angle ψ ∈ [0, π) between them given
by
ψ = arccos x
Ty
‖x‖‖y‖ , ∀x, y /= 0, (1)
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where ‖ • ‖ denotes the Euclidean norm. Two unit vectors x and y are said to be orthonormal
if xTy = 0. Let A be an n × n symmetric real matrix with n eigenvalues λ1  λ2  · · ·  λn
and n orthonormal eigenvectors ξ1, ξ2, . . . , ξn. The notation A > 0 (A  0) means A is positive
definite (positive semi-definite).
The Wielandt inequality asserts that
|xTAy|2 
(
λ1−λn
λ1+λn
)2
(xTAx)(yTAy), (2)
if A > 0 and xTy = 0. Moreover there is an orthonormal pair of vectors
x = (ξ1 − ξn)/
√
2, y = (ξ1 + ξn)/
√
2 (3)
for which equality holds in (2). This is an improvement on the general Cauchy–Schwarz inequality
which is
|xTAy|2  (xTAx)(yTAy) (4)
for every pair of vectors x and y. Of course, here the inequality can also be satisfied if A is positive
semi-definite.
The last decades have witnessed considerable progress in the study of the Cauchy–Schwarz
inequality, the Wielandt inequality and their matrix versions in the literatures (see [1–5]). The
purpose of this paper is to present their unified version for real matrices and vectors.
In Section 2, we will derive a weaker unified extension of Cauchy–Schwarz and Wielandt
inequalities. In Section 3, their unified version is obtained.
2. A weaker version
The first result of this paper is stated in the following theorem.
Theorem 2.1. Let A be an n × n positive definite symmetric real matrix with n eigenvalues
λ1, λ2, . . . , λn, and let x and y be two n × 1 vectors with the angle ψ. Then
|xTAy|2  1
4
M(xTAx + yTAy)2, (5)
where
M = max
i,j
(
λi cos
2 ψ
2 − λj sin2 ψ2
λi cos2
ψ
2 + λj sin2 ψ2
)2
. (6)
Moreover there exists a pair of vectors x and y for which equality holds in (5).
Proof. Without loss of generality, let x and y denote two unit vectors with the angle ψ = 2θ ∈
[0, π). Since the inequality (5) is satisfied for ψ = 0, we might assume that ψ ∈ (0, π) in the
following statements. Set
a =
√
2
4 sin θ cos θ
[x(cos θ + sin θ) + y(sin θ − cos θ)],
b =
√
2
4 sin θ cos θ
[x(sin θ − cos θ) + y(cos θ + sin θ)],
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then a and b are two orthonormal unit vectors satisfying
x = 1√
2
[(a + b) cos θ + (a − b) sin θ ],
y = 1√
2
[(a + b) cos θ − (a − b) sin θ ],
and
x + y = √2(a + b) cos θ, (7)
x − y = −√2(a − b) sin θ.
Set
C =
(
cos θ · I − sin θ · I
cos θ · I sin θ · I
)
, B =
(
A 0
0 A
)
,
then
CTBC =
(
2 cos2 θ · A 0
0 2 sin2 θ · A
)
,(
y
x
)
= √2Cp,
(
x
y
)
= √2Cq,
where p = 12
(
a + b
a − b
)
and q = 12
(
a + b
b − a
)
are also two orthonormal unit vectors satisfying
pTCTBCp = 1
2
(
x
y
)T
B
(
x
y
)
= 1
2
(xTAx + yTAy),
qTCTBCq = 1
2
(
y
x
)T
B
(
y
x
)
= 1
2
(xTAx + yTAy), (8)
pTCTBCq = 1
2
(
x
y
)T
B
(
y
x
)
= xTAy.
By the use of the Wielandt inequality for the positive definite matrix CTBC and the orthogonal
pair p and q, we have
|pTCTBCq|2  M(pTCTBCp)(qTCTBCq). (9)
The desired inequality (5) is proved.
Furthermore, if we set
x = cos θ · ξi − sin θ · ξj , y = cos θ · ξi + sin θ · ξj , (10)
then the formulas (7) and (10) might yield the relation
p = 1√
2
((
ξi
0
)
+
(
0
ξj
))
, q = 1√
2
((
ξi
0
)
−
(
0
ξj
))
,
It means that equality holds in (5). The proof is completed. 
The inequality (5) is an extension of the Cauchy–Schwarz inequality and the Wielandt one. If
we set ψ = 0 and π2 in turn, it can become
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|xTAy|2  1
4
(xTAx + yTAy)2 (11)
and
|xTAy|2  1
4
(
λ1−λn
λ1+λn
)2
(xTAx + yTAy)2. (12)
The inequalities (11) and (12) are two weaker versions of the Cauchy–Schwarz inequality and
the Wielandt one, respectively. The equalities hold in them for two unit vectors if and only if (7)
is satisfied, which is just the same as (3). Of course, it is also valid for complex matrices and
vectors.
3. A unified inequality
The main result of this paper is stated in the following theorem.
Theorem 3.1. On the assumption of the Theorem 2.1, we have
|xTAy|2  M(xTAx)(yTAy), (13)
where M is given according to the formula (6).
Proof. For a given angle 0  θ = ψ2 < π2 , we consider the following mathematical programming
problem
min
t,x,y
t
s.t. t (xTAx)(yTAy) − (xTAy)2  0,
(xTy)2 − (xTx)(yTy) cos2 2θ = 0.
(14)
It is obvious that the optimal objective value of (14) belong to the interval (0, 1]. We define the
Lagrange function associated with the problem (14) as
L(t, x, y, μ, ν) = t − μ[t (xTAx)(yTAy) − (xTAy)2] − ν[(xTy)2 − (xTx)(yTy) cos 2θ ].
According to the well-known first optimal necessary condition (see [6,7]), we have
(a) ∇tL = 1 − μ(xTAx)(yTAy) = 0,
(b) ∇xL = 2μt(yTAy)Ax − 2μ(xTAy)Ay − 2ν[(xTy)y − (yTy)x cos2 2θ ] = 0, (15)
(c) ∇yL = 2μt(xTAx)Ay − 2μ(xTAy)Ax − 2ν[(xTy)x − (xTx)y cos2 2θ ] = 0.
From (15a), we obtain
μ = 1
(xTAx)(yTAy)
. (16)
By the left multiplication of the transpose of x on the two sides of (15b) and the use of the
equality constraint of (14), we get
t = (x
TAy)2
(xTAx)(yTAy)
. (17)
If t equals one, it means that x and y are linearly dependent and θ equals zero, which implies
the result for the case t = 1.
Now we consider the case θ /= 0 or t /= 1. By the solution of the overdetermined equations
(15b) and (15c), we yield
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ν = (t − 1)(x
TAy)(yTAy)
(xTy)(yTy) sin2 2θ
μ = (t − 1)(x
TAy)(xTAx)
(xTy)(xTx) sin2 2θ
μ. (18)
Without loss of generality, we assume that xTx = yTy = 1 and xTAy /= 0. Since t /= 1, the
equation (18) implies that xTAx = yTAy. From (18), (15b) and (15c), we obtain
sin2 2θ
(
xTAy
xTAx
Ax − Ay
)
= (t − 1)yTAy(y − x cos 2θ),
(19)
sin2 2θ
(
xTAy
yTAy
Ay − Ax
)
= (t − 1)xTAx(x − y cos 2θ).
or equivalently,
sin2 2θ
(
xTAy
xTAx
− 1
)
A(x + y) = (t − 1)xTAx(1 − cos 2θ)(x + y),
(20)
sin2 2θ
(
xTAy
xTAx
+ 1
)
A(x − y) = (t − 1)xTAx(1 + cos 2θ)(x − y).
It shows that x + y and x − y are two eigenvectors of A. Since xTy = cos 2θ and xTx = yTy = 1
hold, x and y are the linear combination of two eigenvectors of A, i.e., the equality (10) is satisfied.
Since (17) holds, then
t =
(
λi cos
2 θ − λj sin2 θ
λi cos2 θ + λj sin2 θ
)2
. (21)
The desired result is obtained. 
The Cauchy–Schwarz inequality and the Wielandt one are two special cases of the theorem
3.1.
Case 1: if ψ = 0, then M is equal to 1 and (13) becomes the Cauchy–Schwarz inequality.
Case 2: if ψ = π2 , then
M =
(
λ1 − λn
λ1 + λn
)2
and (13) becomes the Wielandt inequality.
Let U be an n × n matrix with UTU = I and x be any n × 1 vector. Then xTUx = xTx cos ψ .
It yields that
xTx · cos ψ
2
= 1
2
(xTx + xTUx), xTx · sin ψ
2
= 1
2
(xTx − xTUx).
So the theorem 3.1 can be rewritten as
Theorem 3.2. Let U be an n × n matrix with UTU = I. On the assumption of the Theorem 2.1,
we have
|xTAUx|2  max
i,j
(
λi(x
Tx + xTUx) − λj (xTx − xTUx)
λi(xTx + xTUx) + λj (xTx − xTUx)
)2
(xTAx)(Ux)TA(Ux).
(22)
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Furthermore, if x is a unit vector, then
|xTAUx|2  max
i,j
(
λi(1 + xTUx) − λj (1 − xTUx)
λi(1 + xTUx) + λj (1 − xTUx)
)2
(xTAx)(Ux)TA(Ux). (23)
As the referees pointed out, it is not clear whether the (strong) unified version is only on real
matrices and real vectors also for the complex case. The proof in this section seem to be valid
only for the real case. For instance, the gradient of xTAx equals 2Ax only if A is real.
Finally, we state the conjecture presented by the referees: the main result is valid for complex
matrices and vectors.
Solving this problem will be our future work.
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