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Zusammenfassung
In biologischen Systemen basieren die wichtigsten Prozesse, wie der Energiestoffwechsel
und die Nervenreizleitung, auf pH- und Ionengradienten. Labormodelle solch elektroche-
mischer Nichtgleichgewichtssysteme bieten die Möglichkeit biotechnologische Prozesse zu
erforschen, welche die Natur im Laufe der Evolution entwickelt hat.
Der erste Teil dieser Arbeit befasst sich mit dem elektrophoretischen Transport von Bio-
molekülen in photochemisch erzeugten, mikroskaligen, elektrischen Feldern. Die Theorie
hinter diesem neuen Phänomen koppelt photochemische Reaktionen mit elektrokineti-
schen Effekten: Eine lokale Photodissoziationsreaktion erzeugt extreme Ionengradienten in
wässriger Lösung. Die differentielle Diffusion der geladenen Photoprodukte führt daraufhin
zu einer Ladungstrennung auf der Mikrometerskala und zum Aufbau eines elektrischen Po-
tentials Φ. Der Transport von Biomolekülen in diesem Potential wird durch Elektrophorese
und Diffusion dominiert, zwischen denen sich innerhalb von Sekunden ein Gleichgewicht
einstellt. Im Experiment wird die Biomolekülkonzentration durch Fluoreszenz bestimmt
und folgt im Gleichgewicht exp(−µ/DΦ). Dies macht die “photochemisch-induzierte, mi-
kroskalige Elektrophorese” (PME) zu einer sensiblen, schnellen und volloptischen Methode
zur gleichzeitigen Bestimmung von elektrophoretischen Mobilitäten µ und Diffusionskon-
stanten D. Weiterhin stellt die Biomolekülverteilung in Titrationsexperimenten ein sensi-
bles Maß für Bindungswahrscheinlichkeiten dar und erlaubt so die Anwendung von PME
zur isothermen Quantifizierung von Bindungsaffinitäten im nanomolaren Bereich unter
Verwendung von Probenvolumina im Mikroliterbereich und nanomolaren Konzentratio-
nen.
Der zweite Teil beschäftigt sich mit dem vielseitigen Nichtgleichgewichtssystem alkalischer,
hydrothermaler Quellen. Dieses umfasst sowohl steile pH und Ionengradienten als auch
Redoxpotentiale die an dünnen, katalytischen Fe(Ni)S-Barrieren abfallen. Die Ähnlichkeit
dieses Systems zu modernen Zellmembranen macht es zu einem vielversprechenden Kandi-
daten für das erste Auftreten von Kohlenstofffixierungsreaktionen und organischen Stoff-
wechselprozessen auf der jungen Erde. Jedoch sind solche Reaktionen nur in steilen pH
Gradienten thermodynamisch günstig. Um die Situation in hydrothermalen Quellen zu
simulieren wurde in dieser Arbeit eine mikrofluidische Flusszelle verwendet, welche eine
Charakterisierung von elektrochemischen Gradienten und die Beobachtung der damit ein-
hergehenden elektrokinetischen Transportprozesse auf der Mikrometerskala ermöglicht. So
konnte gezeigt werden, dass die Fällung von FeS-Clustern die Steilheit und Stabilität des
pH Gradienten im Vergleich zu einem rein diffusiven System stark erhöht. Darüber hinaus
wurden in Flussexperimenten gerichtete Kolloidbewegungen, sowie die Akkumulation von
Kolloiden und die Ausbildung von kolloidfreien Zonen an der Barriere beobachtet. Mithilfe
von numerischen Simulationen konnten diese Beobachtungen mit Ionengradienten korre-
liert und so durch Diffusiophorese, den gerichteten Kolloidtransport in Ionengradienten,
erklärt werden. Die Kombination solcher Transportphänomene mit elektrochemischen Gra-
dienten kann zu spannenden Kopplungsffekten führen. In diesem Zusammenhang stellt die
hier präsentierte Flusszelle eine ideale Testumgebung dar, um Szenarien für die Entwick-
lung eines einfachen Protometabolismus unter Bedingungen der frühen Erde zu entwickeln.

Abstract
Central processes in biological systems, such as energy metabolism and cell signaling, rely
on steep ion and pH gradients across membranes. Laboratory models of such electrochem-
ical non-equilibrium systems provide a versatile playground to explore the biotechnology
that cellular life invented in the course of evolution.
The first part of this work describes the electrophoretic transport of biomolecules in pho-
tochemically induced electric fields on the microscale. The theoretical framework for this
novel phenomenon is based on the coupling of photochemical reactions and electrokinet-
ics: A highly localized photodissociation reaction induces steep ionic gradients in free
solution. Differential diffusion of charged photoproducts invokes charge separation on
the microscale and generates an electric potential Φ. The transport of biomolecules in
this potential is dominated by electrophoresis and diffusion and a steady state is reached
within tens of seconds. Experimentally, the biomolecule concentration is accessed by
fluorescence and settles towards exp(−µ/DΦ) in steady state. This renders Photochem-
ical Microscale Electrophoresis (PME) a fast, sensitive, and all-optical method for the
simultaneous determination of electrophoretic mobilities µ and diffusion coefficients D.
Additionally, the concentration distribution upon PME also provides a sensitive measure
for binding probabilities. As a consequence, titration experiments allow the quantification
of binding affinities in the nanomolar range in microliter volumes at nanomolar sample
concentration.
The second part of this thesis explores the rich non-equilibrium system of alkaline hy-
drothermal vents, which comprises redox potentials and steep gradients in pH, temper-
ature, and ionic composition across precipitated, catalytic barriers of Fe(Ni)S minerals.
This setting has been hypothesized to represent an inorganic equivalent of modern en-
ergy metabolism and to trigger first carbon-fixation reactions. However, only steep pH
gradients render such reactions thermodynamically favorable. In this work, a microflu-
idic vent replica was used to access the ionic gradients and the associated electrokinetic
transport phenomena on the microscale. The experimental results demonstrate that the
precipitation of FeS clusters at the fluid interface strongly enhances the steepness and
stability of the pH gradient in comparison to a purely diffusive system. Furthermore, flow
experiments showed directed colloid transport, strong colloid accumulation, and the emer-
gence of colloid-free zones at the barrier. Numerical simulations enabled the correlation
of these observations with ionic gradients, and identified diffusiophoresis as the driving
force. The coupling of such transport phenomena in electrochemical gradients can invoke
intricate feedback situations. In this context, the microfluidic vent replica represents an
ideal testbed for the discovery of evolutionary scenarios for the emergence of an early
energy and carbon metabolism.
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1
1 Motivation and Introduction
Reaction-diffusion systems are ubiquitous in living systems. They are found in morphogen-
esis, animal markings, and cellular signaling pathways. In a simplified picture, photosyn-
thesis also represents a light-driven reaction-transport system. A light-dependent reaction
creates a proton gradient. The induced disequilibrium generates directed transport of
protons and drives another chemical reaction, the synthesis of ATP.
Following the bottom-up approach of synthetic biology, researchers mimic such reaction-
diffusion systems in the laboratory from scratch to explore the biotechnology that life
invented in the course of evolution. For this purpose, laser beams are a convenient energy
source due to their high spatial and temporal resolution. For example, it has been shown
that patterned illumination of photoactive compounds can control nanomachines1 and
mimic energy fluxes in a simple protometabolism.2 In a different approach, a light-sensitive
chemical reaction network has been exploited to perform pattern transformation tasks,
such as edge detection.3 Furthermore, light driven chemical reactions are widely employed
in biology, neuroscience and pharmacology. For example, light driven release or activation
of molecules has been applied to control gene expression,4,5 to unravel metabolic and
neuronal signaling pathways6,7 or to locally trigger pharmacological activity.8–10
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Figure 1: Photochemical generation of microscale electric fields. (a) Exemplary photoreac-
tion: Light-induced dissociation of NBA into two photoproducts. (b) In PME experiments,
focused 375 nm irradiation (HWHM=3 µm) of the sample solution within a capillary trig-
gers the photoreaction locally. The difference in diffusion velocity of the differently charged
photoproducts leads to a radial net charge distribution on the micrometer scale. The gen-
erated electric field transports negatively charged biomolecules, such as DNA, out of the
laser focus.
Here, light driven photoreactions are employed to generate microscale electric fields in free
solution. In contrast to other approaches, the laser illumination is highly localized (3 µm
HWHM). The spatially confined light-triggered dissociation of a compound into two pho-
toproducts creates steep concentration gradients. When the photoproducts are differently
charged and have considerably different diffusion coefficients, a net charge distribution
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emerges that generates an electric field on the microscale. When no other reactions have
to be considered, and if the slower photoproduct is negatively charged and the faster one is
positively charged, a negative charge surplus at the laser position emerges and negatively
charged macromolecules, such as DNA, move outward by electrophoresis (Figure 1b).
“Photochemical Microscale Electrophoresis” (PME) is observed by fluorescence microscopy.
The interplay of electrophoresis and back-diffusion leads to local concentration changes
that translate into changes in fluorescence. The resulting concentration distribution in
steady state is governed by the ratio µ/D with D and µ being diffusion coefficient and
electrophoretic mobility of fluorescently labeled macromolecule.
Two different photoreactions are used here to trigger PME. The photodissociation of 2-
nitrobenzaldehyde (NBA) into a 2-nitrosobenzoic anion (NS−) and a proton (H+), and
the photodissociation of hexacyanoferrate (Fe(CN)4−6 ) into cyanide (CN
−) and Fe(CN)3−5 .
Both photoreactions lead to changes in pH. The first reaction releases a proton, leading
to a decrease in pH. The second reaction releases a cyanide ion, the protonation of which
leads to an increase in pH. Due to these pH changes, the presence of buffers strongly
influences the processes upon photolysis. The concentration distributions of all ionic buffer
components need to be considered for net charge density calculations, which makes the
photochemical generation of electric fields less intuitive. Further, it renders the induced
electric potential highly dependent on the buffer reaction equilibrium, as well as on the
mobilities and diffusion coefficients of all buffer components.
In this thesis, the underlying principles of PME are investigated by comparison of experi-
ments and finite element simulations. Subsequently, the gained knowledge is used to apply
PME as an all-optical bioanalytical tool for the determination of electrophoretic mobilities
and for the quantification of biomolecular binding reactions.
Bioanalytical Applications
Driving reactions out of equilibrium is a standard method for analytical measurements
in chemistry. The perturbations are most often macroscopic in scale and are imposed
externally. For example, electric fields are applied by electrodes in mass spectrometry and
gel electrophoresis. In nuclear magnetic resonance (NMR) techniques, electromagnetic
fields are absorbed and re-emitted by nuclei to be detected by coils inside magnetic fields.
With PME, a method to scale down free solution electrophoresis to the micro- to nanoscale
is introduced. The electric field for the separation of biomolecule species is generated by
chemistry itself without external electrodes. In contrast to other electrophoretic methods,
PME is diffusion-limited and the steady state is determined by both D and µ. This intro-
duces size-selectivity and allows the separation of highly charged, free draining polymers,
such as double-stranded DNA (dsDNA) of different length in free solution. This is not
possible by standard electrophoretic methods without the use of drag tags11 or sieving
matrices.12
The specificity of PME further facilitates the simultaneous quantification of electrophoretic
mobilities µ and diffusion coefficients D. The combination of electrophoresis with inherent
pH gradients additionally allows to determine the pH dependence of biomolecule charges
Q(pH) ∝ µ(pH)/D without laborious titration and in free solution. The knowledge of
molecular properties is of utmost importance in biotechnological, diagnostic and pharma-
ceutical applications, such as biosensing or immunological assays. Especially the charge
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of a biomolecule is typically highly dependent on environmental factors, such as buffer
composition, pH and ionic strength. At the same time, the charge pinpoints effects such
as coagulation, binding and aggregation. Current techniques for the quantification of
biomolecule charges include capillary zone electrophoresis,13 membrane confined steady-
state electrophoresis,14 and laser Doppler electrophoresis.15,16 These approaches typically
require high voltages that are applied by metal electrodes and suffer from effects such as
Joule heating, polarization, turbulences, particle charging and electrode related artifacts,
such as aggregation and electrochemical side reactions.17 PME can circumvent several of
these problems due to the lack of electrodes and the low applied field strengths.
As a proof of principle, PME is applied here for the determination of µ and D for ssDNAs
and dsDNAs of different lengths. For ssDNAs, good agreement with literature is found. For
dsDNAs, the quantitative results deviate from literature. A detailed analysis reveals that
a better control of electroosmosis and a higher photostability is required for the reliable
determination of µ. However, a clear length separation is observed, which substantiates the
enhanced separation power of PME by the diffusion limitation. To exploit the inherent
pH gradients of PME, the pH dependent charge of the thrombin-aptamer complex is
determined from a single PME experiment between pH 5 and 6.2. The absolute charge
and its pH dependence agree well with theoretical expectations.
The specificity of PME with respect to µ and D immediately suggests PME as a fast,
all-optical tool for the quantification of biomolecular binding interactions. Fluorescent la-
beling of one binding partner provides the selectivity of measurements for specific binding
reactions even in complex mixtures, because µ and D typically change significantly upon
binding of a target molecule. Binding events between proteins, DNA, and small molecules
and their quantification are essential for the investigation of cellular and molecular mech-
anisms in biology, in biotechnological applications, and perhaps most importantly in drug
development.
A typical application is the development of new aptamers. These small single-stranded
DNAs (ssDNA) bind specifically to target molecules, such as ions, proteins, or whole cells.
Since their introduction in 1990,18 they have been widely employed in biotechnology,19
diagnostics,20 and therapeutics.21
In the past decade, several biophysical approaches emerged for the quantification of binding
interactions in free solution that rely on binding induced changes in size22 (dynamic light
scattering), heat flux23 (isothermal titration calorimetry), refractive index24 (back scatter-
ing interferometry), or Soret-coefficient25 (microscale thermophoresis). Electrophoresis-
based biochemical approaches, such as electrophoretic mobility shift assays (EMSA) have
already been applied for decades. However, such approaches typically provide semiquan-
titative results and cannot be conducted in free solution or physiological buffers.26 Capil-
lary electrophoresis (CE) enabled quantitative free solution binding analysis with the lec-
trophoretic mobility as discrimination parameter.27,28 Advances in microfluidic approaches
reduce sample volumes and allow higher electric fields, which speeds up separation and
increases resolution.29 However, it has been shown that high electric field strengths desta-
bilize protein-DNA interactions30 and Joule heating can further obstruct experiments.31,32
Binding detection with PME does not only rely on changes in µ but also in D. In com-
parison to common free solution electrophoresis, this enhances the sensitivity to detect
binding and allows the determination of dissociation constants in the nanomolar regime.
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In this thesis, this claim is substantiated by the successful quantification of the dissocia-
tion constants for the well-characterized thrombin-binding aptamer TBA1533–35 and for
DNA hybridization by PME. The results agree well with literature values and control
measurements using the well-established technique of microscale thermophoresis (MST).
A Typical PME Experiment
In a typical PME experiment, the spatially confined photochemical reaction generates an
electrokinetic non-equilibrium that triggers the directed transport of charged colloids, such
as DNA or fluorescent beads. As a consequence, directed accumulation or depletion of
labeled molecules inside a glass capillary can be observed by epifluorescence.
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Figure 2: A PME experiment using 2 mM K4Fe(CN)6, 1 mM phosphate buffer at pH 7.4
and 500 µW laser power. (a) Fluorescence images of a labeled 25mer ssDNA at different
stages of the experiment. (b) Fluorescence intensity at the laser position normalized to the
initial fluorescence F0 over time. When the laser is switched on, the fluorescence increases
and reports on the inward directed electrophoresis of DNA. When the laser is switched
off again, back-diffusion re-equilibrates the fluorescence distribution. (c) Superposition
of fluorescence images of fluorescent microspheres ( = 2 µm) under equal buffer and
illumination conditions. The image visualizes the directed transport of single microspheres.
Figure 2 shows a typical fluorescence time trace at the laser spot position and the corre-
sponding fluorescence images upon photolysis of hexacyanoferrate at low buffer concen-
trations. The observed molecule is a negatively charged, ATTO633 labeled 25-nucleotide
long ssDNA. In the initial state before the laser is switched on (¶), a homogeneous fluo-
rescence intensity F0 is observed. Upon laser irradiation, the fluorescence increases around
the laser position (·). The normalized fluorescence change Fnorm = F/F0 mainly reflects
the concentration change c/c0 of the labeled molecule, due to electrophoretic transport
in the induced potential ΦPME(r). This active transport process is counterbalanced by
passive back-diffusion, and a steady state is reached within tens of seconds (¸). The radial
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steady-state concentration distribution ceq(r) with r being the distance from the laser spot
is described by
ceq(r)
c0
= exp
(
− µ
D
∆ΦPME(r)
)
(1)
where D and µ are the diffusion coefficient and the electrophoretic mobility of the la-
beled biomolecule. A derivation of this equation can be found in Section 2.3. When the
laser is switched off, the electric potential relaxes and back-diffusion re-equilibrates the
concentration distribution.(¹)
The direction of colloid transport depends on the sign and amplitude of the induced
potential ΦPME . By choice of the photoactive compound and by adjusting the buffer
conditions, it is possible to finely tune the strength and direction of the induced field and
thus colloid accumulation or depletion.
The main contribution to the fluorescence change upon photolysis is electrophoresis. Dif-
fusiophoretic and electroosmotic contributions are typically negligible. For good measure,
finite element simulations and literature values can be used to estimate their effect for
each experimental condition.
Furthermore, not only concentration changes but also photobleaching and intrinsic dye
properties, such as pH dependent quantum yields can induce fluorescence changes. These
effects can be kept small by using photo- and thermally stable dyes such as ATTO633.
Alternatively, correction procedures can be applied to extract concentration changes, as
described in Section 3.3.
To visualize the directed transport on the single molecule level, Figure 2c shows the trans-
port of large, negatively charged, fluorescent polystyrene microspheres under the same
conditions. The image is a superposition of the fluorescence images under photolysis. The
single molecule traces clearly report on directed transport towards the laser position.
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2.1 Background: Electrokinetics
The electric double layer
Colloids and surfaces in aqueous solutions acquire surface charges, due to ionization of
surface groups or ion adsorption. As sketched in Figure 3, the ion distribution in the
vicinity of the surface is disturbed and an electric double layer (EDL) forms at the interface.
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Figure 3: (a) The Stern model for the electric double layer at charged surfaces in elec-
trolytes. The Stern layer presents the immobile part of the double layer. In the adjacent
diffuse layer, the potential drops with the characteristic length λDH towards zero in bulk
solution. The ζ -potential describes the potential at the shear plane and drives all electroki-
netic phenomena.36 (b) Electroosmosis in a microchannel with height h. An externally
applied electric field E induces a volume force f = ρE within the diffuse part of the elec-
tric double layer with a charge density ρ. The superposition of electroosmotic flows and
pressure driven flows results in the velocity profile v(y).
Helmholtz first introduced this concept when he realized that charged surfaces in elec-
trolytic solutions attract their counterions and repel their coions.37 In this way, two layers
of opposing net charge form at the interface.
Guoy and Chapman improved the model by introducing spatially varying ion concentra-
tions which follow Boltzmann-statistics and compensate for the surface charge.38,39 The
coupling of the ion concentrations by the Poisson equation leads to an electric potential φ,
which decreases exponentially within the diffuse ion cloud towards zero in bulk solution.
By linearization of the Poisson-Boltzmann differential equation Debye and Hückel found
an analytic solution for the EDL potential, which holds for spherical colloids in symmetric
electrolytes at low surface potentials, which reads as
φ =
Q
4πηr
1
1 + r/λDH
, (2)
where r is the distance from the surface, Q the surface charge and η the viscosity. The
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Debye length λDH thereby denotes the exponential decay length of the potential
λDH = κ
−1 =
(
2e2
∑
i z
2
i ci
εkBT
)− 1
2
, (3)
where zi and ci are the valences and concentrations of the ionic species i in solution; ε is
the permittivity of the medium, kB the Boltzmann constant, e the elementary charge and
T the temperature. The Guoy-Chapman and the Debye-Hückel approaches both fail for
highly charged surfaces, as they neglect the finite ion size. To include this effect to the
theory, Stern proposed a layer of immobile ions. In the Stern model, the potential drops
within one ion radius from the surface-potential ψs to the Stern potential ψd. However,
the only experimentally accessible potential is the so-called ζ-potential, which governs all
electrokinetic phenomena and describes the potential at the shear plane. The shear plane
is located 1-2 ion radii away from the Stern plane and represents the boundary between
the mobile and immobile phase of the EDL at which the hydrodynamic no-slip boundary
condition applies. According to the theory of Debye-Hückel theory, ζ can be described as
ζ =
Qeff
4πηa
1
1 + a/λDH
(4)
where a is the hydrodynamic radius of the colloid. The use of an effective charge Qeff
accounts for the partial screening of the surface charge by the immobile counterions in
the Stern layer.40 As effective charges are hard to estimate, precise calculations of the
ζ-potential are difficult. In this work, ζ is estimated from experimental mobilities using
the relation between µ and ζ derived by Ohshima.41 (equations (9) and (10), see below
for further explanations.)
Electrophoresis
Electrophoresis is the motion of molecules along an external electric field E = −∇Φ. In a
dielectric solution without free, charged ions the transport of a colloid with charge Q = ze
and radius a would be determined by the electric force Fel = QE, counteracted by fluid
drag Ffric = 6πηav. Hence, the electrophoretic velocity of the colloid is given by
vel =
Q
6πηa
E = µE (5)
The Stokes-Einstein-relation connects the drag force with the diffusion coefficient and
reads as
D =
kBT
6πηa
(6)
Deploying this equation into equation (5) yields the well-known Einstein-Smoluchowski
relation for the electrophoretic mobility µ:
µ =
QD
kBT
(7)
The situation is more complex for electrolyte solutions, where interactions between the
charged colloid and free, charged ions have to be considered. The external field does not
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only affect the colloid, but also exerts an electric body force on the diffuse layer of the
electric double layer. This induces a fluid flow, which counteracts the electric force on
the colloid and leads to a retardation of the colloid velocity. Furthermore, the external
field distorts the shape of the diffuse ion cloud. The relaxation of the ion distribution
towards the symmetric distribution by diffusion and migration gives another contribution.
In total, electrophoresis in an electrolyte comprises an electric force, a retardation force
and a relaxation force:
Ftot = 0 = Fel + Ffric + Fret + Frel (8)
The last two terms make a precise theoretical prediction of the electrophoretic mobility
in electrolyte solutions difficult, as they depend on the composition of the electrolyte and
the properties of its constituents.
Analytic solutions for electrophoretic mobilities in electrolytes typically assume low ζ-
potentials and symmetric electrolytes. First theories were developed by Debye and Hückel
for the limiting case of small radii a and low ionic strength (κa  1), and by Helmholtz
and Smoluchowski for the limiting case of large radii and high ionic strength (κa  1).
Later Henry developed a theory for arbitrary values of κa, which bridges the two solutions:
µ =
2
3
εζ
η
f(κa), (9)
where f(κa) denotes the Henry function, which describes a smooth transition between the
two limiting cases: it takes the value 1 for Debye-Hückel limit and the value 3/2 for the
Helmholtz-Smoluchowski limit. An analytic expression of Henry’s function was found by
Ohshima in 199441 and reads as
f(κa) = 1 + 0.5
1
1 + 2.5
κa(1+2 exp(−κa))3
(10)
Electroosmosis
Electroosmotic flows are induced when an electric field is applied at a charged, stationary
surface. The tangential component of the field exerts a coulombic body force f = ρE||
on the fluid within the electric double layer with charge density ρ. Figure 3 visualizes
this effect for a homogeneously applied field: The electroosmotic velocity represents a
plug flow, while the pressure driven back-flow is parabolic. The superposition of the
two velocity contributions leads to a reversal of the flow direction along the capillary
width. Electroosmotic flows dominate at the interface, while the bulk is governed by
pressure driven flow. As the electoosmotic flow is confined to the electric double layer,
electroosmosis can be simulated by applying a sliding wall boundary condition, when the
channel diameter h is much larger than the Debye length (κh  10). The elecroosmotic
velocity of the wall vEO is determined by tangential field E|| and the ζ-potential of the
wall ζWall and can be expressed as
vEO = −
εζWall
η
E|| (11)
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Diffusiophoresis
Diffusiophoresis is the motion of colloids along ionic strength gradients ∇I. In literature,
this term typically includes an electrophoretic and an osmotic contribution. The first
contribution accounts for the electric field which emerges in a salt gradient due to the
differential diffusion of ions. This phenomenon describes the emergence of the photochem-
ically induced field. In the finite element simulations of PME this contribution is explicitly
treated by coupling of the ion concentrations by the Poisson equation.
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Figure 4: Numerical data digitized from Prieve et al.42 The diffusiophoretic coefficients
DDP are plotted on rescaled axes for symmetric electrolytes (Z:Z) in dependence on the
ζ-potential for (a) small Debye lengths or high electrolyte concentration (κa ≥ 20) and
(b) for moderate Debye lengths or low electrolyte concentrations (κa ≤ 10).
In contrast, the osmotic contribution is hard to quantify. An ionic strength gradient exerts
an osmotic pressure, which leads to an colloid flux jDP proportional to the diffusiophoretic
coefficient DDP , which has the dimensions of a diffusion coefficient.
jDP = c · vDP = c ·DDP
∇I
I
(12)
Prieve and Anderson43 found an analytical approximation for DDP for spherical colloids
with arbitrary ζ-potential in a gradient of a symmetric Z:Z electrolyte in the limit of thin
Debye layers (κa  1):
DPrieveDP = −
ε
2πη
(
kBT
Ze
)2
log
(
1− tanh
(
Zeζ
4kBT
)2)
(13)
Chiang et al. generalized this approach towards an electrolyte with multiple ions i of
different valences zi:
DChiangDP =
ε
8η
∑
i z
2
i∇ci∑
i z
2
i ci
ζ2 (14)
A full analytical solution is not available and approximations for DDP are typically limited
to specific geometries, symmetric electrolytes, low ζ-potentials and extreme Debye lengths.
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However, Figure 4 shows numerical calculations for DDP for symmetric electrolytes by
Prieve et al..42 In the limit of thin Debye layers, the result coincides with the analytical
solution. For increasing Debye-length or ζ-potential, DDP decreases and can even reverse
the direction.43
2.2 Photochemically Induced Electric Fields
The generation of electric fields by localized photochemical reactions represents a com-
plex, coupled reaction-diffusion-migration system. The local photodissociation reaction
generates steep concentration gradients of ionic species i. As these diffuse away from the
laser position with different diffusion coefficients Di, electroneutrality is violated locally
and a net charge distribution emerges on the microscale. The total space charge density
ρ =
∑
i zici is related to the induced electric potential ΦPME by Poisson’s equation:
−∇(−∇Φ) = F
εrε0
∑
i
zici (15)
where εr is the relative permittivity, ε0 = 8.85× 10−12 F/m the vacuum permittivity and
F = 96485 C/mol Faraday’s constant.
Due to electrophoresis, the induced field ΦPME in turn affects the concentration distribu-
tions of all ionic species i in solution. This includes also salt and buffer ions, which again
affect the induced field. In total, the spatio-temporal evolution of the concentration of
each ionic species ci can be described by a diffusion-reaction-electrophoresis equation:
∂ci
∂t
= −∇(−Di∇ci − µici∇ΦPME) +
∑
j
Rji (16)
where Di and µi are the diffusion coefficient and the electrophoretic mobility of ion i,
respectively. The diffusion-migration-reaction equations of the n ionic species in solution
are coupled by the induced potential ΦPME and by the reaction terms R
j
i . These account
for reactions, such as water autoprotolysis, buffer reactions and the photoreaction. For
reaction j of the type
a+ b
kon−−−⇀↽ −
koff
i (17)
a single term reads as
Rji = k
j
oncacb − k
j
offci (18)
The full set of considered reaction terms can be found in Section 3.3.
2.3 PME Induced Fluorescence Changes Report on the Ra-
tio µ/D
Spatially confined photochemical dissociation reactions can lead to the generation of elec-
tric fields. Charged macromolecules, such as DNA, proteins or polystyrene beads move
within this field by electrophoresis. Diffusion counteracts this active transport. The total
diffusion-migration equation for colloids is described by
∂c
∂t
= −∇ (−D∇c− µ · c · ∇ΦPME) (19)
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where c is the colloid concentration, D the diffusion coefficient and µ the electrophoretic
mobility of the colloid. In steady state, the mass flux contributions cancel out:
0 = jtot = jD + jel (20)
= −D∇c− µ · c · ∇Φ (21)
For small induced potentials, integration over r from radius r′ to r yields
c(r)
c(r′)
= exp
(
− µ
D
∆ΦPME
)
, (22)
When the reference radius r′ is chosen far away from the laser position, where PME does
not have an effect, the concentration c(r′) = c∞ corresponds to the initial concentration
c0 and
c(r)
c∞
=
c(r)
c0
= exp
(
− µ
D
∆ΦPME
)
(23)
In a typical experiment, the fluorescence of a labeled molecule inside a glass capillary is
observed. The normalized fluorescence F/F0 upon PME mainly reports on the induced
concentration changes. F0 thereby describes the fluorescence in the unperturbed state and
can either be the fluorescence before the photolysis-laser is switched on, or the fluorescence
far away from the laser position. Further contributions to the fluorescence change can stem
from bleaching by the LED and by the laser, as well as from the pH and ionic strength
dependence of the dye’s quantum efficiency. In total the observed normalized fluorescence
can be described as
Fnorm = f(∆pH)f(k
375nm
Bleach)f(k
LED
Bleach)︸ ︷︷ ︸
fdye
· c
c0
(r, t) (24)
In steady state this gives
Fnorm = fdye · exp
(
− µ
D
∆Φ
)
(25)
fdye describes the effective quantum efficiency of the observed molecule and summarizes
the intrinsic dye properties. To extract concentration changes from fluorescence curves,
the dye contribution can be minimized by using a photo- and thermally stable dye, such
as ATTO633. Furthermore, the illumination power should be kept as low as possible. If
the dye’s contribution is still not negligible, it is also possible to correct for it, as described
in the methods section (see Section 3.3).
Besides artifacts from dye properties, the PME signal can also be obstructed by other
electrokinetic transport processes, such as osmotic diffusiophoresis or electroosmotic flows.
These contributions are typically negligible, but can be estimated by comparison to liter-
ature values or finite element simulations.
2.4 Detection of Biomolecular Binding
Binding quantification with PME relies on the linear superposition of signals from different
fluorescent species. The detected fluorescence change upon PME in steady state comprises
concentration changes and possibly the dye’s response to changes in pH and ionic strength.
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When the fluorescence changes are kept small (< 5%), linearization of equation (23) only
introduces small systematic errors and the steady state fluorescence can be described by
F = f(∆pH,∆I) · c0 · (1−Mφ(r)) (26)
where, f is the dye’s quantum yield and M = µ/D.
The distribution of the electric potential Φ̃(x, y, z) and of the pH change δ̃pH(x, y, z) in-
side a capillary upon local photolysis has a complex shape. Additionally, the efficiency of
photon detection ϕ(x, y, z) by the objective is nontrivial. However, the following deriva-
tion shows that small detected fluorescence changes do report linearly on the µ/D ratio,
irrespective of these spatially varying functions. For clarity, the dye’s ionic strength de-
pendence is neglected here, but can be easily treated analogous to the pH dependence.
The quantum efficiency fi of the fluorescent dye attached to the molecule in binding
state i ∈ {A∗, TA∗} might depend on the pH and can be described by a linear function
fi(δ̃pH) = f
0
i + (∂fi/∂pH)δ̃pH, where f
0
i is the quantum efficiency in the unperturbed
state. The fluorescence intensity flux F I without photochemically applied fields can be
linearly integrated with Φ̃(x, y, z) = δ̃pH(x, y, z) = 0:
F I =
∑
i
∫
fi(δ̃pH) · ci(Φ̃) · ϕ · dxdydz =
∑
i
f0i c
0
i
∫
ϕ · dxdydz (27)
The steady state fluorescence in the perturbed state F II , where local photolysis induces
an electric field and a pH gradient, can be described by
F I =
∑
i
∫ [
f0i + (∂fi/∂pH)δ̃pH
]
· c0i [1−MiΦ(r)] · ϕ · dxdydz (28)
Expansion to first order in Φ̃(x, y, z) and δ̃pH(x, y, z) gives
F II = F I − Φ
∑
i
c0i f
0
iMi + δpH
∑
i
c0i
∂fi
∂pH
+O(δpH · Φ) (29)
with the average potential Φ =
∫
Φ̃(x, y, z) ·ϕ(x, y, z) · dxdydz and the average pH change
δpH =
∫
δ̃pH(x, y, z) · ϕ(x, y, z) · dxdydz.
In the PME data analysis for binding detection, the fluorescence signal in steady state
upon local photolysis F II is normalized by the initial fluorescence or the fluorescence far
away from the laser position, both of which correspond to the unperturbed signal F I .
Hence, the normalized fluorescence signal Fnorm becomes a linear function of the apparent
mobility to diffusion ratio Mappi = Mi−
∂fi
fi∂pH
δpH
Φ even for spatially varying pH and electric
field distributions:
Fnorm =
F II
F I
= 1−
Φ
∑
i c
0
i f
0
iMi + δpH
∑
i c
0
i
∂fi
∂pH∑
i c
0
i f
0
i
= 1−
Φ
∑
i c
0
i f
0
iM
app
i∑
i c
0
i f
0
i
(30)
For the two states of the labeled aptamer i = {A∗, A∗T}, this reads as
Fnorm =
Φ(cA∗fA∗M
app
A∗ + cTA∗fTA∗M
app
TA∗)
cA∗fA∗ + cTA∗
(31)
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It can be assumed that the quantum efficiencies in the unbound and bound state are equal
fA∗ = fTA∗ . If this is not the case, the binding would be directly reported by absolute
fluorescence. As a consequence, Fnorm becomes a linear function of the fraction of bound
molecules x = cTA∗/(cA∗ + cTA∗):
Fnorm = 1− Φ ·
(
(1− x)MappA∗ + xM
app
TA∗
)
= 1− Φ(MappA∗ + x ·∆M
app) (32)
where ∆Mapp = MappTA∗ −M
app
A∗ is the difference in the apparent electrophoretic mobility-
to-diffusion ratios between the bound and unbound state. Fi = ∆ΦM
app
i describes the
limiting fluorescence in the fully bound and unbound state, which can be determined by
titration experiments. Hence, equation (32) can be simplified to:
Fnorm = (1− x)FA
∗
norm + xF
TA∗
norm (33)
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3.1 Setup
Imaging All presented measurements were performed on a custom built optical setup,
which is sketched in Figure 5. For fluorescence imaging, a Zeiss Axiotech Vario microscope
with a 40× oil objective (Fluar, 40×, NA 1.3, Zeiss, Germany) was used. The fluorescence
signal was detected from top with an ORCA-Flash 4.0 Digital CMOS camera (Hamamatsu
AG, Japan). For ATTO633, Alexa647 and Cy5 imaging, fluorescence was excited with
a 627 nm LED (LEDC28, Thorlabs). Fluorescence filters (Omega Optical Set XF110-2:
XF1069 630AF50, XF2035 650DRLP, XF3076 695AF55) were purchased from Laser Com-
ponents GmbH (Olching, Germany). For ratiometric pH imaging, an Optosplit 2 (Cairn
Research, Faversham, UK) was employed. Excitation was provided by a 470 nm LED
(M470L2-C4, Thorlabs) and a ratiometric fluorescence filterset (F71-045: BrightLine HC
482/35, HCBS506, BrightLine HC 580/23, H606LP, Brightline XF 643/20) was purchased
from AHF Analysentechnik AG (Tübingen, Germany). Rectangular Borosilicate glass
capillaries (CMScientific, Silsden, UK) were used as transparent reaction containers for all
measurements. To avoid drifting of the solution, capillaries were sealed with plasticine on
both ends.
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Figure 5: Optical Setup: Local photolysis of the sample is achieved by a focused fiber-
coupled 375 nm laser from below. Fluorescence is detected from above. The laser profile
was characterized by fluorescence.
Photolysis Localized photolysis was achieved by a TE-cooled 375 nm laser diode (20 mW,
L375P020MLD and TCLDM9, Thorlabs, Germany), which was coupled into a single mode
fiber (P3-305A-FC, Thorlabs, Mode Field Diameter MFDfiber ≈ 2.2 µm. The laser was
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focused to the center of the capillary by a lens from below (A240TM-A, Thorlabs, fo-
cal length flens = 8 mm) with an effective numerical aperture (NA) of only 0.1 and a
divergence angle of 6◦:
Θ375nm =
dcoll/2
flens
= 0.1 = 6◦ (34)
The collimated beam diameter dcoll was estimated from the specifications of the fiber and
the collimator (CFC-8X-A, Thorlabs, focal length fcoll = 7.5 mm):
dcoll =
4λfcoll
πMFDfiber
= 1.63 mm (35)
With fluorescence, a laser profile with 6 µm full width at half maximum intensity was
observed. This is larger than the theoretical diameter of 2.25 µm. The reason could be
the averaging in z-direction by the imaging objective. Over the height of the capillary, the
beam diameter broadens by 5 µm. Furthermore, imperfections of the optical components
in the light path or slight misalignments can play a role. The small, but existing divergence
in z-direction might lead to an electric field component in z-direction, but mainly within
a radius < 10 µm. Yet, effects in z-direction should cancel out, due to the symmetry of
illumination. This was ensured by aligning the imaging and photolysis beams such that
the two focal planes fall together at the center of the capillary.
The laser ran in continuous mode and was switched on and off by a mechanical shutter
system (SH05, Thorlabs, Germany). An optical chopper system (MC2000-EC, Thorlabs)
was synchronized to the camera to avoid detection of direct excitation by the 375 nm
laser. Fluorescence images were taken, when the laser was blocked. The laser power was
adjusted to the desired power by a continuous neutral density filter wheel (NDM4/M,
Thorlabs) and monitored by redirecting a fixed fraction of the beam to a powermeter
(S120VC, Thorlabs).
3.2 Materials
Photolabile Compounds and Buffers 2-nitrobenzaldehyde (72780, Sigma-Aldrich,
Germany) or potassium hexacyanoferrate(II) trihydrate (P3289, Sigma-Aldrich, Germany)
was freshly added to the buffer at the required concentration from stock solutions of
8 mM (NBA) and 200 mM (K4Fe(CN)6). The phosphate buffers were prepared from
stock-solutions of 0.2 M Na2HPO4 and 0.2 M NaH2PO4:
Table 1: To achieve a 0.1M phosphate buffer of the desired pH, x mL of 0.2 M-Na2HPO4
and y mL of 0.2 M-NaH2PO4 were mixed and diluted to 100 mL with H2O.
pH x mL Na2HPO4 y mL NaH2HPO4 pH x mL Na2HPO4 y mL NaH2HPO4
5.8 4.0 46.0 7.0 30.5 19.5
6.0 6.15 43.85 7.2 36.0 14
6.2 9.25 40.75 7.4 40.5 9.5
6.4 13.25 36.75 7.6 43.5 6.5
6.6 18.75 31.25 7.8 45.75 4.25
6.8 24.5 25.5 8.0 47.35 2.65
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DNA Oligomers Double stranded DNA fragments of various length (NoLimits DNA
Fragments, Thermo Scientific) were labeled with the intercalating dye TOTO R©-3 Iodide
(T3604 Thermo Scientific). The concentration of DNA and dye were adjusted such that
a labeling efficiency of approximately 1:20 was achieved.
All ssDNA oligonucleotides were synthesized by biomers GmbH, Germany. The mutations
of the thrombin aptamer in the dinucleotide mutant are marked as small letters.
Table 2: ssDNA sequences
Name Sequence (5′ − ...− 3′)
5mer ATTO633-TAGGT
20mer ATGAGGGACAAGGCAACAGT-Alexa647
25mer ATTO633-CCTGGGGGAGTATTGCGGAGGAAGG
50mer ATTO633-ATAATCTGTAGTACTGCAGAAAACTTGT
GGGTTACTGTTTACTATGGGGT
80mer ATTO633-CCTAAAGTCATTGCTCCGAATATCTACAC
CGAACCTAGAAAGTTGCTGATACCCGATGTTTGTTT
GATTGTGAGTTGAGG
Thrombin Aptamer ATTO633-TGGTTGGTGTGGTTGGT
Thrombin Aptamer
Dinucleotide Mutant
ATTO633-TGGTTGtTGTGGTTtGT
Hairpin CGTCCCGTCCGTGGAGGAGAGTTTCGCCTCCTCCAC
GGACGGGACGCTAATCGCTTTTTTTCTACTGTT
Hairpin Binder Cy5-GCCATCGAAGTTTTTGCGATTAGG
PME Binding Curves Human-α-thrombin was purchased from CellSystems Biotechno-
logie Vertrieb GmbH (Troisdorf, Germany; Specific Activity: 2871 U/mg, MW=36.7 Da).
For the thrombin aptamer TBA15 and its dinucleotide mutant, two extra bases were
added at the 5′-end to serve as spacers between the active sequence and the dye. Throm-
bin aptamer measurements were performed in its selection buffer (20 mM Tris-HCl pH 7.4,
150 mM NaCl, 5 mM KCl, 1 mM CaCl2, 1 mM MgCl2, 0.01% Tween20, 4% BSA, 2%
Glycerol). DNA hybridization measurements were performed in 1× PBS with 250 mM
added NaCl at pH 7.2. The caged proton 2-nitrobenzaldehyde (72780, Sigma-Aldrich,
Taufkirchen, Germany) was added to samples at 2 mM (200 nM aptamer and DNA hy-
bridization) or 4 mM (5 nM aptamer) concentration. To reduce photobleaching, a commer-
cial oxygen scavenging system (MO-A001, Nanotemper technologies, Munich, Germany)
was used for the 5 nM aptamer and the DNA hybridization measurements.
Protein Labeling Human-α-thrombin was labeled with an Alexa647 dye (A20006,
Alexa Fluor R©647 NHS Ester, Thermo Fisher Scientific, USA) following the protocol of the
Monolith NTTM protein labeling kit (L001, Nanotemper, Germany). A PD Minitrap G-25
gravitation column (GE Healthcare) was used to separate the labeled protein from the free
dye. The final concentration of dye and protein in the stock solution were determined with
a Nanodrop spectrometer and a dye:protein ratio of 1:10 was measured.
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3.3 Experimental Procedure and Data Analysis
Fluorescence Correction Procedures
Homogeneous Bleaching: Typically, bleaching can be described by an exponential fluores-
cence decrease with the rate kBleach: f(kBleach) = exp(−kBleacht). LED induced bleaching
can be assumed to be homogeneous. Hence, it can be corrected by normalization with
the fluorescence far away from the laser position, where photolysis related effects are neg-
ligible. Another possibility is to determine f(kBleach) by a reference experiment with the
same LED illumination conditions but without the laser illumination.
Laser Bleaching: The photolysis laser can lead to spatially inhomogeneous bleaching,
which follows exp(−k375nmBleach(r) · t). To correct for this effect, a reference experiment under
the same LED and laser illumination conditions, but without the photolabile compound,
has to be performed.
pH Dependence: The pH change upon local photolysis depends on the distance from the
laser position r as well as on time t. Typically, the pH dependence of the fluorescence
quantum yield can be described by f(∆pH) = f0 +
∂f
∂pH∆pH. ∆pH can be determined by
measuring the spatiotemporal pH distribution under constant experimental conditions by
the ratiometric fluorescence of the SNARF dyes. The pH dependence of the dye’s quantum
yield ∂f/∂pH can be determined by a calibration curve. To this end, the fluorescence
is measured at different pH values, under otherwise constant experimental conditions.
Figure 6 shows measurements of F (pH)/F (pH7) for Cy5 (10% per pH unit), ATTO633
and TOTO R©-3 Iodide (both < 2% per pH unit).
1.5
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Cy5
TOTO-3
ATTO633
Figure 6: pH dependence of the used dyes. A clear pH dependence of 10% per pH unit is
only detectable for Cy5. TOTO R©-3 Iodide and ATTO633 seem to be rather independent
of pH.
Ratiometric pH Imaging For pH imaging, the ratiometric dyes SNARF-4F (SNARF R©-
4F 5-(and-6)-carboxylic acid, Invitrogen AG, Carlsbad, CA) or SNARF R©-1 (5-(and-
6)-Carboxy SNARF R©-1, Invitrogen AG, Carlsbad, CA) were used at a concentration
of 50 µM. Fluorescence images were taken simultaneously at two different wavelengths
(λ1 = 580 nm and at λ2 = 640 nm) using the Optosplit beam splitting device. After
background subtraction, the fluorescence intensity ratio R = F λ1/F λ2 was calculated and
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converted into pH by a modified Henderson- Hasselbalch equation.44
pH = pKA + log(
F λ2B
F λ2A
) + b log(
R−RA
RB −R
) = a+ b log(
R−RA
RB −R
) (36)
Here RA and RB are the limiting fluorescence ratios under very acidic and basic conditions,
respectively. The parameters a and b account for the pKA of the ratiometric dye and the
weighting of the spectra.
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Figure 7: (a) Ratio to pH calibration curve for SNARF-1. A sigmoidal fit yields the
limiting ratios RA and RB for acidic and basic pH values, respectively. (b) The line
representation pH vs. R′ yields the slope b and the intercept a. (c) Ratio to pH calibration
curve for SNARF-4F. (d) Line representation for SNARF-4F.
RA, RB, a and b were experimentally determined by fitting equation (36) to a ratio-to-pH
calibration curve. To this end, R was measured for 12 samples with pH values between
2 and 10 at constant SNARF concentration. For the range between pH 2 and 8 a 0.1 M
citrate buffer was used and for the range between pH 8 and 11 a 0.1 M carbonate buffer.45
The sigmoidal calibration curves for SNARF-4F and SNARF1 give information about RA
and RB. The line representation with R
′ = log((R−RA)/(RB−R)) yields the parameters
a and b, see Figure 7. Table 3 summarizes the resulting fit parameters for ratio-to-pH
conversion.
Table 3: Fit Parameters for Ratio-to-pH conversion
RA RB a b
SNARF-1 1.31 0.07 6.65 -1.35
SNARF-4F 0.94 0.02 6.26 -1.06
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Determination of Diffusion Coefficients The ImageJ plugin simFRAP46 was used
to determine diffusion coefficients from the back-diffusion after fluorescence changes by
PME (ssDNA) or bleaching (dsDNA).
PME Binding Curves For the binding curves, 2-fold serial dilutions with at least 15
steps were performed. Start concentrations were 19.5 µM thrombin (binding curves with
constant aptamer and mutant concentrations of 200 nM), 2.5 µM thrombin (binding curves
at 5 nM aptamer concentration), and 32 µM hairpin for the DNA hybridization curve with
a constant labeled ssDNA concentration of 500 nM. All solutions were incubated for at
least 30 min prior to experimentation to fully ensure that the binding equilibrium was
reached. All PME measurements were performed at room temperature.
For all measurements, a fluorescence background image without labeled molecules was sub-
tracted. For the 200 nM aptamer (Figure 24) and the DNA hybridization (Figure 25b) as-
says, the fluorescence was normalized against the initial fluorescence F0. For the 5 nM ap-
tamer binding assay (Figure 25b), fluorescence was normalized by the fluorescence 220 µm
away from the laser spot to correct for photobleaching. Fnorm is always averaged within
an area with δr = 5 µm and a time interval of 25 s in steady state. For the binding
curve in Figure 24, the fluorescence was evaluated at a radial area of r + δr = 5 + 5 µm.
For the binding curves in Figure 25, the error bars represent the standard deviation from
analyses at at least two different radii (5 nM aptamer: r = 20, 40, 60, 80, 200 µm; DNA
hybridization r = 70, 90 µm).
Microscale Thermophoresis All MST binding experiments were performed in stan-
dard treated capillaries (MO-K002, Nanotemper Technologies, Munich, Germany). Ap-
tamer binding curves at 5 and 1 nM aptamer concentration were measured with a Monolith
NT.115Pico (Nanotemper Technologies, Munich, Germany) at 22◦C and 40% MST Power,
which corresponds to a maximal temperature change of approximately 10 K. The control
measurements for the hairpin binding with 500 nM ssDNA were performed with the Mono-
lith NT.015 (Nanotemper Technologies, Munich, Germany) using a laser power setting of
0.8 at a base temperature of 22◦C.
pH-Dependent Protein Charge The data from a thrombin-aptamer binding titra-
tion experiment was used. The radial profiles Fnorm(r) in steady state with thrombin
concentrations in the range 156-2500 nM and in the range 9.5-305 pM were averaged to
obtain Fnorm(r) for the free aptamer and for the bound aptamer, respectively. The ap-
tamer concentration was constant at 200 nM throughout titration. The radial profiles for
the free and bound aptamer were normalized to r = 0 µm, which defines this position as
electric ground. The pH dependence is negligible for ATTO633.
3.4 Comsol Simulations
Simulation of PME by Coupled Ionic Diffusion-Migration-Reaction Equa-
tions
Comsol Multiphysics was used for time dependent finite element simulations. 1D sim-
ulations were performed on an interval of 2 mm length, assuming radial symmetry at
r = 0 µm. For the 2D simulations a rectangular geometry was used (250 µm×2 mm or
100 µm×2 mm depending on the experimental conditions). Symmetry boundary condi-
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tions were applied to the edges at x = 0 µm and y = 0 µm. In this way, the geometry
represents the top view on a quarter of a capillary.
The n transport-reaction-equations for the ionic concentrations ci, with n being the num-
ber of simulated species, were implemented using the General Form PDE following equa-
tion (16). Zero Flux-boundary conditions were applied to all boundaries, at which sym-
metry did not apply.
The simulation includes diffusion, electrophoresis and chemical reaction terms. The con-
sidered reactions are tabulated in Table 4 with the corresponding literature values for the
equilibrium constants and reaction rates kon. The back-reaction rates koff were calculated
for each reaction from the respective equilibrium constant pK by
koff = 10
−pK · kon (37)
The reaction mechanism of NBA47,48 and hexacyanoferrate49–51 are widely studied in
literature and implemented accordingly in the simulation. Literature values for the diffu-
sion coefficients Di were used (Table 5). The electrophoretic mobilities of the ions were
calculated using the Einstein-Smoluchowski relation (equation (7)).
Table 4: Considered Reactions
Photoreactions pK52 kon [1/M/s]
53
NBA
hν−→ NS− + H+
Fe(CN)4−6
hν−→ Fe(CN)3−5 + CN−
Photoproduct Reactions
NS− + H+ ⇀↽ NSH 2.6 1× 1010
CN− + H+ ⇀↽ HCN 9.21 1× 1010
Fe(CN)3−5 + CN
− → Fe(CN)4−6 5× 103 (fitted)
Water Autoprotolysis
OH− + H+ ⇀↽ H2O 14 1.3× 1011
Phosphate Buffer Reactions
HPO2−4 + H
+ ⇀↽ H2PO
−
4 7.21 1× 1010
PO3−4 + H
+ ⇀↽ HPO2−4 12.67 1× 1010
The only free parameters for the simulations were the maximum photolysis rate and the
back-reaction rate of the K4Fe(CN)6-photoreaction. Furthermore, three input parame-
ters were defined by the experimental conditions: the start pH, the shape of the laser
and the concentration of photolabile compound and the total buffer concentration. The
initial concentrations were calculated from the total buffer concentration and the initial
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pH, using the Henderson-Hasselbalch equation. The sodium, potassium or chloride con-
centrations were adjusted such that electroneutrality is ensured initially and no negative
concentrations occur.
The Electrostatics module was used to implement the induced potential ΦPME by
Poisson’s equation, see equation (15), with the Space Charge Density ρ = ε/F
∑
i cizi.
Boundary conditions were chosen as Ground at r = 2 mm (1D) and y = 2 mm (2D). In
2D, symmetry at the edges x = 0 µm and y = 0 µm was introduced by the Electric
Displacement Field-boundary condition with D0 = 0 C/m
2.
The Events node was used, to introduce the switching behavior of laser illumination.
Simulation of Electroosmosis
The simulations were performed in two dimensions on a rectangular geometry with a radial
symmetry edge at r = 0 µm. As a consequence, the vertical axis describes the height of the
capillary and the horizontal axis the radial distance from the laser position. The height of
the geometry was adjusted to the experimental conditions and the radial expansion was
chosen as 5 mm.
The hydrodynamic flow in the capillary was simulated using the Laminar Fluid Flow
module with sliding boundaries at the upper and lower bounds with
vwall =
ε
η
ζWallE(r) (38)
The radial distribution of the electric field was required as an input and was assumed to
be constant over time. The ζ-potential was estimated from measurements for borosilicate
surfaces at different ionic strength and pH by Barz et al..54
The colloid transport was implemented using the General Form PDE following a typical
diffusion-migration equation:
∂c
∂t
= ∇(D∇c+ µE(r)c− vEOc), (39)
where vEO is the simulated flow profile from the Laminar Fluid Flow module. Zero
Flux-boundary conditions were applied to all boundaries, at which symmetry did not
apply.
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Table 5: Diffusion coefficients Di,
52 valences zi, and reaction coupling terms Ri for all
considered species i
Species Di [µm
2/s]48,52 zi Ri
W
at
er
an
d
S
al
t
Io
n
s
H+ 9311 +1 +khν [NBA]
+kD − kA[OH−][H+]
−konP1[HPO
2−
4 ][H
+]+koffP1 [H2PO
−
4 ]
−konP2[PO
3−
4 ][H
+] +koffP2 [HPO
2−
4 ]
−konN [NS−][H+] +k
off
N [NSH]
−konCN [CN−][H+]+k
off
CN [HCN]
OH− 5273 −1 +kD − kA[OH−][H+]
Na+ 1334 +1
K+ 1957 +1
Cl− 2032 −1
P
h
ot
ol
ab
il
e
C
o
m
p
o
u
n
d
s
NBA 680 0 −khν [NBA]
NS− 680 −1 +khν [NBA]
−konN [NS−][H+] +k
off
N [NSH]
NSH 680 0 −konN [NS−][H+] +k
off
N [NSH]
Fe(CN)
4−
6 735 −4 −khν [Fe(CN)
4−
6 ]
+konF [Fe(CN)
3−
5 ][CN
−]−koffF [Fe(CN)
4−
6 ]
Fe(CN)
3−
5 735 −3 −konF [Fe(CN)
3−
5 ][CN
−]+koffF [Fe(CN)
4−
6 ]
CN− 2077 −1 −konF [Fe(CN)
3−
5 ][CN
−]+koffF [Fe(CN)
4−
6 ]
−konCN [CN−][H+] +k
off
CN [HCN]
HCN 2077 0 +konCN [CN
−][H+] −koffCN [HCN]
P
h
os
p
h
at
e
B
u
ff
er H2PO
−
4 759 −1 +konP1[HPO
2−
4 ][H
+] −koffP1 [H2PO
−
4 ]
HPO2−4 959 −2 −konP1[HPO
2−
4 ][H
+]+koffP1 [H2PO
−
4 ]
+konP2[PO
3−
4 ][H
+] −koffP2 [HPO
2−
4 ]
PO3−4 824 −3 −konP2[PO
3−
4 ][H
+] +koffP2 [HPO
2−
4 ]
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4 Comparison of Experiment and Simulation
The generation of electric fields by localized photodissociation reactions is a highly cou-
pled electrokinetic phenomenon. In this chapter, the theoretical framework from Section
2.2 is verified by experiments. Due to the complexity of the coupled system, an intuitive
prediction of the field is only possible for simple buffer systems. However, the compar-
ison of experimental results and electrokinetic finite element simulations helps to reveal
the determinants for photochemical electric field generation. Furthermore, the influence
of electrokinetic side effects, such as electroosmosis and diffusiophoresis on biomolecule
transport is tested for several experimental conditions. A good understanding and a thor-
ough evaluation of these effects is of special importance for the application of PME as a
quantitative, bioanalytical tool.
4.1 Two Different Photoreactions
Photochemically induced transport can be triggered by any photodissociation reaction
which fulfills certain requirements: The dissociation has to proceed fast enough to not be
diluted by diffusion. Furthermore, the electrokinetic properties of the photoproducts need
to be considerably different, especially their charge and diffusion coefficient. In this work,
two photodissociation reactions were used to trigger colloid transport (Figure 8). In the
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Figure 8: (a) Photodissociation of NBA (b) Concentration changes upon local NBA
photolysis, visualized by spreading of a δ-function with respective diffusion coefficients
(DH+ = 9310 µm
2/s, DNBA = DNS− = 680 µm
2/s). The differential diffusion of pho-
toproducts induces a negative charge surplus at the laser position and generates an in-
ward directed electric field. (c-d) The photodissocitation of Fe(CN)4−6 induces a pos-
itive charge surplus at the laser position and an outward directed electric field with
DCN− = 2077 µm
2/s, DFeCN4−6
= DFeCN3−5
= 735 µm2/s.
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first reaction, the neutral, photolabile compound 2-nitrobenzaldehyde (NBA) dissociates
into a 2-nitrobenzoic anion (NS−) and a proton (H+) upon 375 nm irradiation. In the
second reaction, irradiation at the same wavelength triggers the release of a cyanide ion
(CN−) from the highly charged hexacyanoferrate(II) ion (Fe(CN)4−6 ).
To convey the idea of photoinduced electric field generation, Figure 8 draws a simplified
picture of the emerging net charge distributions, which is purely based on the differential
diffusion of photoproducts and -educts and neglects convective contributions and buffer
reactions. The photoreaction is implemented as δ-shaped concentration changes of the
reacting ionic species at r = 0 µm. Subsequent spreading of the δ-functions with ion-
specific diffusion coefficients results in the presented concentration change profiles δc(r)
and non-zero net charge densities ρ =
∑
i ziδci. For NBA, this simple consideration
suggests a negative charge surplus at the reaction center and consequently an inward
directed electric field. For the photolysis of Fe(CN)4−6 , a reversed field is expected.
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Figure 9: Experiment (solid lines) and simulation (dashed lines) of the spatial and tempo-
ral concentration changes upon local photolysis of 2 mM NBA and 2 mM K4Fe(CN)6. Both
experiments were performed in 1 mM phosphate buffer at pH 6.8 and 500 µW laser power.
The fluorescence signal stemmed from an ATTO633-labeled 25mer ssDNA. Depletion at
the laser position was observed for NBA-photolysis, which corresponds to an inwards di-
rected electric field. In contrast, accumulation was found for K4Fe(CN)6-photolysis. (a,c)
Time traces at different radii. (b,d) Radial distribution profiles at different times.
Despite the roughness of this consideration, the suggested direction of the electric field was
confirmed by experiments. A small, negatively charged ssDNA (25 nucleotides) was found
to deplete from the laser position upon local NBA photolysis, while Fe(CN)4−6 -photolysis
induced accumulation. Figure 9 visualizes the observed spatial and temporal evolution
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of the ssDNA concentration upon photolysis of NBA (a,b) and K4Fe(CN)6 (c,d) at low
buffer concentrations (1 mM phosphate buffer at pH 6.8).
To substantiate the theory of photochemically induced electric fields, finite element simula-
tions were performed (dashed lines). The simulated space-time characteristics coincide well
with experimental results (solid lines) and underpin the simplified picture drawn above.
The presented simulations were performed on a 1D geometry with radial symmetry at
the laser position. Due to the polyprotic phosphate buffer, the simulations required the
coupling of 11 (NBA) or 12 (K4Fe(CN)6) reaction-diffusion-migration equations, which
are listed in Table 4 in Section 3.4. Despite this complexity, the NBA simulation only
requires a single free fitting parameter, which is the maximum photolysis rate. For the
K4Fe(CN)6 simulation, the back-reaction rate of the photoreaction represents a second
free parameter. Furthermore, experimental inputs are required, which include the start
pH, the shape of the laser profile, the concentration of photolabile compound and the to-
tal buffer concentration. Details on the simulation procedure can be found in the method
section.
The photochemical generation of electric fields represents a strongly coupled system, which
depends on buffer and ion characteristics. The good agreement of simulation and ex-
periments for two different photolabile compounds without an excessive number of fit
parameters underpins the intuitive picture drawn in Figure 8 and demonstrate a basic
understanding of the underlying principles.
4.2 The Induced Electric Field
The microscale expansion of the electric potential impedes its measurement by conven-
tional methods. However, the theory of PME allows to determine the induced elec-
tric potential from the induced concentration changes, when µ and D of the labeled
molecule are known. In steady state, the radial concentration distribution is governed
by exp(−µ∆Φ/D), as derived in section 2.3, and rearrangement of equation (25) yields:
∆Φ(r) = −D
µ
ln(
c
c0
) = −D
µ
ln (Fnorm(r)) + ln(fdye)︸ ︷︷ ︸
C
 , (40)
where C includes possible corrections for bleaching or dye responses. ssDNAs present a
well-characterized molecule class, and for a 25mer ssDNA literature values were found to
be D = 130 µm2/s and µ = −3.1× 10−8 m2/V/s.55
Figure 10 displays Φ(r) and E = −∇Φ(r) after 60 s of photolysis, where r = 0 µm is
defined as ground. The experimental curves were calculated from the radial concentration
profiles (Figure 9) using equation (40), and show a potential difference of approximately
3 mV and a field of 25 V/m for NBA photolysis. For hexacyanoferrate photolysis, a
reversed sign of the potential was found and the amplitude of potential (-500 µV) and
field strength (10 V/m) were smaller.
The finite element simulations agree well with the experimental data. Deviations in shape
correspond to the deviations observed in the concentration profiles in Figure 9. Further-
more, comparison of the explicitly simulated potential and the calculated potential from
the simulated DNA concentrations convey that equation (40) is valid in steady state.
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For the NBA simulation, this condition is not fulfilled. As a consequence, the calculated
potential deviates from the actual potential.
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Figure 10: (a) Induced electric potential, calculated from the experimental radial DNA
distribution and from simulations. r = 0 µm was chosen as ground here. Good agreement
is found for K4Fe(CN)6. The simulation for NBA demonstrates that steady state is impor-
tant for the reliable determination of Φ by equation (40) (b) Electric field in experiment
and simulation.
4.3 Electroosmosis
The photochemically induced field spans over the whole height of the capillary. Hence,
electroosmosis at the capillary walls can as well contribute to colloid transport.
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Figure 11: Simulation of the DNA concentration distribution upon PME for (a) NBA and
(b) K4Fe(CN)6 with electroosmosis within in a 100µm thick capillary. For NBA a slight
distortion of the concentration distribution is introduced by electroosmosis (2D image).
The plots show the z-average of the concentration with and without electroosmosis. The
deviations are small compared to the PME signal for both experimental settings.
To estimate the influence of this effect on the DNA concentration profiles, 2D simulations
with radial symmetry at the laser position were performed, where one axis measures the
radial expansion from the laser position, while the other describes the z-position in the
capillary. A ζ-potential of -100 mV was assigned to the top and bottom walls, based
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on measurements for borosilicate surfaces at low ionic strength by Barz et al..54 As 2D
simulations of the full coupled system require long calculation times, the electric potential
was not simulated explicitly. Instead it was predefined as
E(r) = A · exp(−r/r0) (41)
For the simulation for NBA (K4Fe(CN)6), the amplitude A was approximated as 45 V/m
(-20 V/m) and the decay length r0 as 70 µm (30 µm).
Figure 11 presents the simulated DNA distribution within the capillary. Furthermore, the
z-averaged concentration is plotted with and without the influence of electroosmosis. For
the experiment with NBA, a slight bulging of the concentration profile was observed at
the center of the capillary. However, this only translates into a minor deviation in the
radial profile. In total, the simulations show that electroosmosis can be neglected here for
both photolabile compounds due to the fast diffusion of the 25mer: For small molecules
and low electric fields, diffusion in z-direction is too fast to allow a significant deformation
of the concentration distribution by electroomosis.
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Figure 12: (a) Velocities at different focal positions within a 300 µm thick capillary deter-
mined from single particle traces. The electric field was induced using an extreme laser
power of 3 mW and 2 mM NBA. An extreme field is expected, as no buffer is added. (b)
Color-coded time lapse fluorescence images of negatively charged fluorescent microspheres
during photolysis. The scale bar measures 20 µm.
In contrast, electroosmotic flows are expected to play a major role at high field strengths
and for slow diffusing species. To demonstrate this, PME experiments of large fluorescent
microspheres (1 and 2 µm) were performed in water with 2 mM NBA and no added
buffer. To achieve a strong field, the NBA photoreaction was triggered by an extremely
large laser power of 3 mW. In separate runs, the focal plane of the objective was shifted
within the 300 µm thick capillary to observe the motion of the beads at the top, middle
or bottom of the capillary.
Figure 12 shows average velocities and time lapse images of beads at different focal planes.
At the center of the capillary, the beads were efficiently pushed away from the laser po-
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sition. In contrast, a slow motion towards the laser position was observed at the walls.
In bulk solution, electrophoresis is the prevailing effect, while the counteracting electroos-
motic flow dominates at the interfaces.
|v
E
O | / µm
/s
(v
E
O +v
E
P )r  / µm
/s -4 -2 0 2 4
v / µm/s
150
0
-150
z 
/ µ
m vEO
vEO+vEP
vEP
(a)
(b)
(c)
6
0
3
5
-10z
r
Figure 13: (a) Electroosmotically induced flows in a capillary with 300 µm height and
ζWall = −100 mV. (b) Total velocity distribution and streamlines for a particle with 2 µm
diameter and µ = −5.9× 10−8 m2/V/s. (c) Total velocity profile at r = 100 µm and the
indidual contributions from electrophoresis and electroosmosis. A reversal of flow direction
is observed close to the interface.
To verify this interpretation, a 2D simulation was performed. The geometry was adjusted
to the experiment and the field was assumed to follow equation (41). The amplitude
and width of the electric field (A = 80 V/m, r0 = 500 µm) and the mobility of colloids
(−5.9× 10−8 m2/V/s) were adjusted to fit the experimental observations.
Figure 13 visualizes the electroosmotic contribution vEO (a) and the total flow pattern
(b), which additionally includes the electrophoretic transporetic vEP . The velocity profiles
along the indicated lines are further plotted in panel (c) and reveal a reversed total velocity
at the interface due to electroosmosis. Despite the lack of experimental data for µ and
E, the simulation clearly shows that the experimental observations can be attributed to
electroosmosis.
4.4 Diffusiophoresis
In the presented simulations, diffusiophoretic transport was neglected. To justify this
measure, a simulation with diffusiophoresis was performed for comparison. In this case,
the transport equation for DNA reads as
∂c
∂t
= −∇ (−D∇c− µ · c · ∇ΦPME −DDP · c · ∇(ln(I))) (42)
where DDP is the diffusiophoretic mobility and I the ionic strength. As discussed in
Section 2.1, the reliable prediction of DDP is not possible for arbitrary electrolytes. The
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numerical data from Figure 4 assumes symmetric electrolytes and represents a poor ap-
proximation for the experimental buffer system, which comprises many ions of different
valence. Still, it can serve for a rough estimation.
For the experimental conditions in the NBA experiment, equations (3), (6) and (10) yield
κa ≈ 0.26 and ζ ≈ −66 mV, for which Figure 4 suggests DDP ≈ 27 µm2/s, when assuming
a 1:1 symmetric electrolyte. The consideration for the K4Fe(CN)6 experiment yields κa =
0.78, ζ ≈ −65 mV and DDP ≈ 7 µm2/s for a 2:2 electrolyte. In both experiments, the
assumption of symmetric electrolytes overestimates the diffusiophoretic effect, as highly
charged ions contribute significantly to the buffer system.
Figure 14 compares the simulated radial concentration distributions after 60 s of photolysis
with and without diffusiophoresis. Although the used values for DDP rather overestimate
the effect, only minor deviations were observed for both photolabile compounds.
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Figure 14: Simulation of PME with and without Diffusiophoresis for (a) NBA with DDP =
27 µm2/s and for (b) K4Fe(CN)6 with DDP = 7 µm
2/s.
4.5 Influence of Finite Capillary Dimensions
To avoid long calculation times, the simulations in this thesis were performed on a 1D
geometry with radial symmetry at the laser position if not stated differently. This con-
figuration neglects the capillary geometry and corresponds to an infinitesimal thin and
infinitely wide film of fluid coupled to a bulk reservoir. This approximation holds only
for wide capillaries and small induced fields. Otherwise, deviations between simulation
and experiment become apparent, as the capillary walls restrict diffusion in one direction
and break the radial symmetry. In this case, 2D simulations are required to describe the
experimental data.
To evaluate this effect, PME was induced in two different types of capillaries (200 µm×20 µm
and 500 µm×50 µm) at constant buffer and photolysis conditions (4 mM NBA, 1 mM
phosphate, pH 8.6, 500 µW).
Figure 15 reveals that the spatio-temporal evolution of the DNA concentration strongly
depends on the dimension of the capillary. The red graph in Figure 15a represents the
standard 1D simulation. The concentration at the laser position decreases monotonically
towards steady state. The solid lines correspond to the experiments with the two different
capillary types. For the 200 µm capillary, the course of the experimental concentration
time trace deviates qualitatively and quantitatively from the 1D simulation. The DNA
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concentration is first depleted at the laser position, but then increases again under ongoing
laser illumination until a steady state is reached (gray). This observation was reproduced
by a 2D simulation with a finite capillary of 200 µm. The steady state concentration
distributions around the laser position in panels (b) and (c) for the 1D and 2D simulations
reveal the breaking of radial symmetry by the restriction of diffusion in one dimension.
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Figure 15: (a) Concentration time traces at the laser position upon photolysis of 4 mM
NBA in 1 mM phosphate buffer at pH 8.6 in different capillaries and comparison to
simulation results in 1D and 2D. (b) 2D representation. The images show the concentration
distributions within the capillary after 120 s of laser irradiation. The spatial confinement
by the capillary can break the radial symmetry. The scale bar measures 100 µm.
This interpretation was confirmed by the results for the 500 µm capillary. The described
effect was also observed here, but much less pronounced. Comparison with the simula-
tions indicates that the finite dimension effect is overestimated in the 2D simulation. A
possible reason is that the simulations still neglect the third dimension and in this way
underestimate diffusion. This would also explain that all simulations underestimate the
efficiency of back-diffusion.
4.6 Buffer Dependence
Upon laser irradiation, protons are released from NBA. Hence, buffer reactions are ex-
pected to strongly influence the strength and shape of the induced electric field. To eluci-
date the influence of the buffer on PME, simulations and experiments were performed for
different buffer and NBA concentrations.
Figure 16 shows the normalized concentration of a 17mer ssDNA at the laser position after
120 s of NBA photolysis for different buffer (20, 8, 4, 2, 1 mM) and NBA concentrations
(6, 4, 2, 1, 0 mM). The plot reveals a good agreement between simulations and experi-
ments. The simulations were performed in 2D here, because the small capillary dimension
(50 × 500) µm and the large concentration changes suggest an influence of the capillary
dimension. The experimental data was corrected for photobleaching by a constant offset
of 2%. When the data is plotted against the ratio of initial NBA and phosphate concen-
tration all data collapses onto a single plot and reveals two regimes. The sharp transition
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between the regimes is determined by the buffering capacity of phosphate and the NBA
photoproduct. This is confirmed by comparison with the corresponding simulated pH,
which also represents a single curve in this representation. The intuitive explanation for
the two regimes is that the photoreleased proton is quickly absorbed by phosphate in
the low ratio regime. Consequently, the electric field is generated by differential diffusion
of NS− and the phosphate ions. When more protons are produced than buffered away,
proton diffusion dominates field generation. The induced potential is much higher in this
case, as the difference in mobility between the two dominating species is larger.
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Figure 16: Buffer Dependence of PME. The normalized concentration of a 17mer ssDNA
after 120 s of photolysis is measured and simulated for different initial NBA and buffer
concentrations. (a) c/c0 and the corresponding simulated pH are plotted against the initial
NBA concentration. (b) The data collapses onto a single plot when plotted against the
concentration ratio. Correlation with the simulated pH changes reveals a strong response
to the buffering capacity.
In the low ratio regime, the direction of transport can be reversed. Figure 17 shows that
this reversal of the induced field strongly depends on the diffusion coefficients of the ionic
components. Exemplary, simulations were performed under variation of the NBA diffusion
coefficient. The simulations show that the NBA diffusion coefficient has a strong influence
on the PME signal in the active buffering range of phosphate, but almost none below it.
To elucidate the determinants for the two regimes, the simulated radial distributions of ion
charge concentration changes |zi|δci = |zi|(ci−c0i ), net charge density ρ and electric field E
are plotted in Figure 18 for two different buffer concentrations (2 mM, 4 mM) and constant
NBA concentration (4 mM). The conditions are representative for the two regimes - the
buffer dominated regime for small ratios (a) and the proton dominated regime at high
ratios (b).
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Figure 17: c/c0(t = 120 s) with 4 mM phosphate buffer at different NBA concentrations.
At certain buffer/NBA ratios the direction of transport can be reversed and accumulation
instead of depletion is observed. Simulations with different NBA diffusion coefficients
illustrate the importance of the ionic properties. The gray data represents the experimental
results.
In the buffered regime, the photoreleased protons are buffered away by phosphate. As
a consequence, the net charge density is determined by the differential diffusion of the
phosphate species and NS−. This can be observed in panel (a). At high NBA-to-buffer
ratios, the buffer is quickly saturated at the laser position and the differential diffusion
between H+ and NS− dominates the process. The resulting field is much stronger, as the
difference in diffusion coefficients is approximately 10fold larger than between phosphate
and NS−. In panel (b) a sharp transition is observed at a radius of 500 µm. At smaller
radii, the proton production outcompetes the buffer reaction. Towards the bulk solution,
diffusion wins again and the buffer reaction takes over. Hence, the sharp transition can
be also interpreted as the transition between the two regimes.
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Figure 18: Simulated radial distributions of ion concentration changes δci, net charge
density ρ and electric field E after 120 s of laser illumination with 4mM initial NBA
concentration at two different buffer concentrations (a) 8 mM and (b) 1 mM phosphate
buffer.
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5 Quantification of Relative Electrophoretic Mo-
bilities
The steady state concentration change upon PME reports on µΦ/D, as described in
Section 2.3, while the kinetics are governed by diffusion. This specificity towards in-
herent molecule properties renders PME a fast, all-optical tool for the separation of
(bio-)molecules and for the determination of diffusion coefficients and relative electro-
phoretic mobilities.
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Figure 19: Simulation of PME induced concentration changes at constant electric field
under variation of the analyte’s mobility µ and diffusion coefficient D. The steady state
is determined by the ratio µ/D, while the dynamics are governed by D.
Figure 19 shows simulated concentration time traces for PME under variation of the
analyte’s mobility µ and diffusion coefficient D. As expected from equation (25), the
steady state is governed by the ratio µ/D, while the kinetics is dictated by diffusion.
The latter fact allows to extract D from the back-diffusion after PME using a standard
software package for the analysis of “Fluorescence-Recovery-After-Photobleaching”(FRAP)
experiments.
The photochemically induced potential is influenced by many parameters, such as buffer
composition and concentration. Hence, the absolute strength of the induced potential is
hard to quantify independently, which would be required for the direct measurement of
µ. However, Φ is constant under constant buffer and illumination conditions. This repro-
ducibility allows to determine the relative mobility µ? = µ/µref of a labeled compound
with respect to a reference molecule. The labeled analytes do not contribute significantly
to the generation of the electric field when low concentrations in the nano- to micromolar
regime are used. Hence, two PME experiments can be related via equation (40) as
− D
µ
ln(
c
c0
) = ∆Φ = −Dref
µref
ln(
cref
cref,0
) (43)
As a consequence, the relative electrophoretic mobility µ? of an analyte with respect to a
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reference molecule can be determined by
µ? =
µ
µref
=
D
Dref
(
ln(c/c0)
ln(cref/cref,0)
)
(44)
5.1 ssDNA
As a proof of principle for the applicability of PME as a fast, reliable and all-optical tool
for the determination of mobilities and diffusion coefficients, several ssDNAs of different
length were analyzed.
To this end, ATTO633-labeled ssDNA strands with 5, 17, 50 and 80 nucleotides were used
at a concentration of 2 µM in 1 mM phosphate buffer at pH 6 with 2 mM K4Fe(CN)6.
Photolysis was induced with a laser power of 180 µW.
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Figure 20: (a) Exemplary fluorescence time traces for ssDNAs of different lengths. (b)
Relative ratio µ?/D? with respect to the 17mer for two independent data sets (4,2). (c)
Diffusion coefficients determined from back-diffusion using FRAP software. The offset be-
tween the two data sets report on variations in room temperature. The red lines represent
diffusion coefficients from literature at 20◦C and 30◦C.56 (d) The relative mobilities µ?
from PME experiments correspond well with literature values.56 The error bars represent
the standard deviation from at least three measurements.
Figure 20a shows exemplary fluorescence time traces for the different DNA lengths at
the laser position. Due to the high photostability and the negligible pH dependence of
the ATTO633-label (Figure 6) the fluorescence changes can be directly converted into the
relative ratio µ?/D? without fluorescence correction procedures. Figure 20b presents the
resulting values for µ?/D? for two independent data sets (4,2), where the 17mer was
chosen as the reference molecule.
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For the determination of µ?, the diffusion coefficients have to be determined. To this end,
a standard software for the analysis of FRAP-data can be used, as back-diffusion after
the laser is switched off is governed by pure diffusion. The underlying algorithm of the
imageJ plugin simFRAP46 simulates the spatio-temporal diffusion of an initial fluorescence
pattern of arbitrary shape and fits it to the experimental image sequence. In this context,
it does not matter whether the initial fluorescence pattern stems from photobleaching or
PME.
Figure 20c shows the results from the FRAP analysis for the two independent data sets
in comparison to data from literature at T = 20◦C and T = 30◦C. The literature values
follow the power law dependence found by Stellwagen et al. for 20◦C:56
D20
◦C
ssDNA = 7.38× 10−10 ×N−0.539 m2/s, (45)
where N is the number of nucleotides in the sequence. The effect of the temperature is
included in the calculation by
D(T ) = D(20◦C) · η(20
◦C)
η(T )
273 + T
293K
(46)
Comparison reveals that the offset between the two data sets can easily be explained by
differences in room temperature, as the setup does not feature a temperature control.
As D and µ/D can be extracted from the same experiment, the temperature dependence
of D cancels out in the determination of µ? by equation (44). The resulting average
mobilities are plotted in panel (d) in direct comparison to literature data from capillary
electrophoresis experiments56 (red line). The error bars represent the standard deviation
from at least three measurements. A good agreement between the results from PME and
literature was found.
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Figure 21: pH time trace at the laser position for an experiment with 2 mM K4Fe(CN)6
and 1 mM phosphate buffer with a starting pH of 6.8 under variation of the illumination
power. The pH does not exceed pH 9.2 in steady state, due to cyanide buffering.
Error Estimation The buffer composition in the ssDNA experiments was comparable
to the K4Fe(CN)6-experiments in Chapter 4 and the laser power was even lower. Hence,
side effects by electroosmosis (see Figure 11) and diffusiophoresis (see Figure 14) can both
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be neglected here as well. Furthermore, wide capillaries ((1000 × 50) µm) and moderate
fluorescence changes guard against an influence of the finite capillary dimension.
Induced pH changes also represent a possible error source. Protonation or deprotonation
of the labeled molecule might lead to changes in mobility for extreme pH values. However,
the ratiometric pH measurements in Figure 21 revealed that the steady state pH under
K4Fe(CN)6-photolysis does not exceed pH 9.2 even under extreme illumination powers.
The likely reason is the buffering by the released cyanide ion with a pK of 9.12.52 Hence,
the pH dependent discharging of DNA can be neglected here, as the individual pKs of
phosphate backbone (pK=2), nucleobases (pK= 3.5, 4.2, 9.9, 2.1, 9.2) and hydroxyl group
(pK=13.5) ensure a constant charge in the range between pH 4 and 9.57
5.2 dsDNA
dsDNAs are highly charged, free-draining polymers. This renders their electrophoretic mo-
bility length-independent and impedes the electrophoretic separation of dsDNA molecules
of different length in free solution by standard techniques. In contrast, the diffusion lim-
itation of microscale electrophoresis introduces D as a second discrimination parameter,
which makes the approach size-selective.
To substantiate this claim, a set of dsDNA fragments with lengths ranging from 50 to 48000
basepairs was analyzed by PME. The dsDNAs were fluorescently labeled by intercalation
with TOTO R©-3 and the experiments were performed in 1 mM Tris-HCl buffer at pH 7.4
with 4 mM K4Fe(CN)6.
Figure 22a shows the fluorescence time traces for DNA oligomers of different length at
the laser position. The curves markedly illustrate the size-selectivity of PME. Unfortu-
nately, TOTO R©-3 is not as photostable as ATTO633 and bleaching by the LED and
by the laser is not negligible. The presented fluorescence time traces were corrected for
homogeneous bleaching by normalizing with the fluorescence far away from the laser po-
sition. To quantify the effect of local bleaching by the 375 nm laser, control experiments
without K4Fe(CN)6 but otherwise equal conditions were performed (dashed lines in Fig-
ure 22a). Due to back-diffusion on the microscale, the fluorescence changes by bleaching
are size-sensitive too.
To extract the DNA concentration from the fluorescence data, it is necessary to correct
for local bleaching. To this end, fluorescence in steady state from the experiment with
K4Fe(CN)6 was divided by the fluorescence without K4Fe(CN)6. Figure 22b shows the
logarithm of the concentration change at the laser position, which should be proportional
to µ/D if equation (44) holds.
The diffusion coefficients were again determined by FRAP analysis of back-diffusion. For
some measurements, the superposed homogeneous bleaching by the LED and the incom-
plete back-diffusion impeded convergence. However, the determined diffusion coefficients
agree well with literature, as seen in Figure 22c. The plotted literature values follow the
power law determined by Stellwagen et al. for dsDNA56 and the temperature dependence
was again included in the plot by equation (46):
D20
◦C
dsDNA = 7.73× 10−10N−0.672 m2/s (47)
Figure 22d compares the relative mobilities from PME with literature values from capil-
lary electrophoresis experiments.56 The plot reveals a strong discrepancy. One possible
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error source is the labeling with the intercalating dye. The necessary bleach-correction
procedure is prone to errors. For example, the concentration dependence of the bleach rate
is not considered in the correction procedure for local bleaching. Furthermore, TOTO R©-3
is a highly charged compound (z=+4) and might alter the overall charge and mobility of
the labeled DNA.
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Figure 22: (a) Exemplary fluorescence time traces for dsDNAs of different length. The
traces are already corrected for homogeneous bleaching by division with the fluorescence
far away from the laser position. (b) Logarithm of the concentration change in steady state.
The error bars represent the standard deviation of at least three data points. (c) Diffusion
coefficients determined from back-diffusion after bleaching (dashed curves in panel (a)).
The red lines represent diffusion coefficients from literature for 20◦C and 30◦C.56 (d) Rel-
ative mobilities µ? from PME. The behavior strongly deviates from literature (red line).56
Possible reasons include electroosmosis and dye-related artifacts, such as photobleaching.
Error Estimation: Electroosmosis
Apart from these dye related effects, electroosmosis probably constitutes the major source
of error. Figure 23 compares simulation results with and without electroosmosis for ds-
DNA strands of different length using literature values for the mobilities and diffusion
coefficients.56 The simulations were performed in 2D and assume an exponentially decay-
ing electric field with a maximum strength of 4 V/m and a characteristic width of 30 µm.
The ζ−potential of the capillary walls was estimated as -200 mV, based on the low ionic
strength and the neutral to alkaline pH in the experiments.54
Panel (a) shows the concentration distributions in the capillary for a 50mer and 48000mer
after 600 s of applied electric field. For the short 50mer, diffusion is fast enough to coun-
terbalance the slow electroosmotic flows (EOFs) and the steady state fluorescence change
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Figure 23: (a) Simulation of the logarithmic concentration changes upon PME after 600 s
with and without electroosmosis at r = z = 0 µm. (b) Simulated concentration distribu-
tions after 600 s for a 50bp and a 48000bp dsDNA with electroosmosis. For slow diffusing
species, electroosmosis leads to a strong distortion of the concentration distribution.
is governed by electrophoresis. The slow diffusing 48000mer cannot compensate for the
EOFs in z-direction, which leads to a strong distortion of the concentration distribution.
To estimate the influence on the observed fluorescence changes, simulations were per-
formed both with and without electroosmosis. In Figure 23b, the logarithmic concentra-
tion changes at the center of the capillary are plotted versus DNA length to provide a
comparison with Figure 22b. The plot reveals that electroosmosis leads to a flattening of
the PME signal for long dsDNAs. This behavior strongly suggests electroosmosis as the
principal error source for mobility quantification, because a flattening of the curve is also
observed in the experiment (Figure 22b).
For the PME experiments in this thesis, uncoated borosilicate capillaries were used, which
acquire high surface charges in solution. In future, capillary coatings can probably elimi-
nate this major error source for the quantification of mobilities with PME.
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6 Binding Quantification
The specificity of PME allows to determine binding affinities KD between a fluorescently
labeled molecule A∗ and its target T from titration experiments. To analyze the binding
between the thrombin aptamer TBA15 and its target human-α-thrombin, the fluorescence
of the labeled aptamer was monitored during photochemical microscale electrophoresis.
In titration experiments under constant buffer conditions, the thrombin concentration was
varied from 19.5 µM to 595 pM, while the concentration of the labeled aptamer was kept
constant at 200 nM. Parts (a) and (b) of Figure 24 show that the normalized fluorescence
time traces and radial distributions differ quantitatively and qualitatively when the binding
state of the fluorescent biomolecule is changed.
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Figure 24: Biomolecule depletion or accumulation indicates aptamer binding reaction.
(a) Normalized fluorescence Fnorm over time for the aptamer at three different thrombin
concentrations (blue, 1.19 nM; turquoise, 152 nM; green, 9.75 µM), showing the depletion
contrast upon binding. The rapid drop in fluorescence can be attributed to fast processes
during electric field stabilization, laser-induced bleaching, and the pH dependence of the
dye, as the pH is decreased by the photoreaction. (b) Radial fluorescence distributions
after 110 s of local photolysis. (c) Fnorm at different thrombin concentrations for the
TBA15 aptamer at a concentration of 200 nM. Fnorm was evaluated and averaged over
a time interval of 25 s in steady state and within a radial area between r = 5 µm and
r = 10 µm from the laser spot, as indicated by the gray shaded regions in panels (a) and
(b). The fluorescence follows the probability of bound complex calculated from the mass
action law of the binding reaction.
All binding curve experiments were performed at high ionic strength under strong buffer-
ing conditions. This ensures shallow ionic strength gradients and a small contribution
by osmotic diffusiophoresis. Even more importantly the contribution is independent of
particle size at high ionic strength.58 The induced concentration changes were kept small
(< 5%) and linearization of equation (25) only introduces small systematic errors. This
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makes Fnorm a linear function of the ratio µ/D, as derived in Section 2.4.
Fnorm =
F
F0
= 1− µ
D
ΦPME +
∂F
∂pH
∆pH (48)
where the last term accounts for a possible pH dependence of the dye. The ratio µ/D
depends on a molecule’s size, charge, and ionic environment and is typically altered sig-
nificantly upon binding of a molecule A∗ to its target T. In contrast, the pH dependence
of the dye ∂F/∂pH is dye intrinsic and should not be affected.
As shown in Figure 24c, a two-state binding curve is obtained, when Fnorm in steady state
is plotted against the target concentration ctotT . In the limiting case of very low target
concentrations, Fnorm corresponds to the signal of the fully unbound state F
A∗
norm. At
very high target concentrations, the limiting fluorescence represents the fully bound state
F TA
∗
norm. In between, the fluorescence signals of the two states superpose linearly. This leads
to a linear dependence of Fnorm on the fraction of bound concentration with respect to all
labeled concentrations x = cTA∗/(cA∗ + cTA∗):
Fnorm = (1− x)FA
∗
norm + xF
TA∗
norm (49)
The binding between the labeled molecule A∗ to its target T represents a simple bimolec-
ular binding reaction of the type
A∗ + T
KD
TA∗
For this reaction the law of mass-action reads as
KD =
cA∗cT
cTA∗
=
(ctotA − cTA∗)(ctotT − cTA∗)
cTA∗
(50)
where the total concentrations ctotA = cA∗ + cTA∗ and c
tot
T = cT + cTA∗ are known experi-
mental parameters. Solving equation (50), yields the fraction of bound labeled molecules
x as a function of the KD and of the total concentrations of the binding partners:
x =
cTA∗
ctotA
=
ctotA − ctotT +KD −
√
(ctotA + c
tot
T +KD)
2 − 4ctotA ctotT
ctotT
(51)
In the end, the combination of this equation with equation (49) yields a fit equation for
binding curves Fnorm(c
tot
T ), such as the one shown in Figure 24, which allows to extract
the KD:
Fnorm = 1−
(
FA∗ + (FTA∗ − FA∗)
ctotA − ctotT +KD −
√
(ctotA + c
tot
T +KD)
2 − 4ctotA ctotT
ctotT
)
(52)
6.1 Binding Curves and KD Determination
Figure 25 shows the binding curves for two exemplary systems, the binding of thrombin to
its aptamer and the hybridization of DNA. Here, the normalized fluorescence was rescaled
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Figure 25: Biomolecule-binding quantification. Binding curves were fitted by the mass
action law of the binding equilibrium (equation (52)). (a) Thrombin-aptamer binding
using a constant aptamer concentration of 5 nM and a mutant concentration of 200 nM.
The PME binding curve yields a KD of 1.04 ± 0.4 nM (blue) and matches the MST
control experiment with KD = 0.68 ± 0.11 nM (black). PME binding analysis of
a dinucleotide mutant showed strongly reduced binding (gray). (b) Quantification of
DNA hybridization using a constant ssDNA concentration of 500 nM. Binding curves
from PME (red, KD = 643 ± 28 nM) were accurately followed by the MST control
(black, KD = 632 ± 10 nM) and match calculations from the NUPACK package59
(KD = 640 nM).
between the bound and unbound state so that the ordinate represents the fraction of
bound molecules.
For the aptamer-thrombin binding a KD of 1.04 ± 0.4 nM was found (Figure 25a, blue)
using a constant aptamer concentration of 5 nM and thrombin titration from 2.5 µM
to 38 pM. This result corresponds well to the KD of 1.2 nM found by Ahmad et al.
60
The error bars in the binding curve indicate the standard deviation from data analysis
at different distances from the laser focus (r=20, 40, 60, 80, 200 µm). To further verify
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Figure 26: MST Control Experiment at 1 nM aptamer concentration without and with
4 mM NBA. The determined KDs of 0.60 ± 0.15 nM and 0.8 ± 0.2 nM are in good
agreement with each other and with the results from PME
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these findings, the same binding curve was measured by the well-established microscale
thermophoresis (MST) method. The binding curve (Figure 25a, black) and the fitted KD
of 0.68 ± 0.11 nM are in good agreement with the results from PME. A MST experiment
without added NBA showed a KD of 0.8 ± 0.11 nM and ensures that the addition of
NBA does not affect the binding significantly (Figure 26).
Moreover, the specificity of the aptamer-thrombin binding was confirmed by measuring
the binding curve for a dinucleotide mutant of TBA15 (Figure 25a, gray). A strongly
reduced binding behavior was found in accordance with literature.25
To show the generality of the method and the precision in observing the mass action law,
the hybridization between a 24nt ssDNA and a hairpin (69nts) with eight complementary
nucleotides in the toehold sequence was quantified. The concentration of the ssDNA was
kept constant at 500 nM, while the hairpin concentration was varied between 32 µM and
2 nM. Fitting of the PME binding curve in Figure 25b resulted in a KD of 643 ± 28 nM.
This value agrees well with the MST control (Figure 25b, black), which yielded a KD of
632 ± 10 n, and with calculations by the NUPACK package59 which predicted a KD of
640 nM.
6.2 Error Estimation
A good agreement of PME measurements with literature and MST control measurements
was found. However, the induced concentration changes for all species shift the binding
equilibrium, which is described by the law of mass action. This induces an error in KD
fitting. In all experiments, the depletion and accumulation amplitudes were kept small
to minimize this error. For the presented binding curves, the deviation between observed
and real KD amounts to less than 3%, significantly below the statistical error:
For the thrombin binding experiment, the free aptamer was accumulated by approximately
1%, while the bound aptamer was depleted by about 1.5% after the fluorescence drop, as
visible in Figure 24. Thrombin is slightly positive under the experimental conditions and it
can be assumed that free thrombin was depleted from the laser spot. Even when assuming
a very large depletion of as much as 5%, the observed binding dissociation constant KobsD
deviates from the real KD by only 3%:
KobsD =
1.01cA0.95cT
0.985cAT
= 0.97KD (53)
For the DNA hybridization experiment, the depletions were 2.3% for the free ssDNA and
1.6% for the hybridized ssDNA. Assuming that the hairpin depleted similarly with respect
to the hybridized ssDNA, a deviation of less than 3% can be assumed:
KobsD =
0.977cA0.984cT
0.984cAT
= 0.977KD (54)
6.3 Evaluation of the Binding Assay Quality
To evaluate the quality of the PME binding assay, the signal-to-noise ratio (SNR) and the
z-factor were calculated for all binding curves. The latter parameter is a simple dimen-
sionless measure for assay quality, which was introduced by Zhang et al..61 In contrast to
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the SNR, the z-factor includes both the dynamic range of the assay and data variation
and is a more reliable quantity for the evaluation of assay quality.61
For the rescaled binding curves, the amplitude |FAnorm − FATnorm| equals 1 and the signal-
to-noise ratio (SNR) is defined as
SNR =
|FAnorm − FATnorm|
δ
=
1
δ
(55)
where the mean error δ is the standard deviation between N independent measurements
in the bound and unbound state σAT , σA:
δ =
σA + σAT
N
(56)
For the presented measurements, the z-factor is defined as
z = 1− 6δ
|FAnorm − FATnorm|
= 1− 6
SNR
(57)
Assays with z-factors larger than 0.5 are considered “excellent assays”61 For the thrombin-
aptamer binding curves, z-factors of 0.9 (Figure 24c) and 0.47 (Figure 25a) were found.
The reduced z-factor for the binding curve in Figure 25 originates from the 40-fold lower
aptamer concentration and the consequentially lower fluorescence intensities. However,
the low concentration of 5 nM was required for the determination of KD, as the fitting
procedure becomes insensitive for cA  KD.62 Also for the DNA hybridization binding
curve in Figure 25b, a satisfying z-factor of 0.78 was found.
The calculated SNRs and z-factors for the PME binding curves are listed in Table 6 and
confirm the applicability of the assay.
Table 6: Evaluation of the Assay Quality61
thrombin-aptamer binding DNA hybridization
Figure 25a Figure 24c Figure 25b
SNR 11 61 27
z-factor 0.47 0.9 0.78
6.4 Determination of the Induced Electric Field
As described before, the steady-state fluorescence profile of a molecule with known elec-
trophoretic mobility µ and diffusion coefficient D can be used to calculate the photochem-
ically induced electric field, according to equation (40). The steady-state radial fluores-
cence distribution in the fully unbound state stems from transport of ssDNA. Literature
provides values for µ and D (17 nt: D = 160 µm2/s, µ = −3.1× 10−8 m2/V/s; 24nt:
D = 133 µm2/s, µ = −3.1× 10−8 m2/V/s). To correct for homogeneous bleaching by
the LED, Fnorm was divided by the fluorescence far away from the laser position, where
PME does not have an effect. For the thrombin-aptamer experiments, the pH dependence
can be neglected, as the used dye ATTO633 does not show a pH dependence (Figure 6).63
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However, for Cy5, which was used for the DNA hybridization experiments, the pH depen-
dence amounts to 10% per pH unit (Figure 6) and correction was required, as described
in the methods section (Section 3.3).
Figure 27 presents the calculated induced potential Φ and the corresponding electric field
E for all buffer conditions of the measured binding curves presented earlier. For the
two thrombin-aptamer binding curves from Figure 24 and Figure 25 maximum electric
potentials of approximately 80 and 380 µV were found at maximum field strengths of
only 3 − 12 V/m. Both experiments were performed in TRIS-based aptamer selection
buffer at 500 µW laser power but at different NBA concentrations. As expected, the
induced potential increased with increasing concentration of NBA. Only a shallow potential
gradient of 0.4 V/m was generated in the hybridization experiment, which is represented by
the red curve. This emphasizes that a binding contrast can even be observed at extremely
low field strengths.
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Figure 27: Radial distribution of (a) the induced electric potential Φ, calculated from the
steady-state fluorescence distribution in the fully unbound state by equation (40), and (b)
the corresponding electric field E = −∇Φ; both for the three conditions, which correspond
to the binding curves in Figure 24 (green) and Figure 25 (blue, red).
Electroosmosis To ensure that the influence of electroosmosis is negligible for the pre-
sented binding experiments, 2D simulations with and without electroosmosis were com-
pared. The experimentally determined electric field (Figure 27) was used as an input and
the wall potential was estimated as ζwall = −20 mV from measurements for borosilicate
surfaces at high ionic strength and moderate pH by Barz et al.54 The simulation repro-
duced the experimental fluorescence distributions well and verified that electroosmosis is
negligible under the applied conditions: No influence of electroosmosis on the concentra-
tion profiles was apparent, neither for the free, nor for the thrombin-bound aptamer when
assuming DA = 160 × µm2/s, DAT = 87.6 × µm2/s,64 µA = −3.1 × 10−8m2/V/s and
µAT = 0.53× 10−8m2/V/s.
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6.5 pH Measurements
NBA photolysis is always accompanied by a local pH change, since a proton is released
by the photoreaction. For the binding measurements, the photolysis rate and the pH
change were kept low to minimize the disturbance of the binding reaction. The ratio-
metric fluorescent dye SNARF R©-4F allows to monitor the pH distribution in the samples
optically.
r / µm
PBS, 2 mM NBA
DNA Hybridization
Tris, 2 mM NBA
Thrombin Binding
Tris, 4 mM NBA∆
pH
-1.5
-1
-0.5
0
2501250
Figure 28: Radial distribution of pH for the three conditions, which correspond to the
binding curves in Figure 24 (green) and Figure 25 (blue, red).
Figure 28 shows the radial pH distribution in steady state for all binding conditions. As
expected, the pH change increased for larger NBA concentrations. In this respect, local
pH changes of 1.2 and 0.5 units were found for the two thrombin experiments. For the
DNA hybridization experiments a pH decrease of only 0.3 units was observed.
In total, the measurements showed that large shifts or steep gradients in pH are not
required for a successful binding quantification. A compromise between a sufficient signal-
to-noise ratio, related to the photolysis rate, and the induced pH change has to be made.
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7 Quantification of pH-Dependent Protein Charges
The inherent combination of electrophoresis and pH gradients in PME experiments facili-
tates the development of new applications. Here, PME is introduced as a fast, all-optical
tool for the determination of pH dependent protein charges.
The charges of proteins are highly pH dependent due to the individual pKs of the residues.
Furthermore, interactions with the electrolyte such as ion absorption can alter the effective
charge of the protein. The experimental determination of pH dependent protein charges
with common methods involves time- and sample-consuming titration experiments. In
contrast, the specificity of PME for the ratio µ/D and the inherent pH gradients allow
to measure the pH dependence of protein charges within minutes and nano- to microliter
volumes in free solution. The simultaneous determination of µ and D allows the extraction
of several electrokinetic parameters, such as the ζ-potential or the effective charge of a
biomolecule by applying the models for electrophoresis introduced in Section 2.1. In the
following, Smoluchowski’s equation will be applied to estimate the apparent charge via
Qapp =
kBT
e
µ
D
(58)
The realization of steep radial pH gradients by local photolysis opens the possibility to
determine Qapp(pH) from a single PME experiment. To this end, the fluorescence distri-
bution in steady state that reports on µ(r)/D, is mapped onto the radial pH distribution
pH(r), which can be determined by ratiometric fluorescence.
7.1 Thrombin-Aptamer Complex
As a proof of principle, the pH-dependent apparent charge of the thrombin-aptamer com-
plex QTAapp(pH) is determined here.
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Figure 29: (a) Fnorm(r) for the free aptamer and the aptamer-thrombin complex. (b)
Induced electric potential Φ(r) calculated from FAnorm(r) with D = 160 µm
2/s and µ =
−3.1× 10−8 m2/V/s by equation (40). (c) Steady state pH distribution pH(r).
A theoretical estimation for the pH dependent charge of human-α-thrombin can be ob-
tained from the pK values of the individual amino-acids.65 Likewise, the theoretical charge
of the aptamer can be estimated from the pK values of the nucleobases, the phosphate
backbone and the hydroxyl group by the following equation57
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QDNA = A ·
1
1 + 10pH−3.5
+ C · 1
1 + 10pH−4.2
(59)
− T · 10
pH−9.9
1 + 10pH−9.9
+G ·
(
1
1 + 10pH−2.1
− 10
pH−9.2
1 + 10pH−9.2
)
(60)
− (A+ T +G+ C) · 10
pH−2
1 + 10pH−2
− 10
pH−13.5
1 + 10pH−13.5
, (61)
where A,T,C,G are the numbers of corresponding bases in the sequence.
Figure 30 presents the calculated theoretical charges of human-α-thrombin and its ap-
tamer. One can see that a strong pH dependence is expected for the protein with an
isoelectric point at pH 8, while the charge of the aptamer is essentially constant between
pH 4 and 9. The theoretical prediction of the absolute charge of ssDNA deviates from
experimental observations, probably due to Manning condensation.55,66,67 To match ex-
periment and theory, a length dependent effective charge per nucleotide is introduced,
which depends on the length of the polymer and ranges between 0.1e and 2 per nu-
cleotide.68 For the 17mer ssDNA, the comparison of the theory with equation (58) with
µ = −3.1 × 10−8 m2/V/s and D = 160 µm2/s yields an effective charge of 0.29e per
nucleotide.
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Figure 30: Theoretical charges of the 17nt aptamer (equation (61)) and human-α-thrombin
versus pH.65
To determine QTAapp(pH), the data from the binding experiments was re-used. Figure 29
summarizes the important results for the analysis. Panel (a) shows the radial fluorescence
distributions in steady state for the free and bound aptamer. The plot reveals that the
aptamer is accumulated, while the complex is depleted. This already points towards a
positive mobility of the complex.
Panel (b) displays the induced electric potential that was calculated from the steady state
radial fluorescence distribution of the free aptamer by equation (40). A prerequisite for
this procedure is that the mobility of the aptamer is not pH dependent. Furthermore, it is
important that the titration experiments are performed at equal experimental conditions
to ensure that the induced potential is constant under titration.
The independent determination of Φ allows to calculate QTAapp(r) from the radial fluores-
cence profile of the aptamer-thrombin complex F TAnorm(r) following equation (48):
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QTAapp(r) =
kBT
e
µ(r)
D
=
kBT
e
1− F TAnorm(r)
Φ(r)
(62)
Figure 31a shows a clear radial dependence of the apparent charge. This dependence can
be mapped onto the radial pH profile, which was measured by ratiometric fluorescence
(Figure 29c). Panel (b) displays the resulting pH dependence of the apparent charge in
comparison to literature (QApt with µ = −3.1 × 10−8 m2/V/s and D = 160 µm2/s) and
theory (QThrtheory from Figure 30)
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The sum of the theoretical charges for the free aptamer and thrombin approximate well
the measured pH dependence. However, the induced pH gradient only covers the range
between pH 5 and pH 6.2. The reason is that the experiment was designed for the reliable
prediction of binding affinities, where pH gradients were kept as small as possible. For
future applications, a larger and steeper pH gradient is desirable. This seems feasible by
tuning the buffer composition and the illumination strength. Along this line, Figure 28
has already shown that shape and strength of the pH gradient is highly dependent on the
buffer composition.
7.2 Free Thrombin
In a second experiment, free thrombin was observed in comparison to a 20mer ssDNA
in 20 mM phosphate buffer at pH 7.8. The high buffer concentration and the low NBA
concentration (2 mM) ensures a shallow pH gradient, as seen in Figure 28. Figure 32 shows
the results from this experiment. Strikingly, both aptamer and protein are depleted, which
reports on a negatively charged protein. The radial profiles are extremely shallow and
almost parallel, as expected for a shallow pH gradient. As a consequence, the determined
apparent charge does not show a radial dependence. The negative average value of Qapp =
−12 is surprising, because theory predicts an isoelectric point around pH 8 for thrombin.
Control experiments ensured that LED and laser bleaching were negligible for Alexa647.
Possible reasons for the deviation between theory and experiment include electroosmosis
and diffusiophoresis. Furthermore, the protein was labeled by a labeling kit and the
proportion of free dye was not determined.
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Figure 32: PME of free thrombin in comparison to a 20mer ssDNA in 1×-TA buffer at
pH 8. (a) Fnorm (b) Induced Potential (c) Apparent charge of thrombin.
The presented experiments pave the way for the application of PME for the all-optical
characterization of protein charges. The results for the experiments with the thrombin-
aptamer complex are very promising. Future research is required to tune the buffer con-
ditions towards steeper and larger, but still stable pH gradients. The result for the free
thrombin show that a reliable model for the prediction of EOF and diffusiophoresis is
desirable to allow the evaluation of measurements.
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In this thesis, a method to rapidly generate microscale electric fields without electrodes
in solution by photochemistry was presented. A basic understanding of this novel phe-
nomenon was developed and confirmed by electrokinetic finite-element simulations based
on literature values with only few fit parameters. Good agreement between experiments
and simulations was found for several buffer conditions and two different photolabile com-
pounds. It was found that the induced potential is determined by the complex interplay
of diffusion, electrophoresis and reactions of all ionic species and hence by the individual
diffusion coefficients, valences, pKs and reaction rates. This makes the prediction of PME
for arbitrary buffer conditions difficult, as the complexity and the required amount of
literature values rapidly increases for more complex buffer systems.
PME was found to be a powerful tool for the separation of biomolecules. The diffusion
limitation of the approach enhances the sensitivity for binding quantification and renders
PME size-selective even for highly charged, free draining polyelectrolytes, such as dsDNA.
In contrast to macroscopic free solution electrophoresis, back-diffusion breaks the charge-
friction balance without the use of drag tags11 or sieving matrices.12
Modern separation techniques with enhanced resolution and lower sample consumption
often rely on complex microfluidics69 or specialized cells, which typically involve a high
final cost of the assay.32 This bears the need to reuse expensive components with the risk
of cross-contamination. In contrast, all-optical PME will allow the usage of disposable
standard containers, such as multiwell plates for fast high-throughput screening. PME
is a promising candidate for such applications, as it also requires only minute sample
amounts (nL to µL) at low sample concentrations (nM). In the presented experiments, 1 µL
sample volume per measurement were used, but only about 2 nL were probed. The low
observation volume offers the possibility to further cut down the total sample consumption
to 10 nL by using acoustic droplet dispensers, as already demonstrated for microscale
thermophoresis.70 However, the geometric restrictions in small measurement chambers
were found to influence the outcome of PME experiments. Further tests are required to
gain control of this effect to ensure reliable quantitative results. The measuring protocol
for binding analysis with PME is simple and similar to MST.25 However, the underlying
physical principles are markedly different and possibly more flexible. No temperature
gradients are applied. Therefore, PME avoids thermal effects as thermal lensing and
Marangoni flows.70 Moreover, PME does not demand the tight geometrical definition in
the direction of light propagation, which is needed in thermophoresis to avoid continuous
heating and convection artifacts.71
Binding experiments in vivo are of considerable interest, as it is known that kinetics is
different in the crowded environment of a cell.72–74 Recently, Reichl et al. succeeded in
measuring thermophoresis inside living cells for the first time.68 This approach is limited by
the tight geometrical constraints and averaging artifacts introduced by the cell geometry.
These problems can be overcome by PME, which should open the future possibility to
perform electrophoretic measurements inside cells. Photochemically induced fields are
highly local and can in this way also circumvent the problem of the electrostatic insulation
by the cell membrane.
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The specificity of PME does not only facilitate the separation of molecules, but also the
simultaneous quantification of relative electrophoretic mobilities and diffusion coefficients.
To this end, extremely low electric field strengths < 3 V/m are sufficient. This is 2-3 orders
of magnitude lower than the fields applied in gel-, capillary-, or microelectrophoresis and
prevents Joule heating. Moreover, the approach is all-optical and electrode-free. Thus,
it circumvents electrode artifacts as aggregation, sticking to the surface, contamination,
outgassing, and electrochemical effects.
Electroosmosis represents a typical error source in all electrophoretic approaches. Also
in PME experiments this effect was found to contribute significantly under certain condi-
tions. However, electroosmosis is a extensively studied phenomenon, because of its major
influence on transport in capillary electrophoresis (CE), which has established as a stan-
dard separation technique since the 1980s. For CE, the control of EOFs is of enormous
importance to improve reproducibility, resolution or speed of separation. As a conse-
quence, numerous studies address the influence of experimental parameters such as buffer
composition, solvent, surfactants and capillary coatings on this effect. To reduce or even
eliminate EOFs, the capillary walls are typically coated with neutral polymers, such as
poly(acrylamides).75 For the experiments in this thesis, uncoated borosilicate capillaries
were used, which acquire high surface charges in solution. In future, the application of
capillary coatings can probably eliminate this major error source. Furthermore, it is con-
ceivable that thorough studies on the underlying principles of PME might allow to develop
a correction procedure.
Furthermore, osmotic diffusiophoresis might constitute a significant contribution to the
PME signal, as local photolysis of a photolabile compound into two charged photoproducts
always gives rise to an ionic strength gradient. Estimations based on literature data make
the effect appear negligible in the presented measurements. However, the effect should be
kept in mind for future applications. In this respect, it should also be noted that externally
applied fields in standard electrophoretic techniques also invoke ionic strength gradients,
as the ions in the electrolyte move by electrophoresis.
A drawback in comparison to other techniques for the measurement of mobilities is that
PME does not allow the direct determination of absolute mobilities at the current state of
the technique, as the field cannot be determined independently. Instead, the calibration
of the field by a reference molecule of known mobility is required. To this end, ssDNA
strands represent a convenient class of reference molecules: ssDNA is well-characterized
in literature and exhibits a constant charge in the physiological pH range.
The latter property is especially important, as PME experiments with NBA and hexa-
cyanoferrate are typically accompanied by pH gradients. To ensure the applicability to
biological systems, this effect is typically kept as small as possible, especially in binding
experiments. For the future, it is well conceivable that pH changes can be fully avoided.
To this end a photolabile compound with pH neutral photoproducts has to be found. This
seems feasible, as a wide range of photolabile compounds are expected to give rise to mi-
croscale electrophoresis and a vast variety of caged compounds for the release or chelation
of protons, ions or gases are already known.76
Instead of attempting to mitigate pH changes, the inherent combination of pH gradients
and electrophoresis can also be exploited. For example, it was shown here that the pH
dependence of proteins can be determined from a single PME experiment without laborious
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pH titration. In the presented experiment, only the pH range between pH 5.2 and 6 was
covered by the induced gradient. In future, steeper pH gradients with larger amplitude can
possibly be realized by tuning of illumination strength and buffer conditions. Abbruzzetti
et al. have already used NBA to induce large, spatially homogeneous pH jumps for the
observation of pH dependent unfolding of proteins.77,78 With local photolysis, extreme
pH gradients should as well give rise to isoelectric focusing, triggered all-optically on the
microscale in bulk water.
Localized photolysis provides a versatile non-equilibrium system, which comprises pH and
ionic strength gradients, as well as electric fields. Hence, it represents a powerful testbed
for the investigation of evolutionary scenarios and may provide new insights into cellular
processes. For example, it has already been shown that pH-dependent selective transport
and distribution of proteins inside living cells can play an important role in intracellular
protein sorting and trapping.79 In the context of chemical evolution, hexacyanoferrate is
an interesting and prebiotically plausible compound. Only recently, Patel et al. succeeded
in forming RNA, protein and lipid precursors under prebiotic conditions based on cyanide
chemistry under varying pH conditions and applied UV illumination .80 The coupling of
electrophoresis with electroosmosis can possibly be exploited to induce symmetry break-
ing. In thermal gradients, the superposition of thermophoresis and convection in thermal
gradients has led to the discovery of mechanisms for the trapping,81 polymerization82 and
selective replication83 of biomolecules. Similarly, electroosmotic cycling of protocells in pH
gradients could represent a possible scenario for the evolution of an early protometabolism
based on the harnessing of proton gradients.
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Part II
Electrochemical Gradients and
Diffusiophoretic Transport in a
Simulated Alkaline Hydrothermal
Vent
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1 Introduction
Energy conversion and storage in modern biology is typically powered by strong electro-
chemical gradients across nm-thick lipid membranes. An intricate protein machinery is
required to sustain the disequilibrium comprised of concentration, pH and redox gradi-
ents, and to harness the resulting proton-motive force. This “chemiosmotic coupling” is
ubiquitous to all branches of life and points towards an early emergence within the origin
of life. Could natural non-equilibrium settings already provide basic functionalities, which
were only later provided by biological membranes?
Alkaline hydrothermal vent systems offer rich (geo-)chemical and physical far-from-equili-
brium conditions with striking resemblance to modern biology. The first vent system of this
type, the “Lost City Hydrothermal Field” (LCHF), was only discovered in 2000,84,85 more
than a decade after its existence and properties were proposed by Michael Russell.86,87
In contrast to black smokers, these vents are located kilometers away from eruptive vol-
canic sites and show moderate temperatures < 100◦C. Furthermore, their effluent is not
acidic but highly alkaline (pH 9-12). The chemical composition of the effluent is gov-
erned by serpentinization reactions within the earth’s crust: Ocean water seeps into the
crust through fissures and crevasses. Serpentinization reactions enrich the fluid with high
concentrations of H2 and CH4. Finally, the fluid enters the ocean at the vents, driven
by convection. On early earth the ocean was replete in Fe2+ and CO2 and was slightly
acidic (pH 4-6).88 Hence, the interface between the Hadean ocean and the effluent nat-
urally offered steep gradients of temperature, pH, osmotic pressure, redox and electric
potential.89
Precipitation reactions further created microporous networks of inorganic metal-sulfur
precipitates, which are expected to be catalytically active. This raises the expectation that
the described setting can offer ideal conditions for the formation of first organic molecules
from inorganic precursors. Huber and Wächtershäuser succeeded in 2012 in synthesizing
organic molecules from CO, HCN and CH3SH by metal-sulfide catalysis in the geochemical
setting of acidic black-smoker vents under equilibrium conditions.90 However, in starting
from CO they circumvent the crucial step of primordial carbon fixation, which is the
reduction of CO2 by H2. This reaction is thermodynamically unfavorable at equilibrium
conditions. In contrast, steep pH and redox gradients across the electron-conducting walls
render the reduction of CO2 to formaldehyde possible.
91,92 Only recently Herschy et al.
reported on the generation of low yields of simple organic compounds from CO2 and H2
using natural proton gradients and iron-sulfide catalysis.93 This gives a strong hint that
the first biochemical reaction might have been of geochemical origin.94
Interestingly, many modern membrane proteins exploit iron-sulfide clusters to build elec-
tron transport chains. This especially includes proteins which are involved in the har-
nessing of proton gradients such as the carbon monoxide dehydrogenase (CODH)95 or the
respiratory complex 1.96 The catalytic centers of these proteins include iron-sulfur clusters
which are highly reminiscent of minerals such as greigite and mackinawite.95
In this regard, alkaline hydrothermal vents can be interpreted as inorganic, geological
analogs to modern cell membranes, where the catalytically active precipitate serves as an
equivalent to modern phospholipid membranes. The steep proton and ion gradients across
56
1 INTRODUCTION
the precipitated barriers seem to be perfectly poised to drive early carbon and energy
metabolisms.
As depicted in Figure 33 alkaline vents on early earth offered a vast palette of non-
equilibria. These cannot only drive chemical reactions, but also physical transport. Ther-
mophoresis, the motion of molecules in a temperature gradient, is a well-studied phe-
nomenon with many implications for possible origin-of-life scenarios. In previous experi-
mental and computational studies, temperature gradients were exploited to trigger essen-
tial aspects of basic Darwinian evolution such as the accumulation,93 polymerization,82
replication,81 and selection83 of biopolymers, such as DNA.
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Figure 33: (a) Photo of an active alkaline hydrothermal vent chimney from the LCHF.
Image reproduced from Kelley et al..85 The rich non-equilibrium system at a prebiotic
alkaline vent comprised gradients in temperature, pH, ionic concentrations, redox, and
electric potential. (b) At the interface between hydrothermal effluent and Hadean ocean
an inorganic barrier formed by precipitation of iron-sulfides and -hydroxides. The back-
ground image shows a fluorescence image of the 50-70 µm thick, precipitated barrier in
a microfluidic flow chamber. The different positions of the inlets are due to the flow cell
fabrication procedure and were not found to influence the experimental results. The scale
bar measures 100 µm.
Recently, diffusiophoresis came into focus of origin-of-life research.97,98 This electrokinetic
effect describes the motion of colloids in ionic gradients, driven by osmotic pressure gra-
dients and electric fields, which emerge by the differential diffusion of ions in solution.
Diffusiophoresis has been shown to allow controlled focussing and spreading of colloids
in coflow geometries,99 as well size selective accumulation in dead-end channels.97 The
strong compositional gradients between vent and hydrothermal effluent suggest a special
importance of this effect in the described setting.
In this work, a microfluidic replica of a hydrothermal micropore was developed to inves-
tigate the interplay of (geo-)chemical reactions with physical transport in the versatile
non-equilibrium system of hydrothermal micropores. To this end, two solutions of differ-
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ent ionic composition are brought in contact in the simple coflow geometry of the flow
cell. Laminar flow conditions ensure sustained and reproducible far-from-equilibrium con-
ditions. To mimic an alkaline vent, a Na2S solution at pH 12 was used as an equivalent for
the alkaline hydrothermal effluent and a FeCl2 solution at pH 5.8 as a substitute for the
Hadean ocean. To simulate the conditions on early earth, all experiments were conducted
under anoxic conditions and at low millimolar concentrations.
58
2 Methods
2.1 Experiments
Microfluidics To achieve defined inflow positions, two microloader pipette tips (Eppen-
dorf, Hamburg, Germany) were inserted into a rectangular borosilicate capillary with inner
dimensions of (3 × 0.3 × 25) mm (vitrotubes 5003, CMScientific, Silsden, UK) and fixed
in place by epoxide, which also sealed the capillary. Each microloader was connected to a
250 µL microsyringe (ILS, Stützerbach, Germany) by a T-valve and Tefzel-tubing (ETFE
Tubing, AD 1/16”, ID 0.01”, Techlab, Braunschweig, Germany). High precision syringe
pumps (neMESYS, Cetoni, Korbussen, Germany) ensured laminar flows at flow rates rang-
ing from 100 nL/s to 1 nL/s. To monitor the electric potential across the fluid interface,
two platinum electrodes (EasyPhor Platindraht,  0.2 mm, Biozym, Hess.Oldendorf, Ger-
many) were built into the microfluidic chamber next to the two inflows. See Figure 34 for
a detailed sketch of the microfluidics and Figure 35 for a sketch of the full setup.
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Figure 34: Sketch of the microfluidic flow cell. Two motorized syringes were connected to a
borosilicate capillary by Tefzel tubing and ensure a reproducible laminar coflow of the two
fluids, which mimick the Hadean ocean and the hydrothermal effluent. The incorporated
platinum electrodes allow to measure the potential across the flow cell.
Imaging For fluorescence imaging, a Zeiss Axiotech Vario microscope with a 2.5× air
objective (Fluar 2.5×, NA 0.12, Zeiss, Göttingen, Germany) was used. The fluorescence
signal was detected from top with an ORCA-Flash 4.0 Digital CMOS camera (Hama-
matsu AG, Japan). For pH and bead imaging, fluorescence was excited with a 470 nm
LED (M470L2-C4, Thorlabs, Germany). For bead detection a BCECF filter set was used
(XF16: 490DF20, 515DRLPXR, 535DF25, Laser Components, Olching, Germany). For
ratiometric pH imaging an Optosplit 2 (Cairn Research, Faversham, UK) was employed
and the ratiometric fluorescence filterset (F71-045: BrightLine HC 482/35, HCBS506,
BrightLine HC 580/23, H606LP, Brightline XF 643/20) was purchased from AHF Analy-
sentechnik AG (Tübingen, Germany).
Sample Preparation MilliQ water was purged with nitrogen for at least one hour to
achieve anoxic conditions. 10 mM FeCl2 (Iron(II)-Chloride Tetrahydrate, Sigma-Aldrich)
were dissolved in the degassed water to mimick the ocean. Similarly, 10 mM Na2S-solution
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(Sodium-Sulfide Nonahydrate > 98%, Sigma-Aldrich) was dissolved for the vent simulant.
For the experiment without precipitation, FeCl2 was replaced by 10 mM NH4Cl (Ammo-
nium Chloride ≤ 99.4%, Sigma-Aldrich). The pH of the three solutions was reproducibly
measured as 5.8, 11.8 and 6.8, respectively. All solutions were freshly prepared before each
experiment and were filled directly into the gas-tight syringes and tubing. The capillary
and the attached tubing were prefilled with water. Capillary and syringe tubing were
connected by the T-valve connector under water to avoid formation of air bubbles in the
microfluidic system.
Colloid Transport To monitor colloid transport, carboxylate-modified microspheres
(F8888, Yellow-Green Fluospheres R©(505/515), 2 µm, Thermo Fisher Scientific) were
added to the solutions at a dilution factor of 1:1500.
Phospholipid Vesicles For the preparation of the phospholipid vesicles, Texas Red R©-
labeled DHPE (T1395MP, Thermo Fisher Scientific) and unlabeled DOPC (1,2-dioleoyl-
sn-glycero-3-phosphocholine, Avanti Polar Lipids Inc., USA) were dissolved and mixed in
chloroform at a ratio of 1:100. After removal of the solvent, the lipids were hydrated and
agitated. Finally, the suspension was sonicated to obtain small, unilamellar vesicles.
Ratiometric pH Imaging For pH imaging, the ratiometric dye SNARF R©-1 (5-(and-
6)-Carboxy SNARF R©-1, Invitrogen AG, Carlsbad, CA) was used at a concentration of
50 µM. The same calibration procedure as described in Section 3.3 was applied. Cali-
bration values for this setup were determined as a = 6.9, b = −1.35, RA = 1.4, RB =
0.052. To ensure that the different ionic compositions did not affect the calibration, the
SNARF R©fluorescence ratio of each pure solution was determined prior to the flow exper-
iments. For all samples, the measured pH values coincide with the values obtained with a
pH meter.
Reproducibility All presented experiments were at least performed twice with similar
results. The exact position of the inflow position did not seem to have a significant effect
on the stability of the pH gradient or the transport kinetics, besides the hydrodynamic
laminar flow contribution.
2.2 Comsol Simulation
Comsol Multiphysics Simulations were performed in two dimensions. The geometry rep-
resents the top view on the microfluidic chamber (see Figure 35).
Hydrodynamics The laminar flow in the chamber was simulated by solving the steady
state solution of the Navier-Stokes equation for incompressible, Newtonian fluids using the
Laminar Fluid Flow module:
η∇2u−∇p+ F = 0, (63)
where η is the viscosity, p the pressure, u the velocity field and F an external volume
force. Boundary conditions were chosen as Inlet with normal inflow velocity vin at both
inflow positions, as Outlet with zero pressure and no viscous stress at the open end of
the capillary and as Wall without slip at all other boundaries. The finite thickness of the
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microfluidic chamber were included by a volume force Fdrag.
Fdrag = −
12η
d2
u (64)
where d is the height of the microfluidic chamber. To derive this expression, (63) in three
dimensions is integrated twofold in z, resulting in a parabolic flow profile in z with the
velocity boundary conditions u = 0 at z = 0 and z = d. Averaging in z-direction and
comparison with equation (63) shows that the influence of the z-dimension on the flow
profile can be included in the 2D simulation by the volume force from equation 64.
Ion transport and Acid-Base-Equilibria To describe the the transport of the ionic
species i in the microfluidic flow cell, laminar flow and diffusion were included in the
transport equations:
∂ci
∂t
= −∇ji = −∇(−Di∇ci + uci), (65)
where ci is the concentration, Di the diffusion coefficient, and ji the flux of ion i. The
velocity vector u describes the laminar flow profile from the hydrodynamic simulation. The
diffusion-convection equations for OH−, Na+, Cl−, HS− and total ammonium NHtot =
NH+4 + NH3 were solved explicitly using the General Form PDE module. The distributions
of H+ and of the two ammonium species were deduced from the acid-base equilibria of
water autoprotolysis and ammonium buffering
OH− + H+
pK=14−−−−⇀↽ − H2O
NH3 + H
+ pK=9.2−−−−−⇀↽ − NH+4
It is a reasonable assumption that these reactions are in equilibrium at all times, as
protonation reactions proceed extremely fast. Hence, the concentrations of H+, NH+4 and
NH3 were calculated as
cH+ =
10−14
cOH−
(66)
cNH+4
=
cNHtot · 10−pKW +pK
10−pKW +pK + cOH−
(67)
cNH3 = cNHtot − cNH+4 (68)
In the experiments without precipitation, the pH was always above the pK of sulfide
(pK = 6.9) and hence protonation of HS− to H2S can be neglected.
The boundary conditions for the transport equations were chosen as Dirichlet with ion
concentrations fixed to the initial concentrations at the inflow positions. At the open
capillary end, normal outflow of the ions was realized by the Flux/Source boundary with
g = −uxci. Zero Flux conditions were applied to all other boundaries.
Initially, the chamber was assumed to be filled with water at pH 7. The initial concentra-
tions for all ionic species in the two sample solutions were calculated from the total buffer
concentrations and the initial pH, using the Henderson-Hasselbalch equation.
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3.1 Precipitation of the Iron-Sulfide Barrier
A combination of microfluidics and fluorescence microscopy was used here to investigate
the electrokinetic disequilibrium at the fluid interface between the hydrothermal effluent
and the Hadean ocean simulants on the microscale, as sketched in Figure 35a.
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Figure 35: (a) Setup. Two high-precision syringe pumps ensured laminar coflow of the
two solutions, which mimic the Hadean ocean and the hydrothermal effluent inside a
borosilicate capillary (ID (3 × 0.3 × 25) mm). Platinum electrodes inside the capillary
were used to measure the electric potential. Fluorescence was observed through a 2.5×
objective. A beam-splitting device allowed dual color detection for ratiometric pH imaging.
(b) To test the stability of the ionic gradients, the inlet velocity is stepwise reduced. (c-d)
Images of SNARF4-fluorescence detected at 648 nm. The blackening at the confluence
of the two solutions was also observed at 580 nm and reports on the precipitation. (c)
The fast initial inflow velocity quickly filled the capillary and led to the precipitation of a
thin and defined barrier. (b) The barrier broadened, upon reduction of the inlet velocity.
Different morphologies were observed at the ocean and vent side. The scale bar measures
200 µm.
Two high-precision syringe pumps ensured a reproducible laminar coflow of two solutions
under full control of the inlet velocity in a borosilicate capillary. To simulate the condi-
tions at an alkaline vent, one solution mimicked the hydrothermal effluent (10 mM Na2S,
pH 11.8) and the other the Hadean ocean (10 mM FeCl2, pH 5.8). In all experiments,
the inlet velocity was reduced stepwise to analyze the stability of the ionic gradients (Fig-
ure 35b). The time until the fluids entered the capillary varied by a few seconds between
different runs. The first velocity reduction was therefore defined as time zero in all ex-
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periments, see Figure 35b. The initial inlet velocity of 100 nL/s was applied to quickly
fill the capillary with the two solutions and to achieve a defined growth of a thin barrier
(Figure 35c). After the first velocity reduction, the precipitate spread until a steady state
was reached that was maintained even when the inlet velocity was further reduced and
finally stopped (Figure 35d). Two precipitation reactions are expected to contribute here,
the formation of iron(II)-hydroxides and -sulfides:
Fe2+ + 2 OH− ⇀↽ Fe(OH)2
Fe2+ + HS− ⇀↽ FeS + H+
Previous works showed that compositional gradients can emerge across the barrier and
can lead to different morphologies.93,100,101 A morphological difference was also observed
at the confluence of FeCl2 and Na2S in the microfluidic replica: The barrier had a smooth
structure at the ocean-facing side, while the structure at the vent side appeared granular.
A comparison to precipitation experiments by Barge et al. points towards a prevalence of
Fe(OH)2 at the ocean and of FeS at the vent side of the barrier.
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3.2 The pH Gradient
An essential prerequisite for carbon fixation and electron transport chains are steep pH gra-
dients across the electron-conducting barrier. Previous studies revealed that precipitated
pores in chemical gardens can maintain pH gradients for several hours.100,101 However,
in these approaches classical pH electrodes have been used to measure the pH difference
between two compartments. This arrangement does not allow to experimentally access
the steepness of the pH gradient and the mechanism which causes its stability.
In this thesis, the ratiometric fluorescent dye SNARF R©4 was used to monitor the pH
distribution across the barrier at the microscale with high temporal resolution. The ex-
perimental design ensured reproducible conditions and allowed to analyze the effect of
different flow rates. Even more importantly, the microfluidic design facilitated the separa-
tion of diffusive effects from precipitation-induced phenomena by control experiments in
which the precipitation reaction was suppressed. This was achieved by substituting the
FeCl2-solution with a NH4Cl-solution at equal concentration and similar pH.
Figure 36 shows the pH distribution within the microfluidic flow chamber at different stages
of experiments with and without precipitation. In panel (a) the spatial pH distribution for
the experiment with precipitation is visualized. The initial pH difference of 6 pH units was
maintained for inflow velocities of 100 nL/s and 10 nL/s with a gradient of approximately
0.024 units/µm at the barrier position at 1 mm distance from the inlets. When the flow
rate was reduced to 1 nL/s the pH gradient was still stable for several hundred seconds.
Only after approximately 600 s the pH gradient began to relax. However, this process
seems too slowly to be purely diffusive and hints at a stabilizing role of the barrier. The
final relaxation of the pH gradient further suggests that the barrier itself is not pH-tight.
The stabilization of the pH gradient is rather due to the ongoing precipitation reaction,
which absorbs the OH− ions and prevents alkalization. The pH gradient only vanishes
when the replenishment of the reaction partners by the feeding flow is too slow to drive
precipitation.
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To ensure that the stable gradient cannot be explained by hydrodynamics and diffusion
alone, a control experiment was performed, in which precipitation was suppressed (Fig-
ure 36b). In this case the observed pH gradient was less stable and steep as with precipi-
tation and its spatio-temporal evolution can be readily explained by hydrodynamics and
diffusion. This was verified by a finite-element simulation assuming a simple diffusion-
convection equation for OH− under laminar flow conditions with DOH− = 1957 µm
2/s
(Figure 36c). This is slower than ordinary OH−-diffusion (DOH− = 5273 µm
2/s). How-
ever, as described by Junge et al, diffusion of H+ and OH− is slowed down by buffer
reactions.103 Following their calculation, the effective diffusion of OH− into the ammo-
nium rich solution is mainly determined by the ammonium diffusion coefficient (DNH3 =
1957 µm2/s).
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Figure 36: (a) With precipitation a steep and stable pH gradient emerges at the confluence
of the two solutions. The relaxation of the gradient only sets in 600 s after the velocity
reduction to 1 nL/s and is much too slow to be purely diffusive. (b) The stabilizing role
of the barrier is verified by the control experiment with suppressed precipitation. The
observed pH gradient is less stable and steep and the relaxation of the pH gradient can
be fully simulated by hydrodynamics and diffusion. (c) The pH profiles at the dotted,
white cut lines emphasize that precipitation enhances the steepness and stability of the
pH gradient.
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In experiment and simulation without precipitation, the initial inflow rate of 100 nL/s
was sufficiently fast, to maintain a pH difference of 4.7 units, which is 0.3 units below
the initial pH difference. With 0.01 units per µm at a distance of 1 mm from the inlets,
the gradient was also less steep than with precipitation (Figure 36c). When the flow
rate was reduced to 10 nL/s, the pH difference reduced to 3 units within a few seconds.
Upon further reduction of the flow rate by a factor of ten, the gradient vanished almost
completely within seconds.
The comparison of the simulation with experiments with and without precipitation demon-
strates that the pH stabilization by the barrier cannot be explained by pure diffusion. The
extremely slow relaxation of the pH gradient rather implies that the barrier itself does not
hinder proton diffusion, but the ongoing precipitation reaction. In this regard, the inter-
face of vent and ocean fluid can be interpreted as a concentration and flow-rate dependent
diffusion barrier for the reacting ions Fe2+, HS− and OH−. Hence, the precipitated barrier
invokes steep gradients without being fully impermeable. This is an important feature, as
leakiness of barriers was important for early life to avoid chemical equilibrium. Possibly
selection pressure towards tight membranes only emerged later in the course of evolution,
when an active pumping machinery developed.104
3.3 Diffusiophoretic Transport
Strong ionic gradients accompany the pH gradient at alkaline vents and suggest diffu-
siophoresis as an important effect. Diffusiophoresis is the motion of colloids in a solute
gradient. The term typically comprises an osmotic and an electrophoretic contribution.
The osmotic term is already described in Section 2.1 and typically drives colloids of any
charge towards higher ionic strength following a ∇ log(I) dependence. Unfortunately, the
efficiency of this effect is hard to quantify for arbitrary electrolytes. The second contribu-
tion stems from the differential diffusion of ions at the liquid junction. An electric field
Ediff emerges, which counterbalances the differential diffusion of ions and ensures zero
net current. In steady state, the total current J has to cancel out, which yields:
J =
∑
i
zieji =
∑
i
zie(−Di∇ci +
zieDi
kBT
Ediff ) = 0 (69)
where ji describes the individual fluxes for the ionic species i, and zi, Di and ci the corre-
sponding valences, diffusion coefficients and concentrations, respectively. Rearrangement
results in the following expression for Ediff :
Ediff =
kBT
e
∑
i(ziDi∇ci)∑
i z
2
iDici
, (70)
This relation shows that the strength and even direction of the field is strongly dependent
on the molecular properties of the electrolyte. Considering both contributions the total
diffusiophoretic velocity can be described as
vDP = DDP (ζ
2, I)∇ log(I) + µ(ζ, I)Ediff (71)
As shown by Prieve et al. the competition of the two effects can lead to multiple reversals
of the transport direction in dependence on the particle’s radius, its ζ-potential and on the
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electrolyte properties.42 This makes the accurate prediction of diffusiophoretic velocities
almost impossible. However, comparison of experimental streamlines with simulations of
the ionic strength gradient and of the emerging electric field can give hints on the influence
of osmotic and electrophoretic diffusiophoresis.
To investigate on the diffusiophoretic transport in the electrochemical gradients, negatively
charged fluorescent polystyrene beads were added to the solutions. The summation of
fluorescence image time sequences revealed single molecule traces and allowed to derive
flow patterns.
Colloid Transport at the Precipitated Barrier Figure 37 shows fluorescence im-
ages and experimental streamlines for the experiment with precipitation at different inflow
velocities. Initially, the experimental streamlines agreed well with the hydrodynamic sim-
ulation without barrier (Figure 37b). The bead-free zone at the confluence of the two
solutions corresponds to position of the precipitated barrier.
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Figure 37: (a) Experimental streamlines at different inflow velocities. The fluorescence
images were taken shortly before the next velocity reduction. At 100 nL/s the flow pat-
tern mainly followed the hydrodynamics. The bead-free zone reports on the precipitated
barrier. At 10 nL/s an extended bead-free zone formed at the vent side of the barrier,
which was not explicable by the shadowing of the precipitate, but is probably caused by
diffusiophoresis. After switching to 1 nL/s inflow velocity, a time dependent flow pattern
was observed. The stream lines correspond to late times, where the beads were pushed
towards the ocean at a velocity of approximately 30 µm/s and further inflow of ocean fluid
was suppressed. When the inflow was stopped, a back-flow with 0.2 µm/s was observed.
The scale bar measures 200 µm. (b) Hydrodynamic simulation without barrier.
After the first velocity reduction, a bread-free zone with a width of approximately 250 µm
appeared next to the barrier (Figure 38a). This cannot be an artifact due to the shadowing
by the precipitate, because beads were observed in this region at later times.
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Colloid-free zones at interfaces have been reported before for various materials, such as
biological tissues,105,106 polymer gels,107 metals108 and ion-exchange membranes.109,110 In
2014, Florea et al. found an explanation for this phenomenon based on diffusiophoresis.
Figure 38b is reproduced from this publication and shows the colloid-free zone adjacent
to a Nafion ion-exchange membrane. Nafion is a well characterized material111 which
releases protons, while absorbing other cations from solution. Florea et al. succeeded
in correlating the formation of the colloid-free zone to a reduction of the ionic strength
adjacent to fluid interface due to the ion exchange reaction at the interface by modeling
the ion concentrations at the membrane.110
Precipitated Barrier
Colloid-Free Zone
Ion Exchange Membrane
Colloid-Free Zone
Bulk Solution
(a) (b)
Figure 38: (a) Superposition of fluorescence images at 10 nL/s inflow velocity reveals a
250 µm wide colloid-free zone adjacent to the precipitated barrier. The red area marks the
expansion of the black precipitate. (b) Colloid-free zone adjacent to a Nafion ion exchange
membrane. Figure is reproduced from Florea et al.110 The scale bar measures 1000 µm.
Applied to the microfluidic vent replica, the precipitation reaction could be regarded as
an ion- exchange process. The main reaction at the vent interface is the formation of
iron-sulfides,102 which basically exchanges HS−-ions from solution by protons. To fully
understand the underlying processes, a detailed analysis of the reaction mechanism and a
full simulation of the ion concentration distributions need to be performed in future.
When the inflow velocity was reduced to 1 nL/s, multiple effects were observed. In the
first 10 minutes after the reduction, beads were repelled from the barrier with approxi-
mately 20 µm/s at the vent side. This motion was also observed at the ocean side but
was superposed by a force, which pushed the beads towards the ocean. The resulting
streamlines represent vertical rolls, which drift towards the ocean at a similar velocity.
The pH measurements in Figure 36 reveal that this process is not accompanied by the
relaxation of the pH gradient which suggests that the precipitation reactions are still run-
ning. Hence, the process is probably related to the diffusion of Na+ and Cl−. However,
osmotic contributions can also not be excluded, here.
After approximately 10 minutes at 1 nL/s the force towards the ocean fully governed
the transport within the capillary and even suppressed the inflow of beads at the vent
side, which resulted in an almost empty observation area above the barrier. This process
was accompanied by the relaxation of the pH gradient, which occurs when the resource
inflow ceases. As a consequence, the precipitation reaction cannot proceed fast enough to
counteract the equilibration of the concentration gradients by diffusion. When the flow
was completely stopped, back-flow with a velocity of 0.2 µm/s was observed at both sides
of the barrier.
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The presented explanation for the experimental observations is purely phenomenological.
To underpin the theory, a simulation is desirable that includes ion diffusion, hydrodynamic
flows and the precipitation reaction. The combination of fast flows and fast reaction
rates makes this a cumbersome task, because the high Péclet numbers prevent numerical
convergence of the finite element simulations. Other numerical approaches have to be
applied in future, to fully understand the electrokinetic processes in alkaline micropores.
Precipitation reactions represent the main problem for the simulation. Simulations of
experiments without precipitation easily converge. Based on such simulations, the follow-
ing section shows that the observed flow patterns without precipitation can be explained
by diffusiophoresis. Comparison of the experimental and numerical observations for this
experiment also allow to interpret the experimental results with precipitation.
Colloid Transport at an Electrolyte Interface without Precipitation Also in
colloid transport experiments without precipitation, interesting phenomena were observed
such as the accumulation of beads and strongly enhanced migration. Finite-element sim-
ulations were used to access the ion distributions within the vent replica and to estimate
the diffusion potential field Ediff and the ionic strength gradient ∇ log(I), which allows
to identify the driving force for colloid transport at the solute interface, even without
knowledge of the diffusiophoretic mobilities. The model involved hydrodynamics, ion dif-
fusion, and acid-base equilibria and circumvents in this way the implementation of explicit
reaction rates.
Figure 39 shows fluorescence images at different stages of the experiment and sketches
the observed streamlines. For comparison, the simulated hydrodynamic flow distribution
in the flow cell is presented. The streamlines are independent of the inflow velocity and
the absolute velocities scale proportional to it. Furthermore, the simulated electric field
from differential ion diffusion is displayed in part (c). The arrows indicate the direction
of electrophoretic transport for negatively charged colloids.
The comparison of the experimental observations with simulations render diffusiophoretic
electrophoresis the major driving force of colloid transport in this experimental setting,
as the streamlines can be readily explained by the simulated electric field. The osmotic
contribution has to be much smaller, as the transport towards higher ionic strength directly
counteracts electrophoresis. The simulated streamlines for this effect are not shown here,
but strongly resemble the electric force field. This agrees with theory, as for simple,
symmetric electrolytes equation (70) becomes proportional to ∇ log(I).
At the initial fast flow rate, the streamlines mainly coincide with the simulated hydrody-
namic flow. When the velocity was reduced, the streamlines were distorted. The main
stream of the vent inlet drifted towards the ocean at a velocity of approximately 35 µm/s,
following the relaxation of the pH and ionic concentration gradients. This behavior resem-
bles the transport at the precipitated barrier after the slowdown to 1 nL/s qualitatively
and quantitatively and supports the hypothesis that this phenomenon is of diffusive origin
and that the barrier is not fully impermeable to ions.
In steady state, the majority of beads follow the streamlines marked in red. As a con-
sequence, strong accumulation of beads behind the ocean inlet and at the confluence of
the two solutions was observed. These phenomena are fully explicable by a superposi-
tion of the simulated electric field and hydrodynamics. Furthermore, this observation
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raises the expectation that optimized ionic gradients could enhance the incorporation of
biomolecules, such as peptides or fatty acids, into the inorganic barrier.
When the velocity was further reduced to 1 nL/s, the beads were dragged towards the
ocean at a velocity of 0.1 µm/s, in accordance to the simulated electric field. Again
the motion reports on the relaxation of the ionic gradients. The related force is weaker,
because the gradients are not as steep in comparison to the previous velocity reduction
step. In contrast to the experiment with precipitation, the field is not strong enough here
to fully suppress the inflow of beads at the ocean side. When the hydrodynamic flow was
stopped, back-flow towards the ocean inlet was observed, which reproduces the electric
field streamlines and is similar to the back-flows in the experiment with precipitation.
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Figure 39: (a) Experimental streamlines at different inflow velocities. The white scale bar
measures 200 µm. At 100 nL/s the transport of the beads is governed by hydrodynamics.
At 10 nL/s enhanced migration along the red arrows and accumulation behind the inflows
and at the fluid interface was observed. At lower velocities the influx of ocean fluid was
impeded. (b) Simulated hydrodynamic flow profile. (c) Simulations of the electric diffusion
potential field Ediff . The arrows indicate the direction of motion for negatively charged
beads. The combination of hydrodynamics and electric force field readily explains the
experimental streamlines.
The comparison of the purely diffusive system without precipitation with the experiment
with precipitation helps to understand the processes at the barrier. In the experiment
without precipitation diffusive relaxation of ionic gradients was always accompanied by
long range migration of colloids and was already observed at a flow rate of 10 nL/s. The
precipitate seems to stabilize all ionic gradients, as such effects only occurred at slower
inflow velocities.
In the experiment with precipitation, depletion rather than accumulation of colloids was
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observed. However, it is well conceivable that conditions can be found which allow si-
multaneous precipitation and accumulation at the fluid interface. This could hint at a
mechanism which favors the incorporation of molecules such as lipids or peptides into
the inorganic barrier. Such a scenario could be important for the emergence of the first
biochemically active, fatty acid membranes. In a first experiment, labeled phospholipid
vesicles were added to the vent and ocean solutions and the incorporation of the labeled
phospholipids into the inorganic precipitate was observed, as shown in Figure 40.
(a) 100 nL/s
100 nL/s
1 nL/s
(b)
(c)
Figure 40: Observation of phospholipid incorporation into the inorganic precipitate by
objectives with 2.5× (left) and a 20× (right) magnification. Initially, precipitation of a
black barrier was observed (a). Later the incorporation of fluorescent lipids into the barrier
was observed which remain fixed even when the inflow velocity was reduced (c). The scale
bars measure 200 µm (left) and 50 µm (right).
Control: Colloid Transport without Solute Contrast To ensure that the observed
phenomena were not of hydrodynamic origin, a control experiment without solute contrast
was performed. The coflowing solutions both contained 10 mM NaCl and fluorescent
10 nL/sInflow: 1 nL/s100 nL/s
0 0.3vin
Simulation
Without Solute Contrast
(a) (b)
Figure 41: (a) Experimental streamlines at different inflow velocities, where both feeding
flows contain 10 mM NaCl. The streamlines report on the hydrodynamic flow pattern and
are independent of the inflow velocity. The scale bar measures 200 µm. (b) Simulation
of the laminar flow profile. The streamlines are independent of the inflow velocity. The
velocity amplitude scales linearly with the inflow velocity.
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beads. As shown in Figure 41 the experimental and simulated streamlines agree well and
are independent of the inflow velocity. Neither accumulation or depletion of colloid nor
back-flows were observed at any inflow velocity.
3.4 Electric Potential Measurements
The coflow of the two contrasting solutions and the separation by the electron-conducting
barrier renders the alkaline vent replica an electrochemical cell, which comprises properties
of concentration and fuel cells. The interpretation of alkaline vents as geochemical fuel
cells was recently proposed by Barge et al. and the idea behind this approach is sketched
in Figure 42.102 The compositional gradient of the precipitated barrier mediates redox
reactions and generates an electric potential. To measure the electrochemical potential
across the microfluidic vent replica during flow experiments, platinum electrodes were
incorporated into the flow cell.
Figure 42: Alkaline vents in the fuel cell model. The inorganic, electron conducting precip-
itate separates ocean and vent electrolyte and functions as a capacitor. The compositional
variation in the precipitate reflects the chemical gradients and can mediate redox reactions.
The figure is reproduced from Barge et al.102
Figure 43a shows the time evolution of the measured potential difference between ocean
and vent, where the ocean electrode was defined as ground. The measured potential at
the electrodes reached maximum potentials of up to 200 mV at 100 nL/s inflow velocity
for experiments with and without precipitation. However, the absolute amplitude varied
strongly between different runs. For the experiment without precipitation, the switch to
10 nL/s inflow velocity is followed by a potential decrease to a highly reproducibly steady
state potential of approximately 40 mV. After the switch to 1 nL/s the potential further
decreased smoothly towards zero.
The stepwise decrease of the potential corresponds well to the lateral forces observed in
the bead experiments upon switching of the inflow velocity, which mirror the relaxation of
the ionic gradients. Comparison of the potential curve and bead transport shows that the
kinetics also correlate. The much faster lateral transport after the first velocity reduction
corresponds to the steeper potential decrease. This correlation also supports the simulation
data, which suggests electrophoresis as the driving force for colloid transport.
For the experiment with precipitation, the potential closely corresponds to the observed
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Figure 43: (a) Measured electric potential. (b) Proton Nernst potential calculated from
the pH difference across the flow chamber.
colloid transport. Again the course of the potential curve was quantitatively and quali-
tatively reproducible after the first velocity reduction step. At 10 nL/s inflow, no lateral
colloid transport was observed and the potential did not show a clear tendency. In agree-
ment with the stable pH gradient at this inflow velocity, this observation points again
towards a stabilization of the gradients by the precipitate.
The course of the potential at 1 nL/s inflow velocity is especially interesting as it follows
a decrease in two clearly defined steps. This behavior can be neatly correlated to the
two observed regimes of colloid transport, described above. Also here, the second kinetics
works against the first kinetics in slowing down the potential decrease.
The decrease after the plateau can be clearly attributed to the relaxation of the pH gradi-
ent. This is supported by Figure 43b, which shows the measured pH difference and relates
it to the expected Nernst potential of a proton concentration cell, which was calculated
by:101
UpH =
RT
F
ln(10)(pHocean − pHvent) (72)
The time-dependent values for pHocean and pHvent were taken at 1 mm distance from the
inlet and 600 µm lateral distance to both sides from the interface of the two solutions.
An interesting feature of the measured potential is that a potential of 50 mV was still de-
tected when the pH gradient had already vanished. This means that the potential Ubarrier
does not stem from concentration gradients, but is clearly related to the precipitation
reactions. The observations support the fuel cell hypothesis.102 In this respect, Ubarrier
possibly reports on the redox potential between the two products of the precipitation
reactions, Fe(OH)2 and FeS.
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4 Summary and Outlook
In summary, a microfluidic vent replica for the investigation of electrochemical gradients
and associated transport processes on the microscale was introduced. The method ensures
reproducible non-equilibrium conditions for the self-assembly of inorganic barriers in strong
ionic gradients. The combination of ratiometric pH imaging, single particle tracking,
electric potential measurements and kinetic finite element simulations provides insight
into the electrochemical processes at the barrier.
Ratiometric pH imaging revealed that the precipitation reactions stabilize and steepen
the pH gradient at the fluid interface. In future, the reproducibility of the microfluidic
approach will allow the targeted optimization of the barrier and the associated electro-
chemical gradients by adjustment of flow rates and ionic compositions. In this way the
approach can be promoted towards a chemical flow reactor for the detection of carbon fix-
ation reactions by mass spectroscopy. The microscale nature of the flow chamber thereby
prevents dilution of reaction products in bulk solution.
Furthermore, the observation of diffusiophoresis in the vent system suggests intricate feed-
back situations. Diffusiophoresis is already known to be involved in the formation of
colloid-free zones,,110 propulsion of synthetic motors112 and bacterial chemotaxis.113 Fur-
thermore, it has been exploited for the controlled patterning of colloid suspensions.99,114
Without tuning of the conditions, interesting phenomena such as strong accumulation, en-
hanced migration of colloids, and the emergence of colloid-free zones were observed here.
Hence, the microfluidic vent replica can in future serve as an ideal testbed for the coupling
of these effects towards the discovery of evolutionary scenarios. The observed incorpora-
tion of phospholipids into the rocky membrane represents a promising hint towards the
transition from an inorganic barrier towards a first biochemically active lipid membrane.
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Metabolic Evolution. Chemistry: A European Journal 2012, 18, 2063–80.
[91] Lane, N. Bioenergetic Constraints on the Evolution of Complex Life. Cold Spring
Harbor Perspectives in Biology 2014, 6, a015982–a015982.
[92] Yamaguchi, A.; Yamamoto, M.; Takai, K.; Ishii, T.; Hashimoto, K.; Nakamura, R.
Electrochemical CO2 Reduction by Ni-Containing Iron Sulfides: How Is CO2 Elec-
trochemically Reduced at Bisulfide-Bearing Deep-sea Hydrothermal Precipitates?
Electrochimica Acta 2014, 141, 311–318.
[93] Herschy, B.; Whicher, A.; Camprubi, E.; Watson, C.; Dartnell, L.; Ward, J.;
Evans, J. R. G.; Lane, N. An Origin-of-Life Reactor to Simulate Alkaline Hydrother-
mal Vents. Journal of Molecular Evolution 2014, 79, 213–227.
[94] Martin, W.; Baross, J.; Kelley, D.; Russell, M. J. Hydrothermal Vents and the Origin
of Life. Nature Reviews. Microbiology 2008, 6, 805–14.
[95] Russell, M. J.; Martin, W. The Rocky Roots of the Acetyl-CoA Pathway. Trends in
Biochemical Sciences 2004, 29, 358–63.
[96] Sazanov, L. A.; Hinchliffe, P. Structure of the Hydrophilic Domain of Respiratory
Complex I from Thermus Thermophilus. Science 2006, 311, 1430–6.
80
BIBLIOGRAPHY
[97] Shin, S.; Um, E.; Sabass, B.; Ault, J. T.; Rahimi, M.; Warren, P. B.; Stone, H. A.
Size-Dependent Control of Colloid Transport Via Solute Gradients in Dead-End
Channels. Proceedings of the National Academy of Sciences of the United States of
America 2016, 113, 257–61.
[98] Velegol, D.; Garg, A.; Guha, R.; Kar, A.; Kumar, M. Origins of Concentration
Gradients for Diffusiophoresis. Soft Matter 2016, 12, 4686–703.
[99] Abécassis, B.; Cottin-Bizonne, C.; Ybert, C.; Ajdari, A.; Bocquet, L. Boosting Mi-
gration of Large Particles by Solute Contrasts. Nature Materials 2008, 7, 785–9.
[100] Barge, L. M.; Doloboff, I. J.; White, L. M.; Stucky, G. D.; Russell, M. J.; Kanik, I.
Characterization of Iron-Phosphate-Silicate Chemical Garden Structures. Langmuir
2012, 28, 3714–21.
[101] Glaab, F.; Kellermeier, M.; Kunz, W.; Morallon, E.; Garćıa-Ruiz, J. M. Forma-
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• Allen aktuellen und ehemaligen Braunies und Peter für das tolle Arbeitsklima, wis-
senschaftliche und absurde Diskussionen, gegenseitige Hilfe und gemeinsame Events.
Christof und Simon für die geduldige Unterstützung bei Hard- und Software
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spannenden Talks und Workshops. Der geförderte Aufenhalt am JPL, der JNN
Austausch und die Arbeit im NIM Student Board haben meine Promotionszeit sehr
bereichert.
• Meinen Freunden, besonders Lisa und der True LMU Crew.
• Meiner Familie, insbesonderen meinen Eltern Maria und Hans-Georg und meiner
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ABSTRACT: Intricate spatiotemporal patterns emerge when
chemical reactions couple to physical transport. We induce
electrophoretic transport by a confined photochemical reaction
and use it to infer the binding strength of a second, biomolecular
binding reaction under physiological conditions. To this end, we
use the photoactive compound 2-nitrobenzaldehyde, which
releases a proton upon 375 nm irradiation. The charged
photoproducts locally perturb electroneutrality due to differential
diffusion, giving rise to an electric potential Φ in the 100 μV
range on the micrometer scale. Electrophoresis of biomolecules
in this field is counterbalanced by back-diffusion within seconds.
The biomolecule concentration is measured by fluorescence and
settles proportionally to exp(−μ/D Φ). Typically, binding alters either the diffusion coefficient D or the electrophoretic mobility
μ. Hence, the local biomolecule fluorescence directly reflects the binding state. A fit to the law of mass action reveals the
dissociation constant of the binding reaction. We apply this approach to quantify the binding of the aptamer TBA15 to its protein
target human-α-thrombin and to probe the hybridization of DNA. Dissociation constants in the nanomolar regime were
determined and match both results in literature and in control experiments using microscale thermophoresis. As our approach is
all-optical, isothermal and requires only nanoliter volumes at nanomolar concentrations, it will allow for the fast screening of
biomolecule binding in low volume multiwell formats.
■ INTRODUCTION
Driving reactions out of equilibrium is a standard method for
analytical measurements in chemistry. The perturbations are
most often macroscopic in scale and are imposed externally.
For example, electric fields are applied by electrodes in mass
spectrometry and gel electrophoresis. In nuclear magnetic
resonance (NMR) techniques, electromagnetic fields are
absorbed and re-emitted by nuclei to be detected by coils
inside magnetic fields. Here, we scale down free solution
electrophoresis to the nano- to microscale. We show that the
electric field for the separation of biomolecule species can be
generated by chemistry itself without external electrodes. A
localized light field supplies the energy to build up the electric
field.
We apply photochemically triggered microscale electro-
phoresis (PME) as a tool for the quantification of biomolecular
interactions. Binding events between proteins, DNA, and small
molecules and their quantification are essential for the
investigation of cellular and molecular mechanisms in biology,
in biotechnological applications and, perhaps most importantly,
in drug development.
A typical application is the development of new aptamers.
These small single-stranded DNAs (ssDNA) bind specifically to
target molecules, such as ions, proteins, or whole cells. Since
their introduction in 1990,1 they have been widely employed in
biotechnology,2 diagnostics,3 and therapeutics.4
In the past decade, several biophysical approaches emerged
for the quantification of binding interactions in free solution
relying on binding induced changes in size5 (dynamic light
scattering), heat flux6 (isothermal titration calorimetry),
refractive index7 (back scattering interferometry), or Soret
coefficient8 (microscale thermophoresis). Electrophoresis-based
biochemical approaches, such as electrophoretic mobility shift
assays (EMSA) and enzyme-linked immunosorbent assays
(ELISA), have already been applied for decades. However, such
approaches rather provide semiquantitative results and cannot
be conducted in free solution or physiological buffers.9
Capillary electrophoresis (CE) enabled quantitative free
solution binding analysis with electrophoretic mobility as
discrimination parameter.10,11 Advances in microfluidic ap-
proaches reduce sample volumes and allow a higher electric
field, which speeds up separation and increases resolution.12
However, it has been shown that high electric field strengths
destabilize protein−DNA interactions.13 Joule heating and
electroosmotic flows can further obstruct experiments.14,15 But
most importantly, the sensitivity of gel-free electrophoretic
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separation is limited. For example, highly charged, free draining
polymers, such as double-stranded DNA (dsDNA) of different
length cannot be separated by electrophoresis in free solution,
but only by using drag tags16 or sieving matrices.17
In contrast to the described electrophoresis-based methods,
binding quantification with PME not only relies on changes in
electrophoretic mobility but is in addition size selective. The
reason is that the photochemically induced electric field only
spans over tens of micrometers. On this scale, transport is
diffusion limited, and the steady state is determined by both
diffusion coefficient D and electrophoretic mobility μ, which
enhances the sensitivity to detect binding even in free solution.
As a result, we succeed in determining dissociation constants in
the nanomolar regime for the well-characterized thrombin-
binding aptamer TBA1518−20 and DNA hybridization.
In this work, we exploit PME as a tool for binding
quantification. However, it should be noted that in developing
PME we follow strategies of living systems, which abundantly
couple chemical reactions and physical transport phenomena.
We thus borrow and explore the biotechnology that cellular life
invented in the course of evolution, following the bottom up
approach of synthetic biology.21−23
Reaction−diffusion systems are ubiquitous in living systems.
They are found in morphogenesis, animal markings, and
cellular signaling pathways. In a simplified picture, photosyn-
thesis also represents a light-driven reaction-transport system. A
light-dependent reaction creates a proton gradient. The
induced nonequilibrium generates directed transport of protons
and drives another chemical reaction, namely ATP synthesis.
In various fields of science, researchers mimic such complex
systems from scratch in the laboratory. For this purpose, laser
beams are a convenient energy source due to their high spatial
and temporal resolution. For example, it has been shown that
patterned illumination of photoactive compounds can control
nanomachines24 and mimic energy fluxes in a simple
protometabolism.25 In a different approach, a light-sensitive
chemical reaction network has been exploited to perform
pattern transformation tasks, such as edge detection.26
With PME, we extend such photochemical reaction-diffusion
systems toward a reaction-diffusion-migration system. We show
that localized photochemistry can not only generate steep
concentration gradients but also induce charge separation. The
resulting electric field transports biomolecules, such as DNA, by
electrophoresis. In contrast to standard free solution electro-
phoresis, the electric field only spans the micrometer scale, and
transport is diffusion-limited. In this way, we use a light-driven
chemical reaction to induce physical transport, which can
quantify a second chemical reaction.
■ RESULTS
Photochemical Electric Field Generation and Electro-
phoretic Transport. In our experiments, we move bio-
molecules by electrophoresis. The driving electric field is
generated by the spatially confined light-triggered dissociation
of 2-nitrobenzaldehyde (NBA) into a 2-nitrosobenzoic anion
(NS−) and a proton (H+) (Figure 1a). The localized reaction
leads to a steep concentration gradient of differently charged
photoproducts. Due to the considerably different diffusion
coefficients DH+ and DNS−, a net charge distribution emerges
which generates an electric field on the microscale. As a result,
charged macromolecules, such as DNA or proteins, move
outward by electrophoresis (Figure 1b).
We observe the directed accumulation or depletion of the
biomolecules by epifluorescence inside a glass capillary (0.05 ×
0.5 × 50 mm3). The sample volume for each measurement is
around 1 μL, but the observation volume for a single
experiment is only about 2 nL. Photolysis is achieved by a
375 nm laser, which is focused mildly to the center of the
capillary by a lens with an effective numerical aperture (NA) of
0.1. We measure a half width at half-maximum intensity of
3 μm. To avoid crosstalk, a chopper wheel is synchronized to
the camera, and images are taken while the laser light is
blocked. A detailed sketch of the optical setup and the beam
path is provided in the Supporting Information.
Figure 1c shows a typical fluorescence time trace at the laser
spot position and the corresponding fluorescence images. In the
initial state before the laser is switched on, a homogeneous
fluorescence intensity F0 is observed. Upon laser irradiation,
two processes on different time scales set in. A steep drop in
fluorescence is observed within ∼1 s after the laser is switched
on. This agrees with the expected time scale for the
equilibration of the electric field, which is determined by the
characteristic diffusion times ti = (50 μm)
2/Di ≈ 0.2−3 s of the
ionic species i in solution. For this estimation, we approximate
the characteristic length scale of the electric field as 50 μm
(Figure 2c) and the diffusion coefficients of the photoproducts
as DH+ ≈ 9000 μm2/s and DNS− ≈ 800 μm2/s. Further
contributions to the steep fluorescence drop stem from laser-
Figure 1. Generation of a microscale electric field by phototriggered
dissociation of NBA and directed transport of biomolecules. (a)
Photochemical dissociation of NBA. (b) Focused 375 nm irradiation
(HWHM = 3 μm) of the sample solution within a capillary with a
cross-section of 50 × 500 μm2. The difference in diffusion speed of the
differently charged photoproducts leads to a radial net charge
distribution on the micrometer scale. This electric field transports
negatively charged biomolecules, such as DNA, out of the laser focus.
(c) Fluorescence images of labeled ssDNA over time. The depletion of
fluorescence upon laser irradiation reflects the electrophoresis, directed
outward from the laser focus. Photobleaching is the cause of the
superposed fluorescence decrease throughout the experiment.
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induced bleaching and the pH dependence of the dye, as the
pH is decreased by the photoreaction. After equilibration of the
field, the normalized fluorescence Fnorm = F/F0 mainly reflects
the concentration change of the labeled biomolecules, e.g.,
DNA, due to electrophoretic transport. This active transport
process is counterbalanced by passive back-diffusion, and the
steady state is reached within tens of seconds (tDNA =
(50 μm)2/DDNA ≈ 15 s with DDNA ≈ 160 μm2/s). The radial
steady-state concentration distribution c(r) with r being the
distance from the laser spot is described by
ϕ ϕ= − μ ≈ − μ⎜ ⎟ ⎜ ⎟
⎛
⎝
⎞
⎠
⎛
⎝
⎞
⎠c r c D r c D r( ) exp ( ) 1 ( )0 0 (1)
where D and μ are the diffusion coefficient and the
electrophoretic mobility of the labeled biomolecule and ϕ(r)
the induced electric potential at radius r. A derivation from the
flux equations is presented in the Supporting Information.
In the simplest case without any buffer reactions, a negative
charge surplus at the laser position emerges. As a consequence,
the local concentration of negatively charged macromolecules,
such as DNA, depletes around the laser position until
electrophoresis and diffusion balance out. The presence of
buffers makes the situation less intuitive, as concentration
distributions of all buffer components need to be considered for
net charge density calculations. This renders the induced
electric potential highly dependent on the buffer reaction
equilibria, as well as on the mobilities and diffusion coefficients
of all buffer components. However, the buffer is not changed
significantly under titration experiments for binding quantifica-
tion. Hence, even potentially complex buffer conditions and
with them the resulting electric field are to a good
approximation constant for a binding analysis.
In total, the normalized fluorescence in the steady state upon
local photolysis can be described by
ϕ= − μ + ∂
∂
ΔF
D
F
1
pH
pHnorm
(2)
The ratio μ/D depends on a molecule’s size, charge, and
ionic environment and is typically altered significantly upon
binding of a molecule A to its target T. In contrast, the pH
dependence of the dye ∂F/∂pH is intrinsic and should not be
affected. Parts a and b of Figure 2 show that the normalized
fluorescence time traces and radial distributions differ
quantitatively and qualitatively when the binding state of the
fluorescent biomolecule is changed. The fluorescence labeling
of one binding partner provides the selectivity of measurements
for specific binding reactions even in complex mixtures.
Quantification of Biomolecular Binding Interactions.
To determine the binding affinity of the thrombin aptamer
TBA15 to its target human-α-thrombin, we monitor the
fluorescence of the labeled aptamer during photochemical
microscale electrophoresis. To this end, an ATTO633 dye is
attached to the 15nt aptamer. Two extra bases serve as a spacer.
In titration experiments under constant buffer conditions, the
thrombin concentration is varied from 19.5 μM to 595 pM,
while the aptamer concentration is kept constant at 200 nM.
As shown in Figure 2c, a two-state binding curve is obtained
when Fnorm in steady state is plotted against the target
concentration. In the limiting case of very low target
concentrations, Fnorm corresponds to the signal of the fully
unbound state Fnorm
A . At very high target concentrations, the
limiting fluorescence represents the fully bound state Fnorm
AT . In
between, the fluorescence signals of the two states superpose
linearly. This leads to a linear dependence of Fnorm on the
fraction of bound concentration with respect to all labeled
concentrations x = cAT/(cA + cAT):
= − +F x F xF(1 )norm norm
A
norm
AT
(3)
Here, x is described by the quadratic solution of the equilibrium
binding reaction equation derived from the law of mass action
and can be fitted to the experimental binding curve. The
dissociation constant KD of the binding reaction is the only free
parameter, as the total concentrations of the two binding
partners are known throughout the experiment. The full fit
equation is presented in the Experimental Section (eq 5). A
detailed derivation can be found in the Supporting Information.
In Figure 3, we show the binding curves for two exemplary
systems, the binding of thrombin to its aptamer and the
hybridization of DNA. Here, we rescale the normalized
fluorescence between the bound and unbound state so that
the ordinate shows the fraction of bound molecules. For the
aptamer−thrombin binding, we find a KD of 1.04 ± 0.4 nM
(Figure 2a, blue) using a constant aptamer concentration of
5 nM and thrombin titration from 2.5 μM to 38 pM. This result
corresponds well to the KD of 1.2 nM found by Ahmad et al.
28
The error bars in the binding curve indicate the standard
deviation from data analysis at different distances from the laser
focus. To further verify our findings, we measure the same
binding curve by the well-established microscale thermopho-
resis (MST) method. The binding curve (Figure 3a, black) and
Figure 2. Biomolecule depletion or accumulation indicates aptamer
binding reaction. (a) Normalized fluorescence Fnorm over time for the
aptamer at three different thrombin concentrations (blue, 1.19 nM;
turquoise, 152 nM; green, 9.75 μM), showing the depletion contrast
upon binding. The rapid drop in fluorescence can be attributed to fast
processes during electric field stabilization, laser-induced bleaching,
and the pH dependence of the dye, as the pH is decreased by the
photoreaction. (b) Radial fluorescence distributions after 110 s of local
photolysis. (c) Fnorm at different thrombin concentrations for the
TBA15 aptamer (black) and its dinucleotide mutant (gray) both at a
concentration of 200 nM. Fnorm is evaluated and averaged over a time
interval of 25 s in steady state and within a radial area between r =
5 μm and r = 10 μm from the laser spot, as indicated by the gray
shaded regions in panels (a) and (b). The fluorescence follows the
probability of bound complex calculated from the mass action law of
the binding reaction.
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the fitted KD of 0.68 ± 0.11 nM are in good agreement with our
results from PME. An MST experiment without added NBA
shows a KD of 0.8 ± 0.11 nM and ensures that the addition of
NBA does not affect the binding significantly (Figure S2).
Moreover, we confirm the specificity of the aptamer−
thrombin binding by measuring the binding curve for a
dinucleotide mutant of TBA15 (Figures 2c and 3a, gray). We
find a strongly reduced binding behavior in accordance with
literature.8
To show the generality of the method and the precision in
observing the mass action law, we also quantify the hybrid-
ization between a 24nt ssDNA and a hairpin (69nts) with eight
complementary nucleotides in the toehold sequence. The
concentration of the ssDNA is kept constant at 500 nM, while
the hairpin concentration is varied between 32 μM and 2 nM.
We find a KD of 643 ± 28 nM using PME (Figure 3b, red). The
result agrees very well with the MST control (Figure 3b, black),
which yields a KD of 632 ± 10 nM and with calculations by the
NUPACK package,27 which predicts a KD of 640 nM.
We find a good agreement of our measurements with
literature and MST control measurements. However, by
inducing concentration changes of all reaction partners, we
shift the binding equilibrium, given by the law of mass action.
This induces an error in KD fitting. In all experiments we keep
the depletion and accumulation amplitudes small to minimize
the error. For the presented binding curves, the deviation
between observed and real KD amounts to less than 3%,
significantly below the statistical error. The full calculation can
be found in the Supporting Information.
Evaluation of the Binding Assay. To evaluate the quality
of our binding assay, we follow the procedure proposed by
Zhang et al.29 They introduce a simple, dimensionless
parameter, called the z-factor, which takes into account the
dynamic range of the assay and data variation. Assays with z-
factors larger than 0.5 are considered “excellent assays”.29 For
the thrombin−aptamer binding curves we find z-factors of 0.9
(Figure 2c) and 0.47 (Figure 3a). The reduced z-factor for the
binding curve in Figure 3a originates from the 40-fold lower
aptamer concentration and the consequentially lower fluo-
rescence intensities. However, the low concentration of 5 nM is
required for the determination of KD, as the fitting procedure
becomes insensitive for cAptamer ≫ KD.
30 In addition, we find a
satisfying z-factor of 0.78 for the quantification of DNA
hybridization (Figure 3b).
Estimation of the Induced Electric Potential. We can
use the steady-state fluorescence profile of a molecule with
known electrophoretic mobility μ and diffusion coefficient D to
estimate the photochemically induced electric field. To this
end, we rearrange eq 2 and obtain
ϕ =
μ
− + ∂
∂
Δ
⎛
⎝⎜
⎞
⎠⎟r
D
F r
F
r( ) 1 ( )
pH
pH( )norm
(4)
The steady-state radial fluorescence distribution in the fully
unbound state stems from transport of ssDNA. Single-stranded
DNA is a well-studied biomolecule and literature provides
values for μ and D (17 nt: D = 160 μm2/s, μ = −3.1 ×
10−8 m2/V/s; 24nt: D = 133 μm2/s, μ = −3.1 × 10−8 m2/V/
s).31,32 We neglect the last term in eq 4 for the thrombin−
aptamer experiments, as the used dye ATTO633 does not show
a pH dependence (Figure S3).33 However, for Cy5, which is
used for the DNA hybridization experiments, it has to be taken
into account. We find a pH dependence of fluorescence of 10%
per pH unit (Figure S3).
Figure 4a shows the calculated potential distributions for all
buffer conditions of the measured binding curves presented
earlier, calculated by eq 4. For the aptamer binding curves in
Figure 3. Biomolecule-binding quantification. Binding curves are fitted
by the mass action law of the binding equilibrium (eq 5). (a)
Thrombin−aptamer binding using an aptamer concentration of 5 nM
and a mutant concentration of 200 nM. The PME binding curve yields
a KD of 1.04 ± 0.4 nM (blue) and matches the MST control
experiment with KD = 0.68 ± 0.11 nM (black). PME binding analysis
of a dinucleotide mutant shows strongly reduced binding (gray). (b)
Quantification of DNA hybridization using a constant ssDNA
concentration of 500 nM. Binding curves from PME (red, KD = 643
± 28 nM) are accurately followed by the MST control (black, KD =
632 ± 10 nM) and match calculations from the NUPACK package27
(KD = 640 nM).
Figure 4. Radial distribution of pH and Φ for the three conditions,
which correspond to the binding curves in Figures 2 and 3. (a)
Induced electric potential calculated from the steady-state fluorescence
distribution in the fully unbound state using eq 4. Solid lines are
plotted to guide the eyes. (b) Radial pH distribution in steady state,
measured by SNARF-4F fluorescence. TRIS-buffer (green, blue) offers
only a reduced pH stability in comparison to PBS (red).
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Figures 2c and 3a, we find maximum electric potentials of
approximately 80 and 280 μV, respectively. Both experiments
are performed in TRIS-based aptamer selection buffer at
500 μW laser power but at different NBA concentrations. As
expected, the induced potential increases with increasing
concentration of NBA.
The red curve corresponds to the DNA hybridization
experiment. The pH dependence of the dye is included in
the calculation. Interestingly, the amplitude and even the sign
of the measured potential of −20 μV differs in comparison to
the green curve. In both experiments NBA concentration and
laser power are the same. However, the buffer conditions are
different. This indicates the already discussed strong buffer
dependence of electric field generation in PME. Only a shallow
potential gradient is generated in the hybridization experiment.
This emphasizes that a binding contrast can even be observed
at extremely low field strengths.
Measurements of pH Profiles. NBA photolysis is always
accompanied by a local pH change, since a proton is released by
the photoreaction. For the binding measurements, we keep the
photolysis rate and the pH change low to minimize the
disturbance of the binding reaction. We optically monitor the
pH in our samples using the ratiometric fluorescent dye
SNARF-4F.
Figure 4b shows the radial pH distribution in steady state for
all binding conditions. As expected, the pH change increases for
larger NBA concentrations. In this respect, we find local pH
changes of 1.2 and 0.5 units for the two thrombin experiments.
For the DNA hybridization experiments we find a pH decrease
of only 0.3 units (Figure 4b).
Interestingly, the shape of the pH gradient is strongly
influenced by the buffer conditions. In PBS buffer, the pH
shows only a shallow radial gradient. In contrast, a steep radial
gradient builds up in the thrombin selection buffer, which is
based on TRIS. A possible explanation are the pKA’s of TRIS
(pKA = 8.2) and phosphate (pKA = 7.2). Only for the TRIS
buffer, the pH locally decreases far below the effective buffering
range and allows a large pH decrease.
In a simplified picture, this could also explain the different
shapes of the electric potential in Figure 3a. Below the effective
buffering range, the electric field is determined by the difference
in diffusion speed of the two photoproducts NS− and H+.
Under buffering conditions, the effective diffusion speed of H+
is dictated by the diffusion speed of the buffer molecules, which
is much slower. Hence, the generated electric field in buffered
solutions is typically smaller and can even be reversed.
In total, the results show that large shifts or steep gradients in
pH are not required for a successful binding quantification. A
balance between a sufficient signal-to-noise ratio, related to the
photolysis rate, and the induced pH change has to be found.
■ DISCUSSION
We developed a method to induce size-selective microscale
free-solution electrophoresis for the quantification of binding
interactions. We drive the electric field by a local photochemical
reaction followed by differential diffusion of the photoproducts.
The electrophoresis of biomolecules is balanced by back-
diffusion within tens of seconds, reaching a steady state which
depends both on the electrophoretic mobility and the diffusion
coefficient. This renders PME size selective even for highly
charged, free draining polyelectrolytes, such as DNA. In
contrast to macroscopic free solution electrophoresis, back-
diffusion breaks the charge-friction balance without the use of
drag tags16 or sieving matrices.17
In our PME measurements, we only apply extremely low
electric fields <2 V/m. This is 2−3 orders of magnitude lower
than the fields applied in gel-, capillary-, or microelectropho-
resis and prevents Joule heating. Moreover, our approach is all-
optical and electrode-free. Thus, it circumvents electrode
artifacts as aggregation, sticking to the surface, contamination,
outgassing, and electrochemical effects.
The generation of electric fields by photochemistry is a
complex electrokinetic process. The field is determined by the
interplay of diffusion, electrophoresis and buffering reactions of
all the ionic species in the solution. As NBA releases a proton
upon photolysis, the concentration and electro-diffusive
properties of buffer molecules, as well as the buffer reaction
kinetics, play an important role. This can be seen in Figure 4
(red and green curves). At equal NBA concentration and laser
power but under different buffer conditions, the strength and
even the sign of the induced electric potential differ
significantly.
For affinity quantification with PME, the existence of an
electric field is required. Its magnitude and sign are irrelevant
for the method as long as it remains constant for the
experimental titration series. Conveniently, buffer conditions
are typically constructed such that they remain constant under
the titration of a binding partner.
We expect that a wide range of photoactive compounds may
give rise to microscale electrophoresis, allowing one to tune the
conditions to the biomolecular binding reaction at hand. As an
example, photolysis of hexacyanoferrate(II) (Fe(CN)6
4−)
induces a reversed electric field in comparison to NBA under
the same buffer conditions: DNA is attracted to the central
laser spot, instead of being repulsed (Figure S4).
Binding analysis with PME is performed in solution and does
not involve immobilization of a binding partner, which could
introduce artifacts from the nearby surface. Approaches based
on complex microfluidics34 or specialized cells often involve a
high final cost of the assay.15 This bears the need to reuse
expensive components with the risk of cross-contamination. In
contrast, all-optical PME will allow the usage of disposable
standard containers, such as multiwell plates for fast high-
throughput screening. PME is a promising candidate for such
applications, as it also requires only minute sample amounts
(nL to μL) at low sample concentrations (nM). In our
experiments, we use 1 μL sample volume per measurement but
only probe about 2 nL. The low observation volume offers the
possibility to further cut down the total sample consumption to
10 nL by using acoustic droplet dispensers, as already
demonstrated for microscale thermophoresis.35 The measuring
protocol of PME is simple and similar to MST.8 However, the
underlying physical principles are markedly different and
possibly more flexible. No temperature gradients are applied.
Therefore, PME avoids thermal effects as thermal lensing and
Marangoni flows.35 Moreover, PME does not demand the tight
geometrical definition in the direction of light propagation,
which is needed in thermophoresis to avoid continuous heating
and convection artifacts.36
Binding experiments in vivo are of considerable interest, as it
is known, that kinetics is different in the crowded environment
of a cell.38−40 Recently, Reichl et al. succeeded in measuring
thermophoresis inside living cells for the first time.37 This
approach is limited by the tight geometrical constraints and
averaging artifacts introduced by the cell geometry. These
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problems can be overcome by PME, which should open the
future possibility to perform electrophoretic binding measure-
ments inside cells. Photochemically induced fields are highly
local and can in this way also circumvent the problem of the
electrostatic insulation by the cell membrane.
PME does not suffer from thermal artifacts, but photolysis of
NBA is always accompanied by a pH decrease as protons are
released. We kept the pH changes small (0.3−1.5 pH units) to
minimize the influence on the binding assay in order to ensure
the applicability to biological systems. It should be noted that
this influence can be tested by performing the experiments for
constant KD under a variation of the 375 nm laser power. In this
regard, it should also be kept in mind that temperature changes,
as applied in MST, are also often accompanied by pH changes.
For example, the pKA of TRIS is temperature dependent, and a
temperature increase of 10 K leads to a pH shift of 0.3 units.41
However, in principle, it should even be possible to avoid pH
changes by PME altogether. To achieve this, a photoactive
compound with pH neutral photoproducts must be found.
Instead of attempting to mitigate pH changes, we could in
future also exploit them. Under strong photolysis and weak
buffering, extreme pH gradients can be envisaged. Abbruzzetti
et al. already used NBA to induce large, spatially homogeneous
pH jumps for the observation of pH dependent unfolding of
proteins.42,43 In our system, the combination of steep pH
gradients with electric fields should give rise to isoelectric
focusing, triggered all-optically on the microscale in bulk water.
PME is an electrokinetic phenomenon. Local photolysis of a
photoactive compound into two charged photoproducts always
gives rise to an ionic strength gradient. This can induce another
contribution to the transport equation, called chemiosmotic
diffusiophoresis, which was first described by Prieve et al.44 For
our binding analysis we neglected diffusiophoresis, because the
contribution is small and in first approximation size
independent45 at the used high ionic strengths and under
strong buffering.
Still, especially at low ionic strength, diffusiophoretic
transport should play a role in PME measurements. Experi-
ments in simple electrolytes show that diffusiophoresis is
governed by log(∇I), where I is the ionic strength.46 The
logarithmic scaling gives rise to interesting phenomena, such as
controlled trapping and release of colloids by solute
contrast45,47 and long-range exclusion zone formation.48
Progress in this direction with our approach requires a better
theoretical understanding of the complex interactions between
buffer reactions, diffusion, electro- and diffusiophoresis. A full
theoretical treatment is nontrivial and requires very detailed
experimental tests and a full description of the buffer dynamics
under diffusion to determine all the parameters. This will be
approached in a subsequent manuscript.
In summary, localized photolysis provides a versatile
nonequilibrium system, which comprises pH and ionic strength
gradients as well as electric fields. The coupling to physical
transport is very likely to lead to new biological insights into
cellular processes. For example, it has already been shown that
pH-dependent selective transport and distribution of proteins
inside living cells can play an important role in intracellular
protein sorting and trapping.49
■ CONCLUSION
We present a method to rapidly generate microscale electric
fields without electrodes in solution. We show how they can be
used to measure the binding affinities of biomolecules in the
nano- to micromolar regime in nanoliter volumes within
minutes. The measurement protocol is simple, all-optical and
can be applied to liquid volumes in various microscale
geometries. The cross-coupling of photochemical reactions
with physical transport suggests many future possibilities,
including isoelectric focusing and the all-optical measurement
of electrophoretic mobilities.
■ EXPERIMENTAL SECTION
Materials. Human-α-thrombin was purchased from CellSystems
Biotechnologie Vertrieb GmbH (Troisdorf, Germany; Specific
Activity: 2871 U/mg, MW = 36.7 Da). DNA oligonucleotides were
synthesized by biomers GmbH, Germany. The sequences are as
follows with mutations as small letters: thrombin aptamer TBA15 with
two spacer bases: 5′-ATTO633TGGTTGGTGTGGTTGGT-3′,
aptamer dinucleotide mutant: 5′-ATTO633TGGTTGtTGTGGTTt-
GT-3′, hairpin: 5′-CGTCCCGTCCGTGGAGGAGAGTTTCGC-
CTCCTCCACGGACGGGACGCTAATCGCTTTTTTTCTACT-
GTT-3′, ssDNA: 5′-Cy5-GCCATCGAAGTTTTTGCGATTAGG-3′,
Thrombin aptamer measurements were performed in its selection
buffer (20 mM Tris−HCl pH 7.4, 150 mM NaCl, 5 mM KCl, 1 mM
CaCl2, 1 mM MgCl2, 0.01% Tween20, 4% BSA, 2% Glycerol). DNA
hybridization measurements were performed in 1× PBS with 250 mM
added NaCl at pH 7.2. The caged proton 2-nitrobenzaldehyde (72780,
Sigma-Aldrich, Taufkirchen, Germany) was added to samples at 2 mM
(200 nM aptamer and DNA hybridization) or 4 mM (5 nM aptamer)
concentration. To reduce photobleaching, a commercial oxygen
scavenging system (MO-A001, Nanotemper technologies, Munich,
Germany) was used for the 5 nM aptamer and the DNA hybridization
measurements.
Serial Dilutions. For the binding curves, 2-fold serial dilutions with
at least 15 steps were performed. Start concentrations were 19.5 μM
thrombin (binding curves with constant aptamer and mutant
concentrations of 200 nM), 2.5 μM thrombin (binding curves at
5 nM aptamer concentration), and 32 μM hairpin for the DNA
hybridization curve with a constant labeled ssDNA concentration of
500 nM. All solutions were incubated for at least 30 min prior to
experimentation to fully ensure that the binding equilibrium is
reached. All PME measurements were performed at room temper-
ature.
Imaging. For fluorescence imaging we used a Zeiss Axiotech Vario
microscope with a 40× oil objective (Fluar, 40-fold, NA 1.3, Zeiss,
Germany). The fluorescence signal was detected from above with an
ORCA-Flash 4.0 Digital CMOS camera (Hamamatsu AG, Japan). For
ATTO633 and Cy5 imaging fluorescence was excited with a 627 nm
LED (LEDC28, Thorlabs). Fluorescence filters (Omega Optical Set
XF110-2: XF1069 630AF50, XF2035 650DRLP, XF3076 695AF55)
were purchased from Laser Components GmbH (Olching, Germany).
For ratiometric pH imaging an Optosplit 2 (Cairn Research,
Faversham, UK) was employed. Excitation was provided by a
470 nm LED (M470L2-C4, Thorlabs) and a ratiometric fluorescence
filterset (F71-045: BrightLine HC 482/35, HCBS506, BrightLine HC
580/23, H606LP, Brightline XF 643/20) was purchased from AHF
Analysentechnik AG (Tübingen, Germany). Rectangular Borosilicate
glass capillaries (ID 0.5 × 0.05 × 50 mm3, CMScientific, Silsden, UK)
were used as transparent reaction containers for all measurements. To
avoid drifting of the solution, capillaries were sealed with plasticine on
both ends.
Photolysis. Localized photolysis was achieved by a TE-cooled
375 nm laser diode (20 mW, L375P020MLD and TCLDM9,
Thorlabs, Germany). The laser light is coupled into a single mode
fiber (P3-305A-FC, Thorlabs), collimated by an adjustable collimator
(CFC-8X-A, Thorlabs), and focused by a lens (A240TM-A, Thorlabs)
with a calculated conical divergence angle of approximately Θ = 0.10 ≈
6° to the center of the capillary. With fluorescence we observe a laser
profile with 3 μm half width at half-maximum intensity. The laser ran
in continuous mode and was switched on and off by a mechanical
shutter system (SH05, Thorlabs, Germany). An optical chopper
system (MC2000-EC, Thorlabs) was synchronized to the camera to
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avoid detection of direct excitation by the 375 nm laser. Fluorescence
images were taken, when the laser was blocked. The laser power was
adjusted to 500 μW by a continuous neutral density filter wheel
(NDM4/M, Thorlabs) and monitored by redirecting a fixed fraction of
the beam to a powermeter (S120VC, Thorlabs).
Microscale Thermophoresis. All MST measurements were
performed in standard treated capillaries (MO-K002, Nanotemper
Technologies, Munich, Germany). Aptamer binding curves at 5 and
1 nM aptamer concentration were measured with a Monolith
NT.115Pico (Nanotemper Technologies, Munich, Germany) at 22
°C and 40% MST Power, which corresponds to a maximal
temperature change of approximately 10 K. The control measurements
for the hairpin binding with 500 nM ssDNA were performed with the
Monolith NT.015 (Nanotemper Technologies, Munich, Germany)
using a laser power setting of 0.8 at a base temperature of 22 °C.
PME Image Analysis. For all measurements, a fluorescence
background image without labeled molecules was subtracted. For the
200 nM aptamer (Figure 2) and the DNA hybridization (Figure 3b)
assays the fluorescence was normalized against the initial fluorescence
F0. For the 5 nM aptamer binding assay (Figure 3a), fluorescence was
normalized by the fluorescence 220 μm away from the laser spot to
correct for photobleaching. Fnorm is always averaged within an area
with δr = 5 μm and a time interval of 25 s in steady state. For the
binding curve in Figure 2, the fluorescence was evaluated at a radial
area of r + δr = 5 + 5 μm. For the binding curves in Figure 3, the error
bars represent the standard deviation from analyses at at least two
different radii (5 nM aptamer: r = 20, 40, 60, 80, 200 μm; DNA
hybridization r = 70, 90 μm). A derivation of the procedure can be
found in the Supporting Information.
Binding Analysis. The normalized fluorescence after PME directly
linearly reports on the fraction of bound molecules x (eq 3). The
binding affinities were determined by fitting x to the quadratic solution
of the binding reaction equilibrium, derived from the law of mass
action:
=
− + − + + −
x
c c K c c K c c
c
( ) 4
2
tot
A
tot
T
D tot
A
tot
T
D
2
tot
A
tot
T
tot
T (5)
The total concentration of the labeled molecule ctot
A and of the target
ctot
T were known, leaving KD as a single fit parameter. Also here, a
detailed derivation is presented in the Supporting Information.
Ratiometric pH Imaging. For pH imaging, we used the
ratiometric dyes SNARF-4F (SNARF-4F 5-(and-6)-carboxylic acid,
Invitrogen AG, Carlsbad, CA) or SNARF-1 (5-(and-6)-Carboxy
SNARF-1, Invitrogen AG, Carlsbad, CA) at a concentration of 50
μM. We took fluorescence images at λ1 = 580 nm and at λ2 = 640 nm
simultaneously using an Optosplit beam splitting device. After
background subtraction, the fluorescence intensity ratio R = Fλ1/Fλ2
was calculated and converted into pH by a modified Henderson−
Hasselbalch equation,50 which is described in more detail in the
Supporting Information:
= +
−
−
⎛
⎝⎜
⎞
⎠⎟a b
R R
R R
pH log A
B (6)
RA, RB, a, and b were experimentally determined by fitting eq 6 to a
ratio-to-pH calibration curve. To this end, we measured R for 12
samples with pH values between 2 and 10 at constant SNARF
concentration. For the range between pH 2 and 8 we used a 0.1 M
citrate buffer and for the range between pH 8 and pH 11 a 0.1 M
carbonate buffer.51 The calibration curves for SNARF-4F and SNARF
1 are presented in Figure S5. The resulting fit parameters are as as
shown in Table 1.
Calculation of SNR and z-Factors. We followed the procedure
proposed by Zhang et al.29 to evaluate the assay quality. The signal-to-
noise ratio is calculated by
δ
=
| − |F F
SNR
A
norm
A
norm
T
(7)
For the rescaled binding curves, the amplitude |Fnorm
A − FnormAT | equals
1. The mean error δ includes the standard deviation between N
independent measurements in the bound and unbound state σAT, σA:
δ
σ σ
=
+
N
A AT
(8)
A dimensionless measure for assay quality is the z-factor. It takes
into account the data variability and the dynamic range of the assay
and is given by
δ= −
| − |
z
F F
1
6
norm
A
norm
AT
(9)
A z-factor above 0.5 is considered as an “excellent” assay for binding
detection.29
The calculated signal-to-noise ratios (SNR) and z-values for our
binding curves are listed in Table 2 and confirm the applicability of our
assay
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1.  Experimental setup 
 
Figure S1. a) Sketch of the experimental setup for fluorescence imaging and photolysis b) Optical path. 
a) Imaging  
For fluorescence imaging we used a Zeiss Axiotech Vario microscope with a 40x oil objective (Fluar, 40-fold, NA 1.3, Zeiss, 
Germany). The fluorescence signal was detected from top with an ORCA-Flash 4.0 Digital CMOS camera (Hamamatsu 
AG, Japan).  For ATTO633 and Cy5 imaging fluorescence was excited with a 627 nm LED (LEDC28, Thorlabs). Fluores-
cence filters (Omega Optical Set XF110-2: XF1069 630AF50, XF2035 650DRLP, XF3076 695AF55) were purchased from 
Laser Components GmbH (Olching, Germany).  For ratiometric pH imaging an Optosplit 2 (Cairn Research, Faversham, 
UK) was employed. Excitation was provided by a 470 nm LED (M470L2-C4, Thorlabs) and a ratiometric fluorescence 
filterset (F71-045: BrightLine HC 482/35, HCBS506, BrightLine HC 580/23, H606LP, Brightline XF 643/20) was purchased 
from AHF Analysentechnik AG (Tübingen, Germany). Rectangular Borosilicate glass capillaries (ID 0.5 × 0.05 × 50 mm, 
CMScientific, Silsden, UK) were used as transparent reaction containers for all measurements. To avoid drifting of the 
solution, capillaries were sealed with plasticine on both ends.   
b) Photolysis  
Localized photolysis was achieved by a TE-cooled 375 nm laser diode (20 mW, L375P020MLD and TCLDM9, Thorlabs, 
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Germany), which is coupled into a single mode fiber (P3-305A-FC, Thorlabs, Mode Field Diameter  𝑀𝐹𝐷𝑓𝑖𝑏𝑒𝑟 ≈ 2.2 µ𝑚). 
The laser is focused to the center of the capillary by a lens from below (A240TM-A, Thorlabs, focal length 𝑓𝑙𝑒𝑛𝑠 = 8 𝑚𝑚) 
with an effective numerical aperture (NA) of only 0.1 and a divergence angle of 6°: 
𝛩375𝑛𝑚 =
𝑑𝑐𝑜𝑙𝑙 2⁄
𝑓𝑙𝑒𝑛𝑠
= 0.1 = 6°  (eq. S1) 
The collimated beam diameter dcoll is estimated from the specifications of the fiber and the collimator (CFC-8X-A, 
Thorlabs, focal length 𝑓𝑐𝑜𝑙𝑙 = 7.5 𝑚𝑚): 
dcoll =
4 λ fcoll
π MFDfiber
= 1.63 mm (eq. S2) 
With fluorescence we observe a laser profile with 6 µm full width at half maximum intensity. This is larger than the theo-
retical diameter of 2.25 µm. The reason could be the averaging in z-direction by the imaging objective. Over the height of 
the capillary, the beam diameter broadens by 5 µm. Furthermore, imperfections of the optical components in the light 
path or slight misalignments can play a role. The small, but existing divergence in z-direction might lead to an electric 
field component in z-direction, but mainly within a radius < 10 µm. Yet, effects in z-direction should cancel out, due to 
the symmetry of illumination. We ensure this, by aligning the imaging and photolysis beams such, that the two focal 
planes fall together at the center of the capillary. 
The laser ran in continuous mode and was switched on and off by a mechanical shutter system (SH05, Thorlabs, Germa-
ny). An optical chopper system (MC2000-EC, Thorlabs) was synchronized to the camera to avoid detection of direct exci-
tation by the 375 nm laser. Fluorescence images were taken, when the laser was blocked. The laser power was adjusted to 
500 µW by a continuous neutral density filter wheel (NDM4/M, Thorlabs) and monitored by redirecting a fixed fraction 
of the beam to a powermeter (S120VC, Thorlabs). 
 
2.  Derivation: PME reports on the fraction of bound molecules 
The following derivation is performed in  close analogy to the derivation for optical microscale thermophoresis performed 
by Lippok et al.1 
a) Electrophoresis  
The movement of molecules in an electric field ?⃗? = −∇Φ is described by the electrophoretic drift velocity 
𝑣 𝑖,𝑒𝑙 =  µ𝑖?⃗? =  − µ𝑖∇Φ, which is characterized by the electrophoretic mobility µ𝑖. In this derivation, the index i distin-
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guishes the unbound and bound state of a labeled biomolecule. The drift is counterbalanced by ordinary mass diffusion. 
The corresponding flux equation with diffusion coefficients 𝐷𝑖 and molecule concentrations 𝑐𝑖  reads as 
𝑗𝑖 = −𝑐𝑖µ𝑖∇Φ − 𝐷𝑖∇c𝑖 (eq. S3) 
In steady state the two flux contributions cancel out and 𝑗𝑖 = 0. Integration from infinity to radius r yields 
𝑐𝑖(𝑟) = 𝑐𝑖(∞)exp (−
µi
𝐷𝑖
(Φ(𝑟) − Φ(∞))) (eq. S4) 
𝑐𝑖(∞), and Φ(∞) correspond to the concentration and the potential in the unperturbed state. Due to electroneutrality, we 
choose Φ(∞) = 0. 𝑐𝑖(∞) describes the unperturbed homogeneous concentration, far away from the induced fields. There-
fore, we can as well choose 𝑐𝑖(∞) = 𝑐𝑖
0, with 𝑐𝑖
0 being the homogeneous concentration before laser irradiation. 
b) Linearity of detection 
In the presented measurements, the concentration changes are kept small (<5%). This is ensured by small induced elec-
tric potentials in the µV regime. As a consequence, linearization of equation S4 only introduces small systematic errors: 
      𝑐𝑖,𝑛𝑜𝑟𝑚 =
𝑐𝑖(𝑟)
𝑐𝑖
0 = 1 −
µi
𝐷𝑖
Φ(𝑟) = 1 − 𝑀𝑖Φ(𝑟) (eq. S5) 
with 𝑀𝑖 = µ𝑖/𝐷𝑖.  
The distribution of the electric potential Φ̃(𝑥, 𝑦, 𝑧) and the pH change 𝛿𝑝?̃?(𝑥, 𝑦, 𝑧) inside a capillary upon local photolysis 
has a complex shape. Additionally, the efficiency of photon detection ?̃?(𝑥, 𝑦, 𝑧) at a certain position (𝑥, 𝑦, 𝑧) by the objec-
tive is nontrivial. However, due to the above linearization, exact knowledge on the three functions is not required: 
The quantum efficiency 𝑓𝑖  of the fluorescent dye attached to the molecule in binding state 𝑖 might depend on the pH and 
can be described by a linear function 𝑓𝑖(𝛿𝑝?̃?) = 𝑓𝑖
0 + (𝜕𝑓𝑖/𝜕𝑝𝐻)𝛿𝑝?̃?, where 𝑓𝑖
0 is the quantum efficiency in the unper-
turbed state. When no fields are applied, Φ̃(𝑥, 𝑦, 𝑧) =  𝛿𝑝?̃?(𝑥, 𝑦, 𝑧) =  0 and the fluorescence intensity flux 𝐹𝐼 without 
photochemically applied fields can be linearly integrated: 
        𝐹𝐼 = ∑ ∫𝑓𝑖(𝛿𝑝?̃?) ∙ 𝑐𝑖(Φ̃) ∙ 𝜑 ∙ 𝑑𝑥𝑑𝑦𝑑𝑧 𝑖 = ∑ 𝑓𝑖
0𝑐𝑖
0 ∫𝜑 𝑑𝑥𝑑𝑦𝑑𝑧𝑖  (eq. S6) 
The steady state fluorescence in the perturbed state 𝐹𝐼𝐼, where local photolysis induces an electric field and a pH gradient, 
can be described by 
        𝐹𝐼𝐼 = ∑ ∫[𝑓𝑖
0 + (𝜕𝑓𝑖/𝜕𝑝𝐻)𝛿𝑝?̃?] ∙ 𝑐𝑖
0[1 − 𝑀𝑖Φ(𝑟)] ∙ 𝜑 ∙ 𝑑𝑥𝑑𝑦𝑑𝑧 𝑖  (eq. S7) 
Expansion to first order in Φ̃(𝑥, 𝑦, 𝑧) and 𝛿𝑝?̃?(𝑥, 𝑦, 𝑧) gives 
𝐹𝐼𝐼 = 𝐹𝐼 − Φ∑ 𝑐𝑖
0
𝑖 𝑓𝑖
0𝑀𝑖 + 𝛿𝑝𝐻 ∑ 𝑐𝑖
0 𝜕𝑓𝑖
𝜕𝑝𝐻𝑖
+ 𝒪(𝛿𝑝𝐻 ∙ Φ) (eq. S8) 
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with the average potential Φ = ∫ Φ̃(𝑥, 𝑦, 𝑧) ∙ 𝜑(𝑥, 𝑦, 𝑧)𝑑𝑥𝑑𝑦𝑑𝑧 and the average pH change δpH =
∫δpH̃(𝑥, 𝑦, 𝑧) ∙  𝜑(𝑥, 𝑦, 𝑧) 𝑑𝑥𝑑𝑦𝑑𝑧.  
In our analysis, the fluorescence signal in steady state upon local photolysis 𝐹𝐼𝐼 is normalized by the initial, homogeneous 
fluorescence 𝐹𝐼. The normalized fluorescence signal 𝐹𝑛𝑜𝑟𝑚 becomes a linear function of the apparent mobility to diffusion 
ratio  𝑀𝑖
𝑎𝑝𝑝
= 𝑀𝑖 −
𝜕𝑓𝑖
𝑓𝑖𝜕𝑝𝐻
𝛿𝑝𝐻
Φ
  even for spatially varying pH and electric field distributions: 
𝐹𝑛𝑜𝑟𝑚 =
𝐹𝐼𝐼
𝐹𝐼
= 1 −
Φ∑ 𝑐𝑖
0
𝑖 𝑓𝑖
0𝑀𝑖−𝛿𝑝𝐻 ∑ 𝑐𝑖
0 𝜕𝑓𝑖
𝜕𝑝𝐻𝑖
∑ 𝑐𝑖
0𝑓𝑖
0
𝑖
= 1 −
Φ∑ 𝑐𝑖
0
𝑖 𝑓𝑖
0𝑀𝑖
𝑎𝑝𝑝
∑ 𝑐𝑖
0𝑓𝑖
0
𝑖
 (eq. S9) 
c) Fluorescence change reports fraction of bound molecules 
The chemical binding between a fluorescently labeled molecule A and its target T is described as 
𝐴𝑓𝑟𝑒𝑒 + 𝑇𝑓𝑟𝑒𝑒 ⇋ 𝐴𝑇 
In our assay, the normalized fluorescence 𝐹𝑛𝑜𝑟𝑚 of the labeled molecule A in steady state under microscale electrophoresis 
reports on the binding. 𝐹𝑛𝑜𝑟𝑚 is significantly altered, when A binds to its target. The fraction x of bound concentration 
against all labeled concentrations 𝑥 = 𝑐𝐴𝑇/(𝑐𝐴 + 𝑐𝐴𝑇) is a linear function of 𝐹𝑛𝑜𝑟𝑚. We derive this by using equation S9, 
with the two states of molecule A described by index 𝑖 = {𝐴𝑓𝑟𝑒𝑒, 𝐴𝑇}: 
𝐹𝑛𝑜𝑟𝑚 = 1 −
Φ(𝑐𝐴𝑓𝐴𝑀𝐴
𝑎𝑝𝑝
+𝑐𝐴𝑇𝑓𝐴𝑇𝑀𝐴𝑇
𝑎𝑝𝑝
)
𝑐𝐴𝑓𝐴+𝑐𝐴𝑇𝑓𝐴𝑇
  (eq. S10) 
We assume the likely case, that the fluorescence quantum efficiencies in the unbound and bound state are equal 𝑓𝐴 = 𝑓𝐴𝑇. 
If this is not the case, the binding would be directly reported by absolute fluorescence. This makes 𝐹𝑛𝑜𝑟𝑚 a linear function 
of the fraction of bound binders x: 
𝐹𝑛𝑜𝑟𝑚 = 1 − Φ ∙ ((1 − 𝑥)𝑀𝐴
𝑎𝑝𝑝
+ 𝑥𝑀𝐴𝑇
𝑎𝑝𝑝
) = 1 − Φ(𝑀𝐴
𝑎𝑝𝑝
+ x ∙ Δ𝑀𝑎𝑝𝑝)  (eq. S11) 
Here ∆𝑀𝑎𝑝𝑝 = 𝑀𝐴𝑇
𝑎𝑝𝑝
− 𝑀𝐴
𝑎𝑝𝑝
 is the difference in the apparent electrophoretic mobility-to-diffusion ratios between the 
bound and unbound state. Further, the minimum and maximum levels of relative fluorescence are described by 
𝐹𝑖 =  ∆Φ𝑀𝑖
𝑎𝑝𝑝
. 
The fraction x is modeled by the mass action law with the dissociation constant 𝐾𝐷 and can be fitted to experimental data. 
It reads as 
𝐾𝐷 =
𝑐𝐴𝑐𝑇
𝑐𝐴𝑇
=
(𝑐𝐴
𝑡𝑜𝑡−𝑐𝐴𝑇)(𝑐𝑇
𝑡𝑜𝑡−𝑐𝐴𝑇)
𝑐𝐴𝑇
 (eq. S12) 
Here 𝑐𝐴
𝑡𝑜𝑡 = 𝑐𝐴 + 𝑐𝐴𝑇 and 𝑐𝑇
𝑡𝑜𝑡 = 𝑐𝑇 + 𝑐𝐴𝑇 are the total concentrations of the labeled molecule and its target, respectively. 
Both are experimental parameters, which are known by a priori. Solving for the fraction of bound molecules yields 
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      𝑥 =
𝑐𝐴𝑇
𝑐𝐴
𝑡𝑜𝑡 =
𝑐𝐴
𝑡𝑜𝑡−𝑐𝑇
𝑡𝑜𝑡+𝐾𝐷−√(𝑐𝐴
𝑡𝑜𝑡+𝑐𝑇
𝑡𝑜𝑡+𝐾𝐷)
2
−4𝑐𝐴
𝑡𝑜𝑡𝑐𝑇
𝑡𝑜𝑡
2𝑐𝑇
𝑡𝑜𝑡   (eq. S13) 
The combination of equations S11 and S13 allows fitting of the experimental data 𝐹𝑛𝑜𝑟𝑚 with three fit parameters: The lim-
iting relative fluorescence values for the unbound state 𝐹𝐴 (at low target concentrations) and the bound state 𝐹𝐴𝑇 (at high 
target concentrations) and the dissociation constant 𝐾𝐷: 
𝐹𝑛𝑜𝑟𝑚  = 1 − Φ(𝑀𝐴
𝑎𝑝𝑝
+
𝑐𝐴
𝑡𝑜𝑡 − 𝑐𝑇
𝑡𝑜𝑡 + 𝐾𝐷 − √(𝑐𝐴
𝑡𝑜𝑡 + 𝑐𝑇
𝑡𝑜𝑡 + 𝐾𝐷)
2 − 4𝑐𝐴
𝑡𝑜𝑡𝑐𝑇
𝑡𝑜𝑡
2𝑐𝑇
𝑡𝑜𝑡 ∙ Δ𝑀
𝑎𝑝𝑝) 
                                          = 1 − (𝐹𝐴 + (𝐹𝐴𝑇 − 𝐹𝐴) ∙
𝑐𝐴
𝑡𝑜𝑡−𝑐𝑇
𝑡𝑜𝑡+𝐾𝐷−√(𝑐𝐴
𝑡𝑜𝑡+𝑐𝑇
𝑡𝑜𝑡+𝐾𝐷)
2
−4𝑐𝐴
𝑡𝑜𝑡𝑐𝑇
𝑡𝑜𝑡
2𝑐𝑇
𝑡𝑜𝑡 )   (eq. S14)  
 
d) Error estimation: 
The applied fitting procedure is only valid under equilibrium conditions. However, the concentrations of all binding part-
ners change under PME. This can disturb the binding equilibrium, which introduces an error to the 𝐾𝐷quantification. 
Here we provide an error estimation: 
For the thrombin binding experiment, the free aptamer is accumulated by approximately 1%, while the bound aptamer is 
depleted by about 1.5% after the fluorescence drop, as visible in Figure 1a.  Thrombin is slightly positive under the experi-
mental conditions and we can assume that free thrombin is depleted from the laser spot. Even when assuming a very 
large depletion of as much as 5%, the observed binding dissociation constant  𝐾𝐷
𝑜𝑏𝑠 deviates from the real 𝐾𝐷 by only 3%: 
𝐾𝐷
obs =
1.01𝑐𝐴 0.95𝑐𝑇
0.985 𝑐𝐴𝑇
= 0.97𝐾𝐷 (eq. S15) 
For the DNA hybridization experiment the depletions are 2.3% for the free ssDNA and 1.6% for the hybridized ssDNA. 
Assuming, that the hairpin depletes similar to the hybridized ssDNA, we also find a deviation of less than 3%. 
𝐾𝐷
obs =
0.977𝑐𝐴 0.984𝑐𝑇
0.984 𝑐𝐴𝑇
= 0.977𝐾𝐷 (eq. S16) 
 
3. MST control experiment: NBA does not influence binding 
To ensure, that the addition of the photoactive compound does not influence the binding behavior, we performed MST 
control measurements with/without added NBA. The good agreement of the two curves shows that NBA does not influ-
ence the binding. 
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Figure S2. MST Control Experiment at 1 nM aptamer concentration without and with 4 mM NBA. The determined 𝐾𝐷𝑠 of 
0.60 ± 0.15 nM and 0.8 ± 0.2 nM are in good agreement with each other and with the results from PME. 
 
4.  pH dependence of Cy5 and ATTO633 fluorescence 
 
Figure S3. pH dependence of fluorescence. The fluorescence in dependence on the pH of the ATTO633-labeled 17nt-ssDNA for 
the thrombin-aptamer binding and of the Cy5 labeled 24nt-ssDNA for the DNA hybridization experiments. For the calibration 
curves, we used a 0.1 M citrate buffer for the buffer range between pH 2 and 8 and a 0.1 M carbonate buffer for the buffer range 
between pH 8 and 11.2 The fluorescence is normalized to its value at pH 6.6 (Cy5) or to its mean value (ATTO633). As expected, 
ATTO633 fluorescence is pH independent. Line fits yield: 𝜕𝐹𝐶𝑦5 𝜕𝑝𝐻⁄ = 9 ± 1%/𝑝𝐻  and 𝜕𝐹𝐴𝑇𝑇𝑂633 𝜕𝑝𝐻⁄ = 0 ± 2%/𝑝𝐻. 
 
5.  Comparison of PME using NBA and hexacyanoferrate(II) 
A wide variety of photoactive compounds can give rise to photochemical microscale electrophoresis. Here we compare 
the effect induced by NBA and hexacyanoferrate(II) (Fe(CN)64-), both are used at a concentration of 2 mM in a 1 mM 
phosphate buffer solution at pH 7.4. The laser power is 500 µW. As described in the main text, NBA dissociates into a 
proton and a 2-nitrosobenzoic ion (2-NS-) upon irradiation. Upon irradiation with 375 nm light, hexacyanoferrate(II) 
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releases a cyanide ion (CN-), which diffuses significantly faster than the other photoproduct Fe(CN)53-.3,4 Figure S4 shows 
the time traces of fluorescence for a 25nt DNA at the laser position. While the DNA depletes upon local photolysis of 
NBA, it accumulates upon photolysis of hexacyanoferrate(II). At the same time, also the induced pH changes are oppo-
site: the pH decreases with NBA, while the pH increases with hexacyanoferrate(II).  
 
Figure S4. (a) Normalized fluorescence time traces of a 25nt ssDNA. PME is induced by NBA and hexacyanoferrate(II) both at 
2 mM concentration. With NBA the negatively charged DNA is depleted from the laser spot. For hexacyanoferrate(II) the DNA 
accumulates, indicating a reversed electric field. (b) Photolysis of NBA causes a pH decrease of 1.5 units. For hexacyanoferrate(II) 
a pH increase of 2.5 units is observed. The pH is imaged by SNARF-1 fluorescence. 
 
6.  Ratiometric pH measurements: Calibration 
We took fluorescence images at 𝜆1 = 580 nm and at 𝜆2 = 640 nm simultaneously using an optosplit beam splitting device. 
After background subtraction, the fluorescence intensity ratio 𝑅 = 𝐹𝜆1 𝐹𝜆2⁄  was calculated and converted into pH by a 
modified Henderson-Hasselbalch equation5: 
𝑝𝐻 = 𝑝𝐾𝐴 + log (
𝐹𝐵
𝜆1
𝐹𝐴
𝜆2
) + 𝑏 log(
𝑅−𝑅𝐴
𝑅𝐵−𝑅
 ) = 𝑎 + 𝑏 log(
𝑅−𝑅𝐴
𝑅𝐵−𝑅
 ) (eq. S17) 
Here 𝑅𝐴 and 𝑅𝐵 are the limiting fluorescence ratios under very acidic and basic conditions, respectively. The parameters 𝑎 
and 𝑏 account for the pKA of the ratiometric dye and the weighting of the spectra. 
𝑅𝐴, 𝑅𝐵, 𝑎 and 𝑏 were experimentally determined by fitting equation S17 to a ratio-to-pH calibration curve. To this end, we 
measured 𝑅 for 12 samples with pH values between 2 and 10 at constant SNARF concentration. For the range between pH 
2 and 8 we used a 0.1 M citrate buffer and for the range between pH 8 and pH 11 a 0.1 M carbonate buffer.2 The sigmoidal 
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calibration curves for SNARF-4F and SNARF 1 are presented in Figure S5a,c and give information about 𝑅𝐴 and 𝑅𝐵. A line 
representation with 𝑅′ = log (
𝑅−𝑅𝐴
𝑅𝐵−𝑅
) yields the parameters 𝑎 and 𝑏 (Figure S5b, d). 
 
Figure S5.  (a) Ratio to pH calibration curve for SNARF-1. A sigmoidal fit yields the limiting ratios RA and RB for acidic and basic 
pH values, respectively. (b) The line representation with 𝑅′ = log (
𝑅−𝑅𝐴
𝑅𝐵−𝑅
) yields the slope 𝑏 and intercept 𝑎. (c) Ratio to pH cali-
bration curve for SNARF-4F. (d) Line representation for SNARF-4F. 
 
7.  Long time behavior: Steady state and back-diffusion 
To keep the experimental time low and because we are interested in the steady state, we did not record the behavior at 
long times for binding quantification. However, at laser powers below 1 mW we typically observe, that the steady state is 
maintained until the laser is switched off.  When the laser is switched off, equilibration by back-diffusion sets in. 
To give an example for a longer time evolution, we show a time trace with 6 minutes of laser irradiation and back-
diffusion after the laser is switched off. PME of the thrombin aptamer was induced by 1 mM hexacyanoferrate(II) in TA 
buffer (40 mM Tris, 20 mM Acetic Acid, pH 8.3) at a laser power of 125 µW. 
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Figure S6.  PME of the thrombin aptamer induced by 1 mM hexacyanoferrate(II) in TA buffer. The 375 nm laser is switched on at 
t = 60 s. When the laser is switched off at t = 420 s, equilibration by back-diffusion sets in. 
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