A process-based, spatially distributed hydrological model was developed to quantitatively simulate the energy and mass transfer processes and their interactions within arctic regions (arctic hydrological and thermal model, ARHYTHM). The model ®rst determines the¯ow direction in each element, the channel drainage network and the drainage area based upon the digital elevation data. Then it simulates various physical processes: including snow ablation, subsurface¯ow, overland¯ow and channel¯ow routing, soil thawing and evapotranspiration. The kinematic wave method is used for conducting overland¯ow and channel¯ow routing. The subsurface¯ow is simulated using the Darcian approach. The energy balance scheme was the primary approach used in energyrelated process simulations (snowmelt and evapotranspiration), although there are options to model snowmelt by the degree-day method and evapotranspiration by the Priestley±Taylor equation. This hydrological model simulates the dynamic interactions of each of these processes and can predict spatially distributed snowmelt, soil moisture and evapotranspiration over a watershed at each time step as well as discharge in any speci®ed channel(s). The model was applied to Imnavait watershed (about 2 . 2 km 2 ) and the Upper Kuparuk River basin (about 146 km 2 ) in northern Alaska. Simulated results of spatially distributed soil moisture content, discharge at gauging stations, snowpack ablations curves and other results yield reasonable agreement, both spatially and temporally, with available data sets such as SAR imagery-generated soil moisture data and ®eld measurements of snowpack ablation, and discharge data at selected points. The initial timing of simulated discharge does not compare well with the measured data during snowmelt periods mainly because the eect of snow damming on runo was not considered in the model. Results from the application of this model demonstrate that spatially distributed models have the potential for improving our understanding of hydrology for certain settings. Finally, a critical component that led to the performance of this modelling is the coupling of the mass and energy processes.
INTRODUCTION
The arctic ecosystem (de®ned here as an area of continuous permafrost) diers from those in more temperate regions, primarily because of the cold temperatures, dominance of snow cover and large annual variation in solar radiation. Past interests in hydrological processes in arctic regions were driven primarily by resource Copyright # 2000 John Wiley & Sons, Ltd. hydrological processes required for a basic understanding of arctic hydrology, including data collection, analyses and modelling to simulate various processes and their interrelationships. Many studies of mass and energy transfers in the Canadian Arctic have contributed a great deal to our present understanding of arctic hydrology (Marsh and Woo, 1979; Woo and Sauriol, 1980; Woo, 1982 Woo, , 1983 Woo, , 1986 Woo and Heron, 1987; Rouse et al., 1997) . Many other researchers have contributed to our understanding of arctic meteorological processes (Weller and Holmgren, 1974; Benson, 1982; Clagett, 1988) . This model was developed from the rigorous ®eld research and analyses of these and other investigators.
Currently, most simulations of arctic hydrology rely on lumped parameter models, which produce averaged results that re¯ect the total/average response of a watershed. Most of these model applications were carried out in small watersheds where the assumption of uniformity is more realistic. Spatially distributed models that use distributed input such as precipitation can be utilized to study spatial variability of hydrological processes. This type of model has not, until now, been available for the Arctic. Here we will describe the development of such a model and outline how it can be applied to study detailed hydrological and energy processes within arctic basins (basins with continuous permafrost). Our primary objective was to develop a tool for the spatial prediction of soil moisture. Results from the application of this model to two watersheds, Imnavait Creek and the Upper Kuparuk River basin, located at the North Slope of Alaska are presented and discussed.
MODEL DEVELOPMENT
This model is comprised of two parts, one that simulates the drainage of the basin and one that simulates hydrological processes. Initially the drainage simulation is run once and does not change for a basin, whereas the process simulations change as the initial conditions and state variables change and/or the parameters change.
Topographic delineation of a watershed
Hydrological response of a watershed is in¯uenced by many interacting factors, primary among which is topography. There are many articles that discuss the eect of topography on some aspects of hydrological processes (Beven and Wood, 1983; Palacios and Cuevas, 1986; Silfer et al., 1987; Gary and Sen, 1994; Wolock and Price, 1994) . The watershed topography serves as an important factor in determining the stream¯ow response of a basin to precipitation because it controls the movement of water within the basin. It also aects the spatial distribution within the watershed of¯uxes such as surface and subsurface water, sediment and dissolved chemicals. It is essential to correctly depict slope, aspect and drainage characteristics of a watershed for use in spatially distributed models.
Basic unit/element of watershed. Generally, terrain surfaces may be represented by a series of discrete points, which are characterized by x, y, and z coordinates. Triangular and rectangular elements are often used as the basic uniform areas for mass and energy balances when conducting hydrological modelling (Silfer et al., 1987; James and Kim, 1990; Jones et al., 1990; Paniconi and Wood, 1993; Gary and Sen, 1994) . Node-based models are also used (Wigmosta et al., 1994 ). In our model, similar to the work by Silfer et al. (1987) , a triangular element scheme ( Figure 1a ) is used to represent the watershed. Utilization of triangle elements has certain advantages over other types of elements (Jones et al., 1990) . Triangle elements conform more nearly to the three-dimensional geometry of an irregular watershed. It is more ecient to calculate the water¯ow directions using triangular elements, as opposed to rectangular elements, because it is possible to ®t a plane through the three points of the triangle whereas a rectangle must be ®t with a non-planar surface. Having created a basic unit area, we can calculate¯ow area, slope, drainage networks, ridges, drainage area and other related information needed when conducting physical simulations. It should be noted that the elements can be based upon a regularly or irregularly spaced grid.
Flow directions and channel networks. Flow direction needs to be determined for subsurface¯ow, overland ow and channel¯ow. Flow direction is calculated before conducting any¯ow routing. The¯ow direction is assumed to be the same for subsurface and overland¯ow for each element. This is based on the eect permafrost has on subsurface¯ow in the active layer. The determination of¯ow direction within each element is based on its gradient. For each element (Figure 1b) , the three nodes are identi®ed as a, b, and c, which refer to the point at the highest, middle, and lowest elevation, respectively. Two letters are used to indicate whether¯ow is leaving (o) or entering (i) the element through its boundaries. So for any case, two combinations of i and o can represent the¯ow patterns. For example, ioi means water¯ows into the element through boundaries ab and ac¯ows out through boundary bc. Figure 1c shows two possible¯ow cases, which are ioi and ioo. Note that the¯ow is always into the element through the boundary ab because a and b are the highest two points among the three nodes and always out of the element through the boundary bc because b and c are the lowest two points among the three nodes. By calculating the normal of the crossproduct of the vectors from the lowest vertex, ñ bc Â ac, the gradient of the plane can be determined. Then the¯ow direction (f~) is known for each element (Figure 1d ), assuming that¯ow within each element is parallel to its plane gradient. In the case of ioo (Figure 1e ), the partitioning of the areas that contribute¯ow through bc and ac are the triangular areas of bcd and adc respectively, where d is the interception of ab and cd, which is parallel to¯ow direction f~. Once the¯ow direction of each element is determined, it is assumed not to change with time.
Channel segments can then be determined based on the¯ow direction in every element. If two elements share a common out¯ow boundary (Figure 1f ), then that common boundary is considered a channel reach. It is possible that the downstream reach of the created channel segment may not be a channel based on the condition described above; however, once a channel reach is initiated, that channel is continued until it meets another channel or reaches the boundary of the watershed. This can be accomplished by accepting the fact that the¯ow will follow the steepest path among the possible boundaries. Similar concepts can be applied to Hydrol. Process. 14, 1017±1044 (2000) ®nd ridges. If two adjacent elements share a common in¯ow boundary (¯ow pattern i), then that boundary becomes a single ridge segment (Figure 1g ). Ridges de®ning the watershed boundary will be continuous, but not ridges internal to the watershed.
Flat area considerations. Flow direction determination in¯at areas needs special consideration (Lee and Schacter, 1980; Petrie and Kennie, 1987; Jones et al., 1990) . The method used to determine¯ow direction for a non-¯at element does not work mathematically for a¯at element. Physically, however, owing to water accumulation, water is moving across¯at areas. So, the direction must be established before conducting¯ow routing. In our model, water will generally¯ow from higher elevations to lower elevations by¯ooding¯at areas. So, for each¯at element, the elevations at the nodes are temporarily replaced by a new set of data that is generated by averaging the elevation values of its surrounding nodes. Once the directions are determined, the elevation values for those¯at elements are set back to the original ones. During¯ow calculations, water may accumulate in a¯at channel or element until a hydraulic gradient is created.
Simulations of physical processes
Although many processes are similar, arctic hydrologic systems have several unique characteristics, such as the existence of permafrost and a dynamic active layer, that create a spatial domain with a constantly changing lower boundary. In the model described here, all of the important components shown in Figure 2 have been considered. Some processes, however, have not been fully incorporated in these simulations as physically based or spatially distributed. Coupling an energy balance thermal model with the simulated soil moisture distribution to accurately consider changing thermal properties associated with conductive heat transfer, for example, should be incorporated to solve the soil thawing/freezing. In the simulations of the model described here, however, a simple function of air temperature (degree-hour method) is used to estimate the soil depth of thaw. In our eort to accurately and completely model arctic hydrological processes, we develop a model of surface and subsurface heat transfer processes across the same spatial and temporal domain . Following is a discussion of each hydrological process that results in a mass¯ux and the relevant energy¯uxes.
Snowmelt. Snowmelt is a major component of the hydrological cycle in the Arctic. So, correctly simulating snowmelt and predicting subsequent runo from the watershed are important components of arctic hydrological modelling. The annual snow cycle is characterized by a relatively long accumulation period of eight to nine months, followed by a short melt season (van Everdingen, 1987; Kane et al., 1997) . We initiate hydrological simulation at the end of winter, prior to snowmelt, so it is not necessary to model accumulation or redistribution of snow, it is only necessary to consider the end of winter snowpack distribution. In the foothills of the Brooks Range, the snow melts in a relatively short period (about 10 to 14 days) and usually generates the highest stream¯ows of the year. Current snowmelt models generally use the energy balance method or a simple temperature index method, depending on what kind of data are available and what results are needed (Laramie and Schaake, 1972; Price and Dunne, 1976; BergstroÈ m, 1986; Hinzman et al., 1991; Hinzman and Kane, 1991; Kane et al., , 1997 Wigmosta et al., 1994) . In our model, the surface Hydrol. Process. 14, 1017±1044 (2000) ARCTIC HYDROLOGICAL AND THERMAL PROCESS MODEL energy balance method has been used. A simpler degree-day method also has been included as an option because in many areas too little data are available to do an adequate surface energy balance.
Energy balance method. The energy balance of the snowpack is a physically based approach that considers the important heat transfer processes occurring on the surface of the snowpack, including heat storage within the snowpack. It can be expressed as:
where Q m (W/m 2 ) is the energy utilized for melting the snowpack when it is positive; Q net (W/m 2 ) is net radiation energy, either measured by a net radiometer or calculated as the sum of individual incoming and outgoing long and short wave¯uxes; Q h (W/m 2 ) is sensible heat¯ux resulting from turbulent convection between the watershed snow surface and the air; Q e (W/m 2 ) is latent heat¯ux associated with evaporation/ sublimation and condensation; Q a (W/m 2 ) is the energy advected by moving water (i.e. rainfall); Q c (W/m 2 ) is the energy¯ux via conduction from the snow to the soil and is neglected because the vertical temperature gradient during melting is relatively small; Q cc (W/m 2 ) is the cold content of the snowpack, which is de®ned as the amount of heat needed to bring the snowpack to a ripe condition prior to melt or the amount of energy that may be released in cooling or refreezing of liquid water in the snow during extended cold periods (Bengtsson, 1984 ). This energy de®cit or cold content that accumulates when the melt is interrupted by cold weather must be satis®ed prior to resumption of snowmelt. If Q m in Equation (1) is negative, it means that the combined energy of Q net Q h Q e Q a Q c is not enough to overcome the cold content (Q cc ). This indicates that if there is liquid water within the snowpack, it will freeze or if no liquid water is present, the snowpack will cool further. This is typical on nights when the air temperature drops below freezing or when snowmelt is interrupted for days by a cold period.
Sensible and latent heat¯uxes to and from the surface of the snowpack are calculated using an aerodynamic approach. This approach takes into account turbulent transfer mechanisms and vertical gradients of temperature and vapour pressure in order to obtain sensible (Q h ) and latent heat (Q e )¯uxes (Moore, 1983) :
where r a is the density of air, kg/m 3 ; C pa is the speci®c heat of air, J/kg/8C; K h is the eddy diusivity for heat, m 2 /s; K e is the eddy diusivity for water vapour, m 2 /s; dT/dz is the vertical temperature gradient, 8C/m; dq/dz is the speci®c humidity gradient, per m; L v is the latent heat of vaporization, J/kg; p is the atmospheric pressure, mbar; e a is the air vapour pressure at height z, mbar; e s is the surface vapour pressure, mbar; T a is the air temperature (8C) at height z; T s is the surface temperature, 8C; and the bulk exchange coecient D (m/ s) can be obtained as a function of wind speed and roughness lengths for neutral (D (n) ) atmospheric stability. We assumed the bulk exchange coecient for heat, vapour and momentum were equal:
where k is von Karman's constant, 0 . 41; u z is wind speed at height z, m/s; z o is roughness length, m; and h is snow depth, m. For non-neutral conditions, a correlation must be applied to account for the stability of the air just above the ground surface (Price and Dunne, 1976) . To compensate for air stability, daily heat exchange coecients were adjusted based on the air temperature pro®le between the surface and the reference height z (m), using D (s) for stable, and D (u) for unstable conditions (Braun, 1985) . This was accomplished by comparing the air temperature T a with T s . If T a was less than T s , then the stable heat transfer coecient was used:
where R i is the Richardson number, de®ned as:
where g is the gravitational constant, 9 . 81 m/s 2 . When the air density at the surface is less than the air density above the surface, an unstable situation occurs and the heat transfer coecient is calculated thus:
When using the energy balance method for snowmelt, the average surface roughness length (z o ) in Equation (4) needs to be evaluated. A constant value for the melt period (Price and Dunne, 1976; Kane et al., , 1997 of 0 . 0013 m is assumed; the assumption of a constant value was based on the small stature of the vegetation. Hinzman et al. (1993b) determined this constant in Imnavait watershed from numerous windspeed pro®les between 1 . 5 and 10 m by:
where z 1 and z 2 are the two heights at which wind-speed measurements are made, m, and u 1 and u 2 are the wind speeds at the two heights z 1 and z 2 m/s. As the snow melts, the surface roughness increases as the vegetation protrudes through the snowpack. Price and Dunne (1976) concluded, from ®eld work in Scheerville, Quebec, Canada, that protruding small vegetation will increase the z o from 0 . 005 to 0 . 015 m as the melt progresses. Braun (1985) used optimal values between 0 . 00015 m and 0 . 007 m; he found that these values changed from one melt period to another. Anderson (1976) used a constant value of z o equal to 0 . 0005 m.
Advective heat transfer (Q a ) is the energy transferred in¯owing water or rainfall. The temperatures and volumes of rainfall in the study area are typically low, so energy added to the snow through this mechanism is not very important during most of the year and particularly during snowmelt.
Similar approaches to those of Price and Dunne (1976) and Kane et al. (1997) were used to determine each component in Equation (1). Once the energy available for snowmelt is determined, the water equivalent of snowmelt can be determined as:
where r w is density of water, kg/m 3 ; L f is latent heat of fusion, J/kg; Q m is the summation of energy available for melt per unit area for time increment of calculation; J/m 2 ; and M is the water equivalent of snowmelt, millimetres of water/(hour or day).
This calculation can be started at any time. No melting of the snowpack is allowed until the net energy overcomes the cold content of the snowpack. The energy input into the snowpack will be used to warm the snow until the cold content becomes zero when the snowpack is isothermal at 08C. After that, additional energy will be used to melt snow. If the energy obtained by adding Q net , Q h , Q e and Q c is negative during calculation for each time step, then the cold content increases by that amount. The initial cold content of the snowpack, when starting the calculation, can be evaluated by:
where h, r s and C p are depth, m, density (kg/m 3 ) and heat capacity of snow, J/kg 8C respectively; T is the average snow temperature, 8C; T o is the temperature of snow when it reaches isothermal condition of melting, usually 08C. Because meltwater can readily in®ltrate into the active layer and freeze, we also estimate the initial cold content of this layer and add it to the snowpack.
Adjustments are made to solar radiation to account for slope and aspect (Hinzman et al., 1993b) .
Degree-day method. Four many areas in the Arctic we do not have the required data to calculate amounts of snowmelt based upon an energy balance. So, a simple degree-day method (Hinzman and Kane, 1991; Kane et al., , 1997 , which requires less data, has been incorporated as a secondary option. The model can be written as:
when T a 4 T o and where C o is degree-day melt factor, mm/day 8C, and S is time steps per day (1 day or 24 h). In order to apply the degree-day method, the model should be started when the snow is isothermal. The approach adopted here does not consider cooling of the snowpack. Equation (11) is valid only when
The degree-day method presented here is the simplest method for determining snowmelt.
Evapotranspiration. A recent study showed that annual ET is equivalent to 30% to 60% of annual precipitation in Imnavait watershed, Alaska (Kane et al., 1990) . In the summer with nearly 24 h of sunshine daily, the Arctic receives large amounts of radiation, relative to other seasons, of which 40% to 65% is consumed by the ET process (Kane et al., 1990) . Mendez et al. (1998) reported that 45% of the net radiation was consumed for evapotranspiration in wetlands near Prudhoe Bay, Alaska. In the model herein, ET is estimated primarily by the energy balance method. The Priestley±Taylor method (Priestley and Taylor, 1972) is an optional approach to evaluating ET when data is lacking for the energy balance method. An accounting procedure maintains a water balance on each element at the end of every time step. Evapotranspiration cannot occur in the model if the moisture content extraction pressure (soil water tension) increases above the 15 bar wilting capacity (Hillel, 1980; Hinzman et al., 1991b) based upon the surface soil characteristic curve, which is necessary input data.
Energy balance method. The energy balance technique is a widely used method for determining evaporation and/or transpiration (Kane et al., 1990) . It can be expressed as:
where Q et is the energy utilized for evapotranspiration of water moisture from the surface, W/m 2 ; Q net and Q h can be obtained in the same way as in the process of snowmelt described previously ; Q c is conductive energy (W/m 2 ) between surface and subsurface and can be obtained from Fourier's Law:
where K s is the thermal conductivity of soil (W/m 8C) as a function of soil temperature, T s is soil temperature (8C) at depth x below the surface (m), and T s is soil surface temperature (8C).
The amount of water that is lost through evapotranspiration then can be evaluated as:
where M et is the water loss (mm/h or day); r w is density of water, kg/m 3 ; and Q et is summation of energy available for evapotranspiration per unit area for the time increment of the calculation, J/m 2 .
Priestley±Taylor method. The Priestley±Taylor equation (Priestley and Taylor, 1972 ) is:
where a is a parameter relating actual to equilibrium evaporation; s is the slope of the speci®c humidity and temperature curve at the surface, 1/8C; and g is a psychometric constant in terms of speci®c humidity, 1/8C. After conducting studies at a well-drained, upland lichen heath area in a subarctic region, Rouse and Stewart (1972) and Stewart and Rouse (1976) found that a has an average value of 0 . 95 and that s/(s g) could be simpli®ed to a linear function of the screen air temperature as:
Rouse et al. (1977) found that the parameter a varies with vegetation type and soil moisture content.
Flow routing. There are three dierent¯ow processes that must be included to describe the hydrology in the Arctic: subsurface¯ow, overland¯ow, and channel¯ow (Hinzman et al., 1993a ). These processes operate over similar spatial scales but markedly dierent temporal scales. Subsurface water¯ows through soil pores and therefore at low velocities in the laminar regime. Overland¯ow occurs when saturation of the active layer forces¯ow through tussocks or over very porous living plants or mosses. Both overland¯ow and channel ow occur in the turbulent¯ow regime. To maximize model eciency, dierent time increments are used in the¯ow routing within channels (Dt), over the soil surface (Dt) and through the subsurface (DT). The size of each time step is based upon the element size, slope and hydraulic properties. The critical consideration in determining time-step size is that a parcel of water must not completely cross one element or channel segment in less than one time step. For all three¯ow types, the maximum time-step increment is limited by the Courant condition. To satisfy this condition, the time step is 4Dxac (Bedient and Huber, 1992; Ciriani et al., 1977) , where c v + gy p , Dx is the smallest grid scale of an element or channel, m; v is¯ow velocity, m/s; and y is the uniform water depth, m.
Subsurface¯ow. In the Arctic, subsurface hydrological processes are limited to the shallow active layer because continuous ice-rich permafrost is essentially an impermeable boundary to water¯ow. We have de®ned three layers within the soil pro®le shown as Figure 3 . Any combination of soils with documented soil properties can be used. In our case the top layer is a mixture of organic soil and live vegetation and the bottom layer is mineral soil (silty glacial till) with a highly decomposed organic layer in between. The layered system of soil horizons regulates moisture movement into and through the active layer. Each layer has its own characteristics such as thickness, hydraulic conductivity and moisture-holding capacity. On the North Slope of Alaska where the model was initially developed, the near-surface organic soils are quite porous and can absorb moisture quickly in response to spring snowmelt and summer precipitation; likewise, they drain quickly. The deeper mineral layer is generally saturated throughout the summer, with the water table near the top of the mineral soil. It has a lower hydraulic conductivity. In our surface organic soils, in®ltration is a very rapid process as compared with lateral¯ow. In®ltrating water typically only has to travel about 20 to 30 cm Copyright # 2000 John Wiley & Sons, Ltd. Hydrol. Process. 14, 1017±1044 (2000) ARCTIC HYDROLOGICAL AND THERMAL PROCESS MODEL or less vertically through porous organic soils to reach the water table in the active layer. For each layer i at any element j, the¯ow rate is calculated by Darcy's Law:
where K i is hydraulic conductivity of layer i, m/s; s j is the slope of element j, which initially is the geographical slope, and later on is modi®ed by considering the water table around this element, and then it becomes the slope of the hydraulic gradient; A i is the cross-sectional area of¯ow for each layer, m 2 , which varies depending on how¯ow from an element is partitioned to neighbouring elements (Figure 1e ). The total amount of subsurface¯ow within a time step DT from an element j is:
After each time-step calculation, the volume of water held in storage in each element is compared with its level of saturation to determine if there is subsurface¯ow downslope. Gravity drainage is not permitted if the moisture content extraction pressure is greater than the one-third bar ®eld capacity (Hillel, 1980; Hinzman et al., 1991b) . The time step DT for subsurface¯ow should be such that water will not¯ow past the whole element within one time increment.
Overland¯ow routing. The surface soils in the study area are porous organic soils where in®ltration rates are high. In soils with lower in®ltration capacity, overland¯ow tends to occur when the rate of precipitation or snowmelt exceeds the in®ltration rate. However, these soils tend to become saturated from the bottom of the active layer up to the surface, and overland¯ow occurs when the water table rises above the surface (Hinzman et al., 1993a) . In our model, we use the¯ow mechanism that overland¯ow (which is treated as sheet¯ow) exists when the water content in each element exceeds the storage capacity. The water content in each element may change with each time step, and the total storage capacity of each element may also increase or decrease as the active layer thaws or freezes.
The kinematic wave solution has been shown to be an excellent tool for most cases of overland¯ow calculation (Eagleson, 1970; Ciriani et al., 1977; Anderson and Burt, 1990) . Under the kinematic wave assumption, the friction slope (S f ) and the bed slope (S o ) are equal, and Manning's equation can be used to express the relationship between¯ow rate and depth: Hydrol. Process. 14, 1017±1044 (2000) where q is the rate of lateral¯ow per unit length, m 3 /s/m; v is¯uid velocity, m/s; R A/P is the hydraulic radius; m; P is the wetted perimeter, m; N is the roughness coecient for overland¯ow, and C is a unit factor. For a sheet¯ow, as assumed in this model, R % y. So Equation (19) now becomes:
The cross-sectional area is A B . y, as shown in Figure 4a , where the width B is the projected length on the plane perpendicular to¯ow direction. The overland¯ow balance for each element within time step Dt can be written explicitly as:
where Ds is the change of storage in each element within Dt. After each time step, a new total water content for each element is obtained and then the uniform water depth over each element, y, is determined by subtracting the storage capacity of the soil from the total water content. This new y is used to calculate¯ow rate leaving/entering each element based on Equation (20). It should be noted that when conducting mass balance for each element using Equation (21), precipitation input, evapotranspiration and contribution from subsurface¯ow was included. The contribution of subsurface¯ow to Equation (17) has been equally partitioned over DT. This is because the simulations of subsurface¯ow are calculated on a larger time increment than overland¯ow.
Channel¯ow routing. The same method as overland¯ow has been applied to channel¯ow routing. Within each reach of every channel, Manning's formula shown in Equation (19) can be applied. A triangular crosssection has been assumed for channel¯ow as shown in Figure 4b . So, the hydraulic radius, R, may be calculated directly from depth, h: Hydrol. Process. 14, 1017±1044 (2000) and the mass balance and¯ow calculations for each channel can be characterized as:
The roughness parameter for the stream channel is denoted by n. After each time step Dt, the mass balance is conducted based on Equation (23) by considering the amount of¯ow entering each channel reach from the upstream reach, the overland¯ow and subsurface¯ow from the adjacent elements, and the¯ow exiting each channel reach. This model does not consider loss from the stream channel back to groundwater or to evaporation. A new water depth h is then used to determine how much¯ow is going out during the next time step, based on Equation (24). The choice of time step Dt follows the same condition as described above. Again, because channel¯ow (Dt) is simulated on a much smaller time increment than overland¯ow (Dt) or subsurface¯ow (DT), the contributions from overland and subsurface¯ows to the channel segment are equally partitioned for each Dt and Dt occurring within DT.
Discussion of model formulation
Most distributed hydrological models have been developed for temperate regions, where the hydrological regime is dissimilar to the Arctic. In arctic regions, certain unique features associated with permafrost (such as active layer dynamics, lack of a deep groundwater component, or development of water tracks) must be adequately considered to ensure that a spatial model produces valid results. Because permafrost constrains subsurface¯ow within the relatively shallow active layer, subsurface¯ow calculations are somewhat easier compared with temperate regions where movement of groundwater is much more complicated. The active layer thaws throughout the summer, yielding a constantly varying lower boundary position, thermal and hydraulic properties, and moisture storage capacity. The presence of these characteristics that are speci®c to the Arctic is just one of the reasons for the development of this model. Kane (1991, 1992) simulated hydrological processes using the reservoir-based HBV model (BergstroÈ m, 1976) for Imnavait Creek and have demonstrated that such a model can be used for arctic watersheds. The degree-day approach for snowmelt adequately predicted ablation and simulated¯ows that compared favourably with measured discharges. However, we are now faced with the problem of predicting spatially distributed soil moisture levels for use in trace gas¯ux models of methane and carbon dioxide from the decomposition of the abundant carbon-rich soils of the Arctic. Deriving spatially distributed soil moisture at a relatively large watershed scale was another stimulus for developing this process-based model.
Several watershed attributes in the Arctic are conducive to the development and success of a spatially distributed hydrological model. We have already mentioned the existence of permafrost and how it limits the depth of the subsurface system to be simulated. Both the lack of trees and the low diversity of arctic plants restrict the variability of the hydrological response of vegetation. Most of the areas are undeveloped, therefore the number of land surface classi®cations are reduced. On the negative side, the lack of hydrological and meteorological data in the Arctic limits the broad application of such models.
Although we attempted to develop a physically based model, the lack of certain data sets in even this intensely studied area resulted in some empiricism in the model. The digital terrain component of the model described here will work in any environment. The amount of topographic detail captured in the drainage network will depend upon the quality of the digital input data. We were hoping to delineate the small, hillslope water tracks in our experimental watersheds. The hydrological component of the model is presently limited to areas of continuous permafrost where any soil type(s) can be present at the surface. In our case, surface organic soils dominate not only our two study watersheds, but basically all of Alaska north of the Brooks Range. The model is executed from just prior to snowmelt through freeze-up (the time period in the autumn when snow accumulates on the surface and the soils begin to freeze). Consequently, there is no snow accumulation and redistribution algorithm. Instead we utilize spatially distributed information on the Hydrol. Process. 14, 1017±1044 (2000) snowpack created from ®eld measurements made just prior to ablation. We assume that in®ltration is instantaneous in the sur®cial organic soils, this assumption would also hold for coarse-grained soils. There are some permafrost areas where ®ne grained soils are present at the surface, in this case the assumption of instantaneous in®ltration is not justi®ed. For our streams, we used simple geometry for cross-sections; for small streams this is not a bad approximation. With higher order streams, actual channel cross-sections would be more realistic. We emphasize that this model is generic and that it would perform satisfactorily in most watersheds with continuous permafrost. There are 16 parameters and 35 state variables used in the model, mostly by the energy processes. Parameter values were selected from published literature. The basin area can range from a few square kilometres to several thousand square kilometres. The time steps are dependent on the element size and topography and that the Courant condition is satis®ed. Although output data are generated hourly, calculations for overland and channel¯ow for small elements (550 m) may be on the time scale of minutes or seconds to satisfy the Courant condition. Data inputs such as precipitation, radiative¯uxes, wind speed, relative humidity, air temperature, etc., need to be arranged as time series for each element in the basin. Basically, we took point data and kriged it over our nested watersheds to obtain these spatial and temporal data sets.
MODEL APPLICATIONS
The primary purpose for developing this model was to have the capability to examine spatial and temporal variability of moisture contents of soils in the active layer at the watershed scale. Obviously this model would prove fruitful for studying other hydrological processes. In the following sections, results from the application of this model to Imnavait Creek catchment (2 . 2 km 2 ) and Upper Kuparuk watershed (146 km 2 ) are presented.
Study area
The hydrological model described above was applied to two north-draining watersheds in the Kuparuk River basin on the North Slope of Alaska ( Figure 5 ). The smaller watershed, Imnavait Creek, has been studied intensively since 1985 and the larger one, Upper Kuparuk River has been studied since 1993.
Imnavait watershed. The Imnavait watershed is a small (2 . 2 km 2 ) headwater basin located between the Toolik and Kuparuk Rivers in the northern foothills of the Brooks Range (latitude 68830 H , longitude 149815 H ). This north draining basin is 78% west-facing slope, 17% east-facing slope and 5% valley riparian area. At the headwater, the hillslopes are around 10% on the west-facing slope and only slightly greater than 1% on the east-facing slope. This is in contrast to the greater than 13% west-facing slope and greater than 7% east-facing slope at the outlet. The average elevation is about 900 m ( Figure 5) . Most of the ®eld measurements were conducted either in the centre of the basin on the west-facing slope where the slope averaged 10%, or on the ridge just east of the gauging site. Continuous permafrost (4250 m thickness) exists with an active layer depth of usually 40 to 60 cm. The soil pro®le typically has about 10 cm of surface organic soil and over 10 cm of highly decomposed organic soil. This overlies a mineral soil of glacial till. There is a thicker organic layer in the valley bottom (c. 50 cm) than on the ridges (c. 10 cm). Tussock tundra is the dominant vegetation type. Numerous water tracks are distributed over the hillslopes (Hastings et al., 1989; McNamara, 1997) that are very ecient at conveying water o the slopes. Although quite obvious in aerial photographs, most of these water tracks are dicult to detect on the ground, except when¯owing during snowmelt and major storms because they are not incised. Climatic data are collected at a major meteorological station in the basin. These data include precipitation, wind direction, long-wave and shortwave radiation¯uxes, and pro®les of wind speed, relative humidity and air temperature between the surface and 10 m elevation. Stream¯ow is measured in a H-¯ume at the basin outlet. Imnavait Creek¯ows parallel to the Kuparuk River for 12 km before it joins the Kuparuk River. Upper Kuparuk River basin. The upper Kuparuk River basin drains 146 km 2 in the northern foothills of the Brooks Range and has many of the same attributes as Imnavait watershed. The entire Kuparuk River basin drains about 8140 km 2 at the US Geological Survey gauging site just upstream from the con¯uence with the Arctic Ocean. Seven meteorological stations are in or adjacent to the Upper Kuparuk River basin ( Figure 5) ; two are major stations and ®ve are minor stations, where only precipitation, air temperature and wind speed are measured. One major station is in Imnavait catchment and the other is near the stream gauging site on the Upper Kuparuk River. The main channel, which occupies a north-north-west trending valley, is formed at the base of steep hills. Patches of dwarf willows and birches up to 1 m in height occupy portions of the banks and water tracks. Vegetation in the basin varies from alpine at the higher elevations to moist tussock tundra at the lower elevations (Walker et al., 1989) .
Results of geometric analysis for arctic settings
Channel network and analysis. How an arctic watershed responds temporally and spatially to rain and snowmelt events depends upon the drainage network (McNamara, 1997 ). An accurate simulation of hydrological processes of a watershed depends on how well the topography is represented, channel network is delineated and¯ow directions within each element are determined. Stream channels and water tracks (if they exist) on the hillslopes convey water much faster than both overland¯ow and subsurface¯ow . If these hillslope drainage features exist and are not represented in the drainage network, hydrological simulations are not realistic.
For the Imnavait watershed, digital elevation data at a resolution of 50-m was used to delineate the channel network, whereas 300-m resolution was used in the simulations for Upper Kuparuk River basin. Plates 1a and 1b show simulated channel networks over the Imnavait watershed and Upper Kuparuk River basin. The simulated channel networks are compatible with actual channels and topography of the watershed. Most of the major water tracks are captured, particularly at the 50-m resolution. Based on the simulated channels, this model also has the ability to analyse other quantitative characteristics related to watershed delineation, such as relative stream order (Plates 1a and 1b).
Drainage area. For convenience, when digital elevation data are read into the model, the data are for a rectangular area larger than the watershed itself. This makes the DEM data set easier to prepare and to process. Although the Imnavait watershed is only 2 . 2 km 2 , the initial rectangular model spatial domain is 5 . 25 km 2 , consisting of 4200 triangular elements. Thus, if all the physical process simulations are based on the rectangular area, eciency would decrease because many calculations are outside the watershed boundary. In order to save computer resources and speed up the execution of the simulation, it is useful to determine and perform computations on only the elements actually within the drainage area. By ®rst determining channel segments that have¯ow contributions to the gauging site, those elements or drainage areas that contribute¯ow from the watershed can be obtained. The simulated drainage area of Imnavait Creek watershed is 1 . 9 km 2 and consists of 1512 elements (Plate 1a). For the Upper Kuparuk River basin, the rectangular area has 6448 triangular elements with an area of 290 km 2 . The simulated drainage area is about 145 km 2 and consists of 3218 triangular elements (Plate 1b). The drainage areas obtained from a manual delineation from the topographic maps (1:63360) are 2 . 2 km 2 for the Imnavait watershed and 146 km 2 for the Upper Kuparuk River basin (McNamara, 1997). In both cases, the simulated drainage areas are reasonably close (14% and 0 . 7%). It should be noted that the headwaters of Imnavait watershed are complex topographically, as it is quite¯at at the stream's headwater. Simulated watershed shapes are very close to actual shapes.
Hydrologic results of physical processes
Snowmelt. The energy balance approach has been used to compute rates of snowmelt. When data to calculate surface energy¯uxes are not available, an alternative degree-day method can be used. Hydrol. Process. 14, 1017±1044 (2000) ARCTIC HYDROLOGICAL AND THERMAL PROCESS MODEL Determination of the melt factor, C o , and the threshold value of air temperature, T o , in the degree-day method is based on the analysis by Kane et al. ( , 1997 . After analysing several years of data for the Imnavait watershed, the optimized values of C o 2 . 7 mm/(day . 8C) and T o À0Á2 8C. The values of the threshold temperature are usually less than 08C because some ablation can occur through radiative melt when the air temperature is below freezing. In our model simulation, 2 . 7 mm (day . 8C) and À0 . 28C have been used for C o and T o respectively. Kane et al. (1997) showed that snowmelt rates from the energy balance and degreeday methods were comparable in performance as long as C o and T o can be established for a range of conditions.
The index map for Imnavait watershed was obtained by averaging and normalizing the snowpack distribution measured and mapped on six consecutive years . The initial snow distribution for a given year was obtained by multiplying the index map distribution by the average snowpack water equivalent. Initial snow distribution for the Upper Kuparuk River was obtained by kriging numerous spatially distributed snow measurements over the basin. Standard values were used for latent heat of fusion and vaporization, water density and speci®c heat of air. Field measurements of net radiation, wind speed, air temperature, atmospheric pressure, precipitation and relative humidity were spatially distributed from the seven meteorological stations ( plus ®ve microstations since 1996) in the Kuparuk basin by kriging to create distributed input ®les. In the simulations presented here, once the model parameters were determined (based on reported values in the literature or from ®eld measurements), we never attempted to adjust them to improve model performance. Figure 6 shows basin-averaged snowmelt simulation results for the Imnavait watershed in 1993, using the energy balance and degree-day methods. This is compared with average ®eld measurements across the watershed; good agreement between simulated and measured data was attained in both cases. At the end of the snowmelt period, however, there is about a 1-day discrepancy between the two simulation methods. Note that ®eld measurements are made daily in the morning, whereas both melt algorithms are operating at hourly time steps. During the last couple of days of melt, the snowpack is quite patchy. The existence of snow patches is related to many factors, such as local vegetation height, past wind events, initial snow depth and local topographic aspect. The performance of the model component for snowmelt by energy balance has been veri®ed by Kane et al. (1997) , with r 2 values from 0 . 97 to 0 . 99. The snow distribution at the end of the accumulation season is not uniform. The depths of snow before melting can range from bare on windswept ridge tops to more than 1 m in the valley bottom . This region has primarily north-trending katabatic winds that result from downslope drainage of denser air from the Brooks Range; however, major wind events from both the east and west are common for short periods of time. Large wind events can cause extensive drifts and wind slabs throughout the watershed, and the slab orientation depends on wind direction. The density of the drift depends partly on the magnitude of the wind events. Nevertheless, the consistency of the predominantly south-east wind yields a similar snow distribution each year, i.e., deposition in valley bottoms and on the lee side of slopes. Figures 7a and 7b show an example of spatially distributed input and output for the initial snow distribution and the distribution after four days of melting for Imnavait watershed in 1994. From Figure 7b , we can see that most of the snow in the watershed was gone (darker areas have less snow) after four days, except on the east-facing slope (whitest). The sun shines directly on the east-facing slope in the morning when the air temperature is colder and directly on the west-facing slope in the afternoon when the air temperature is warmer. This complementary input of energy causes melting to occur on the west-facing slopes faster than on the eastfacing slopes. Another reason is that initially, snow was deeper on the east-facing slopes than on the westfacing slopes. This is consistent with ®eld observations from 1985 to 1998.
The initial snow distribution used in the model for the Upper Kuparuk River basin was developed from extensive snow surveys in the basin. The rugged topography and wind events produce a very heterogeneous snowpack. Kriging was used to develop a spatially distributed map of snowpack water equivalence. Model performance was comparable to results for the Imnavait watershed. Spring snowfall events occurring after the ®eld survey are included in the spatial distribution of precipitation data. Precipitation is treated in the model as snowfall when the air temperature is below freezing. This causes some problems in predicting accumulation from summer snowfall events because melting from the warm soils is common. Snowfall is possible on any day during the summer.
Evapotranspiration (ET).
For the surface energy balance, heat conduction between surface and subsurface is considered within the upper 5 cm of organic soil pro®le. Hinzman et al. (1991b) used a guarded hot plate to determine the eective thermal conductivities of organic and mineral soils obtained from the Imnavait watershed. The conductivity was determined as a function of temperature (both when frozen and unfrozen) and moisture content. When the organic soil is thawed with moisture content near ®eld capacity, the eective thermal conductivity is about 0 . 45 W/m 8C. The same soil when frozen has an eective thermal conductivity of around 1 . 0 W/m 8C. Therefore, the soil is more resistant to heat¯ow during the summer than during the winter, assuming similar moisture conditions. A constant value of 0 . 02 m for surface roughness length in the calculation of sensible heat¯ux (Price and Dunne, 1976; Kane et al., 1991a was obtained by averaging several hundred wind pro®le measurements (Hinzman et al., 1993b) . There were no clear seasonal trends of surface roughness measured for the Imnavait watershed. Parameters and mass transfer coecients used in the calculations of sensible heat¯ux are the same as those described in Kane et al. (1990) .
The parameter a in the Priestley±Taylor method (Equation (14)) is modi®ed in the following manner:
where a 1 accounts for the moisture condition of the soil and a 2 accounts for vegetation eect. A value of 1 . 0 for a 1 and 0 . 2 for a 2 is used in the model. If R 1 for saturation, then a a 1 a 2 1Á2. This will predict the highest combined total of surface evaporation and transpiration. Jackson et al. (1996) used the parameter a of 1 . 26 when the soil moisture de®cit was zero (saturation). When R is very small, a a 2 transpiration will be the only contributor to ET. Plant transpiration is also a function of soil moisture; however, this is not considered in the above equation. Evapotranspiration is calculated on the same time increment as subsurfacē ow (DT) and is one of the mass balance components. In Imnavait watershed during the summer of 1993, the measured pan evaporation and the simulated basinaveraged evapotranspiration by the energy balance method and the optional Priestley±Taylor method are presented (Figure 8) . Predicted results by both methods are similar and the summer cumulative is within 10% of that found by seasonal water balance computations. Generally, estimations from both methods are good for arctic conditions (Kane et al., 1990) . The simulated results are less than the pan evaporation, which is an estimate of potential evaporation. Kane et al. (1990) studied the ET from Imnavait watershed and obtained an Hydrol. Process. 14, 1017±1044 (2000) average of 0 . 49 (the ratio of ET over pan evaporation) during four summers based on water balance. The ratio calculated for additional unpublished data for 11 years is 0 . 52 and ranges from 0 . 34 to 0 . 67. The seasonal ratios of simulated ET by the energy balance and Priestley±Taylor methods over the pan evaporation for Imnavait Creek in 1993 are 0 . 39 and 0 . 35, respectively. This compares with a ratio of estimated ET from water balance computations over pan evaporation of 0 . 34. Although the parameters in Equation (25) were derived from published data, the validation of the equation itself needs to be tested further.
Flow routing and moisture content simulation. Subsurface¯ow routing. There are three dierent soil types within the active layer of the Imnavait watershed. Hinzman et al. (1991b) analysed soil samples taken from the Imnavait watershed and found that the hydraulic conductivity of the top 10 cm of organic soil averages about 15 Â 10 À5 m/s and the next 10 cm of highly decomposed organic soil averages about 3 . 5 Â 10 À5 m/s. The rest of the active layer is mineral soil, which has a conductivity of 1 Â 10 À5 m/s. During the summer there is basically no change in the hydraulic conductivity after the soil thaws. A 1-h time step (DT) was used in the calculation of subsurface¯ow through the soils. Based on the hydraulic conductivity of surface organic soils and the maximum slope of the watershed, the distance of subsurface water movement in 1 h is approximately 0 . 25 m, which is smaller than the grid scale for each element. The same time step was used for the calculation of subsurface¯ow in the Upper Kuparuk River basin. The active layer starts thawing after snowmelt, continues to thaw during the summer, and reaches its maximum thickness in the autumn. So the soil depth in the Darcy's equation potentially changes with each time step. Soil moisture capacities for each soil layer also change, because they are related to the soil depth. The same soil properties have been used for the Upper Kuparuk River basin as for the Imnavait watershed. In the Upper Kuparuk River basin, on some steep slopes there is no vegetation and bedrock is exposed; however, these site-speci®c soil features were not incorporated into the model because they represent a small percentage of the basin and have not been mapped in detail. The Reynold's number was evaluated to guarantee that the subsurface¯ow is laminar and that Darcy's law could be used.
Overland¯ow routing. Because the overland¯ow velocities are higher than those for subsurface¯ow; a smaller time step was used in the model. According to the Courant condition (Ciriani et al., 1977; Bedient and Huber, 1992) , for the grid scale of 50 m (Imnavait watershed) and 300 m (Upper Kuparuk River basin), if we conservatively picked a value of 0 . 05 m/s as the velocity and 0 . 02 m as the¯ow depth, then the estimated time step (Dt) for overland¯ow should be less than 101 s. A Dt of 1 min was used in actual simulations for both the Imnavait watershed and the Upper Kuparuk River basin. Roughness coecient values (N for overland, n for channels) for overland¯ows in Manning's equation are typically greater than Hydrol. Process. 14, 1017±1044 (2000) ARCTIC HYDROLOGICAL AND THERMAL PROCESS MODEL that for channel¯ow. Bedient and Huber (1992) summarized some N values based on ®eld and laboratory data. For the arctic environment, we used the roughness parameter N 0 . 3 in overland¯ow routing, which is typical for grass-covered ground.
Channel¯ow routing. Similar to the analysis of overland¯ow, the time step (Dt) for channel¯ow was adopted as 2 s, assuming that the¯ow velocity is less than 1 . 0 m/s and the depth is less than 2 m. Bedient and Huber (1992) and Chaudhry (1993) also compiled similar tables for channel¯ow, showing a range of values of Manning's coecient n for dierent conditions. A value of 0 . 03 has been used in these simulations for channel¯ow routing. Mass balance is also conducted in each time step of Dt for each channel segment, and new water depth is obtained for the next time step. The amount of water contributed by overland¯ow is evenly partitioned over Dt for each Dt. Because hourly measured hydrograph data were available at the gauging stations on the Imnavait Creek and Upper Kuparuk River, hourly hydrograph data from the model were retained for comparison.
Discussion of model performance
Data input. One requirement for correctly utilizing a distributed model is the availability of distributed input data. In this model, hourly meteorological data were used. The required input data at 1-h step include net radiation, incoming short-wave radiation, re¯ected long-wave radiation, air temperature, wind speed, relative humidity, atmospheric pressure and rainfall ( plus any snow in summer). Initially, distributed snow data are required. For the Imnavait watershed, data (assumed to be uniformly distributed) measured at one point within the 2 . 2 km 2 watershed were used. Since 1996, we utilize all of the stations in the Kuparuk basin for generating a distributed data set. The most important input variable, rainfall, as with the other variables, was treated approximately as uniformly distributed over the watershed prior to 1996. In reality, nonuniformly distributed rainfall exists during convective storms in the summer. So, some error is introduced even at this small scale.
For the Upper Kuparuk River basin, the assumption of uniformly distributed data is no longer appropriate because of the large area and mountainous terrain. Prior to 1996, we had only seven meterological sites in the whole of the Kuparuk basin, with two in/near the Upper Kuparuk River basin; ®ve additional precipitation stations were added in the Upper Kuparuk River basin in 1996. We were able to obtain hourly, distributed data for use in the model from the seven meteorological stations located throughout the 146 km 2 basin ( Figure 5 ). The model performance was greatly improved, compared with the simulations (not shown) conducted prior to obtaining the distributed rainfall precipitation data in 1996.
The soil layers in the active layer are initially completely frozen and are assumed to have zero liquid moisture content; the ice in the soil melts when the soil starts thawing. Most parameters related to soil hydraulic and thermal properties were adopted from other independent studies in the region. However, as there are no soil maps (only maps of vegetation), it is dicult to spatially distribute soil properties accurately. This is not as critical here as in non-permafrost watersheds, because of the limited storage involved in the active layer above the permafrost and because the area is undisturbed. Because of the data limitations, some parameters were not distributed, such as roughness for overland¯ow and channel¯ow. Also in these simulations, the depth of thaw was not predicted spatially.
Veri®cation. The quality of output from models is closely aligned with the quality of the parameters and input data used to drive them. Spatially distributed models typically require greater amounts of input data, making this truism even more relevant. To adequately evaluate a spatially distributed model, it is necessary to have independent spatial data sets. Applying remotely sensed data is the most appropriate approach for this purpose. For example, Wigmosta et al. (1994) used AVHRR satellite data to monitor the distribution of snow in the watershed and compared this with simulated results during ablation. We have measured nearsurface soil moistures with synthetic aperture radar (SAR) and used this to evaluate the spatial performance of this model. This technique shows promise in this region of the world because of the limited height of vegetation and the relationship between surface and subsurface moisture contents. Grayson et al. (1992) raise the issue that model development typically is not in concert with ®eld programmes designed to test the models and therefore the linkage to reality is lost. In this study, we were fortunate to have the resources to carry out a ®eld programme in parallel with the model development. It would have been futile to proceed with developing the model without a ®eld programme in the Arctic; the data to test the model does not presently exist for many other catchments.
Moisture distribution. Prediction of spatially distributed moisture over a watershed is one of the most important products of this model. However, it is cost prohibitive to make sucient ®eld measurements to map soil moisture variation on the watershed scale. In our model, moisture distribution results can be generated for each time step (DT) of the whole simulation period, whereas satellite imagery by comparison is received at a minimum once every few days. Plate 2a shows the simulated moisture content distribution over Imnavait watershed on 2 August 1993. The model results are qualitatively correct because they show ridges to be the driest, the valley bottom to be the wettest, and the hillslope to be in between them. In order to verify the distributed model results, spatially derived soil moisture data from SAR images at the same location and time were used (Plate 2b) (Goering et al., 1995; Kane et al., 1996) . This technique is still in the development; however, reasonable results have been obtained for this treeless region. Simulated soil moisture contents in Plate 2a represent average values for the upper 10 cm of the active layer, whereas the SAR results are from the top 2 cm (depth of penetration). Therefore, it was expected that as the porous organic soils drain vertically, the simulated results would be higher than the SAR results as shown in Plate 2b. The predicted and SAR soil moisture distribution for the Upper Kuparuk River basin is shown for 15 August 1996 in Plates 3a and 3b. Again, it is quite easy to locate the drier ridges, wet valley bottoms, and the intermediate wet slopes, with both ®gures being qualitatively similar. Although histograms of distributed soil moisture from SAR and simulations over the watershed have similar shapes, the distribution is oset, with SAR showing a drier catchment. One discrepancy is the simulated soil moisture distribution and SAR imagery of soil moisture distribution on the east side of Upper Kuparuk River. The reason is that SAR imagery was based on a 50-m DEM, and some small ridges exist on the east side of Upper Kuparuk River basin that block the water from¯owing toward the main stream, shunting it northward. In the model simulation, 300 m DEM was used and small drainage features were not captured.
Discharge. The classic veri®cation of model performance is to compare measured and predicted hydrograph data. Figures 9a and 9b show the measured and predicted hydrograph data for the Imnavait watershed in 1993 and 1994, respectively. Figure 10 shows similar results for the Upper Kuparuk River basin in 1996. There are some discrepancies between the measured and predicted results. Our model predicts that snowmelt runo is initiated a few days before it actually occurs, because an algorithm for snow damming has not been incorporated in the model. Recall that the valley bottoms are the same areas where excessive amounts of wind-packed snow have accumulated. Calculations of snowmelt and¯ow routing can also contribute minor discrepancies between measured and predicted discharges. The predicted cumulative discharge volume is comparable to the measured cumulative discharge volume (Figures 9 and 10) .
The model performance of discharge calculation generally relies upon three criteria: visual inspection of simulated and measured hydrographs, visual inspection of cumulative discharge between simulated and measured hydrographs, and the r 2 , Nash±Sutclie coecient (Martinec and Rango, 1989) which is calculated as:
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Q meas t m 3 as 27 t is the time variable (days or hours) and n is the number of time steps. ; these values could be improved substantially if an algorithm for the snow damming process was developed for this area. In each case, the predicted runo from snowmelt is too early and the simulated peaks are too high. The mechanism that triggers the initial slush¯ow release is very dicult to predict, because the catastrophic event could initiate anywhere in the valley bottom when the weight of the wet snow overcomes some threshold resistance to¯ow. The r 2 of the cumulative curves (Figures 9a, 9b and 10) for combined snowmelt and summer runo are quite good, exceeding 0 . 8 for each.
For the Imnavait watershed in 1993 and 1994 and the Upper Kuparuk River basin in 1996, the predicted and measured (estimated from water balance) ET, snowmelt runo, summer runo and total runo ( Figure 11 ) were compared for the period from snowmelt to freeze-up. Predicted ET by the energy balance and the Priestley±Taylor methods were compared with the estimate from the water balance. The comparisons for the Imnavait watershed indicate a dierence of 15%. For the Upper Kuparuk catchment, ET and snowmelt runo are overestimated and summer runo is underestimated. The Imnavait watershed has more uniform characteristics (soil properties, gentler topography and less variation in air temperature, wind speed, etc.) partially because of its small size and it has been studied in more detail than the Upper Kuparuk River basin. The lower r 2 values for simulated runo in the Upper Kuparuk River basin were expected. Recall also that the element size was increased for the Upper Kuparuk basin by a factor of six; this resulted in the loss of topographic detail that cascades through all of the routing routines (subsurface, overland and channel).
Other issues. Owing to the existence of permafrost, the subsurface¯ow system is physically limited to the thin active layer. This makes it relatively easy to measure the moisture regime and determine hydraulic properties for the model. In most other watershed studies, modelling of subsurface processes is very dicult because of anisotropic and heterogeneous properties of soils and bedrock and the deep groundwater aquifers with large storage reservoirs (Grayson et al., 1992; Wigmosta et al., 1994; Jackson et al., 1996) . Within the active layer, the surface organic soils are highly porous and in®ltration rates are high. In our model, the travel time from the ground surface to the water table in the active layer during in®ltration by water is neglected, because it is short compared with the travel time of¯ow down the hillslopes. We also made the same assumption for the thin snowpack; vertical travel times are only signi®cant in deep snowdrifts.
Because vegetation in the Arctic is relatively small, many of the problems associated with precipitation and radiation distributions at various levels in the canopy are eliminated. In our energy budget algorithms for evapotranspiration and snowmelt, we use either measured net radiation or calculate the net radiation from measured long-wave and short-wave radiation at each major meteorological site.
Channel networks are created based on the DEM data. The amount of detail generated by the DEM algorithm depends upon the size of the elements used and the format of the digital elevation data. For the Imnavait watershed, the triangular elements were 50 m by 50 m and for the Upper Kuparuk River they were 300 m by 300 m. For larger elements, the likelihood of capturing water tracks is reduced. This is con®rmed by the soil moisture results for the Upper Kuparuk watershed in Plates 3a and 3b. Field observations con®rm that water tracks are very ecient at removing water o the hillslopes and should be incorporated in the drainage network used in the model. In our model, a simple triangular cross-section was assumed for channel and water tracks and one value of channel roughness was used. Using other cross-sectional shapes and values for channel roughness may help improve model performance.
Model weaknesses. Three areas where modelling results could be improved are: (i) an algorithm for snow damming, (ii) use of smaller spatial elements so that more topographic details (such as water tracks) are captured, and (iii) improve our data collection network to better represent spatial variability or use regional climatic models to obtain the spatial data information. For area (i), a good predictive algorithm for the snow damming process does not exist; from ®eld observations, snow damming retards snowmelt runo for several days and results in higher peak¯ows than would occur without this process. For area (ii), as the watershed size to be modelled increases, it becomes a computational necessity to increase element size. Also, this results in the more subtle water tracks not being depicted in the simulated drainage network.
Finally for area (iii), some of the discrepancies between simulated and measured results are due to the quality of the input data. With the exception of one gauging station operated by the US Geological Survey and three Wyoming snow gauges run by the US Department of Agriculture, we collected the data used in this study. Financial constraints and the lack of certain data bases, such as soil maps, restricted the amount of input data available for model use.
CONCLUSIONS
A process-based, spatially distributed hydrological and thermal model has been developed for arctic regions; the ®rst of this kind for areas of continuous permafrost. The model consists of two parts: watershed drainage network delineation and hydrological process simulations that include energy-related processes such as snowmelt, ground thawing and evapotranspiration. Although not all simulated process-related results could be compared with measured values, those that were showed good agreement as demonstrated by the r 2 values. We believe that we have demonstrated that process-based, spatially distributed models can perform satisfactorily under certain conditions. Because the permafrost acts as an aquitard, the subsurface system is greatly simpli®ed and therefore easier to model. Owing to the restricted subsurface storage, the variation from year-to-year in the volume of water stored in the active layer is small.
As we scaled up from the small 2 . 2 km 2 Imnavait Creek to the 146 km 2 Upper Kuparuk River, element size increased by a factor of six. This resulted in some loss of topographic detail on the hillslopes whereby only the larger water tracks were captured. This loss of topographic detail cascaded down through all three of the routing algorithms (subsurface, overland and channel¯ows).
For models of the type presented here, it is important to have good quality input data that can be spatially distributed throughout the watershed with some level of con®dence. The ®eld data collection programme was designed speci®cally to support model applications presented here. Both the modelling and the ®eld research eorts proceeded in parallel, this allowed us to modify our data collection programme and model formulation as needed. For the Upper Kuparuk River we consistently did not have sucient precipitation distributed as input over our watershed to reproduce the amounts of runo measured. At this point we added ®ve additional rain gauges in the headwaters that substantially improved our runo forecasts.
This model is capable of simulating distributed processes such as snowmelt, subsurface¯ow, overland¯ow, channel¯ow, soil thawing and evapotranspiration. A true test of this model would be the comparison of simulated and measured spatially distributed data. We attempted to do this, unfortunately the model outputs cannot be directly compared with SAR estimates of soil moisture. The model output is an average for the top 10 cm, whereas the SAR results are for the top 2 cm. It is encouraging that the soil moisture distribution looks reasonable when compared with the topography (ridges are dry, valley bottoms wet and hillslopes at intermediate levels). The distributions between the simulated results and SAR estimates of soil moisture are quite similar, but they are oset, with the SAR results being lower.
Phase change is an important process in the arctic hydrological cycle. We have tried to make the thermal components of our model as robust as possible. Accurately depicting snowmelt is important, as it is usually the dominant hydrological event each year. Evapotranspiration is important during the summer because it is the main export mechanism of water out of the watershed. Finally, it is important in subsurface simulations to accurately depict the depth of the active layer that continually thaws throughout the entire summer.
Some components of the model require further re®nement. We have just recently incorporated a physically based, spatially distributed thawing/freezing subroutine . The eects of snow damming, as often seen during the snowmelt season in the headwater basins have not been incorporated in this model yet. We would also like to explore further uses of remotely sensed data, as this is the only logistical possibility of obtaining spatially distributed data. This model is presently being applied to a watershed in the Siberian Arctic (5 . 5 km 2 ) and the entire Kuparuk River basin (8140 km 2 ).
