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Here we present a fundamental study on how the ground-state chemical reactivity of a molecule
can be modified in a QED scenario, i.e., when it is placed inside a cavity and there is strong coupling
between the cavity field and vibrational modes within the molecule. We work with a model system
for the molecule (Shin–Metiu model) in which nuclear, electronic and photonic degrees of freedom
are treated on the same footing. This simplified model allows the comparison of exact quantum
reaction rate calculations with predictions emerging from transition state theory based on the cavity
Born–Oppenheimer approach. We demonstrate that QED effects are indeed able to significantly
modify activation barriers in chemical reactions and, as a consequence, reaction rates. The critical
physical parameter controlling this effect is the permanent dipole of the molecule and how this
magnitude changes along the reaction coordinate. We show that the effective coupling can lead to
significant single-molecule energy shifts in an experimentally available nanoparticle-on-mirror cavity.
We then apply the validated theory to a realistic case (internal rotation in the 1,2-dichloroethane
molecule), showing how reactions can be inhibited or catalyzed depending on the profile of the
molecular dipole. Furthermore, we discuss the absence of resonance effects in this process, which
can be understood through its connection to Casimir–Polder forces. Finally, we treat the case of
many-molecule strong coupling, and find collective modifications of reaction rates if the molecular
permanent dipole moments are oriented with respected to the cavity field. This demonstrates that
collective coupling can also provide a mechanism for modifying ground-state chemical reactivity of
an ensemble of molecules coupled to a cavity mode.
I. INTRODUCTION
The field of (non-relativistic) cavity quantum electro-
dynamics (CQED) has proved that the quantum nature
of light can be exploited for many interesting applications
that involve the modifications of material properties in
one way or another [1, 2]. In this context, strong light-
matter coupling is particularly appealing [3]. The regime
of strong coupling is achieved when the coherent energy
exchange between the excitations of a material (excitons)
and of the cavity light modes is faster than the decay rate
of either constituent. The resulting excitations are the
well-known polaritons, which combine properties of both
light and matter, leading to many interesting applica-
tions (see [4] for a recent review). In recent years, strong
coupling to organic materials has received great attention
for its potential to greatly influence fundamental features
of the underlying organic molecules such as their optical
response [5–7], transport properties [8–12], or chemical
reactivity [13–15]. In particular, the potential of polari-
tonic chemistry, i.e., the ability to influence the chemical
structure and reactions of organic compounds through
coupling to a cavity, has attracted a lot of interest [16–
34].
Most of the research on polaritonic chemistry with
organic molecules has dealt with electronic strong cou-
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pling. This leads to many interesting effects such as col-
lective protection of polaritons and changes in chemical
reactivity [19, 20], cavity-induced nonadiabatic phenom-
ena [21, 28, 34], and the opening of novel reaction path-
ways in photochemistry [23].
More recently, the possibility of influencing the ther-
mally driven reactivity of organic molecules in the ground
state has been demonstrated by coupling the cavity to vi-
brational transitions of the molecules [14, 35–37]. This
opens a wide range of possibilities due to the fact that
no external input of energy is needed at all, such as
cavity-enabled catalysis and manipulation of ground-
state chemical reactions. Cavity-induced modifications
to the ground state have also been theoretically studied.
In particular, for model molecules without ground-state
dipole moments and only electronic dipole transitions, it
has been shown that there is no collective enhancement
of energy shifts [17], and more specifically, that chem-
ical reactions are not strongly modified even under ul-
trastrong collective coupling [30]. In a series of papers
based on more microscopic models, Flick and co-workers
have shown that ground state properties can be signifi-
cantly modified under single-molecule (ultra-)strong cou-
pling [18, 25, 26], but have not treated chemical reactiv-
ity.
In the present work, we aim to understand cavity-
induced modifications of ground-state chemistry in cou-
pled molecule-cavity systems. It is structured as fol-
lows: In section II we present the light-matter inter-
action Hamiltonian for a single molecule coupled to a
nanoscale cavity. After a brief discussion of the validity
of this Hamiltonian, we study a simple model system, the
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2Shin–Metiu model and in section III obtain the cavity-
modified reactivity from formally exact quantum rate cal-
culations [38–40]. In section IV, we develop a simplified
theory that allows to understand ground-state chemical
reactivity changes based on well-known concepts such
as transition state theory (TST) [41, 42] by exploiting
the cavity Born–Oppenheimer approximation [25]. We
show in section V that, to a good approximation, per-
turbation theory can be used to predict cavity-induced
chemical changes in terms of bare-molecule ground-state
properties, and also allows to make explicit connections
to electrostatic, van der Waals, and Casimir–Polder in-
teractions. This is exploited in section VI to demon-
strate that for a realistic experimental geometry, a mul-
timode nanoparticle-on-mirror cavity [43–45], the effec-
tive single-molecule coupling can be significant. In sec-
tion VII, we study the modification of reaction rates in
the 1,2-dichloroethane molecule, demonstrating the po-
tential of a cavity to catalyze or inhibit reactions, or even
to modify the equilibrium configuration of the molecule.
In section VIII, we discuss in detail the dependence of
chemical reaction rates on the frequency of the cavity
mode. We observe that, in contrast to polariton for-
mation, which requires the cavity photon and molecular
excitations to be resonant, no such requirement exists for
the change of reaction rates in the cavity. In the case of a
single molecule as treated up to that point, the coupling
strengths required to obtain significant changes in chem-
ical reactivity correspond to the most tightly confined
plasmonic nanogap cavities available experimentally [43–
46]. In section IX, we thus extend our model to an en-
semble of molecules and find a collective enhancement of
the effect under orientational alignment of the molecular
dipoles.
We mention here that we do not explicitly treat the
case of many molecules coupled to a cavity with a con-
tinuum of modes, i.e., the case which corresponds to the
experimentally used Fabry-Perot cavities with in-plane
dispersion [14, 37]. For the sake of simplicity, we also
neglect solvent effects. While these are well-known to
be important in chemical reactions, their effect depends
strongly on the chosen solvent and experimental setup
(particularly in nanocavities). However, we mention that
the latest experimental studies indicate that solvent ef-
fects might be responsible and/or relevant for the ex-
perimentally observed resonance-dependent ground-state
chemical reactivity [35, 36].
II. THEORY AND MODEL SYSTEM
A. Light-matter Hamiltonian
We start from the general non-relativistic light-matter
Hamiltonian of QED in minimal coupling, describing a
collection of charged particles coupled to the electromag-
netic (EM) field. Here and in the following, we use atomic
units (~ = 4pi0 = me = 1) unless stated otherwise.
Hˆ =
∑
i
(pˆi −QiAˆ(ri))2
2mi
+
∑
i>j
QiQj
|ri − rj |
+
1
8pi
∫ (
Eˆ
⊥
(r)2 + c2Bˆ(r)2
)
d3r, (1)
where Eˆ
⊥
(r) = − 1c ∂Aˆ∂t is the transverse part of the elec-
tric field (with the longitudinal part responsible for the
instantaneous Coulomb interaction QiQj/rij), and we
use the Coulomb gauge∇·Aˆ = 0. We note explicitly that
here, the EM operators represent free-space modes (i.e.,
without boundary conditions imposing a cavity struc-
ture), while the collection of charged particles (specifi-
cally, electrons and nuclei) represent both the material
part of the cavity (e.g., mirrors) and the emitters (such
as molecules). In particular, the cavity material together
with the EM field modes will have approximately bosonic
eigenmodes that can be identified as the “cavity modes”
and, in general, will be given by superpositions of ma-
terial and EM field excitations [47], as explicitly shown
for plasmonic systems in [48]. For simplicity and gener-
ality, in the following we assume that the cavity-molecule
system we are treating is well-described within the qua-
sistatic approximation, which applies when all distances
in the problem are significantly smaller than the relevant
wavelengths. In particular, this is a good approximation
for small plasmon- and phonon-polariton nanoantennas
and nanoresonators, which are the only currently avail-
able systems that achieve strong enough field concentra-
tion to obtain strong single-emitter couplings with “real”
atoms or molecules [43, 49–52] (as opposed to “artificial
atoms” such as superconducting qubits [53–55]). In the
quasistatic limit, the transversal fields are negligible1, so
that Aˆ = Bˆ = Eˆ
⊥ ≈ 0, and the Hamiltonian simply
becomes
Hˆ =
∑
i
pˆ2i
2mi
+
∑
i>j
QiQj
|ri − rj | , (2)
with the sums over i and j still including all particles
in the (nano)cavity as well as the molecules. We next
separate the particles into several groups: one contain-
ing the cavity material, and one for each molecule. We
assume that the cavity material is “macroscopic” enough
that it responds linearly to external fields [47, 48, 56–
59], and can thus be well-described by a collection of
bosonic modes with frequencies ωk and annihilation op-
erators ak (e.g., corresponding to the “instantanteous”
plasmon modes in [48]). For simplicity, we first consider
1 More precisely, the weak coupling to transversal fields still in-
duces free-space QED effects such as the Lamb shift and radiative
decay, but they are not significantly modified by the presence of
the cavity.
3a single molecule including ne electrons and nn nuclei.
The Hamiltonian then becomes
Hˆ =
nn∑
i=1
Pˆ
2
i
2Mi
+ Hˆe(xˆ, Rˆ) +
∑
k
ωkaˆ
†
kaˆk
+
∑
k
(aˆk + aˆ
†
k)
∑
j
Qjφk(rˆj). (3)
The bare molecular Hamiltonian corresponds to the
first two terms: the kinetic energy of nn nuclei and
the electronic Hamiltonian. The latter includes the ki-
netic energy of the ne electrons and the nucleus-nucleus,
electron-electron, and nucleus-electron interaction po-
tentials. This operator depends on all the electronic
and nuclear positions, xˆ = (xˆ1, xˆ2, . . . , xˆne) and Rˆ =
(Rˆ1, Rˆ2, . . . , Rˆnn), respectively. The following two terms
correspond to the bosonic cavity modes and the inter-
action of the molecular charges (with j running over
both electrons and nuclei) with the electrostatic poten-
tial φk(r), i.e., the Coulomb potential corresponding to
the charge distribution of each cavity mode. By per-
forming a multipole expansion of the molecular charges,
and assuming that the molecule is uncharged and suffi-
ciently localized, this term can be well-approximated by
µˆ · Eˆ(rm), i.e., the interaction of the molecular dipole
with the cavity electric field (the gradient of the poten-
tial) at the position rm of the molecule, which we write
as
(aˆk + aˆ
†
k)
∑
j
Qjφk(rˆj) ≈ ωkqˆkλk · µˆ(xˆ, Rˆ), (4)
where qˆk = 1√2ωk (aˆk + aˆ
†
k) is the position operator of
the harmonic oscillator, and the electric field strength
is determined by λk = λkk, with polarization vector
. The coupling constant can be related to both the
single-photon electric field strength and the (position-
dependent) effective mode volume of the quantized mode,
with λk =
√
2
ωk
E1ph,k(rm) =
√
4pi/Veff,k. Here,
the effective EM mode volume is defined as Veff,k =∫
ε(r)2|E(r)|2d3r
ε(rm)2|E(rm)|2 , although the normalization integral for-
mally diverges for lossy modes and has to be properly
generalized [48, 60–62].
The proper description of the light-matter interaction
Hamiltonian under (ultra)strong-coupling conditions is
a very active topic of discussion in the literature [63–
71]. In particular, much of this discussion centers on
the importance of the so-called dipole self-energy term
1
2 (λ · µˆ(xˆ, Rˆ))2 that arises in the Power–Zienau–Woolley
transformation, where the interaction with the transver-
sal field Aˆ is transformed to an electric-field–dipole in-
teraction with the same form as Eq. (4) plus the above-
mentioned dipole self-energy term. As we have discussed,
and as is well-known in the literature on macroscopic
QED [72], this term does not appear for interaction
with purely longitudinal modes that are well-described
within the quasistatic approximation, i.e., in situations
where retardation and propagation effects of the EM
fields can be neglected. Given the fact that reaching
strong or ultrastrong coupling with one (or a few) atoms
or molecules requires strongly sub-wavelength mode vol-
umes, Veff,k  (2pic/ωk)3, it follows that the quasistatic
approximation should be applicable for most realistic
cavities with few-emitter strong coupling. On the other
hand, this extreme field localization also can require go-
ing beyond the point-dipole interaction either by directly
using the interaction with the full space-dependent po-
tential φk(r) [73] or by including higher multipoles in
Eq. (4) [74]. Doing so also resolves the formal lack of a
ground state when the computational box is made too
large and no dipole self-energy term is present [66, 75].
However, it should be noted that if the sum over cavity
modes is truncated and the effect of all but one (or a few)
modes is approximately represented by renormalizing the
emitter potential (and emitter-emitter interactions in the
multiple-emitter case), it is necessary to add back an ef-
fective (collective) dipole self-interaction to avoid double-
counting of modes, as explained in [65].
We note that while we have explicitly treated a
(nano)cavity within the quasistatic approximation, in
which the cavity fields can be understood as due to the
instantaneous Coulomb interaction between charged par-
ticles, it still makes sense to speak of the cavity modes
as electromagnetic or photonic modes with an associated
electric field. The modes, which physically correspond to,
e.g., plasmonic or phonon-polaritonic resonances, can be
seen as strongly confined photons. These modes are most
easily obtained by solving Maxwell’s equations for a given
geometry, either numerically or with approaches such as
transformation optics [76]. Only in the limit of extremely
small nanocavities does it become possible, and some-
times necessary, to treat them explicitly as a collection
of nuclei and electrons using ab initio techniques [77–79].
In the following, we will first treat a cavity in which
only a single mode has significant coupling to the
molecule (in appendix A, we discuss some systems in
which this is a valid approximation). Since the inter-
action depends on the inner product between the elec-
tric field and the total dipole moment µˆ =
∑nn
i ZiRˆi −∑ne
i xˆi, only the projection µˆ = ˆ · µˆ is relevant, and
we only have to deal with scalar quantities. For the sake
of simplicity, we rewrite µˆ → µˆ. We also assume per-
fect alignment between the molecule and the field unless
indicated otherwise.
B. Molecular model
In order to study changes in ground-state chemical re-
activity induced by (vibrational) strong coupling, we first
treat a simple molecular model system that is numeri-
cally fully solvable and has been extensively studied in
model calculations of chemical reaction rates, the Shin–
Metiu model [80]. It treats three nuclei and one elec-
tron moving in one dimension, as presented in Fig. 1(a).
4(b)
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FIG. 1. (a) Schematic representation of the Shin–Metiu model
close to one of the equilibrium configurations. The two ions
on both sides are fixed at a distance L, while the electron
and the remaining ion can move freely in between. (b) Poten-
tial energy surfaces of the model with the vibrational levels
and associated probability densities of the ground state (blue)
represented. (c) Ground state dipole moment.
Two of the nuclei are separated by a distance L and
fixed in place, while the remaining nucleus and the elec-
tron are free to move. The repulsive interaction of the
mobile nucleus with the fixed ones is given by a nor-
mal Coulomb potential, while the attractive electron-
nuclei interaction is given by softened Coulomb poten-
tials Ven(ri) = Zerf(ri/Rc)/ri, where ri is the distance
between the electron and nucleus i and Rc is the softening
parameter. The system has two stable nuclear configu-
rations (minima of the ground-state Born–Oppenheimer
surface) that represent two different isomers of a charge
or proton transfer reaction. Given that the electronic
excitations energies and thus the nonadiabatic couplings
between different potential energy surfaces can be var-
ied easily by changing the parameters of the Shin–Metiu
model, it has been extensively studied in the context
of correlated electron-nuclear dynamics [81, 82], as well
as in the context of polariton formation under strong
coupling [25, 26]. The parameters chosen throughout
the present work are Z = 1, L = 10 Å ≈ 18.9 a.u.,
M = 1836 a.u., and Rc = 1.5 Å ≈ 2.83 a.u. (for all
three nuclei), resulting in the Born–Oppenheimer poten-
tial energy surfaces shown in Fig. 1(b), with negligible
nonadiabatic coupling between electronic surfaces. The
figure also shows the first few vibrational eigenstates close
to each minimum (tunneling through the central energy
barrier is negligible for these states, so that they can be
chosen to be localized on the left or right, respectively).
In Fig. 1(c) we show the ground-state permanent dipole
moment µg(R) = 〈g|µ(R)|g〉. Below we demonstrate
that, to a good approximation, the ground-state poten-
tial energy surface and dipole moment are sufficient to
describe the change in the molecular ground-state struc-
ture and chemical reactivity due to the cavity. Addition-
ally, we note here that the light-matter coupling strength
for formation of vibro-polaritons, i.e., hybridization of
the photon mode with the vibrational transitions of the
molecule, is determined by the transition dipole moment
and frequency of the quantized vibrational levels of the
molecule. Within a lowest-order expansion around the
equilibrium position, Vg(R) ≈ Vg(R0)+ 12Mω2ν(R−R0)2,
µg(R) ≈ µg(R0) + µ′g(R0)(R − R0), these are given by
ων = 72.6 meV, and µv ≈ 1√2Mων µ
′
g(R0), giving a Rabi
frequency ΩR = λ√M µ
′
g(R0) on resonance (ωc = ων) [83].
III. QUANTUM REACTION RATES
In this section, we analyze the cavity-induced change
in the rate of the ground-state proton-transfer reaction
from the left minimum at R ≈ −4 a.u. to the right one. In
the present section, we take advantage of the simplicity of
the Shin–Metiu model to exactly compute the quantum
reaction rate without any approximations, which auto-
matically takes into account all quantum effects such as
tunneling or zero-point energy. We follow the approach
of Miller [40], based on the correlation function formal-
ism introduced in [38, 39]. This states that the rate for
a molecular reaction is given by
k(T ) =
1
Qr(T )
∫ tf→∞
0
Cff (t)dt, (5)
where Qr(T ) = tr[exp (−βHˆ)], with β−1 = kBT , is the
partition function of the reactants at temperature T and
Cff (t) is the flux-flux autocorrelation function, defined
as
Cff (t) = tr[F¯ Uˆ
†(tc)F¯ Uˆ(tc)]. (6)
This correlation function is computed as the trace of a
product of operators, where U(tc) = exp(−iHˆtc), with
tc = t− iβ/2, is the complex time evolution operator and
F¯ represents the symmetrized flux operator
F¯ =
1
2M
(
Pˆ δ(s) + δ(s)Pˆ
)
. (7)
Here, Pˆ is the nuclear momentum operator and the sur-
face dividing the reactant and product states is defined
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FIG. 2. Arrhenius plot for the rate dependence with temper-
ature in the hybrid system for several light-matter coupling
values. See main text for details.
by the zeros of the function s = s(R). In our case, the
line that defines products and reactants is R = 0, i.e.,
s(R) = R. The flux-flux autocorrelation function de-
scribes the temporal flux of positive-momenta probabil-
ity through the dividing surface of a thermally averaged
initial state (which is accounted for by the thermal part
of the Uˆ(tc) operator). Negative values of Cff (t) indicate
recrossing of the dividing surface in the opposite direc-
tion, thus contributing to a rate decrease.
In order to obtain the rates of the coupled electronic-
nuclear-photonic system, we discretize all three degrees
of freedom, using a finite-element discrete variable rep-
resentation [84] for x and R, as well as the Fock basis
for the cavity photon mode. This allows to diagonalize
the full Hamiltonian, Eq. (3), and thus to trivially calcu-
late Eq. (6) for arbitrary time t. For numerical efficiency,
we perform the diagonalization in steps, first diagonaliz-
ing the bare molecular Hamiltonian, performing a cut-off
in energy, and then diagonalizing the coupled system in
this basis. We have carefully checked convergence with
respect to all involved grid and basis set parameters and
cutoffs. As is well known [80], due to the absence of dissi-
pation in the model, for large times the correlation func-
tion becomes negative and oscillates around zero, corre-
sponding to the wave packet that has crossed the barrier
returning back through the dividing surface after reflec-
tion at the other side of the potential (at R ≈ 6 a.u.).
However, in a real system the reaction coordinate is cou-
pled to other vibrational and solvent degrees of freedom
that will dissipate the energy and prevent recrossing. To
represent this, we choose a final time tf around which the
correlation function stays equal to zero for a while and
only integrate up that time in Eq. (5). The time chosen,
tf = 35 fs, corresponds to typical dissipation times in
condensed phase reactions, and is similar to values cho-
sen in the cavity-free case [80].
We now study the cavity-modified chemical reaction
rates of the hybrid system for different coupling strengths
λ. We note that a coupling strength of λ = 0.035 a.u. cor-
responds to a Rabi splitting of ΩR ≈ 0.10ων for the first
vibrational transition. For the sake of comparison, we
mention that single-molecule electronic strong coupling
has been achieved with mode volumes of ∼ 40 nm3 [43],
corresponding to λ ≈ 0.007 a.u., and there are indications
that effective sub-nm3 mode volumes could be reached
due to single-atom hot spots [44, 45], which would allow
the coupling strength to reach values up to λ ≈ 0.05 a.u..
Fig. 2 shows the rates in an Arrhenius plot, i.e., the loga-
rithm of the rate divided by the temperature as a function
of the inverse temperature. The straight lines in Fig. 2
confirm that the hybrid light-matter system follows the
behavior described by the Eyring equation [41], which
connects the rate of a chemical reaction with the energy
barrier Eb that separates reactants from products:
k = κ2pikBTe
− EbkBT . (8)
Here, κ is a transmission coefficient, typically considered
equal to one if nonadiabatic effects can be neglected close
to the transition state. This equation follows from clas-
sical transition state theory [41, 42] and is often used in
the context of chemical kinetics.
We thus observe that even under vibrational strong
coupling and the accompanying formation of vibro-
polaritons, i.e., hybrid light-matter excitations, the re-
action rate can still be described by an effective poten-
tial energy barrier. However, the effective height of the
energy barrier is modified through the CQED effect of
strong coupling, leading (for the studied model) to sig-
nificantly reduced reaction rates. Although we here treat
a single-mode and single-molecule system, these general
observations agree with experimental studies [14, 35, 37].
However, in order to gain further insight into this effect
and enable calculations beyond simple model systems, it
would be desirable to have a theory that is not based on
full quantum rate calculations (which require the calcu-
lation of nuclear dynamics in 3N −6 dimensions). In the
next section, we show that this can be achieved by ap-
plying (classical) transition state theory to the combined
photonic-nuclear potential energy surfaces provided by
the Cavity Born–Oppenheimer approximation [26].
IV. CAVITY BORN–OPPENHEIMER
APPROXIMATION
The starting point of the cavity Born–Oppenheimer
approximation (CBOA) [25, 26] is to write the cavity
mode energy as an explicit harmonic oscillator,
ωc
(
aˆ†aˆ+
1
2
)
=
pˆ2
2
+ ω2c
qˆ2
2
, (9)
with pˆ = i
√
ωc
2 (aˆ
† − aˆ) and qˆ = 1√
2ωc
(aˆ† + aˆ) as dis-
cussed in section II. The cavity photon degree of free-
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FIG. 3. (a) Two-dimensional ground-state PES in the cavity Born–Oppenheimer approximation for the Shin–Metiu model for
λ = 0.02 a.u. and ωc = 72.6 meV. At R = 0 we show the dividing surface used to compute the reaction flux from reactant to
product states. The gray dashed line curve corresponds to the energy path along qm(R), i.e., the minimum in q. (b) Value
of the energy path V0(R, qm) for different values of the Rabi frequency, which is related to the coupling strength through
ΩR = λµ
′
0(R0), where the dipole derivative is evaluated at the minimum, as discussed in appendix B. (c) Energy barrier and
rates ratio vs coupling strength for the case of a CBOA calculation (full lines) and for the effective energy barrier fitted from
exact quantum rate calculations (dashed lines).
dom is then treated as nuclear-like and its “kinetic en-
ergy” pˆ2/2 grouped with the nuclear kinetic energy opera-
tors
∑
i Pˆ
2
i /(2Mi) before performing the standard Born–
Oppenheimer approximation. This leads to a set of
electronic CBO potential energy surfaces (PES) V˜i(R, q)
parametric in both nuclear R and photonic coordinates
q, obtained by diagonalizing the new electronic Hamilto-
nian, Hˆe(xˆ;R, q) = Hˆ − pˆ
2
2 −
∑nn
i=1
Pˆ2i
2Mi
:
Hˆe(xˆ;R, q)φi(x;R, q) = V˜i(R, q)φi(x;R, q). (10)
Conceptually, the inclusion of the cavity mode thus sim-
ply corresponds to a single additional nuclear-like degree
of freedom.
The CBOA now consists in neglecting nonadiabatic
couplings between different PES (i.e., neglecting the ac-
tion of nuclear and photonic kinetic operators on the elec-
tronic states) and assuming photonic and nuclear “mo-
tion” to proceed on each PES independently. Due to
the formal equivalence between nuclear and photonic de-
grees of freedom within this picture, all the standard
results of BO theory apply. In particular, the CBOA
is a good approximation when the separation between
the PES is larger than typical kinetic energies of the
nuclei and the photonic mode. The case of vibrational
strong coupling, where the photon energy is compara-
ble to vibrational excitation energies, exactly fulfills this
condition. The accompanying Rabi splitting can then
be understood as simply normal mode hybridization on
the nuclear-photonic potential energy surface, as already
noted in the original article demonstrating vibrational
strong coupling [83], and discussed in more detail in ap-
pendix B.
In the context of cavity-modified chemical reactivity
in the ground state, the formal equivalence between pho-
tonic and nuclear motion in the CBOA in particular al-
lows to apply standard tools such as transition state the-
ory to obtain an estimation for reaction rates. TST im-
plies that it should only be necessary to calculate the ef-
fective energy barrier for the reaction within the ground-
state CBO surface.
We test this for the model studied in section III, i.e.,
the Shin–Metiu model coupled to a cavity mode on res-
onance with the first vibrational transition. The two-
dimensional PES V˜0(R, q) is shown in Fig. 3(a) for a cou-
pling strength of λ = 0.02 a.u., which corresponds to a
vibrational Rabi splitting of ΩR ≈ 0.05ων . The second
panel, Fig. 3(b), shows the minimum along q of this sur-
face as a function of R, i.e., along the path indicated
by the curved dashed line in Fig. 3(a), for a set of cou-
pling strengths λ that induce a Rabi splitting of up to
ΩR = 0.1ων . This path closely corresponds to the mini-
mum energy path of the proton transfer reaction within
the CBOA. As the coupling is increased, the minima be-
come deeper, while the transition state (TS) at R = 0
stays unaffected. This leads to an effective increase of
the reaction barrier E˜b = V˜0(RTS, qTS)− V˜0(Rmin, qmin),
as shown in Fig. 3(c). This panel also shows the corre-
sponding change in the rate predicted by Eq. (8). The full
lines correspond to the energy barrier calculated within
the CBOA (blue) and the corresponding rate (red) ac-
cording to TST, while the dashed lines show the effective
energy barrier E(eff)b extracted from the fit to the Ar-
rhenius plot Fig. 2 and the corresponding change in the
rate obtained from the full quantum rate calculation in
section III. As can be seen, the effective and CBOA en-
ergy barriers agree very well, with just an approximately
constant overestimation of the barrier in CBOA due to
quantum effects such as zero-point energy and tunnel-
ing. This leads to excellent agreement for the change
of the reaction rate obtained from the full quantum cal-
culation and the CBOA-TST prediction. As expected
from our previous discussion, the reaction rate of the hy-
brid cavity-molecule system decreases dramatically as the
coupling increases due to the increase of the energy bar-
rier height. Finally, we also calculate the CBOA energy
7barrier corrected by ∆˜zp, the difference between the zero-
point vibrational frequencies at the minimum and tran-
sition states as obtained from the Hessian of the PES
(disregarding the direction of negative curvature at the
TS). This is shown as a dash-dotted line in Fig. 3(c),
and considerably improves the absolute agreement with
the effective barrier extracted from the full quantum rate
calculations.
While we have up to now worked within a single-
mode model, the CBO approximation actually makes it
straightforward to treat multiple photonic modes. The
ground state PES then parametrically depends on multi-
ple parameters qk, one for each mode, just as a realistic
molecule depends on multiple nuclear positions Ri. Sim-
ilarly, the adiabatic surfaces are not harder to calculate
than for the single-mode case, and minimization strate-
gies can rely on the same approaches used in “traditional”
quantum chemistry. We note that for a general cavity,
the mode parameters can be obtained either by explic-
itly quantizing the modes (which is in general a difficult
proposition) or, alternatively, by rewriting the spectral
density of the light-matter coupling (proportional to the
EM Green’s function) as a sum of Lorentzians [76, 85–87].
V. PERTURBATION THEORY
As we have seen, the cavity Born–Oppenheimer ap-
proximation provides a convenient picture to evaluate
cavity-induced changes in chemical reactivity based on
energy barriers in electronic PES that are parametric in
nuclear and photonic coordinates. In particular, the in-
teraction term ωcqλ · µˆ, with q a parameter, is equivalent
to that obtained from applying a constant external elec-
tric field. The CBO PES for arbitrary molecules can thus
be calculated with standard quantum chemistry codes.
However, obtaining the barrier in general still requires
minimization of the molecular PES along the additional
photon coordinate q (or coordinates qk, if multiple modes
are treated). If the coupling is not too large and the rele-
vant values of q are small enough, the CBO ground-state
PES can instead be obtained within perturbation theory,
which up to second order in λ is given by
V˜0(R, q) ≈ V0(R) + ω
2
c
2
q2 + λωcqµ0(R)− λ
2
2
ω2cq
2α0(R),
(11)
where V0(R) and µ0(R) are the bare-molecule ground-
state PES and dipole moment, respectively, while α0(R)
is the ground-state static polarizability [88],
α0(R;ω = 0) = 2
∑
m 6=0
|µm,0(R)|2
Vm(R)− V0(R) , (12)
and encodes the effect of excited electronic levels, with
µm,0(R) the transition dipole moment between bare-
molecule electronic levels m and 0. Obtaining the full
ground-state CBO surface within this approximation
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FIG. 4. Cavity Born–Oppenheimer energy barrier (purple)
and relative change of reaction rates (yellow) for the Shin–
Metiu model inside a cavity, calculated to all orders in the
light-matter coupling strength λ (solid lines), and up to sec-
ond order in perturbation theory (dashed lines).
then just requires the calculation of the bare-molecule
ground-state properties V0(R), µ0(R), and α0(R).
In addition to providing an explicit expression for
the CBO ground-state PES in terms of bare-molecule
ground-state properties, the simple analytical depen-
dence on q in Eq. (11) allows to go one step further and
obtain explicit expressions for the local minima and sad-
dle points (i.e., transition states). In these configura-
tions, the conditions ∂qV˜0(R, q) = ∂RV˜0(R, q) = 0 are
satisfied. This yields a set of coupled equations that can
be solved in order to find the configuration of the new
critical points along the reaction path. The first equa-
tion gives the explicit condition
qm(R) = − λ
ωc
µ0(R)
1− λ2α0(R) , (13)
which can be used to obtain the potential profile along
the minimum in q,
V˜0(R, qm) = V0(R)− λ
2
2
µ20(R) +O(λ4), (14)
where we have dropped terms of order λ4 since the
perturbation-theory PES Eq. (11) is only accurate to sec-
ond order. This shows that the energy barrier on the
CBO surface (within second-order perturbation theory)
can be calculated directly from the bare-molecule poten-
tial and permanent dipole moment. In Fig. 4, we analyze
the validity of Eq. (14) for computing the barrier height
within the Shin–Metiu model. It can be observed that
perturbation theory works quite well for the whole range
of couplings, with a relative error in the cavity-induced
change of the energy barrier of about 10% for the largest
considered couplings. Due to the exponential dependence
of the rates on barrier height, this corresponds to an ap-
preciable error in the rate constant, but still provides a
reasonable estimate. Note that in the case of the Shin–
Metiu model, the error of the energy barrier stems en-
tirely from the change at the minimum configuration, as
8the transition state has zero dipole moment due to sym-
metry and is not affected by the cavity.
It is interesting to point out that Eq. (14) closely re-
sembles the expression obtained in electric field cataly-
sis where an external voltage is applied [89], or to elec-
trostatic shifts provided by some catalysts [90]. This
strategy exploits the Stark effect, i.e., the energy shift
observed in the presence of a static electric field, to in-
duce changes in the energies of the transition state rel-
ative to the minimum configuration. As noted before,
the CBOA corresponds to treating the influence of the
cavity through an adiabatic parameter q determining the
electric field strength. However, instead of being exter-
nally imposed, in our case the effective field, determined
by Eq. (13), is the one induced in the cavity by the per-
manent dipole moment of the molecule itself. This also
lends itself to an electrostatic interpretation of the effect.
In addition to the minimum energy barrier of the CBO
PES itself, the effective energy barrier is also affected by
the zero-point energy due to the quantization of nuclear
and photonic motion (see Fig. 3). We can obtain its
cavity-induced shift within perturbation theory by using
Eq. (13) to rewrite Eq. (11) as
V˜0(R, q) = V˜0(R, qm) +
ω2eff(R)
2
(q − qm(R))2, (15)
where ωeff(R) = ωc − λ22 ωcα0(R) +O(λ4), such that the
photonic zero-point energy ωeff(R)/2 is decreased due
to the polarizability of the molecule. We note that this
only accounts for the quantization of the photonic motion
along q. As we show in appendix B, close to a local min-
imum at R0, there is an additional correction due to the
vibrational contribution to the molecular polarizability,
which to second order is given by − ωcΩ2R4ωv(ωc+ωv) , where
ΩR =
λ√
M
µ′g(R0) is the on-resonance vibrational Rabi
splitting as discussed in section II. As can be appreciated
from Fig. 3, the contributions due to zero-point (photonic
and vibrational) fluctuations only contribute negligibly
to the change in reaction rate in the Shin–Metiu model.
In general, a significant change of polarizability (ei-
ther electronic or vibrational, which can be comparable
in some molecules [91–93]) from the equilibrium to the
transition state configuration could lead to similarly large
effects as a change in the permanent dipole moment,
especially if the cavity frequency ωc is relatively large.
However, it can be estimated that the vibrational contri-
bution to the zero-point energy shift is negligible for con-
ditions typical for vibrational strong coupling. To be pre-
cise, at resonance ωc = ωv, this reduces to −Ω2R/(8ωv).
Even for a relatively large vibropolariton Rabi splitting
of ΩR ≈ 0.2ωv [83, 94, 95], this contribution is of the
order of ≈ 10−2ωv, and thus small compared to typical
barrier heights.
Finally, we note that the energy shifts above can be
straightforwardly generalized to the case of multiple cav-
ity modes within second-order perturbation theory. As
can be easily verified, this simply leads to a sum over
modes k, giving a final energy shift
δE(R) = −
∑
k
λ2k
2
(
µ20(R) +
ωk
2
α0(R)
)
. (16)
This general expression, which is just the second-order
energy correction due to coupling to a set of cavity modes
within the CBO, corresponds to the well-known Casimir–
Polder energy shift [96]. The additional CBO approxi-
mation, in which nonadiabatic transitions between elec-
tronic surfaces are neglected, amounts to the approxi-
mation that the relevant cavity frequencies ωk are much
smaller than the electronic excitation energies Vm(R) −
V0(R), such that only the (electronic) zero-frequency po-
larizability α0(R) appears in the second term. In con-
trast, the first term depends only on the ground-state
molecular permanent dipole moment µ0 = 〈0|µˆ|0〉, which
does not involve electronically excited states, and the
CBOA thus does not amount to an additional approxima-
tion. In appendix C, we demonstrate that, for the case
that the cavity can be approximated as a point-dipole
(valid for a sufficiently small nanoparticle), the pertur-
bative energy shifts obtained here correspond exactly to
van der Waals forces [97], with the first term being the
Debye force due to interaction between the permanent
molecular and the induced nanoparticle dipole, and the
second term the London force due to interaction between
fluctuating dipoles. Under the point-dipole approxima-
tion, the sum over cavity modes for the Debye force can
again be rewritten in terms of the zero-frequency polar-
izability of the nanoparticle.
Eq. (16) is general for any kind of molecular reaction
as long as the light-matter coupling is not too large. It
demonstrates that the most relevant bare-molecule prop-
erties determining cavity-induced chemical reactions in
the ground state are the permanent dipole moment and
polarizability close to equilibrium, µ0(R0) and α0(R0),
and transition state, µ0(RTS) and α0(RTS), configura-
tions, and not the transition dipole moment of the vi-
brational excitation close to equilibrium, µν ∝ µ′0(R0),
that determines the Rabi splitting. In addition to chang-
ing reaction barriers, it should be noted that the cavity-
induced modification could potentially lead to a plethora
of diverse chemical modifications, such as a change of
the relative energy of different (meta-)stable ground-state
configurations and thus a change of the most stable con-
figuration, or even the creation or disappearance of stable
configurations. Furthermore, depending on the particu-
lar properties of the molecule, the cavity-induced change
in the energy barriers can either lead to suppression or
acceleration of chemical reactions.
VI. MULTIMODE CAVITY:
NANOPARTICLE-ON-MIRROR
To demonstrate that the effects predicted above can be
significant in realistic systems, we treat a nanoparticle-
9on-mirror cavity with parameters taken from the ex-
periment in [43]. This consists of a spherical metallic
nanoparticle (radius R = 20 nm) separated by a small
gap from a metallic plane, see the inset of Fig. 5. In
this system, there is a series of multipole modes cou-
pled to the molecule [76], with nontrivial behavior. Al-
though several strategies can be employed to obtain the
quantized light modes in this system [45, 76], we instead
exploit that the dominant contribution we found above
is due to Debye-like electrostatic forces induced by the
permanent molecular dipole, and thus simply solve the
electrostatic problem. To be precise, we calculate the en-
ergy shift of a permanent dipole in this cavity as obtained
by its interaction with the field it induces in the cavity
itself. Due to the simple involved geometric shapes (a
sphere and a plane), this can be achieved by the tech-
nique of image charges and dipoles (see appendix D for
details of the calculation). We furthermore rely again
on perturbation theory, i.e., we assume that the molec-
ular rearrangement due to its self-induced field is neg-
ligible. Within this approximation, the energy shift we
obtain from the purely electrostatic calculation is equiv-
alent to the term proportional to µ20 in Eq. (16). The
corresponding change ∆Eb in the height of the energy
barrier for the Shin-Metiu molecule is shown in Fig. 5
as a function of the gap size (as a point of reference,
the estimated gap size in [43] is 0.9 nm). We find that
the change in energy barrier can be significant, corre-
sponding to a change of the reaction rate by an order
of magnitude or more (cf. Fig. 4). For comparison, in
the figure we also show the effective coupling strength
λeff =
√∑
k λ
2
k corresponding to each gap size. This
value corresponds to the coupling strength in a single-
mode cavity that would give the same total energy shift
as obtained in this realistic multi-mode cavity. We note
that we have here treated a perfect spherical nanoparti-
cle, and did not include atomic-scale protrusions, which
have been found to lead to even larger field confinement
due to atomic-scale lightning rod effects [44, 45, 98]. For
the experimental gap size of 0.9 nm, the effective cou-
pling still becomes as large as λeff ≈ 0.031 a.u., corre-
sponding to Veff = 4pi/λ2eff ≈ 1.9 nm3. This corresponds
to a change in the energy barrier of δEb ≈ 0.07 eV for
the Shin-Metiu model within second-order perturbation
theory, which starts to break down at these couplings, as
we previously saw in Fig. 4. This large effective coupling
demonstrates the importance of the multi-mode nature
of these cavities and the contribution of optically dark
modes, as the “bright” nanogap plasmon mode that is
seen in scattering spectra has an estimated mode volume
of ≈ 40 nm3.
VII. REALISTIC MOLECULE:
1,2-DICHLOROETHANE
In the following, we apply the CBOA-TST theory
to treat the internal rotation of 1,2-dichloroethane. In
FIG. 5. Change of the energy barrier for the Shin-Metiu
model inside a nanoparticle-on-mirror cavity as a function
of gap size. The right y-axis shows the corresponding val-
ues of the effective single-molecule coupling strength λeff =√∑
k λ
2
k. Inset: Illustration of nanoparticle-on-mirror cavity
geometry, with a single molecule placed in the nanogap be-
tween a planar metallic surface and a small metallic nanopar-
ticle of radius R = 20 nm.
order to obtain the ground-state CBO surface under
strong light-matter coupling, we calculate the (ground
and excited-state) bare-molecule potential energy sur-
faces and permanent and transition dipole moments for
a scan along the rotation angle (defined as the Cl-C-C-Cl
dihedral angle). For simplicity, we here use the relaxed
ground-state configuration of the bare molecule for each
rotation angle, i.e., we neglect cavity-induced changes in
degrees of freedom different from the internal rotation an-
gle. The molecular properties are obtained with density
functional theory calculations with the B3LYP [99] hy-
brid exchange-correlation functional and the 6-31+G(d)
basis set. Excited states were computed with time-
dependent density functional theory within the Tamm-
Dancoff approximation [100]. All calculations were per-
formed with the TeraChem package [101, 102].
The rather simple 1,2-dichloroethane molecule
presents several characteristic configurations along the
rotation of the chlorine atoms around the axis defined
by the carbon-carbon bond (see top of Fig. 6). It thus
constitutes an excellent model system to show several
possible effects induced by coupling to a cavity. In
Fig. 6(a) we present the calculated ground state energy
landscape and dipole moment, while some relevant
configurations are shown at the top. Analogously to
the Shin–Metiu case, we present the path of minimum
energy along q in Fig. 6(b), but here calculated within
perturbation theory, Eq. (14). We have explicitly
checked that the contribution due to London forces
is negligible here as well, and focus on the Debye-like
contribution in the following. We see that the most
stable configuration (θ = 180◦) shows no change due
to the absence of a permanent dipole moment, while
the most unstable one presents a large energy shift.
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FIG. 6. Top: Different configurations along the internal rotation of 1,2-dichloroethane. (a) Energy landscape and dipole moment
of the molecule. (b) Modified energy path for minimum q for different coupling strengths. The energy barriers of the bare
molecule are defined as E1 = V (120◦)−V (70◦), E2 = V (0◦)−V (70◦), and E3 = V (120◦)−V (180◦). (c) Relative modification
of the energy barriers depending on the coupling strength for the full calculation (full lines, circles) and for perturbation theory
(dashed lines, triangles). The marked points indicate relevant changes in the rate.
Therefore the different energy barriers of the system,
represented versus the coupling strength in Fig. 6(c),
are altered significantly. Here we compare the energy
barriers as predicted by perturbation theory (dashed
lines) with the ones from a full diagonalization of the
electronic Hamiltonian within the CBOA (full lines). In
order to perform a full calculation we have calculated the
electronic potential energy surfaces and the full dipole
moment operator for a basis of 17 electronic states. We
also indicate the points at which the coupling leads to
important changes in the relative rates calculated with
TST, i.e., the coupling/energy at which we achieve either
suppression of k˜/k = 0.5 or enhancement of k˜/k = 1.5
or 2. We see that in the case of perturbation theory (tri-
angles) the energy changes are slightly underestimated
and thus larger couplings are needed to reach the same
rate change as in the full calculation (circles).
As can be clearly seen, this still relatively simple
molecule shows several different kinds of phenomena. We
see that the reaction rate out of the global minimum at
θ = 180◦, corresponding to E3, is increased. On the
other hand, E1 increases and the local minimum situ-
ated at θ = 70◦ is thus stabilized. Fig. 6(b) suggests
that this effect could potentially become more dramatic
for larger couplings than treated here, as θ = 70◦ could
become the new global minimum of the system. Finally,
it is worth noting that the locations of the minima in en-
ergy also change for larger couplings. This shift is most
noticeable for the minimum at θ = 70◦, which transforms
to θ˜ ≈ 68◦ for λ = 0.05 a.u..
VIII. RESONANCE EFFECTS
The results presented above predict a change in the
ground-state reactivity that is actually independent of
the cavity photon frequency and in particular does not
rely on any resonance effects between the cavity mode
and the vibrational transitions of the molecule. Although
the CBO PES can and does represent vibro-polariton for-
mation through normal-mode hybridization, as discussed
above and in appendix B, the subsequent TST used to
predict changes in chemical reaction rates is an inherently
classical theory and does not depend on the quantized fre-
quencies of motion on the PES, and, as mentioned above,
neither on the transition dipole moment between vibra-
tional levels (determined by the derivative of the perma-
nent dipole moment). While we have shown that TST
agrees almost perfectly with full quantum rate calcula-
tions, where nuclear and photonic motion is quantized
and polariton formation is thus included, all calculations
above have been performed for the resonant case ωc = ων .
We thus investigate whether there is any resonance ef-
fect on chemical ground-state reactivity by performing
full quantum rate calculations for a wide range of cavity
frequencies within the Shin–Metiu model. In Fig. 7, we
represent the change k˜/k in the calculated reaction rate
of the coupled system relative to the uncoupled molecule
as a function of ωc, for three different coupling strengths
λ. Here, the values at ωc = ων correspond to the re-
sults shown in Fig. 3. We observe that the cavity rates
are essentially constant with the frequency, with only a
small modulation (k˜(ωc →∞)− k˜(ωc → 0) 6= 0) that be-
comes more important for larger couplings. For the cases
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FIG. 7. Ratio between on- (k˜) and off-cavity (k) rates vs
the cavity frequency for three different values of the coupling
strength. We increase the density of points close to the vi-
brational frequency of the molecule ων ≈ 72.6 meV in order
to explore potential resonance effects.
represented in Fig. 7, this goes from a relative modula-
tion of 0.4% for λ = 0.005 a.u. to a 7% modulation for
λ = 0.02 a.u.. However, no resonance effects are revealed
close to the vibrational frequency of the molecule, ων .
At the same time, the vibrational frequency appears to
be the relevant energy that separates the high- and low-
frequency limits for the rates, with TST working partic-
ularly well exactly around that value. In the following,
we show that both limits can be understood by different
additional adiabatic approximations.
In the high-frequency limit, ωc  ων , the photonic de-
gree of freedom is fast compared to the vibrational one,
and can thus be assumed to instantaneously adapt to
the current nuclear position R. This implies that the
photonic degree of freedom can be adiabatically sepa-
rated (just like the electronic ones), and nuclear motion
takes place along an effective 1D-surface determined by
the local minimum in q, i.e., along the path sketched
in Fig. 3(a), or, within lowest-order perturbation theory,
along the surface defined by Eq. (14). Quantum rate cal-
culations along this effective 1D PES indeed reproduce
the reaction rate in the high-frequency limit perfectly
(not shown). Furthermore, we note that in this limit,
it becomes convenient to directly group the photonic
and electronic degrees of freedom to obtain polaritonic
PES [17, 28] when performing the Born–Oppenheimer
approximation, as successfully used for electronic strong
coupling. In particular, this approach leads to exactly the
same expression for the effective ground-state PES [17].
In the low-frequency limit, ωc  ων , on the other
hand, the photonic motion is much slower than the vibra-
tions and can also be adiabatically separated. The pho-
tons are now too slow to adjust their configuration and q
can be assumed to stay constant during the reaction. The
full quantum rate can then be obtained by performing a
thermal average of independent 1D quantum rate calcu-
lations for each cut in q of the two-dimensional surface
V˜ (R, q). Here, the (normalized) thermal weight at each
q, P(q) = exp(−〈E〉(q)/kBT ), is calculated by calculat-
ing the average thermal energy of the system 〈E〉(q) for
constant q. Again, this approximation agrees perfectly
with the full quantum rate calculation for ωc → 0 (not
shown).
These results imply that, on the single-molecule level,
the formation of vibro-polaritons when ωc ≈ ων is not
actually required or even relevant for the cavity-induced
change in ground-state chemical structure and reactiv-
ity. This fact can be appreciated by a simple intuitive
argument: vibrational strong coupling primarily occurs
with the lowest vibrational transitions close to the equi-
librium configuration, while chemical reactions that have
to pass an appreciable barrier are typically determined
by the properties of the involved transition state, and
the associated barrier height relative to the ground-state
configuration. In general, neither of these are related to
the properties of the lowest vibrational transitions (i.e.,
curvature of the PES and derivative of the dipole moment
at the minimum).
The absence of resonance effects can also be ap-
preciated through the connection to the well-known
material-body-induced potentials obtained within per-
turbation theory. For example, if the EM mode is well-
approximated by a point-dipole mode, the obtained en-
ergy shift in the CBO PES can be rewritten as a van-
der-Waals-like interaction between the permanent dipole
moment of the molecule and the dipole it induces in the
nanoparticle. This corresponds to the Debye force. In
turn, the zero-point energy of the EM field reproduces
the London dispersive force due to vacuum fluctuations,
and depends on the polarizability of the molecule. For an
arbitrary EM environment, this effect can also be directly
linked to Casimir–Polder forces [96, 103], which exactly
correspond to the generalization of emitter-emitter inter-
actions to arbitrary material bodies (e.g., cavities). In
particular, within the perturbative regime, the applica-
bility of Casimir–Polder approaches could also be used
to replace the explicit sum over modes k by integrals in-
volving the EM Green’s function [47, 72], which is readily
available for arbitrary structures. This provides an addi-
tional argument for the absence of resonance effects in our
calculations, as (ground-state) Casimir–Polder forces are
well-known not to depend on resonances between light
and matter degrees of freedom.
While we do not explicitly treat the situation in re-
cent experiments on the modification of ground-state re-
actions by vibrational strong coupling (which were found
to depend strongly on resonance conditions [14, 35–37]),
we believe that our results indicate that the resonance-
dependent effects cannot be explained by a straightfor-
ward modification of ground-state reaction energy barri-
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ers at thermal equilibrium, as these would be captured
by TST within the CBOA also in a many-mode, many-
molecule setting.
IX. COLLECTIVE EFFECTS
We now turn to the description of collective effects,
i.e., the case of multiple molecules. For simplicity, we
again restrict the discussion to a single cavity EM mode.
As discussed in section III, the single-molecule effects we
have discussed up to now only become significant for cou-
pling strengths λ =
√
4pi/Veff corresponding to the small-
est available plasmonic cavities, which typically operate
at optical frequencies. However, typical experimental re-
alizations of vibrational strong coupling are performed
in micrometer-size cavities filled with a large number of
molecules [14, 83, 94, 104]. In this case, the per-molecule
coupling λ is so small that the single-molecule effects dis-
cussed above are completely negligible. For strong cou-
pling and the associated formation of vibro-polaritons,
the coherent response of all molecules leads to a collec-
tive enhancement of the Rabi splitting ΩR,col =
√
NΩR.
However, as we have seen that the cavity-induced modi-
fication of the single-molecule ground state does not de-
pend on the formation of polaritons, it is not a priori
obvious whether this collective enhancement of the Rabi
splitting also translates to cavity-induced collective mod-
ifications of the effective reaction barrier.
We thus repeat the analysis performed for the single-
molecule case above for the case of multiple molecules,
working directly within the cavity Born–Oppenheimer
approach. We note that the arguments for its applicabil-
ity for treating ground-state chemical reactions translate
straightforwardly from the single- to the many-molecule
case. For N identical molecules, the CBO light-matter
interaction Hamiltonian becomes
Hˆ(N)e =
ω2c
2
q2 +
∑
i
(
Hˆe(xˆi;Ri) + ωcqλi · µˆ(xˆi;Ri)
)
+
∑
i,j
Hˆdd(xˆi, xˆj ;Ri,Rj), (17)
where Hˆdd accounts for direct intermolecular (dipole-
dipole) interactions. We stress that we again assume
that only a single cavity mode is significantly coupled
to the molecules. The cavity-mediated dipole-dipole in-
teraction is thus fully contained within the light-matter
coupling term, and Hˆdd corresponds to the free-space ex-
pression [65]. In the following discussion, we will again
use lowest-order perturbation theory to obtain analytical
insight. The cavity-molecule and dipole-dipole interac-
tion terms are then independent additive corrections. We
first focus on the cavity-induced effects, and will discuss
the influence of direct dipole-dipole interactions later, in
particular when studying a prototype implementation:
A nanosphere surrounded by a collection of molecules.
For simplicity of notation, we again use scalar quanti-
ties to indicate the component of the dipole along the
field direction, but keep the index  to make this ex-
plicit, i.e., λi = λii and i · µ(Ri) = µ(Ri), so that
we can rewrite the interaction term of the Hamiltonian
as ωcq
∑N
i λiµˆ(xˆi;Ri). The full Hamiltonian now cor-
responds to a many-body problem even for simple model
molecules. Within second-order perturbation theory, the
new (many-molecule) ground-state PES is
V˜
(N)
0 (Rt, q) =
∑
i
V0(Ri) +
ω2c
2
q2
+ ωcq
∑
i
λiµ0,(Ri)− ω
2
c
2
q2
∑
i
λ2iα0,(Ri), (18)
where Rt = (R1,R2, . . . ,RN ) collects the nuclear con-
figurations of all the molecules. With this result, we can
again apply the corresponding conditions for finding criti-
cal points in order to analytically find the minimum along
q and the corresponding total energy of the hybrid system
up to second order in λi,
V˜
(N)
0 (Rt, qm) =
∑
i
V0(Ri)− 1
2
(∑
i
λiµ0,(Ri)
)2
.
(19)
It can be seen that the cavity-induced shift depends on
the square of the sum of the (coupling-weighted) perma-
nent dipole moments of the molecules, not on the sum of
their squares. Assuming perfect alignment and identical
configurations for all molecules, this gives an energy shift
−N2λ¯2|µ0(R)|2, where λ¯ = 1N
∑
i λi is the average cou-
pling. The per-molecule energy shift is then linear in N ,
indicating collective enhancement of the molecule-cavity
interaction. In contrast, the London-force-like change in
zero-point energy due to the modification of the effective
cavity frequency is additive,
ωeff = ωc − ωc
2
∑
i
λ2iα0,(Ri) +O(λ4i ), (20)
with a total zero-point energy shift 12 (ωeff − ωc) propor-
tional to N , and shows no collective enhancement for
single-molecule reactions. It is interesting to note that
the connection between polarizability and the dielectric
function of a material through the Clausius-Mossotti re-
lation suggests that this energy shift is equivalent to the
change of mode frequency due to the refractive index of
the collection of molecules. The shift in cavity mode
frequencies due to refractive index changes after chem-
ical reactions is exactly the effect used in experiments
to monitor reaction rates under vibrational strong cou-
pling [14, 35, 37]. We also mention that at higher levels of
perturbation theory, cavity-mediated contributions anal-
ogous to the Axilrod-Teller potential, i.e., van-der-Waals
interactions between three emitters, appear in the inter-
molecular potential [47, 105].
Based on Eq. (19), we can analyze the effect of the cav-
ity on the reaction rate of a single molecule within the
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ensemble. This is determined by the energy difference
between minimum-energy and transition-state configura-
tions of that molecule, with the other molecules fixed in a
stable configuration (here chosen to be the minimum for
all of them). For simplicity, we assume that the critical
configurations RMin and RTS of the coupled system are
equal to the uncoupled ones (as we have seen above, the
shifts are generally small). We can then directly express
the change in the energy barrier of the moving molecule
(chosen to be molecule i = 1 here) as
E˜b = Eb − λ
2
1
2
(
µ20,(R1,TS)− µ20,(R1,Min)
)−
λ1
(
N∑
i=2
λiµ0,(Ri,Min)
)
(µ0,(R1,TS)− µ0,(R1,Min)) .
(21)
This expression can be straightforwardly interpreted,
with the first part corresponding to the Debye-like in-
teraction of molecule 1 itself with the cavity, and the
second part corresponding to the cavity-mediated inter-
action of molecule 1 with all other molecules (which it-
self can be understood as the sum of two equal contri-
butions, the interaction of the moving molecule with the
cavity field induced by all other molecules, as well as the
interaction of all other molecules with the cavity field
induced by the molecule). Within perturbation theory,
this Debye-like energy shift is again equivalent to the
electrostatic energy, in this case that of a collection of
permanent dipoles interacting with the cavity, i.e., a ma-
terial structure. This makes the connection to electric
field catalysis [89] even more direct, with the difference
that the electric field is not generated by applying an ex-
ternal voltage, but represents the cavity-enhanced field
of all the other molecules. The fact that the main contri-
bution is just the electrostatic energy shift also demon-
strates the equivalence of our results to the approach of
taking into account non-resonant effects through cavity-
modified dipole-dipole and dipole-self interactions [65].
To treat the dependence on molecular orientations ex-
plicitly, we define the alignment angle θi for each molecule
through µ0,(Ri) = |µ0(Ri)| cos θi. Inserting this in
Eq. (21), we obtain
E˜b = Eb − λ
2
1
2
(
µ20,(R1,TS)− µ20,(R1,Min)
)−
N ′λ¯2〈cos θ〉′|µ0(RMin)|×
λr,1 (µ0,(R1,TS)− µ0,(R1,Min)) , (22)
where λr,i = λi/λ¯ is the relative coupling of molecule i,
〈cos θ〉 = 1N
∑
i λr,i cos θi is the coupling-weighted aver-
age orientation angle, and primed quantities indicate that
only molecules 2 to N are taken into account (for N  1,
they can be replaced by unprimed quantities). We obtain
a term proportional to the number of molecules N , i.e.,
there is a collective effect on the single-molecule energy
barrier that is reminiscent of the collective Rabi split-
ting, Nλ2 ∝ Ω2R,col. Note that the collective change
of the energy barrier still depends on the molecule hav-
ing a different permanent dipole moment in the tran-
sition and minimum configuration. Furthermore, it re-
quires the molecules not participating in the reaction to
have a non-zero permanent dipole moment and an aver-
age global alignment, such that 〈cos θ〉 6= 0. This could
be achieved by fixing the molecular orientation by, e.g.,
growing self-assembled monolayers [106] or using DNA
origami [50, 107], or for molecules that can be grown in a
crystalline phase, such as anthracene [108] (although po-
lar molecules tend not to grow into crystals with a global
alignment [109]). Another strategy to achieve alignment
under strong coupling that has been successfully used ex-
perimentally is to align molecular liquid crystals through
an applied static field [110]. However, for general dis-
ordered media such as polymers or molecules flowing in
liquid phase [14, 104], the angular distribution is typically
isotropic, leading to 〈cos θ〉 ≈ 0. In that case, our theory
predicts that no collective effect on reactivity should be
observed unless the cavity itself induces molecular orien-
tation (see below). We note for completeness that the
collective Rabi splitting depends on the average of the
squared z-component of the transition dipole moments,
i.e., 〈cos2 θ〉, which is nonzero unless all molecules are
aligned perpendicular to the electric field of the cavity
mode, and equal to 1/3 for isotropic molecules.
In order to test the strength of the collective effect
in realistic situations, and to compare it with the effect
of direct (free-space) dipole-dipole interactions, we now
treat a specific configuration, as depicted in Fig. 8(a):
A nanocavity represented by a metallic sphere of di-
ameter d = 8 nm, surrounded by a collection of Shin–
Metiu “molecules”, located at distances from 1 nm to
16 nm from the sphere. We place a collection of up to
N = 6000 molecules at random positions within that vol-
ume, imposing a minimum distance of 1.5 nm between
the molecules. A metal sphere with a Drude dielectric
function (or a dielectric sphere with a single resonance,
such as a phonon mode) can be approximated as a cav-
ity with only three modes, the dipolar localized surface
plasmon resonances aligned along x, y, and z (see ap-
pendix A for details). Higher order multipole modes
only couple significantly to emitters that are very close to
the surface. We first assume all molecules to be aligned
perfectly with the electric field of the z-oriented dipo-
lar mode of the sphere. In this configuration, the sum
over x- and y-oriented fields at the origin cancels out for
large N . For these directions, there is thus no Debye-
like collective effect, and we can restrict our attention to
just a single mode of the sphere (the z-oriented dipole
mode)2. As mentioned above, within perturbation the-
ory, where the Debye-force like contribution can be un-
2 We have additionally checked explicitly that solving the full elec-
trostatic problem, i.e., including all modes of the sphere by using
the method of image dipoles, gives very similar results to the ones
presented here
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FIG. 8. (a) Sketch of the model system of a collection of molecules distributed around a metal nanosphere with a diameter of
8 nm. The molecules are placed randomly at distances from 1 nm to 16 nm to the surface of the sphere, with the (permanent)
dipoles aligned along the direction of the field of the sphere’s z-oriented dipole mode. (b) Energy due to the dipole-sphere
(Eds) and dipole-dipole (Edd) interactions in the system within perturbation theory as a function of number of molecules N ,
as well as their sum (Etot). (c) Change in energy barrier and corresponding change in reaction rate at room temperature for
the most strongly coupled molecule, also resolved into contributions from dipole-sphere and dipole-dipole interactions. In both
panels (b) and (c), the slightly transparent lines correspond to different random realizations of the system, with the averages
in solid lines.
derstood within a fully electrostatic picture, it is straight-
forward to include the direct (free-space) permanent-
dipole–permanent-dipole interaction, as it is simply a
further additive electrostatic contribution. In Fig. 8(b),
we show the total electrostatic energy of the system, as
well as the relative contributions due to molecule-sphere
and direct molecule-molecule interactions, as a function
of N . For the configuration considered here, for which we
have not performed any optimization of total energy, the
dipole-dipole interactions give a positive contribution to
the total energy that is significantly larger than the col-
lective dipole-sphere interaction. The relative strength
of dipole-dipole and dipole-sphere interactions depends
on the details of the configuration, and we have checked
that, e.g., it is also possible to maintain the same collec-
tive interaction while obtaining an overall negative con-
tribution from dipole-dipole interactions by not choosing
random positions as we did for simplicity.
In contrast to the total energy, the change in energy
barrier predicted by Eq. (21) for the most strongly cou-
pled molecule of the ensemble is dominated by the (col-
lective) sphere-dipole interactions, as shown in Fig. 8(c).
The barrier height indeed increases approximately lin-
early with N , with changes of up to ≈ 0.09 eV due to
the cavity-mediated interaction, and an associated sup-
pression of the reaction rate by a factor of ≈30 at room
temperature. In the geometry treated here, the energy
shift of the target molecule due to dipole-dipole inter-
actions with the other molecules also increases linearly
with N , as the molecular dipoles combine to all act in
the same direction at the sphere location, with an effect
that is roughly half of the cavity-mediated interaction.
As mentioned above, the details depend strongly on the
configuration and cavity properties, and in particular, it
is also possible to choose configurations where the direct
dipole-dipole interactions dominate. While a more ex-
haustive treatment is beyond the scope of this article, we
mention that in initial explorations, we did not find any
simple configuration where the cavity-mediated interac-
tions were significantly larger than direct dipole-dipole
interactions.
While the barrier height increases here, the effect we
predict can also lead to a decrease, for example in the case
that the transition-state dipole moment is larger than in
the minimum configuration, cf. Eq. (22). This would
be expected, e.g., in dissociation reactions in which the
molecule splits into two partially charged fragments, and
is also seen for the backreaction from the right to left
minimum in the Shin–Metiu model for the case that all
other molecules are in the leftmost minimum (see Fig. 9).
For comparison, Fig. 9 shows the effect of average
alignment for the sphere-molecule system considered
above, for the case of N = 6000 molecules corresponding
to a molecular density of ≈ 2 · 108 µm−3. It displays
the CBO PES within second-order perturbation theory
as a function of R1, with all other molecules fixed in
the minimum configuration, and along the photonic min-
imum q = qm. For 〈cos θ〉 = 1, this demonstrates that
the collective cavity effect on the surface is significant,
with the position of the critical points shifting compared
to the bare molecule. For the Shin–Metiu model studied
here, the barrier height is actually increased compared
to the approximate prediction Eq. (21), which does not
take into account these shifts. In contrast, when there
is no average orientation, 〈cos θ〉 = 0, the effect on the
surface is minimal and is reduced to the single-molecule
result.
The single-molecule energy shifts we predict for per-
fect alignment can be significant. This implies that the
molecules, if they are free to rotate in place, could lower
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FIG. 9. Alignment dependence of the cavity Born–
Oppenheimer PES along the photonic minimum path qm for
the molecule in Fig. 8(c), with all other molecules fixed to the
equilibrium position Rmin.
their energy by aligning with the electric field of the cav-
ity mode, which could possibly lead to self-organization
(for the example system above, this also requires break-
ing of the overall spherical symmetry). The details of
this effect depend on the precise setup, such as the cav-
ity material and shape, molecular and solvent proper-
ties, etc., and would require a more complete treatment
taking thermodynamical effects and free energy into ac-
count [111, 112], which is beyond the scope of the current
work. However, we mention that it has recently been
shown that strong coupling and the associated formation
of polaritons itself could lead to alignment due to the as-
sociated decrease of the lower polariton energy, provided
that a significant fraction of molecules are excited to
lower polariton states [29, 113]. Although thermal exci-
tation can be efficient for vibrational strong coupling due
to the relatively low energies of vibro-polaritons, on the
order of a few times the thermal energy kBT , it should
be noted that the arguments in [29, 113] do not directly
translate to thermal-equilibrium situations. In that case,
a change in state energy due to improved orientation also
leads to a change in population, with the average energy
per degree of freedom staying constant and thus no net
energy gain.
Finally, we mention that in contrast to the single-
molecule case, the generalization of the above arguments
to many cavity modes is not straightforward, and the re-
sults are thus not directly applicable to, e.g., Fabry-Perot
cavities with a continuum of modes following a dispersion
relation as a function of the in-plane wave vector, as em-
ployed in existing experiments [14, 35–37]. Our results
indicate that solving the electrostatic problem (where all
modes are implicitly taken into account) should predict
the changes in energy barriers, but, e.g., the scaling with
number of molecules is not immediately obvious, and
as mentioned above, statistical effects should be treated
more carefully. Only for the special case that all modes
have the same electric field distribution (e.g., different
dipolar resonances of a small nanoparticle), the sum over
modes can be performed straightforwardly.
X. CONCLUSIONS
To summarize, we have analyzed modifications of
ground-state chemical reactivity in hybrid cavity-
molecule systems, motivated by experimental results
showing this for vibrational strong coupling [14, 37]. By
treating a simple model system, the Shin–Metiu model,
we were able to show through full quantum rate cal-
culations on the single-molecule level that ground-state
thermally driven reaction rates can indeed be signifi-
cantly modified under strong light-matter coupling. We
then demonstrated that this change can be interpreted
through classical transition state theory, i.e., by the
change in the height of an effective energy barrier (or
activation energy) by working within the cavity Born–
Oppenheimer approximation. In this approximation, the
cavity photon is formally treated like a nucleus, such that
ground-state reactions can be represented through mo-
tion on a PES with a single additional nuclear-like de-
gree of freedom. The use of perturbation theory leads
to simple analytic expressions relating the effective bar-
rier heights to purely ground-state molecular proper-
ties, namely the uncoupled ground-state PES, dipole mo-
ment, and polarizability of the molecule. We showed
that within second-order perturbation theory, the en-
ergy shifts determining the barrier height on the CBO
PES can be directly related to well-known intermolecu-
lar forces, i.e., the Debye and London forces, and more
generally to Casimir–Polder interactions.
We stress that while perturbation theory allows us to
make connections to well-known results, our approach
generalizes Casimir–Polder forces beyond the perturba-
tive regime and applies for any coupling strength. Ad-
ditionally, we have shown explicitly that the emergence
of vibrational strong coupling does not affect the validity
of the derived expressions for the effective energy barri-
ers. At the same time, the CBOA provides a straight-
forward way to connect to well-known theories of chem-
ical reactivity. The fact that the energy shifts obtained
here become appreciable for realistic nanocavities with
strongly sub-wavelength field confinement and thus suffi-
ciently large λ demonstrates that the (generalized) van-
der-Waals forces due to the interaction of the molecular
dipole with the polarization it induces in the cavity can
become strong enough to lead to significant changes in
chemical reactivity.
We also note that in the context of Casimir–Polder
forces, it is well-known that for sub-wavelength separa-
tions between emitters and material systems, it is suf-
ficient to work within the quasistatic approximation,
in which only the longitudinal electromagnetic Green’s
function contributes and the interaction does not de-
pend on whether the Power-Zienau-Woolley transforma-
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tion has been performed or not. In this context, it is
also well-known how to go beyond the quasistatic ap-
proximation, and the contribution from longitudinal and
transversal fields (including the Aˆ2 term and all EM field
modes) is naturally included within the Green’s func-
tion [72].
We demonstrated the applicability of our approach for
a realistic multi-mode cavity, a nanoparticle-on-mirror
setup [43], and found that the effective single-molecule
coupling strength in this case becomes significant (corre-
sponding to a mode volume of ≈ 2 nm3) even though the
mode volume of the main optically active mode is signif-
icantly larger (≈ 40 nm3). We furthermore applied our
theory to a real molecule, 1,2-dichloroethane, and showed
that reaction rates can be both suppressed and enhanced
depending on the relative value of the molecular dipole
moment at the critical configurations (local minima and
saddle points of the PES). A cavity could thus serve as
a catalyst or as an inhibitor of a ground-state reaction,
and could even alter the global equilibrium configuration
of the molecule, all without any kind of external energy
input, with all reactions simply driven by thermal fluc-
tuations. This represents a potential way to efficiently
optimize the desired yield of a molecular reaction.
We then found that on the single-molecule level, the
effects discussed above do not rely on any particular rela-
tion between the cavity photon frequency ωc and the vi-
brational transitions in the molecule ων , and thus in par-
ticular not on the formation of polaritons (hybrid light-
matter states). This is consistent with the interpretation
of the energy shifts as generalizations of Casimir–Polder
interactions beyond the perturbative regime. We also
showed that the small modulation of the reaction rate as
a function of ωc that is observed numerically can be un-
derstood by simple adiabatic approximations, and again
is not related to polariton formation.
For the case of many-molecule strong coupling, where
the single-molecule coupling λ is typically so small that
the single-molecule effects described above are negligi-
ble, we demonstrated that the PES and reaction barriers
can be significantly modified by collective effects provided
that the permanent dipole moments of the molecules are
oriented with respect to the cavity mode field, such that
they induce an overall static electric field. However, it
should also be noted that similar effects could be achieved
by direct dipole-dipole interactions if one manages to
align all molecules such as to create a strong field at the
position of a single molecule. An interesting open ques-
tion is whether the cavity-mediated interactions could
induce alignment in materials that do not show this in
the absence of the cavity, or if direct dipole-dipole inter-
actions would prevent this.
Finally, it should be noted that we have throughout as-
sumed that the whole system is in thermal equilibrium,
i.e., that the effective temperature is identical both for
the molecules and the cavity EM mode. This implies
that system-bath interactions do not have to be explic-
itly modelled, as the system can simply be assumed to
be at a given temperature (as explicitly included in the
quantum rate calculations and TST). This assumption
would break down if the internal vibrational tempera-
ture of the molecules is different from the temperature
of the thermal radiation bath that the cavity is coupled
to. In that case, the effective temperature of the system
could potentially become an average of the internal and
external bath temperatures. In particular, the effective
temperature relevant for a given reaction could depend
on whether vibrational motion along that reaction co-
ordinate is hybridized with the cavity mode, such that
the external black-body radiation bath would conceiv-
ably couple more efficiently to that mode than to oth-
ers. Such effects have been studied for Casimir–Polder
forces, where resonant contributions that exactly cancel
at thermal equilibrium can become important in non-
equilibrium situations [114, 115], and possibly give rise
to additional collective effects [116].
Our work demonstrates the possibility of modifying
ground-state chemical reactions and molecular properties
in hybrid cavity-molecule systems without an external
input of energy. We believe that the theory presented
here lays the groundwork for a profound understanding
of this novel cavity effect and could be used to predict
experimentally available chemical modifications.
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Appendix A: Quantized modes of spherical
nanoparticles
We here show that for two general models for the
dielectric function, a spherical nanoparticle in vacuum
within the quasistatic approximation can be approxi-
mated as a three-mode cavity [117, 118], with the modes
corresponding to three degenerate dipole modes. We
treat the sphere as a point dipole, equivalent to neglecting
the short-range higher-order multipole modes that only
couple to emitters very close to the surface [86, 119]. The
direction-independent polarizability of the sphere is then
given by [120]
αS(ω) = a
3 (ω)− 1
(ω) + 2
, (A1)
where a is the radius of the sphere. For a metallic Drude
model dielectric function without losses, m(ω) = 1 −
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ω2p/ω
2, this can be rewritten as
αS(ω) =
a3ω20
ω20 − ω2
, (A2)
where ω0 = ωp/
√
3. This is identical to the polarizability
of a single-mode quantum oscillator at frequency ω0 with
transition dipole moment µeg =
√
ω0a3/2 [88],
αq(ω) = µ
2
eg
(
1
ω0 − ω +
1
ω0 + ω
)
=
a3ω20
ω20 − ω2
. (A3)
Here, spherical symmetry implies that there are three
degenerate quantum oscillators, corresponding to the
quantized localized surface plasmon resonances in this
case, directed along three orthogonal axes (e.g., x, y,
and z). If the dielectric function is instead given by
Lorentzian function representing a material resonance
(e.g., a phonon mode) at frequency ωph and with res-
onator strength characterized by ωf , i.e., (ω) = 1 +
ω2f
ω2ph−ω2
, we again get the same polarizability by using
ω20 = ω
2
ph +
ω2f
3 and µeg = ωf
√
a3
6ω0
, with the quantized
mode now corresponding to a localized surface phonon
polariton resonance. We have thus found that these sim-
ple models can be quantized by considering just a single
or few cavity modes.
Appendix B: Normal modes in cavity
Born–Oppenheimer
In this section, we demonstrate how vibro-polariton
formation can be observed within the cavity Born–
Oppenheimer approximation [25]. We note that this
derivation is essentially identical to that performed
in [83], although it was not based on the CBOA there.
Within this approximation, discussed in detail in sec-
tion IV, the photonic degree of freedom is described
by a continuous parameter q, proportional to the elec-
tric displacement field, and both nuclear and photonic
motion takes places on an electronic potential energy
surface parametric in R and q. Hybridization of pho-
tonic and vibrational excitations is thus not directly ob-
served by inspecting the PES, but requires calculating
the coupled nuclear-photonic eigenstates determined by
the PES. This is most easily achieved close to a local
minimum, where the surface can be locally approximated
through coupled harmonic oscillator potentials, and di-
rect diagonalization of the Hessian gives the polariton
eigenstates. Close to the minimum and only treating a
single nuclear degree of freedom for simplicity, the CBO
ground-state surface of Eq. (11) may be written as:
V0(R, q) =
ω2ν
2
R2 +
ω2c
2
q2 + λωcqµ(R), (B1)
where we are here using mass-weighted coordinates (R→
R/
√
M) for the molecular coordinate, which has a vibra-
tional frequency of ων . For simplicity we are ignoring
the polarizability term, which is equivalent to redefin-
ing the effective photon frequency with the replacement
1
2ω
2
c (1−λ2α(R))q2 → 12ω2cq2. The Hessian of the surface
is then
H =
(
ω2ν λωcµ
′
0(R0)
λωcµ
′
0(R0) ω
2
c
)
, (B2)
where µ′0(R0) is the derivative of the ground-state dipole
moment in mass-weighted coordinates, evaluated at the
minimum. The eigenvalues of the Hessian correspond to
the squares of the normal modes frequencies. In the reso-
nant case (ων = ωc) it is straightforward to show that the
new frequencies are ω± = ωc
√
1± λωcµ′0(R0). This is the
standard result for the modes of two coupled harmonic
oscillators beyond the rotating wave approximation [121].
The connection between the coupling strength and the
Rabi splitting is clearer in the limit of low coupling:
ω± ≈ ωc ± 1
2
λµ′0(R0). (B3)
The Rabi splitting to lowest order is then ΩR = ω+ −
ω− = λµ′0(R0), i.e., proportional to λ, which is the
definition that we use in the main text. The Rabi
splitting for collective strong coupling is enhanced as
ΩR =
√
Nλµ′0(R0).
With the results above, it is trivial to obtain the zero-
point energy in the coupled system, which is given by
(ω+ + ω−)/2. To second order in λ, we obtain (without
assuming resonance)
Ezp =
1
2
(ωc + ωv)− ωcλ
2µ′20 (R0)
4ωv(ωc + ωv)
. (B4)
We note that when the effective frequency ωeff instead
of the bare frequency ωc is used for the cavity mode,
the additional correction −λ24 ωcα(R0) corresponds to an
additive term up to second order.
Appendix C: Nanoparticle van der Waals potential
We here show that for a general nanoparticle with
a series of (bosonic) dipole resonances characterized by
(vectorial) transition dipoles µk and frequencies ωk, the
perturbative energy shift due to coupling to a molecule,
Eq. (16), corresponds exactly to Debye and London
forces. In this case, the coupling operators λk at
the molecular position rm are determined by the static
dipole-dipole interaction,
λk =
√
2
ωk
(
3(µk · rm)rm
r5m
− µk
r3m
)
. (C1)
For simplicity, we assume rm to be along the x-axis, and
all dipoles to be oriented along z, leading to
λk =
√
2
ωk
µk
r3m
. (C2)
18
Inserting this into the perturbative energy correction
then gives
δE(R) = −
∑
k
λ2k
2
(
µ20(R) +
ωk
2
α0(R)
)
= −
∑
k
µ2kµ
2
0(R)
ωkr6m
−
∑
k
µ2kα0(R)
2r6m
. (C3)
Using Eq. (A3), the sum in the first term can be replaced
with the zero-frequency polarizability of the nanoparticle,
αn(0) =
∑
k
2µ2k
ωk
, giving
δE(R) = −αq(0)µ
2
0(R)
2r6m
−
∑
k
µ2kα0(R)
2r6m
. (C4)
where the first term corresponds exactly to the static
energy of a dipole µ0 at rm interacting with a polarizable
sphere at the origin, and the second term corresponds to
the London force [122].
Appendix D: Electrostatics of a
nanoparticle-on-mirror cavity
In here we derive the electrostatic energy of a dipole
µ inside a plasmonic nanocavity made up of a spherical
metallic nanoparticle of radius R separated by a gap ∆
from a planar metallic mirror. This can be achieved using
the method of image charges by considering a formally
infinite series of images, with each image in a component
of the cavity inducing an image in the other. In practice,
this infinite converging series can be truncated after a
finite number of terms to obtain any desired degree of
accuracy. Considering both a charge q and a dipole µ at
position r relative to the center of a perfectly conducting
grounded sphere of radius R, the resulting images will be
located at r′ = (R/r)2r (where r = |r|) and consist of a
charge and dipole given by
q′ = −R
r
q +
R
r3
r · µ, (D1)
µ′ =
(
R
r
)3 [
2r (r · µ)
r2
− µ
]
. (D2)
Here, it is important to take into account that the image
of a dipole in a sphere always consists of both a charge
and a dipole. The corresponding expressions for a plane
can be obtained by simply taking R → ∞ (and moving
the center of the sphere accordingly to keep the planar
surface fixed). The cavity-induced energy shift of the
dipole is then given by U = − 12Eind · µ, where Eind is
the total field generated by all image dipoles and charges,
and the factor 12 is due to them being induced.
It is also interesting to note that since a dipole induces
a nonzero image charge, the total induced dipole moment
of the sphere is not origin-independent. In particular, the
induced dipole moment (for q = 0) relative to the sphere
center is µ′+r′q′ = (R/r)3
[
3r(r · µ)/r2 − µ], which cor-
responds to the dipole moment obtained when treating
the nanoparticle as a polarizable point particle (cf. ap-
pendix A). Accordingly, in a multipole expansion about
the sphere center, higher-order multipoles are nonzero
and neglecting them corresponds to an approximation,
while using the image dipoles and charges as given above
is exact.
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