Abstract--In this paper, we present a game theoretic framework for bandwidth allocation for elastic services in high-speed networks. The framework is based on the idea of the Nash bargaining solution from cooperative game theory, which not only provides the rate settings of users that are Pareto optimal from the point of view of the whole system, but are also consistent with the fairness axioms of game theory. We first consider the centralized problem and then show that this procedure can be decentralized so that greedy optimization by users yields the system optimal bandwidth allocations. We propose a distributed algorithm for implementing the optimal and fair bandwidth allocation and provide conditions for its convergence. The paper concludes with the pricing of elastic connections based on users' bandwidth requirements and users' budget. We show that the above bargaining framework can be used to characterize a rate allocation and a pricing policy which takes into account users' budget in a fair way and such that the total network revenue is maximized.
I. INTRODUCTION

C
URRENT high-speed networks have to support applications which have no way of predicting their traffic requirements in advance, but have stringent loss requirements and can tolerate variations in transfer delays. These performance characteristics mean that the sources can be made to modify their data transfer rates according to network conditions. These services are referred to as elastic services. Their source rates are adjusted according to the network conditions so the network can carry a variable number of bursty connections in an efficient manner. Typical services, which share these properties, are TCP/IP based services, ATM available bit rate (ABR) services, or services using bandwidth-on-demand on a multiple access system.
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services being carded, the incoming elastic sources will have to continually change their rates based on some notification by the network on the available bandwidth. Thus the notion of rate control of sources arises.
Since potentially there are many sources distributed in the network which will be competing for the use of the available bandwidth, there are several issues which arise and must be dealt with. These are: 1) efficient bandwidth allocation to the different sources taking into account their different needs and performance requirements; 2) the crucial notion of fairness; 3) the ability to implement the allocation scheme in a distributed manner with minimal communication overheads; and 4) the issue of pricing the bandwidth in such a way that the network revenue will be maximized if the users are allocated bandwidth according to 1) and 2) above.
In this paper, we propose a game theoretic framework, which is very powerful, to address the above issues. In particular, by drawing upon the Nash bargaining framework from cooperative game theory [24] , [25] , we show that one can obtain a unified framework in which we can address issues of network efficiency, fairness, revenue maximization, and pricing. The advantage of such a framework is that we have precise mathematical characterization of the solutions and their properties, and therefore a precise framework in which different solutions can be compared.
The idea of using the Nash bargaining solution (NBS) in the context of telecommunication networks is not new. This was first presented in the context of packet-switched (data) networks by Mazumdar et al. [22] . The properties of Pareto optimality as well as the development of local optimization procedures which lead to Pareto-optimal solutions (the local procedures being greedy schemes) were studied in a series of papers by Douligeris and Mazumdar [10] , [8] , [9] in the context of data networks. This paper is thus an extension of those ideas as well as a new approach in the context of elastic services in broadband networks. Preliminary results have been presented in [29] and [30] .
The issue of rate control for elastic sources has been the focus of much attention. In the ATM ABR context the primary concern has been to develop algorithms which adapt quickly to congestion while trying to be fair in a so-called max -min sense [5] , [13] , [16] . This notion of fairness is different from the notion of the min -max solutions in game theory. More recently, [17] , [18] and [21] have considered the problem of rate allocation and charging based on knowledge of user utility functions. All consider the issue of maximizing the social benefit, which is the sum of the user utilities. In [17] it is also shown that the socially optimizing solution can be obtained as the solution to a user optimization problem. Furthermore, it is shown that the solution obtained has the property of proportional fairness if the utility functions are logarithmic functions of the allocated bandwidth. Allocating bandwidth based on user willingness-to-pay is considered. Both [18] and [21] provide distributed algorithms for achieving the socially optimal rate allocations. The pricing issues the authors consider are different; in [17] users state their prices and the network allocates the bandwidth accordingly, while in [21] the network charges a price based on user bandwidth demands. The combination of flow control and pricing has also been addressed in [6] and [26] .
The utility function approach used in [17] and [21] suffers from the point of view that user utilities or preferences are only known in some qualitative sense. Thus, although reasonable assumptions can be made on the behavior of utility functions, such an approach cannot be used to provide concrete numerical answers. Hence, the approach we take is to consider measurable performance characteristics rather than abstract utility functions. In the context of elastic services, one important measure is allocated rate. We propose a game theoretic framework based on choosing this measure. We demonstrate that not only is it possible to address the issues of fairness and efficiency, but the framework also allows us to put the solution in proper context.
Using the Nash bargaining framework from cooperative game theory [24] , [25] we show that proportional fairness (as introduced in [17] ) is in fact an NBS. The bargaining framework allows us to address the bandwidth allocation problem with nonzero minimum bandwidth guarantees [known as minimum cell rate (MCR) in the ABR context] while also accounting for peak-rate requirements of sources [referred to as peak cell rate (PCR) in the ABR context]. We then provide a distributed algorithm implemented at network links (or nodes), which achieves the desired bandwidth allocations that are Pareto optimal and fair. This algorithm is based on the gradient of the dual of the basic optimization problem which results when computing the NBS [2] . The algorithm proposed in [21] is also based on the dual of the social optimum problem with second-order differentiability or C 2 assumptions on the user utility functions. The performance functions we consider are not in C 2, and hence we provide a proof of the convergence of our algorithm to the desired allocations. We then address the issue of pricing and its relation to bandwidth allocation. It is shown that based on a user's budget or willingness-to-pay and its bandwidth demands, a bargaining framework can be developed to allocate the network bandwidths to the users in a way which is optimal in the Pareto sense and is fair to the users. Furthermore, based on this, we can develop a pricing scheme based on the congestion in the network for which network revenue is maximized when the network operates at the allocations corresponding to the bargaining solution. This pricing scheme has the following property: a user is never charged more than its declared budget but could be charged less than its budget if the amount of congestion in the network links used by its connection is low.
The outline of this paper is as follows: In Section I, we present the salient facts about the NBS which is the base for our framework. Section II considers the optimal and fair rate allocation problem for elastic connections which have both minimum and peak rate constraints. We discuss both the centralized (system optimality) as well as the user-based contexts. In Section III, we propose a distributed algorithm to implement the solution and analyze its behavior in terms of convergence. In Section IV, we then show how the game theoretic framework we have introduced leads to a very elegant framework for charging and allocating bandwidth resources based on user budgets or willingness-to-pay. Technical proofs are deferred to the Appendix.
II. BASIC FRAMEWORK
In this section, we present the salient concepts and results from cooperative game theory and the Nash bargaining (or arbitrated) solutions (NBS) which are used in the sequel. For details, we refer the reader to the book by Muthoo [24] and the paper by Nash [25] .
The basic setting of the problem is as follows: There are N users (connections) which compete for the use of a fixed resource (bandwidth). Each user i (i E {1... N}) has a perfor-0 which mance function fi and a desired initial performance u i is the minimal performance required by the user without any cooperation in order to enter the game. Each performance function is defined on a subset of ~]-~N termed X, which is the set of game strategies of the N users. In a context of network resource allocation, X could represent the space of allocated rate vectors. The initial performance of each user represents a minimum guarantee that the network must provide the user. Therefore, we will assume throughout our framework that each user involved in the game can achieve its initial performance. In other words, there exists at least a vector in X for which the performance vector f = (fl, ---, fN) is superior or equal to the initial performance vector u °.
Let U C RN be a nonempty convex closed and upper-bounded set. In our context, the set U denotes the set of achievable performance. Let u ° C ~-~N such that Uo = {u C U/u > u °} ¢ 0. Hereu ° denotes the initial agreement point. Let G = {(U, u°)/U C 7~ u } denote the set of achievable performance with respect to the initial agreement point.
We first define the notion of Pareto optimality in the context of multiple-criteria objectives which occurs in the typical game setting with multiple players.
Definition 2.1:
The point u E U is said to be Pareto optimal if for eachv E U,v_> u, thenv=u.
The interpretation of a Pareto optimum is that it is impossible to find another point which leads to strictly superior performance for all the players simultaneously. In general, in a game with N players (or equivalently for a set of N objectives), the Pareto-optimal points form an N -1 dimensional hypersurface, which implies that there are an infinite number of points which are Pareto optimal. From the definition of Pareto optimality, it is clear that an optimal network operating point should be a Pareto-optimal point. The question that arises is at which of the (infinitely many) Pareto-optimal points should we operate the system?
One way in which we can define suitable Pareto-optimal points for operation is by introducing further criteria. From the perspective of resource sharing, one of the natural criteria is the notion of fairness. This, in general, is a loose term and there are many notions of fairness. One of the commonly used notions is that of max -min fairness which penalizes large users. From the definition of max -miu fairness [3] , it can be seen that it corresponds to a Pareto optimum. However, it is not easy to take into account the notions that users might have different requirements within this framework. A much more satisfactory approach is to use the fairness axioms from game theory as the fairness criteria [25] .
We now define the NBS, which encapsulates the above requirements of yielding Pareto optima as well as being fair in a precise sense. Except in trivial cases, it differs from the max -rain solution. natives axiom states that the bargaining point is not affected by enlarging the domain if agreement can be found on a restricted domain. The symmetry property states that the bargaining point does not depend on the specific labels, i.e., users with the same initial points and objectives will realize the same performance.
Having defined the NBS, we define the optimal point as follows: Definition 2.3: Let u* be given by S(U, u°). Then u* is the (Nash) bargaining point and f-l(u*) is called the set of the (Nash) bargaining solutions.
The following result, due to Stefanescu [27] , provides for a characterization of the Nash bargaining point and will form the basis for the results in the sequel. 
., f N ( x ) ) .
Let U = {u E 7~N: 3x E X s.t. f(x) >_ u}. Denote by X(u) = {x E X: f(x) >_ u} and Xo = X(u °) the subset of strategies that enable the users to achieve at least their initial performances.
Then there exists a bargaining solution and a unique bargaining point u*. Moreover the set of the bargaining solutions (f-l(u*)) is determined as follows:
Let J be the set of users able to achieve a performance strictly superior to their initial performance, i.e., J is defined as {j E {1...N}: 3x E Xo, fj(x) > u°}. Each vector x in the bargaining solution set verifies fj(x) > u ° and solves the following maximization problem (P j):
• 0 forj E Janduj = uj Hence, u* satisfies that uj > u 5 otherwise.
Remark 2.2:
From the assumption that there exists a nonempty set J of users who can achieve performance superior to their initial performance, it implies that Pj > 0. Note that for each j E J, Vx E X0 fj(x) = u °. The users in J are not considered in the optimization above.
It can be readily shown that if each function f5 (J E J) is injective on X0, then the bargaining solution set is a singleton and therefore there exists a unique NBS (in the space X).
We now state an equivalent optimization problem, which will also result in the NBS. The proof can be found in the Appendix. We first need the following result whose proof is given in the Appendix. Using the above, we can now formulate an equivalent optimization problem, which we will consider in the sequel.
Theorem 2.2:
In addition to the assumptions in Theorem 2.1, let {fj}; j E J be injective on X0.
Consider the two maximization problems (Pj) and (PJ):
jEJ Then: 1) (P j) has a unique solution; the bargaining solution set is a singleton. 2) (PJ) is a convex program and has a unique solution.
3) (Pj) and (PJ) are equivalent. Hence, the unique solution of (PJ) is the bargaining solution.
Remark 2.3:
In [17] , it has been shown that if the user utility functions are logarithmic, then the maximization of the sum of the utility functions leads to an allocation which has been termed as proportionally fair by Kelly. In light of Theorem 2.2, this corresponds to a NBS. However, the definition of a NBS does not require the user objectives to be logarithmic functions. In general, all that can be said in the case when the sums of user utilities are maximized as considered in [17] , [21] is that the allocation will be a Pareto optimum. This optimum is referred to as a social optimum.
Remark 2.4:
Since the NBS is Pareto optimal, it implies that there exists a set of weights {wi}i~j such that U* = (fl(X*), ..., fN(X*)) where
(1)
xEXo ~EJ
This follows from the fact that every Pareto point can be obtained as the solution to the maximization of the sum of the weighted objectives (see [1] ).
III. OPTIMAL AND FAIR BANDWIDTH ALLOCATION FOR ELASTIC CONNECTIONS
It is natural to adopt a game theory approach to model and address the issue of network resource allocation. In the context of flow control in packet-switched networks, many schemes were based on the use of game theory and gave a characterization for some candidate points. Some of them considered Nash equilibrium points [4] , [10] and others considered Pareto-optimal points [8] , [9] . In [22] , the Nash bargaining point was proposed as a suitable solution for the design of an optimal and fair flow control.
As in [22] , we consider the Nash bargaining point as the desired point for the operation of the network. This is due to the Pareto optimality and fairness property associated with NBSs. It is important to note that NBSs are not related to Nash equilibria which (except in the case of inessential games) are Pareto inefficient [11] , [1] . Nash equilibria are important in that they arise in the context of greedy optimization.
The definition of a Nash bargaining point is highly dependent on the consideration of an initial performance point (termed u ° in the previous section). It represents a minimum performance that a user wants to achieve and the user will not enter the game if it is not possible. In the context of elastic services, for each connection (user) the initial performance can be viewed as a performance achieved by the minimum rate (MR) they want guaranteed by the network.
First, we consider a centralized (or global) model in which network resources are the available link capacities and each connection aims at maximizing its allocated rate beyond its minimum desired rate. Given that there are many users who all share the same objective, the network performs an allocation which is fair to all the users while at the same time efficient from the point of view of the network. As argued above, this corresponds to finding the NBS for the allocation problem.
Then, we show that the NBS from the point of view of the network can be achieved by solving a user-level greedy optimization problem by suitable modification of the user objectives. The required modification comes in the form of implied costs associated with the global problem and these in turn play a role in network revenue maximization.
A. Network Optimal Rate Allocations
We consider a static model for the centralized (network) problem in which N connections demand use of the network and are identified by the routes (or paths) they take. We assume there are L links or nodes within the network. Each connection is assumed to be elastic with a peak rate (PR) and an MR to be guaranteed by the network. Connections compete for available bandwidth resources within the network. These resources are network link available capacities and they are assumed to be fixed (nontime-varying). With respect to the abstract framework already presented, the admissible rate vector space X0 is determined by network capacity constraints and the minimum and peak rates of the connections. It is defined as follows:
X 0 = {x • T~N/x ~_~ MR x ~ PR and Ax < C} (2) where C is the vector of link capacities, PR is the vector of peak rates of the connections, and A = (alp)l, p is an L x N incidence matrix, i.e., alp is equal to 1 if the link I belongs to the path p and 0 otherwise.
In the context of elastic services, it is natural to assume that each connection aims to obtain an allocated bandwidth greater than its minimum rate and as close to its peak bandwidth requirement as possible. Therefore, with respect to the framework described above, the performance function fi for a user i is simply defined as xi. Moreover, MRi represents the initial (or minimum) performance desired by user i.
For simplicity and without loss of generality, we assume that on each link the spare capacity is strictly superior to the sum of the MRis of the connections crossing this link. If this assumption is not valid, then our model and results are still valid for the subset of connections to which we can allocate more than the corresponding minimum rate. One can show that this assumption ensures that X0 has a nonempty interior.
With respect to the framework described in Section I, the NBS of the centralized model is an optimal and fair rate allocation of network available capacities to the N connections. From Theorem 1.1, the NBS is the solution of the following convex global optimization problem (S): Proof." Now under the assumption that }-~i=1 auMRi < Ct; l = 1, 2, . .., L, the set X0 is nonempty, convex, and compact. Define
then f(.): 32o --* N+ is strictly concave. 
Then the first-order necessary and sufficient conditions are given by Having obtained the characterization of the optimal (in the Nash bargaining sense) rates allocated in the centralized or network framework we now address the issue of how we can define a local optimization problem (for each connection or user) which yields the above allocations.
B. The User Problem
In the previous section, we formulated and solved the centralized network optimal rate allocation problem. In general, this will involve centralized coordination amongst the connections. In a network distributed over a vast geographical area, this will require much communication overheads. Thus, an important issue is whether such a computation can be decentralized at a user level in which the user tries to optimize its performance greedily. In general, greedy procedures lead to Nash equilibria [28] which, being Pareto inefficient, are not NBSs. Thus, clearly, users must use modified criteria if the greedy optimization is to lead to the NBS for the network.
The answer to the above question is in the affirmative. This is well known in the theory of nonlinear programming as the concept of tolls or penalties. This is also the approach used by Kelly [17] . The basic idea is that if we think of the implied costs as the penalties to be paid by the users, then local optimization of the net user "goodput," i.e., the desired performance minus the penalty to be paid, will yield a Pareto-optimal point. This will be the optimal of the weighted sum of the original objective functions, the weights being the penalties. Such an idea has also been discussed in the context of packet-switched networks in the thesis of Douligeris [7] , where the decentralized procedure attempts to arrive at the centralized or Pareto-optimal flow control settings via the imposition of penalties.
In the decentralized model, each connection can optimize only its allocated rate. The rate for the connection is bounded from below by the MR and from above by the PR. It is assumed that each user optimizes its rate without regard to the other users (i.e., local optimization over zi for user/). However, offering unrestricted access to each user or connection is not in the network's interest and thus the network penalizes or charges each user for use of network resources. This is reflected in a penalty in the user optimization criteria.
We introduce N positive network parameters, denoted by {ai; i = 1, 2..., N}, which represent the penalty or cost incurred per unit of bandwidth or capacity by the N users, given that they share the resources. The c~is also can be interpreted as the penalty per bandwidth unit that the network imposes on user / for consuming bandwidth within the network. We show how the c~is are determined such that the corresponding rate allocations lead to the centralized NBS rate allocations. The objective of each user is to maximize its net utility which is, for a particular rate, the difference between the utility obtained from the allocated bandwidth xl and the cost of accessing the network given by c~ix/.
Hence, let (U/) denote the following convex problem associated with user i:
The network aims to determine the optimal rate allocation to users that maximizes its total "revenue" based upon "charging" c~/per unit of bandwidth to user i. Hence, the network has to solve the following convex problem (N):
The following proposition shows that by appropriate choice of network costs, the c~/s, the NBS of the centralized model maximizes each user's net utility and the network total revenue. Note by definition c~/is just the implied cost for the ith connection which uses the route specified by the links l along its path, where the #t are the implied costs associated with link 1.
In order to show that for each i E {1... N}, xi is the unique solution of the strictly convex problem (Ui) we introduce the Lagrangian for the optimization problem Ui (x/). Let
denote the Lagrangian. Then the necessary and sufficient Kuhn-Tucker conditions of (U/) are given by
The above holds for every i = 1, 2, ..., N. Once again noting that xi > MR/, we obtain 7/ = 0.
In a similar way, by considering the Lagrangian for the problem (N) we obtain that the necessary and sufficient Kuhn-Tucker conditions are given by From above, by taking 5i = /3/ and at = /zt, we see that the solution x in terms of ai satisfies the Kuhn-Tucker necessary conditions for (Ui) and (N). Sufficiency follows from uniqueness.
[] Remark3.2: The optimization problem (5) is just an instance of the characterization of the Pareto points given in Remark 2.4 with weights {c~i}.
To summarize the results so far, we have shown how the notion of fairness can be used to obtain the optimal (in the Pareto sense) network rate allocations and then shown how they could be realized using a local procedure in which the implied costs associated with the path taken by the connection play an important role.
One problem in implementing the decentralized optimization problem is that we need knowledge of the link implied costs #t, which are only obtained from the solution to the global network optimization problem. It can be argued that if that is the case there is no benefit in considering the decentralized optimization problem, since if we solve the global problem, then we can directly obtain the optimal and fair bandwidth allocations.
In the following section we show that the bandwidth allocation problem can indeed be implemented in a distributed manner, without solving the global problem directly.
IV. DISTRIBUTED ALGORITHM FOR FAIR BANDWIDTH
ALLOCATION
As mentioned above, the algorithm could easily be implemented as a local procedure [optimization of Ui(.)] once we know the user implied costs c~i. This is, however, only determined by solving the global problem, and hence there is no gain in using the local interpretation unless we can devise a local way of obtaining this solution.
In this section, we present a distributed algorithm for obtaining the optimal fair bandwidth allocations based on local algorithms and measurements. The approach we use is drawn from the so-called gradient projection methods [2] in optimization theory. The algorithms proposed in [21] are also based on the gradient projection method. However, in [21] they assume that the utility functions are concave with bounded second-order derivatives. In our context, such an assumption does not hold, and hence we provide a proof of the convergence.
We present an algorithm based on the gradient projection of a dual problem associated with the original problem (S). 1 The advantage of this is that in any realistic network the number of links L is usually much smaller than N the number of users. The dual problem is based on the L local algorithms run at the different nodes which are ingress nodes for a given link. The important feature of such an algorithm is that the link updates only require information on users who use that link, and hence global information is not required. The complexity of such a procedure is much less than if it is done at the user level in terms of communication overheads. This is because at a given link only the information about connections using that link is needed, while at the user level, information about all other connections which affect the given connection is needed.
qn [30] , we also propose an algorithm which is based on the primal problem as in [18] , but which requires much more information exchange than the one we present here.
We now discuss the framework and algorithm below. The proofs of the technical results are given in the Appendix.
We consider the convex problem (P) (primal problem) equivalent to (S) since they have the same optimal solution (cf. Theorem 2.2):
Let X be a subset of "R N defined by connection bandwidth constraints and let/2 be the Lagrangian associated with (P) and defined over X x "R L. X and £ are defined as follows:
C(x, t,)
The dual function d(.): T~ L to R corresponding to (P) is then defined as follows:
Since the primal is separable and has a be computed explicitly. Indeed, for each # E RL
where for each i E {1, ..., N)~ 9/(') is defined on n as follows:
The dual problem (D) is the following:
Max.cn~ d(tt).
Since X is convex, GL(.) is convex over X, and there exists x E X such that (Ax)z < Ct for each l E {1, ..., L}. It implies that there exists a Lagrange multiplier and therefore there is no duality gap (see [2, Ch. 5] ). Hence, (D) has at least one optimal solution.
Let U be the set of solutions of the dual problem. This set is also the set of Lagrange multipliers. U is nonempty and can be characterized in many ways ([2, Ch. 5]). The saddle point characterization allows us to show that U is compact (see the Appendix). From duality, d is concave on ~L. One can show readily (Danskin's theorem in [2] ) that d is also C I and the partial derivatives are determined as follows:
A. Dual-Based Algorithm
We propose an algorithm that solves the dual problem (D) and which is based on a simple gradient-projection method. The algorithm uses a constant step-size. We will show that by a suitable choice of the step-size the algorithm converges to U, the set of the solutions of the dual problem. Moreover, since the solution to the primal problem is unique, the corresponding primal solutions converge to the unique Nash bargaining vector.
Let "7 > 0 denote the step-size (or gain) associated with the following recurs/on scheme of dimension L.
For eachl E {1, ..., L} and k _> 0
where for gi(') defined in (9) Xi(It(k))=gi(£atitt}k) )/=1 (11) denotes the allocated bandwidth at iteration k for user i, and it(k) = (u~k), ..., U(L k)) denotes the implied-cost vector at iteration k with it(°) E ~L arbitrary. It can be taken to be 0.
Let N(i) denote the number of links crossed by user i through the network and define
ki=l Then K defines bounds on how large we can choose the gain '7. We now state the main result on the convergence of the algorithm defined above.
Proposition 4.1:
Let {/z (k) } be a sequence generated by (10) such that/z (°) E 7"£ L and '7 E (0, (2/K)).
Let ~ be the Nash bargaining allocation vector [solution of
k----*oo \ ]
The proof is given in the Appendix.
B. Network Implementation
In the following, we present an asynchronous distributed implementation of the algorithm. The iterations can be run at each network node using local information (/zz for link l) and information sent by relevant users which use link l. A user updates its local variable (xi for user i) using information received from the links that this user crosses. After each update, a user sends the new value to these links. We propose a scheme using explicit-rate type of notification modeled after ABR schemes.
We assume that elastic sources regularly send forward resource management (RM) packets in order to get feedback from the network about the congestion state or resource availability.
The information necessary for the operation of the control scheme is conveyed by the RM packets, which are of two kinds: forward RM packets which are created by sources and conveyed along their corresponding paths, and backward ones which are created by destinations that turn around the forward RM packets. The fields of an RM packet (Fig. 1) relevant to the description of the control scheme are DIR (direction: forward or backward), MR (connection minimum rate), PR (connection peak rate), CP (congestion price), and ER (explicit rate). CP is used by the network nodes to communicate the value of the price variables (#l for link l) they control. ER stands for the maximal rate at which a given connection can transmit data.
There is a set of parameters associated with the control scheme: a constant step-size 3' used to update the price variables, feedback intervals (FI in Fig. 2) , and some measurement intervals (MI in Fig. 2 ). Each network link has its own feedback interval and measurement interval. A link price is updated at the beginning of each feedback interval and the total link input rate is measured during the measurement interval, as shown in Fig. 2 .
If we interpret xi(# k) as the current data rate of connection and i as a function of the current network link price vector, then N in (10) the sum }--~i=1, a,=l x/(# (k)) can be interpreted as the current total input rate at link 1. It is important to note that the new price for a link l is computed when the information about current total input rate (the above sum) is available at the link. This helps determine the right values for the feedback and measurement intervals associated with network links.
In the following, we describe the local procedures associated with the allocation scheme.
Source Procedure:
• A source sends a forward RM packet and inserts the MR and the PR in the corresponding fields. Then, it sends the packet to the destination.
• At the reception of a backward RM packet, a source adjusts its transmission data rate according to the explicit rate notification (ER) contained in the RM packet. We consider that a source has a variable called allowed rate (AR) which is updated as follows: AR ~ ER. AR is the maximal rate at which a source is allowed to transmit. Destination Procedure."
• Upon the reception of a forward RM packet, a destination creates a backward RM packet, puts zero in the CP field, and sends it back to its corresponding source. Network Node Procedure: For a particular output link:
• At the beginning of each feedback interval (Fig. 2) , the node updates the link price using the input rate measured during the previous measurement interval, a constant step-size 3', and the link available capacity C. The following illustrates the price updating:
price := Max(0, price + 3"(Input -C))
• Upon the reception of a backward RM packet, ER and CP are modified using the current link price, the MR, and the PR. The modifications are done as follows (ER is modified using the new value of CP):
Once the modifications are completed, the backward RM packet is relayed back to the source.
• A node, at regular intervals, measures (Fig. 2 ) the total input rate at the link. It can be readily see that the ER contained in a backward RM packet does not increase when going through network nodes in the backward direction. In addition, the implementation of the scheme does not differentiate between network access nodes and the other nodes as far as the update of ER is concerned.
For the good operation of the control scheme, it is important to dimension for each link the feedback and measurement intervals. Indeed, the feedback interval should be large enough to allow the sources traversing a particular link to react to the new price (after update) conveyed by the backward RM packets and for a link to experience the result of the sources' reaction. The total input rate at a link should be measured during that period, i.e., when the response of sources to the new price has reached the link.
The rate of convergence is governed by V which depends on the knowledge of K defined earlier. This is the only quantity which needs to be broadcast to all nodes.
V. PRICING FRAMEWORK FOR ELASTIC SERVICES
We now address the issue of rate allocation together with the pricing issue in the context of elastic-rate connections considering users' bandwidth requirements and users' budgets (willingness-to-pay) for bandwidth above their guaranteed minimum cell rates. As already shown in Proposition 2.2, if the network charges according to the user-implied costs, the network revenue is maximized when allocated rates are according to the NBS. This key property will allow us to formulate a pricing framework for the network to charge the users.
The scenario we consider is the following. Each user informs the network of its budget (or maximum amount the user is willing to pay for the required bandwidth beyond the guaranteed rate) in a simple way. At connection setup, a user communicates its budget for bandwidth allocated beyond its MR. Users expect that the network will take their budgets into consideration when allocating the available bandwidth to all competing users. The budget may be declared by the user or chosen from a given set of values provided by the network operator. For example, the network can provide different tariffs with the proviso that the user will not pay more than the selected amount which determines the type of service the network may guarantee. The choice of a user reflects the valuation based upon the budget for an amount of bandwidth beyond guaranteed rate. What the network operator undertakes is to provide a fair share of the bandwidth based on the user budgets and bandwidth requirements.
From the network viewpoint, it must set up a charging scheme such that the user budget is never exceeded, and yet the network maximizes its revenue when it allocates the bandwidth according to the requirements above.
A. Model and Assumptions
We consider the model of N users similar to the one described in Section III-A. Each user (connection) i has a minimum rate MRi and a peak rate PRi. Each user i chooses a parameter B/ which represents the total cost (budget) it is willing to pay for the excess bandwidth beyond the minimum cell rate. As mentioned above, these could be from tariffs published by the network (for example Gold, Silver, or Bronze services, which can guarantee different levels of bandwidth such as providing PR or some amount between MR and the PR depending on the network conditions). One desirable property is that depending on network conditions, a user must not be penalized for choosing a larger budget if resources are not congested.
As in the centralized model (Section HI-A), we adopt the following simplifying assumption (without loss of generality): on each link, the spare capacity is assumed to be strictly superior to the sum of the MRis of the connections crossing this link.
Bargaining theory also provides us with the necessary framework to address fair and efficient bandwidth allocation subject to both user bandwidth requirements as well as budgets. The basic framework is one of asymmetric NBSs [24] . The idea is that given that users have different budgets, they desire a corresponding proportional share of the bandwidth. At the same time, from the point of efficiency, it is desired to operate the network at allocations which correspond to a Pareto-optimal point. Asymmetric NBSs are solutions which satisfy all the assumptions of the usual NBS except the property of symmetry. This is because their allocated bandwidth must reflect their different preferences in terms of their budgets.
Based on this we can now state the main result. Proposition 5.1: Let B/ > 0 denote the budget (or willingness to pay) of user i. Then the optimal and fair asymmetric NBS is given by the unique solution to
xCXo ~-'~.= and, in particular, the solution is given by the following:
• If B/ = 0 then x/ = MR/.
• If B i > 0 and ELI tztali > 0 then [] Based on the above solution, there is a natural pricing structure that we propose. Let Pl (xi) denote the price charged to user
where T(.) is some tariff function based on the willingness-to-pay Bi. It could be viewed as a fixed price for access with an MR/ guarantee (as, for example, in Gold, Silver, or Bronze services, or other differentiated services [15] ). The main property of such a price structure is that it contains two components, the first being a fixed tariff associated with the minimum guarantee (and budget) and the second being a congestion-based price (which can be viewed as an "elastic price") on the actual bandwidth allocation costs. Exactly as in Proposition 2.2, if the network charges user i according to pi(xi), then the network revenue is maximized. This is stated in the following proposition. We conclude by discussing some properties of the above solution.
• If a user i has no budget for the share of bandwidth beyond MRi, then the allocated rate is MRi.
• If a user i has a budget for the share of bandwidth beyond the minimum rate, then the allocated rate is greater than the minimum rate.
• If the network resources along a user's path are free (c~i = ~-1 au/zt = 0, i.e., the links used are not congested), then the allocated rate is the peak rate.
• If the network resources along a user's path are not free and the user's budget exceeds the network path cost per unit of bandwidth by more than a factor of (PR -MR), then the user is allocated its peak rate.
• If the network resources along a user's path are not free and the user's budget is less than the path cost per band-width unit, then the user is allocated a rate between the minimum and peak rate proportional to the budget of the user. As a result, if two users share the same resources and one of them is willing to pay double of the other, then that user receives double the share of bandwidth beyond minimum rate.
• If two users share the same resources, have the same maximum excess bandwidth (difference between peak and minimum rates), and are willing to pay the same price, then they get the same share of excess bandwidth.
• In all scenarios, the user is never charged more than Bi, which is its budget or willingness-to-pay. The user will be charged less than B i if the users budget is very high in comparison to the path costs and so will not be overly penalized.
• Finally, the pricing structure we propose provides the necessary regulation to prevent users from inflating their budgets.
VI. CONCLUSION
In this paper we have presented a game theoretic framework for the allocation of optimal rates to elastic connections which share common bandwidth. This framework puts into focus the recent work of Kelly [17] , [21] and allows us to go further in showing how we can come up with a charging scheme and a joint allocation and pricing policy which is efficient and which presents nice fair properties. We have also provided a distributed asynchronous algorithm to implement the solution using an RM-based scheme found in the ATM ABR context. Future work will address the issues of the algorithmic implementation in the context when randomness is introduced due to measurements, as well as the fact that real situations involve nonstatic scenarios.
APPENDIX
In this section, we present the relevant proofs of the results in Section I and the proofs on the convergence of the distributed algorithm presented in Section III.
We first state the following well-known result on the relation between arithmetic and geometric means which is needed to prove Lemma 1.1. 
Proof of Lemma 1.1:
Since g is concave and in is an increasing function, the following inequalities " hold: [] We now prove the convergence of the algorithm presented in Section III. We first show that the set U of solutions to the dual problem is compact. Proof." /:(x, .) is concave and differentiable for each x • X. £(., .) is continuous. For each it E 74 L, x(it) is the unique vector minimizing/2(., it) over X. Hence, the conclusion of the proposition follows (Danskin's theorem in [2] ).
[] The following lemma shows that the gradient of the dual function d is Lipschitz. [] The next result shows that the sequence it(k) converges to a point in U. Proposition 6.3: Let {it(k)} be a sequence generated by (10) such that it(0) E 7"4~_ and 3' •]0, (2/K2)[. Then it(k) ___~ ~ as k ---* c~.
Proof." Let ,,/ E (0, (2/K)]. Since d(it) is C 1 over the closed and convex set 7"4 L and the gradient of d is K-Lipschitz, via [2, prop. 2.3.2, Ch. 2], every limit point of {it(k) } is an element of U. We now show that the sequence {it(k)} is bounded. Since, d is concave on 7-4 L, 7"4 L is a convex and closed set, and U nonempty and bounded, the following level set is compact: {it • 74~z_l-d(it) _< -d(it(°))} (see [2, Appendix B, prop. B.9]). Using the descent Lemma and the projection characterization, one can show that for each k _> 0 Hence, {it(k)} is bounded. This implies that there exists a convergent subsequence. Since the set of its limit points is included in U, the result of the proposition follows.
[] Remark 6.1: Note the above result only states that the set of all limit points of #(k) are dual optimal. In general, there is no unique limit. Also, a stepsize in the interval (0, (2/K)) guarantees an increase of the dual function d at each iteration.
Using the above result, the continuity of x(# (k)) and the uniqueness of the solution ~ to the primal, the main result readily follows.
