We consider endomorphisms of von Neumann algebras: Let M be a von Neumann algebra, represented on a Hilbert space H, and let M 0 be the corresponding commutant. Let 2 End(M) be given, and suppose M has a cyclic vector in H, such that the corresponding state leaves invariant. Then there is a \dual" completely positive mapping on M 0 which we nd and describe:
I. INTRODUCTION
Let M be a von Neumann algebra, and let : M ! M be an endomorphism. A special case of this, of course, is when is an automorphism, in which case (M) = M. ( We will assume that is unital, i.e., that (1) = 1. If is then also assumed normal, then ker( ) is a two-sided closed ideal in M. So, if M is a factor, then must be 1{1. In the motivating discussion below, we will therefore assume that is 1{1. Then, of course, is an automorphism i (M) = M.) If there is no subalgebra N of M, other than C 1, such that restricted to N is an automorphism, then we say that is a shift. This shift property is clearly equivalent to the condition so the shifts are the endomorphisms which is on the \opposite extreme" from the automorphisms. They were de ned and studied systematically rst in 1], and many results, examples and applications followed in the papers 2{7], to mention only a few. Several recent papers (see e.g., 1,8{11]) have dealt with the case M = B(H) for H a separable Hilbert space; and others with the case when M is the von Neumann hyper nite II 1 -factor (see e.g., 12{14]). For the rst case, we have structure theoretic results on the conjugacy classes, and their classi cation; but still only for special restricted types of shifts. For the second case, there are remarkable results on special examples, but here we are further away from structure theoretic results and classi cation. The basic ideas start with 15] and 10]. But while these papers are concerned with one-parameter semigroups, the focus here is on single endomorphisms. Our constructions use standard tools from 16{23]. We also extend earlier work from 6]. (See also 24] for one of the early approaches to endomorphisms.) The present paper nonetheless deals with the general setting, while still motivated both by our own earlier work on B(H) (see especially 7] ) and also by the Powers-Price results for binary shifts on the hyper nite II 1 -factor (see especially 2, 3] ). The more concrete areas of application of the present abstract endomorphism theory are to states in quantum statistical mechanics (see 25, 26] ), and to the harmonic analysis of fractal-limit measures (see 27] ). The framework of 23] is also general and includes both of these applications.
By an endomorphism of a von Neumann algebra M, 2 End(M), we mean a homomorphism of M which preserves the unit 1 and the -operation, i.e., (1) = 1 and (X ) = (X) , 8X 2 M. For the case M = B(H), Powers 1] showed that, if there is a normal invariant pure state ! on M, i.e., ! = !, then the conjugacy classes of shifts are labeled by an integral valued index n, speci cally the commutant of (B(H)) is of the form M n where M n is the type I n -factor, i.e., the n by n complex matrices.
Examples of endomorphisms abound in von Neumann algebra theory (see e.g., 13] and 12]). In fact, R. Longo 13] showed that for any inclusion N M of properly in nite von
Neumann algebras, there is a \canonical" 2 End(M) such that (M) N. Speci don't have this condition satis ed initially, we show that there is an associated and related system which has the property; but it will be for a di erent (albeit related) von Neumann algebra and an induced endomorphism. A second main issue in our paper is that of exhibiting explicit conditions on a given 2 End(M) that it be a shift (in the sense of Powers, i.e., We illustrate this last point with the following observation regarding representations of the Cuntz algebra O n , where n > 1 is given and nite. Recall 30] 
which is the desired conclusion. Note that when A = 1 in A k = M 0 then we get the invariance, ! = !, holding on M. course, Q 1 serves as the identity element in Q 1 MQ 1 , and it acts as the identity operator on Q 1 (H). In the sequel, we shall assume therefore that a given system, as speci ed, is in reduced form. If it is not, it may be replaced with the canonically restricted system (which is in reduced form) without loss of generality. It is known 43, 44] that every isometry in a given Hilbert space decomposes uniquely as an orthogonal sum of a unitary operator and a shift operator. We now study this decomposition for the isometry W which was introduced above. But rst:
De nitions II.1 Let M be a von Neumann algebra and let 2 End(M) be given such that It is generally di cult to verify if a given 2 End(M) is a shift in the sense of Powers. But if there is also a given invariant state ! = h j i as described above, then we have the following result (with a partial converse).
Proposition II.2 Let (M; !; H; ) be as described and let 2 End(M) be given such that ! = h j i satis es ! = ! on M, and assume further that the system is in reduced form. Then, if the isometry W from (2.5) is given to be an essential shift, then it follows that is an shift on M in the sense of Powers.
be given. Then X 2 H u , and we are assuming that H u = C . It follows that
If Q 2 M denotes the support projection for the state ! on M, then we get QXQ = !(X)Q:
Applying to both sides yields
But j M 1 2 Aut(M 1 ) and !( ?1 (X)) = !(X). Replacing X with ?1 (X) 2 M 1 yields
and by iteration
for 8k = 1; 2; : : : . Since the system is in reduced form, lim k!1 k (Q) = 1, and it follows that X = !(X)1, proving that M 1 = C 1 which is the de ning property for to be a shift on M.
In Corollary X.1 below we shall show that, if ( ; M) is a strongly ergodic shift, then H u = C , i.e., the corresponding isometry W must then have one-dimensional unitary part. In any case, the dimension of H u is a conjugacy invariant for the strongly ergodic endomorphisms of von Neumann algebras.
III. SPECTRAL THEORY
The next result gives the spectral decomposition for a given 2 End(M) with the stated properties:
Theorem III. 
and (b(z)) = zb(z) a.e. on T. In particular, if W = , for some 2 T, then there is a single element b 2 M, kbk 1 such that b = and (b) = b:
The above result yields the spectral decomposition for the unitary part of the Wold decomposition for the isometry W which is associated to a given 2 End(M) as stated.
But, in the present form, the theorem is di cult to apply as the cyclic vector which is given for M at the outset is typically not separating. Speci cally if M 0 is the commutant, then M 0 ] is a proper subspace of H. The projection onto this subspace will be denoted Q in the sequel. Proof. We rst supply some preliminaries in this section and the following two, and then we return to the proof again in Section VII below.
Lemma III. Passing to the limit (n ! 1), and using the spectral radius formula, we get the expression kAk!(X) on the right hand side, and the desired estimate (ii) Moreover we have the identity T = W on H when W is viewed as a co-isometry.
Speci and then extended trivially on the orthogonal complement in H. This is the desired conclusion (4.1) from (i).
Proof of (ii). The assertion in (ii) of Lemma IV.1 is that the contractive operator C from (4.2) which de nes the extension T of W must be the zero operator. To prove this, let 1 2 M(W ), 2 2 H, k 2 k = 1, and p 2 C , be given. Using the contractive property, we get kT 1 k 2 + 2Re(phT 1 j 2 i) k 1 k 2 :
Since this holds for 8p 2 C , we conclude that T 1 = 0. We say that the system M, !, is ergodic if it is as speci ed, and if the subalgebra M = fX 2 M : (X) = Xg (4.8) is one-dimensional, i.e., if it is of the form M = C 1 where 1 is the identity element in M.
The following result relates the concepts and de nitions above:
Lemma IV.4 Let (M; !; H; ) and 2 End(M) be as speci ed: in particular, ! = ! on M is assumed. Suppose the system is in reduced form, and also that it is strongly ergodic.
Then it follows that it is ergodic. Since the system is in reduced form, we have Q 1 = 1, so the last formula (4.9) amounts to the assertion X 2 C 1. We have shown that M = C 1 which is the desired conclusion, i.e., ( ; M) is ergodic.
V. AN EXAMPLE
The present paper was motivated by our earlier study of endomorphisms of B(H), 6] and 7], and we found that the methods had potential also for the case when B(H) is replaced with a general von Neumann factor (see 2, 3] ).
The following result shows that, for the example in Proposition I.1, the above de nitions are closely connected (but, of course, for the general case of an endomorphism of a von Neumann algebra, the concepts are distinct).
Proposition V.1 Let 2 Rep(O n ; H) be a cyclic representation and suppose it is periodic of period k 2 f0; 1; 2; : : :g. Let k be the induced endomorphism from Proposition I.1, i.e., Proof. The proof of this result is contained in 7, Section 6, and Lemma 7.8], and the present paper is motivated by this important special case. Starting with k as in (i) above and a cyclic vector 2 H satisfying (1.6), we de ne the state ! = h j i. Since the equivalence (ii) , (iii) is straightforward, we consider states ' such that for 2 R + we have '(X X) !(X X) for 8X 2 O n :
Applying this to elements X of the form 
VI. EIGENVECTORS IN H AND EIGENELEMENTS IN M
We now return to the general case, and focus on the interplay between the Hilbert space and the von Neumann algebra in connection with our spectral theory.
Proposition VI.1 Let 2 End(M) be given, and let M, !, H, be as speci ed in Theorem III.1. The system is assumed strongly ergodic. In particular, we have ! = ! on M, and an isometry W on H given by W(X ) = (X) for X 2 M: (6.1) Let 1 2 H, 1 6 = 0, be given such that, for some 2 C , j j = 1, we have W 1 = 1 . Then it follows that there is an X 1 2 M such that (X 1 ) = X 1 , X 1 = 1 and kX 1 k k 1 k.
Remark VI.2 Let , M, !, W, H, be as stated in the proposition. In addition to the assumption of strong ergodicity, suppose also that the system is in reduced form. Then for every 2 (W ) \ T, we have 2 (W ), and the element X 2 M, satisfying X = 1 and (X) = X, for a solution to W 1 = 1 , may be chosen unitary, i.e., X X = XX = 1. To see this, note that a solution X as in the proposition must also satisfy (X X) = X X and (XX ) = XX , but the only xed points for are C 1.
Proof of Proposition VI.1. It is no essential restriction to assume k 1 k = 1 for the given eigenvector. Let K := fX 2 M : kXk 1; X = 1 g (6.2) and note that this set is w -compact and convex in M. Our rst goal is to show that K is non-empty. The operator T from Lemma IV.1 satis es TW 1 = 1 , and since W 1 = 1 , we get T 1 = 1 . Since kTk 1, and it is clear that this solution X 1 has the properties which are listed in the conclusion of the proposition.
To apply the xed-point theorem we must check of course that ( ) is w -continuous on K. In the event that is already normal at the outset, this is automatic. From 6] and 4,5] we know that if M is type I then the endomorphism will automatically be normal.
For the general case, we proceed as follows: Let fX j g be an indexed net of elements in K such that X j ! X in the w -topology. Then we must show that for all , 2 H, h j (X j ) i ?! j!1 h j (X) i: (6.4) This is easy in the event that 2 R(W), i.e., = W for some 2 H. For then (X j ) = (X j )W = WX j ;
and (as j ! 1) we have, h j (X j ) i = hW j X j i ! hW j X i = h j WX i = h j (X)W i = h j (X) i which is the asserted convergence (6.4), in this special case.
The remaining cases may be reduced to checking vectors 2 N(W ), and using the von Neumann BT-theorem (see 51, p. 106]). We may represent the vector in the form = AC where A 2 M 0 and C is an (unbounded) operator a liated with M 0 . Since each X j 2 K, we get (X j ) = (X j )AC = AC (X j ) = ACWX j = ACW 1 = AC 1 and this last vector is independent of the index j for the net. So there is no convergence problem in this case.
VII. PROOFS
In this section we return to the proof of Theorem III.1.
Proof of Theorem III.1. Let the system (M; !; H; ) be given as in the statement of the theorem. It is assumed that ! = h j i satis es ! = ! on M; (7.1) and that is strongly ergodic. Hence induces an isometry on H given by (6.1). We must be the corresponding Wold decomposition with W u (resp., W s ) the unitary (resp., the shift) part. For the spectrum we have (W ) \ T = (W u ), and we now show that this set is a conjugacy invariant.
Corollary VIII.1 Let M be a von Neumann algebra on a Hilbert space H, and let 1 ; 2 2 End(M) be as speci ed above; i.e., we assume there are cyclic vectors 1 , 2 in H such that ! i = h i j i i satisfy ! i i = ! i (i = 1; 2), and we assume both are strongly ergodic. Let . By Proposition VI.1, there is an X 1 2 M such that kX 1 k 1, X 1 1 = 1 , and 1 (X 1 ) = 1 X 1 . It follows that then 2 ( (X 1 )) = 1 (X 1 ) and setting 2 = (X 1 ) 2 , we get W 2 2 = 1 2 . We claim that 2 6 = 0, so 1 2 (W 2 ) \ T, proving that the two sets (W i ) \ T (i = 1; 2) must coincide. From Lemma 4.4 we conclude that both systems are in fact ergodic. From 1 (X 1 ) = 1 X 1 we get 1 (X 1 X 1 ) = X 1 X 1 so X 1 X 1 must be in C 1. But ! 1 (X 1 X 1 ) = 1 from the construction. Hence X 1 X 1 = 1; i.e., X 1 is an isometry. But then (X 1 ) (X 1 ) = 1, so k 2 k 2 = ! 2 ( (X 1 ) (X 1 )) = 1 which was the desired property.
For the continuous spectrum the argument is very similar. Let 
IX. TWO SUBGROUPS OF THE TORUS T
We now return to the duality between the systems ( ; M 0 ) and ( ; M) where 2 End(M) is given and is the dual mapping in M 0 . We show that there is a spectral group for each of the two systems, and that the -group is a subgroup of the -group (inside T).
Theorem IX.1 Let then for each 2 S the corresponding X 2 G is unique up to scale, i.e., two solutions X 1 , X 2 in G corresponding to the same 2 S must be related by X 2 = zX 1 for some z 2 T.
(iii) S is a group.
(iv) The assignment ( 2 S) 7 ! (X 2 G) from S to G (9.4) is a co-cycle representation; i.e., when the assignment is speci ed, there is a mapping : S X ! T such that Since X 1 X 2 is also a unitary in M, we conclude that 1 2 2 S, and the unitary X 1 X 2 may serve as an associated element in G from (9.3).
(iv) The conclusions we stated in (iv) follow from the facts from (i){(iii), and a second application of Lemma IV.4, speci cally using that (see (9.8)) M = C 1. Note that the cocycle property (9.5) for is equivalent to the assignment (9.9) de ning a group multiplication on the set S G.
(v) Since, for 2 S = (W ) \ T, we may pick the eigenvectors for W = in the form = X , with X 2 M unitary, and (X) = X; it follows that X 1 6 = 0 for every other choice of cyclic vector 1 in H, and the conclusion (v) follows from this.
(vi) Let S( ) be the set de ned in (9.7). From 52, Theorem 2.2], we conclude that S( ) is a subgroup of T (with complex multiplication). If Q is the support projection (from the statement of (vi) above) then we apply 52] to QMQ and commutant M 0 Q now acting on QH. But by (ii) in Lemma IV.1, we have T = W , so the vector = A satis es W = , and therefore W = . But this means that = ?1 2 S (the group from (iii) above), and therefore 2 S by (iii). We have proved that S( ) is a group, and in fact a subgroup of S.
X. SHIFTS ON VON NEUMANN ALGEBRAS
In Proposition II.2 we introduced, for a given 2 End(M) with a cyclic vector such that ! = h j i satis es ! = !, a canonical isometry W on the Hilbert space on which M is represented. We showed in Theorem IX.1 that the isometry W, its unitary part, and the corresponding spectral groups are independent of the choice of cyclic vector. In Proposition II.2 we showed that must be a shift on M if W is an essential shift on H.
Here we show that if is assumed strongly ergodic, then the converse implication also holds.
Corollary X.1 Let M be a von Neumann algebra with cyclic vector in a Hilbert space, and let 2 End(M). Suppose the state ! = h j i satis es ! = ! on M and furthermore that the system is in reduced form, and is strongly ergodic. If is a shift in the sense of Powers, then it follows that the space H u from the Wold decomposition is one-dimensional.
Proof. We have already noted that the converse implication holds as well. We are now assuming that is one-dimensional. If 0 2 H 0 is given, we get from Proposition VI.1 an element X 0 2 M (i.e., (X 0 ) = X 0 ) such that X 0 = 0 . But we proved, in Lemma IV.4, that must be ergodic, so X 0 2 C 1, and 0 = X 0 2 C . This ends the proof that H u = C which is the asserted conclusion.
