Stabilized explicit Runge-Kutta methods use more stages which do not increase the order, but, instead, produce a bigger stability domain for the method. In that way stiff problems can be integrated by the use of simple explicit evaluations for which usually implicit methods had to be used. Ideally, the stability domain is adapted precisely to the spectrum of the problem at the current integration time in an optimal way, i.e., with minimal number of additional stages. This idea demands for constructing Runge-Kutta methods from a given family of flexible stability domain.
Introduction
Explicit Runge-Kutta-methods are popular for the solution of ordinary and partial differential equations as they are easy to implement, accurate and cheap. However, in many cases like stiff equations they suffer from time step conditions, which may become so restrictive, that they render explicit methods useless. The common answer to this problem is the usage of implicit methods which often show unconditional stability. The trade-off for implicit methods is the requirement to solve a large, possibly non-linear, system of equations in each time step. See the text books of Hairer and Wanner [3] and [4] for an extensive introduction to explicit and implicit methods.
An interesting approach to combine both implicit and explicit methods stabilizes the explicit methods by increasing the number of internal explicit stages. These stages are chosen such that the stability condition of the explicit method is improved. As a result, these methods are very easy to implement. The additional function evaluations that are necessary in the additional stages can be viewed as iteration process yielding a larger time step. In that sense an iterative method which is needed to solve the non-linear system in an implicit method can be compared to the higher number of internal stages in a stabilized explicit method. Note, however, that the stabilized explicit method has no direct analog in terms of iterative solvers for non-linear equations. Hence, they form a new approach.
Typically, an implicit method is A-stable and the stability domain includes the entire negative complex plane. But in applications the spectrum often covers only a specific fraction of the negative complex plane. Clearly, an A-stable implicit method would integrate also such a problem, but an explicit method with a stability domain specialized to this specific fraction might do it in an easier and more efficient way. This is the paradigm of stabilized explicit Runge-Kutta methods.
In an ideal future method the spectrum of the problem is analyzed every few time steps and an explicit Runge-Kutta method would be constructed in real time such that the current spectrum is optimally included with a minimal number of stages. This opens the question how to find a Runge-Kutta method for a given shape of the stability domain. This question can not be answered for general shapes of the stability domain. Instead, we have to restrict ourselves to classes or families of shapes.
This paper discusses various classes of flexible shapes and the resulting optimal Runge-Kutta stability polynomials. For simplicity the shapes may change only according to a real parameter. A classical case is the length of a maximal real interval. Runge-Kutta methods that include a maximal interval of the negative real line have been constructed in many works starting with van der Houwen and Sommeijer [5] and later Lebedev [10] . For detailed references see the text books [4] by Hairer and Wanner and [6] by Hundsdorfer and Verwer. In this paper we also discuss the case of a maximal disk touching the origin with a first, second and third order method. Furthermore, a maximal symmetric interval on the imaginary axis, a spectral gap with maximal width and distance, and a maximal thin region. For each family of shapes we investigate optimal or essentially optimal stability polynomials. These polynomials are the starting point from which an corresponding explicit Runge-Kutta method can be constructed relatively easily. Furthermore, we briefly formulate possible applications in which the respective shapes of spectra occur.
The case of maximal thin regions have been introduced and investigated in [15] by the authors of the present paper. Fully grown essentially optimal Runge-Kutta methods have been constructed and applied to hyperbolic-parabolic partial differential equations. In Sec. 7 and 8 of this paper we review the results and some numerical experiments for the maximal thin region case. The example code for an advection-diffusion equation together with the data of the optimized stability polynomials are available online through [14] .
Explicit Runge-Kutta methods
We will consider explicit Runge-Kutta methods for the numerical solution of an ordinary differential equation
with y : R + → V ⊂ R N with y(0) = y 0 . An extensive presentation and investigation of RungeKutta methods can be found in the textbooks [3] and [4] . The stability function of a p-th order, s-stage explicit Runge-Kutta method is a polynomial in the form
with p ≤ s. We call p the order of f s (z). The stability domain of the method is given by
If the method is applied to the ordinary differential equation (1) with a certain time step ∆t, the set of the scaled eigenvalues of the Jacobian of F with negative real part
has to be included in the stability domain of the method in order to assure stability. This is referred to as linear stability of the method.
Optimal stability
Suppose the order p of the method is fixed, then for s > p the remaining coefficients of the stability polynomial (2) can be viewed as parameters which control the shape of the stability domain. For a given equation (1) and time step ∆t the problem of an optimally stable explicit method can be formulated as:
The coefficients are used to adapt the stability domain to a fixed set of eigenvalues of DF . In many cases the set of eigenvalues changes shape according to a real parameter r ∈ R which is not necessarily the time step. For example, the value r could be the length of a real interval or the radius of a disk. This paper considers families of eigenvalue sets given by G r ⊂ C, r ∈ R. We consider the following optimization problem:
Problem 1 For fixed s and p find {α k } s k=p+1 for the largest r such that
and f s (z) given by (2) .
Here, the number of stages as well as the order is fixed and both the shape of G r and the coefficients of the stability polynomial are adapted to each other in order to obtain the maximal value of r. The maximal r is called r
In all families of G r which we considered there existed an optimal f s . It is clear that the result of this optimization of r is related to the optimization (5). The inversion of the relation r (opt) p (s) which gives the maximal value of r for a number of stages s can be used to find the minimal number of stages for a given value of r.
Adaptive method construction
The stability polynomial is not equivalent to a single Runge-Kutta method. In general many different Runge-Kutta methods can be based on the same stability polynomial. All these methods would show the same fundamental overall stability properties.
The construction of actual Runge-Kutta methods from the stability polynomial is not the primary focus of this paper. Indeed, the problem to find optimal stability domains as in (6) affects only the polynomial. The method can be constructed afterwards. Once Runge-Kutta methods are found for the family of optimized stability polynomial, the relation (7) can be used to set up a spectrum-adaptive Runge-Kutta method.
In our setting, the spectrum G r may change during the computation and this change is represented in different values of r. For adaptivity to the spectrum the relation (7) is inverted to give s
i.e. a optimal s for given spectrum G r . In such a spectrum-adaptive calculation the time step may stay constant and instead the number of stages would vary according to different situations of the spectrum. Each time step the value of r is examined and the number of stages s = s (opt) p (r) fix an optimal polynomial f s and corresponding Runge-Kutta method. This method will perform s stages, that are a minimal number of stages required for the respective spectrum G r . In that sense, the original question (5) can be answered with the solution of (6).
Maximal real interval
The case in which G r is a real interval
is considered in various papers, for instance in [1] , [10] , [5] , etc, see also the discussion in the book [4] , p.31-36.
Application: diffusion equations
The case of a real interval is of particular interest when solving parabolic partial differential equations, like the diffusion equation
where D is the diffusion coefficient. It is usually discretized in a semi-discrete fashion
In the periodic case, the discretization of the Laplacian yields negative eigenvalues in the interval [− 4D ∆x 2 , 0]. On fine grids with small grid size ∆x this interval becomes very large. The result of the optimal stability polynomials depends on the required order p of the method. We will consider p = 1, 2.
1st order
Since the zeros of the stability polynomial f s (z) are included in the stability domain, it is obvious that an appropriate distribution of real zeros inside the interval [−r, 0] will provide a maximal value of r. In between the real zeros the value of |f s (z)| should not exceed unity. On the interval [−1, 1] the Chebyshev polynomials T s are known to realize such a optimal distribution of zeros for a given degree s. Rescaling and shifting gives the stability polynomial
and the optimal property
Since we have f s (0) = 1, f s (0) < 1 the resulting Runge-Kutta method will be first order, p = 1. The rescaling of the Chebyshev polynomials T s by s 2 essentially follows from the requirement of a method with at least first order of accuracy. The scaling value T s (1) = s 2 is the largest possible first derivative at z = 1 among all polynomials with |f s (z)| ≤ 1. This shows the optimality of the Chebyshev polynomials for a maximal real interval. However, higher order can not be obtained based on Chebyshev polynomials. The stability domain S (f s ) as well as the function f s (z) for real z are shown in Fig. 1 
2nd order
In the second order case the stability polynomial has the form
which is written with parameters β 1,2 and s − 2 zeros z k in the factor
The parameters β 1,2 are considered not to be free but to follow from the order conditions f s (0) = f s (0) = 1. If all the zeros in R s are real, z k ∈ R, k = 1, 2, ...s − 2, it follows from the order conditions that the quadratic factor in (13) has always two complex conjugated zeros z s−1 and z s =z s−1 . Indeed, the discriminant reads
which is negative for real z k and produces complex roots. Furthermore, for negative real zeros z k < 0, k = 1, 2, ...s − 2 we have hence, the two complex roots stay in the vicinity of the origin. Similar results can also be found in [2] . As in the first order case, the question is how to distribute real zeros z k , k = 1, 2, ...s − 2 along the interval [−r, 0] such that a maximal value of r is obtained. In this case, however, an analytical result is very involved, see [10] by Lebedev. Usually, the optimization which finds the polynomials has to be conducted numerically. Precise algorithms how to obtain the stability polynomials numerically are, for instance, given in the work [1] by Abdulle and Medovikov. The resulting stability domain satisfy
Hence, the requirement of second order still allows a quadratic dependence of r on the number of stages s. However, the length is halved in comparison to the first order case. The stability domain and polynomial for the case s = 9 are displayed in Fig. 2 . The plots use the same axes range as in Fig. 1 for the first order which showed s = 6. Comparison of f s (z) along the real line with the first order case shows that the current polynomial has a much denser zero distribution. The second order condition leads to a first minimum with positive function value in the interval [−5, 0] . This minimum corresponds to the two complex conjugated zeros. All the other extrema points correspond to points where the boundary of the stability domain touches the real axis.
Maximal disk
Another case of general interest is a stability domain which contains a maximal disk touching the origin. We define
for r > 0 which describes a disk in the complex plane with center at (−r, 0) and radius r. Hence, the origin is a boundary point. The question of maximal contained disk is for example discussed by Jeltsch and Nevanlinna in [8] and [9] .
Application: upwinded advection equation
The case of a disk is of particular interest when hyperbolic partial differential equations are solved with upwind methods. The advection equation
with advection velocity a is a typical example. The classical upwind method for this equation reads in a semi-discrete form
Here, again for periodic functions, the eigenvalues are situated on the circle a ∆x (exp(i ϕ) − 1) with ϕ ∈ [0, 2π]. This circle represents the boundary of G r with r = a/∆x. Again, the result of the optimal stability polynomials depends on the required order p of the method and we consider only p = 1, 2, 3.
1st order
The stability domain of the polynomial
has the shape of the disk G s , hence we have
The optimality follows for instance from the comparison theorem of Jeltsch and Nevanlinna [9] , see also the text book [4] . According to this theorem no two stability domains with equal number of stages are contained in each other. Since, S (f s ) is the disk G s no other stability domain with s stages will contain this or a larger disk. The order conditions are given by f s (0) = 1, f s (0) < 1, so we have a first order method. Considering the zeros of f s this polynomial exhibits the greatest possible symmetry since there is only one zero of multiplicity s located at the center of G r . Obviously, this provides a value of |f s (z)| smaller than unity for a maximal radius.
Note, that the first order result does not bring any gain in efficiency since the first order s-stage method is equivalent to s simple Euler steps. This is slightly different when it comes to higher order methods.
2nd order
We briefly re-derive the stability polynomial containing a maximal disk in the second order case. This case was studied by Owren and Seip in [13] .
According to the discussion of the second order case in Sec. 3.3 any second order stability polynomial has at least one complex conjugated pair of roots. Thus, the perfectly symmetric solution of the first order case with an p-fold zero in the center of the maximal disk is not possible. Highest possible symmetry is now obtained by distributing the zeros symmetrically around the center of the disk. The polynomial has s zeros symmetrically around the origin in the corners of a regular s-gon. The condition f r e i ϕ ≤ 1 for an unknown radius r yields
which, together with the shifted order conditions f (r) = f (r) = f (r) = 1, gives explicit relations for r, α, and β in dependence of s. We find
and after shifting by r
This second order stability polynomial satisfies
in an optimal way. A rigorous proof can be found in [13] . Fig. 3 shows the stability domains for increasing s with s = 2, 3, 4, 5, 6 and the boundaries of the included disk. In accordance to the symmetry of the stability polynomial the domains have the shape of smoothened regular s-gons for s ≥ 3. The middle points of the edges coincide with points of the disk G s−1 .
Note, that the comparison theorem of Jeltsch and Nevanlinna cannot be used here since the stability domain is not given by the disk itself. Furthermore, the maximal included disk is smaller than in the first order case.
For the second order case the methods for higher s are more efficient since the s-stage method requires s function evaluations for a second order time step for which 2(s−1) function evaluations of the simple second order 2-stage method are necessary. Hence, formally these methods are asymptotically twice as fast for a large time step.
Figure4: Essentially optimal stability regions for a s-stages third order RungeKutta method including a largest possible disc with s = 3, 4, 5, 6. They have been found empirically. In the case s = 5, 6 the possible disk has a radius slightly smaller than s − p + 1.
3rd order
The higher order case has also been studied in [13] . In the lower order cases above an increase of the number of stages by one also resulted in a larger disk with radius increased by one. This behavior extends to higher order so that an p-order, s-stage method allows a maximal disk of radius r = s − p + 1, at least asymptotically for large s.
Here, we present the polynomials for p = 3 and s = 4, 5, 6 for the maximal disk case. They have been constructed empirically to be essentially optimal. The general shape is
where the free coefficients have been fixed by specifying additional roots of f inside G r . Again the highest symmetry yields the best result. The stability domains are depicted in Fig. 4 together with the maximal disk included. The coefficients are given by
6 = 0.00015648 and the possible radii of the included disks are found to be
While the cases s = 3, 4 exhibit a bigger radius than s − p + 1, the higher stage methods do not reach this bound.
Maximal imaginary interval
It is also possible to ask for a maximal interval on the imaginary axis to be included in the stability domain. We define for r > 0 which describes a symmetric section of the imaginary axis around the origin of length 2r.
Application: central differences for advection
A purely imaginary spectrum arises when hyperbolic parabolic partial differential equations are discretized with fully symmetric stencils. In that case the advection equation
is turned into the semi-discrete equation 
1st and 2nd order
A possible heuristic strategy to construct a stability domain that includes a large imaginary interval is to locate roots of the stability polynomial along the imaginary axis. A similar case is also discussed in the text book [4] . Since the coefficients of the polynomial need to be real, the imaginary roots have to occur in complex conjugated pairs. Furthermore, the order conditions can not be satisfied with purely imaginary roots, hence, an additional factor will be included in the polynomial.
The first order polynomial is defined for odd values of s and has the shape
with (s − 1)/2 pairs of roots ±z 
with (s − 2)/2 pairs of roots (s even). The conditions f s (0) = f s (0) = 1 define α and β. These polynomials mimic the case of a maximal real interval where more and more roots are distributed on the real axis. However, in the imaginary case this approach is heuristic and might only be essentially optimal.
Here, we present the first cases s = 3, 4, 5, 6, 7, 8 for the first and second order polynomial, which have been constructed by trial and error. Fig. 5 shows the respective stability domains. The roots which are placed along the imaginary axis are given by 
Note, that in the case of a real interval we have r ∼ s 2 and a quickly growing interval is included.
Here, we find a clearly slower growth of the section with increasing s, presumably only linear.
Spectral gaps
Many real spectra come with gaps, that is, they decompose into two or more distinct intervals of specific widths. This represents scale separation in the respective application, since some phenomena happen on a distinctly faster time scale than others. This occurs in ODE systems of chemical kinetics, or molecular dynamics. A similar spectrum is found in discretizations of diffusion-reaction equations like
where the diffusive spectrum as given above is shifted along the real axis by the value ν.
Here, we are looking at the case of a spectrum in the form
with two real positive numbers λ, δ. This spectrum has two real parts, one at the origin and one situated at z = λ with symmetric width δ. In order two formulate an optimal stability domain for such a spectrum, we fix λ and ask for a stability polynomial which allows maximal width δ. Following the ideas of the sections above we construct a polynomial which allows to place roots in the vicinity of λ. Restricting ourselves to the second order case, the simplest idea is
with s ≥ 3. The order conditions f s (0) = f s (0) = 1 determine α and β. Here, one additional root is introduced at −λ and all additional stages increase only the multiplicity of the root −λ.
As a result the stability domain will allow bigger widths of the spectrum section around −λ. Alternatively, it is possible to distribute additional roots around the value −λ to allow increased widths. Again for p = 2 we write Maximal stable interval width δ around a given value λ in stability domains for spectral gaps. The higher curve for s = 4 corresponds to the polynomial (38) with optimized constants ∆ 1,2 , while all other curves relate to the polynomial form (37).
with s − 2 adjustable constants ∆ k . For ∆ k = 0 this form reduces to th case above with multiple roots at λ. We continue to investigate four cases: The polynomial (37) with s = 3, 4 and 5, as well as the polynomial (38) with s = 4. The two necessary constants ∆ 1,2 can be fixed such that the width of the available stable interval around λ is maximal. The stability domains of these four polynomials for the special case of λ = 30 are shown in Fig. 6 . All domains include the interval [−1, 0] near the origin due to consistency. The polynomial (37) produces an almost circular shape around λ which grows with higher multiplicity of the root λ. Correspondingly, larger intervals on the real axis are included around the value λ. On the other hand, the polynomial (38) shows an eight-shaped stability domain. This has to be compared with the case s = 4 and double-root at λ. Proper adjustment of the constants ∆ k allows a bigger real interval than the polynomial with only a double root at λ.
It is interesting to see how the possible maximal width of the real interval around λ increases if λ increases. Fig. 7 shows the corresponding result for the four cases considered here. The plot shows the possible width of the stability domain over different values of λ for different polynomials. The stability polynomial with a single root at λ (lowest curve, s = 3) allows only very small widths which are decaying for larger λ. In the plot only the case with a triple root (s = 5) shows an increasing width for larger values of λ. In the plot, the third curve from below corresponds to the polynomial (38) with s = 4 and roots λ + ∆ 1,2 optimized for a maximal width. Clearly, this yields larger widths than the case with a double root, i.e. ∆ 1,2 = 0, depicted in the curve below for (37) and s = 4.
Optimizing the roots λ + ∆ 1,2 for a maximal width is related to the maximal real interval case in Sec. 3. The result of Sec. 3 can be used to construct even larger widths with polynomials with higher s.
Maximal thin regions
We note that in applications like compressible, viscous flow problems it is necessary to combine the situation of maximal real interval and the disk into, what we call a thin region G r . The two main parameters of a thin region are r which is given by the largest interval [−r, 0] contained in G r and δ which is max(Im z | z ∈ G r ).
The following definition assumes that a thin region is symmetric and is generated by a continuous real function. The real axis extension r of a thin region will be our main parameter. In the following we will describe how to derive optimal stability domains in the sense of (6) for thin regions. The stages will be optimized such that the stability domain allows a thin region G r with maximal r. We will speak of a maximal thin region, which refers to a maximal extension r along the real axis at a given value of δ. A stability polynomial f s with given order p and stages s that includes a maximal thin region in its stability domain will be called optimal for this thin region.
In [15] a theory is developed how to calculate optimal stability polynomials for thin regions. The theory relies on the hypothesis that in the optimal case the denting points of the boundary of the stability domain touch the boundary of the thin region. This leads to a direct characterization of the optimal polynomial. In the next section we only give the condensed algorithm how to compute the optimal polynomial for a given thin region with boundary g r (x). For details see [15] .
Algorithm
The polynomial f s will be uniquely described by s − 2 extrema at real positions labelled x 1 < x 2 < ... < x s−2 < 0. The following algorithm determines these initially unknown positions
The derivative f s has the form
from which the remaining extremum
follows as function of the given extrema X. The stability polynomial is now given by
based on the s − 2 extrema X. It remains to formulate an expression for the value of r in dependence of X. We will assume that the boundary of the stability and the thin region coincide at z = −r. If f s is constructed from X the boundary point on the real axis can easily be calculated by solving |f s (r, X)| = 1 which gives a function r = R(X).
Finally, we have to solve the following equations in order to obtain an optimal stability polynomial.
Problem 2 (maximal thin region stability) Given g r (z) and the unknowns X = {x k } s−2 k=1 , solve the system of equations
for the unknown extrema positions
Note, that the current formulation does not require any form of optimization since it is based on a direct characterization by a single system of equations. This system of non-linear equations was implemented in C and solved with the advanced quasi-Newton method provided by [12] . An appropriate initial guess is found by choosing g r ≡ 0 and the first order or second order maximal real interval result. For various shapes of thin regions a continuation method was employed. To avoid round-off errors the derivative (41) was converted into a representation by Chebyshevpolynomials on an sufficiently large interval for each evaluation of the residual. The necessary differentiation, integration and evaluation was then performed on the Chebyshev coefficients. This method proved to be efficient and stable also for large values of s.
Due to approximations that entered the equations (44) the resulting polynomial will be only essentially optimal. However, in actual applications this is sufficient. Figure 9 : Two examples of thin regions, the real interval and a non-convex domain, together with their respective optimal stability region in the case s = 9 and p = 2. The stability domains allow a maximal extention r along the real line for the particular shape. Note, that the second case requires a smaller value of r.
Examples
In this section we show several examples of optimal thin region stability polynomials in order to demonstrate the flexibility and usefulness of the proposed algorithm. We only present results for p = 2. Some of the examples must be considered as extreme cases of possible spectra. Fig. 9 shows two optimal stability regions with s = 9 for two different thin regions. The upper case is that of a real interval with no imaginary part. In both results the denting points reach down to the boundary of the thin region. The deeper they reach the longer the real extension. Hence, the lower example has a smaller value for r.
The thin region can be of almost arbitrary shape, even though the framework presented above is developed for well behaved, smooth regions. In Fig. 10 the thin region has been subdivided into relative regions of different thickness. In the upper plot the thin region is subdivided into parts with relations 1:2:1. In the lower plot the five parts have relations 1:3:2:3:1. The small parts have a thickness of 0.1, in contrast to 1.6 of the thick parts. The algorithm manages to find the optimal stability region in which the denting points touch the boundary of the thin region. Problems can occur when the side pieces of the rectangles cut the stability domain boundary. For that reason the first derivative of g r should be sufficiently small in general.
Stabilized Advection-Diffusion
Spectra in the form of a thin region occur in semi-discretization of upwind methods for advectiondiffusion. We briefly describe the differential equations, resulting spectra and optimal stability domains. A detailed discussion can be found in [15] .
Figure10
: Two examples to demonstrate the ability of the proposed algorithm to produce highly adapted essentially optimal stability regions. The rectangles occupy relative parts of the real extension and have a thickness of 1.6.
Semi-discrete advection-diffusion
We will consider the scalar function u : R × R + → R and the advection-diffusion equation
with a constant advection equation a ∈ R and a positive diffusion constant D ∈ R.
For advection with a > 0 the standard upwind method givesF
for the transport part where u
is some reconstructed value of u on the left hand side of the interface i + 1/2.
The diffusive gradients are discretized by central differences around the interface. We obtain as semi-discrete numerical scheme
with:
which is second order in space, see e.g. the text book [11] for more informations about finite volume methods.
Optimal stability regions
The spectrum of the system (47) can be obtained analytically and can be written as a thin region G r with the shape of a distorted ellipse, see [7] , [15] or [16] for details. The thickness δ is given by ≈ 1.7λ with the courant number λ = a ∆t ∆x for given time step ∆t and the real extension r is given by 2(1 + κ)λ with an inverse grid Reynolds number κ = 2D a ∆x . Hence, for large diffusion constant D or fine grids the thin region becomes longer, while the thickness stays the same. For a given number of stages s we are now looking for an optimal stability polynomial that includes the advection-diffusion spectrum with a maximal value of κ. In the following we will assume λ = 1 which means that the time step shall resolve the advection scale on the current grid, i.e., Figure 11 : The optimal second order stability domains for semi-discretized advection-diffusion for s = 9 in the spatially second order case. (2) .
∆t ≈ a ∆x. In principle, λ > 1 is possible allowing time steps larger than those of the traditional CFL condition. The optimal stability polynomials f s for fixed s for the second order diffusive upwind method (47) are calculated by the algorithm described in Sec. 7.1 with s = 3, ...101. Except for the lower cases s = 3, 4 all polynomials were obtained from solving the equations in Sec. 7.1. The lower cases do not exhibit a thin region due to small values of κ and the optimal polynomials have been found by a separate optimization. In principle stability polynomials for higher values of s could also be obtained. As example the result for s = 9 is displayed in Fig. 11 . For s = 9 the maximal real interval [−r max , 0] included is r max ≈ 62.2 which allows κ ≈ 30.1.
For the case of a pure real interval the relation r max ≈ s 2 has been reported, e.g., in the work of [1] . For the present results the maximal value r max and the quotient r max /s 2 are displayed in Table 1 . The numbers suggest the relations r max ≈ 0.79 s 2 , respectively. In [15] also the spatially first order case is considered. The spectrum is thinner and correspondingly allows for larger r max ≈ 0.81s 2 .
Method construction
Once the stability polynomials are known it remains to construct practical Runge-Kutta methods from them. In principle, it is possible to conduct all internal steps with a very small time step τ ∆t, where τ is the ratio between allowable Euler step and full time step. For an ODE
we formulate the following algorithm for one time step.
Algorithm 1 (extrapolation type) Given initial data y n at time level n. Let y (0) = y n .
The parametersα j , j = 0, 1, ...s, can be calculated from any stability polynomial f s by the solution of a linear system once τ is chosen. Since the time span s τ ∆t is much smaller than ∆t for the current methods, this algorithm can be viewed as extrapolation of the final value y n+1 from the shorter steps. Note, that it may be implemented with only one additional variable vector for temporary storage.
Another possibility is a variant of an algorithm given in [1] , where the recursive formula for an orthogonal representation of the stability polynomial was used supplemented by a second order finishing procedure. Here, we simplify this method by using a combination of single Euler steps of increasing step sizes and the finishing procedure.
Algorithm 2 (increasing Euler steps) Given initial data y n at time level n. Let y (0) = y n .
The parameters become obvious when the form
of the stability polynomial is used. The Euler steps are given by the real zeros α j = − 1 z j , j = 1, 2, ...s − 2 while the second order procedure represents the part containing the complex zeros and we find α s−1 = β 1 /2 and σ = 2β 2 /β 1 − β 1 /2. Again, an implementation with only one temporary storage variable is possible. This method conducts time steps of different size. It can be viewed as multi-scale time stepping in which the different time steps damp the unstable high frequencies in such a way that a large time step is achievable in the finishing procedure.
Both methods are practical but have advantages and drawbacks in terms of internal stability and robustness. While the first one proceeds with only making very small time steps, the extrapolation procedure in the end may be difficult to evaluate in a numerically stable way. On the other hand the second method does not have any extrapolation, but conducts time steps which grow from very small to almost 1 3 ∆t. Half of the time steps made will be using step sizes bigger than the allowable step size for a single explicit update (Euler method). Only the overall update will be stable. However, in real flow applications a single time step with large step size could immediately destroy the physicality of the solution, e.g. negative densities and force the calculation to break down. Hence, special care is needed when designing and implementing the Runge-Kutta method.
In order to relax the problem of internal instabilities, a special ordering of the internal steps during one full time step is preferable in the second method. This is investigated in the work [10] from Lebedev, see also the discussion in [4] . Here we interchange steps with large and small step sizes and start with the largest one. The result yields a practical and efficient method as shown in the numerical examples in the next section for advection-diffusion and viscous, compressible flow, see [15] . 
Numerical experiments
The parameters of the explicit Runge-Kutta methods derived above have been calculated with high precision and implemented in order to solve an instationary problem of advection-diffusion. Due to the special design of the method and the possibility of choosing the optimal number of stages according to the strength of the diffusion, i.e., the value of κ, the time step during the simulation is fully advection-controlled. In the following we present some numerical experiments for the derived scheme for advection-diffusion equations. The implementation considers the scheme (47) and the stabilized Runge-Kutta method uses increasing Euler steps as in Algorithm 2.
For fixed s the time step of the method has to satisfy 
where κ = 2D/(a∆x) as above. For time and space depending values of a and κ, this procedure provides an adaptive time step control as proposed, e.g., in [11] for hyperbolic problems. The value of r (s) max is given for each method. The number CF L ≤ 1 allows to increase the robustness of the method by reducing the time step below the marginally stable value. We suggest the usage of CF L ≈ 0.9, which is common when calculating hyperbolic problems. In Fig. 12 the graphs of λ (s) max for s = 2, 3, 4, 5 are drawn. We can see that the range of the diffusion parameter κ in which a pure advection time step a∆t/∆x = 1 is allowed grows with s. However, for larger s also more internal stages are needed. Hence, in a stage-adaptive calculation the number of stages s is chosen such that the method just reaches the kink in Fig. 12 for the current value for κ. The optimal s is given by s (opt) = min s | λ 
This assures maximal efficiency. The source code is available online, see [14] .
As an example we solved the time evolution for smooth periodic data on the interval x ∈ [−2, 2] with periodic boundary conditions up to time t = 0.8, see [15] It is interesting to compare the standard explicit time integration with s = 2 and the new adaptive procedure in which the number of stages is chosen according to the grid and value of diffusion coefficient, i.e. the value of κ. The method in which the number of stages is chosen adaptively integrates the equation with a time step which is purely derived from the advection. This time step is much larger than that required from a non-stabilized classical method as the method with s = 2, especially when D and/or the grid resolution is large. Also the efficiency increases since fewer function evaluations are needed as shown above. For the present case with D = 0.1 the two plots in Fig. 13 compare the stage-adaptive stabilized method with the classical method s = 2 in terms of efficiency. Both plots show the number of grid update evaluations for a calculation up to t = 1 on the ordinate. The first plot relates the number of evaluations to the grid resolution and the second to the achieved error. For high resolution or small errors the adaptive method requires an order of magnitude less work. For the adaptive method the work is approximately ≈ O(N ) which shows the linear scaling of an advection time step. The speed-up against the classical scheme is even increased for higher values of the diffusion coefficient or finer grids.
Conclusion
In this report we presented families of stability polynomials for explicit Runge-Kutta methods that exhibit some optimality. For fixed number of stages s and order p they either include a maximal real interval, a maximal disk, a maximal imaginary interval, a maximal thin region, or a spectral gap with a spectrum part of maximal width separated from the origin. These families can be used to construct Runge-Kutta methods that adaptively follow a spectrum given in a respective application without the need of reducing the time step. Instead the number of stages of the method is increased in a specific way to take care of a specific spectrum.
The case of maximal thin regions is considered in greater detail following [15] . A thin region is a symmetric domain in the complex plane situated around the real line with high aspect ratio. Stability polynomials f that include a thin region with maximal real extension can be computed from a direct characterization with nonlinear equations for the coefficients of f . Spectra in the form of thin regions occur in semi-discretizations of advection-diffusion equations or hyperbolic-parabolic systems. We presented optimal stability polynomials for explicit Runge-Kutta methods for advection-diffusion. For strong diffusion or fine grids they use more stages in order to maintain a time step controlled by the advection alone. Some numerical experiments demonstrate the efficiency gain over standard explicit methods.
