Abstract: The paper deals with a state estimation of nonlinear stochastic dynamic systems subject to a nonlinear inequality constraint. A special focus is paid to particle filters, which provide an estimate of the whole probability density as opposed to the local filters, such as the extended Kalman filter or the unscented Kalman filter, which provide a point estimate only. Within the particle filtering framework, there are several approaches to the constrained state estimation, mostly based on discarding samples violating the constraint with a possible increase of their number to improve the estimate quality. The paper aims at proposing a modification to an importance function of the particle filter in order to increase efficiency of sampling while keeping the computational complexity low. The proposed modification is utilized within the Gaussian particle filter which is advantageous for its low computational complexity. Complexity and estimation quality of the proposed constrained Gaussian particle filter is compared to other constrained particle filters in a numerical example.
INTRODUCTION
State estimation of dynamic stochastic systems is of extreme importance in fields such as automatic control (Bertsekas, 2007) , system identification, signal processing (Liu and Chen, 1995) , navigation, position tracking, fault diagnosis, communication systems, bioengineering, geophysics and econometrics.
Its goal is to find an estimate of an unmeasurable state of a stochastic system, utilizing a noise disturbed measurement. The relation between the state and the measurement is described by an equation or a conditional probability density function (pdf). The state evolves in time according to a stochastic difference equation or a conditional pdf. The relation between the state and the measurement and the dynamics description together form a discrete time state-space representation of the system. Due to stochastic nature of the system, the state is given in the form of a conditional pdf of the state conditioned by the measurement. Calculation of the conditional pdf for nonlinear or non-Gaussian systems is an intricate functional problem.
In general, the state estimation problem, which is called filtering if the available measurement coincides with the estimated state, can be solved by the Bayesian recursive relations (BRR's). Unfortunately, their closed-form solution can only be obtained in a few special cases such as a linear Gaussian system, where the solution corresponds to the famous Kalman filter. In other cases, an approximate solution must be sought.
Since the nineties, the particle filter (PF) has dominated in recursive nonlinear state estimation due to its easy implementation in very general settings and available computational power. The idea of the PF (Doucet et al., 2001; Arulampalam et al., 2002; Straka and Simandl, 2007) is to compute the conditional pdf of the state in the form of an empirical distribution consisting of a finite set of random samples (also called particles) and corresponding weights. The samples and weights define the shape of the conditional pdf of the state. The central part of the PF is the importance sampling technique based on using an importance function (IF) for drawing samples. The respective weights are computed so that the samples and weights together correspond to the conditional pdf of the state.
Design of the IF is a critical part of the PF determining quality of the samples and consequently efficiency of the PF. Two different approaches to the IF design can be found. The former, which can be called direct, focuses on an elaboration of the original concepts of the IF design and proposes enhancements of a prior IF (Huang and Djuric, 2004) . The latter, which can be called composite, comes out of a utilization of another filtering technique to obtain a filtering pdf approximation which is subsequently used as the IF, e.g. (Van der Merwe and Wan, 2003) .
Sequential usage of the importance sampling technique leads to a problem of having a set of samples majority of which have zero weights and only a few samples have significant weights. This problem is called the degeneracy problem and causes a low efficiency of the PF. Adding a resampling step (Gordon et al., 1993) solves the problem, however it also brings a significant increase in computational complexity. An alternate solution is to use the Gaussian particle filter (GPF) (Kotecha and Djuric, 2003) , which does not require the resampling step and thus reduces computational complexity of the traditional PF's.
Majority of the above mentioned filtering methods largely have been developed under a condition that the system is described by the state and measurement equations and pdf's of the uncertainties only. But in some cases, an additional information about the state is known. This information appears as a constraint for the state variable that often describes a physical quantity present within the system. The constraints arise due to physical laws, technological limitations, kinematic constraints or geometric considerations of the system (Chiang et al., 2002; Tahk and Speyer, 1990) . Mathematically, the constraints are often given by a set of linear or nonlinear equalities or inequalities.
Note that the constraint finds its use in cases when having only an approximate description of the system dynamics, initial condition or state noise or if such an approximation is enforced by an excessive complexity of an exact description.
In the last decade, several approaches to solving the constrained estimation problem have been proposed. Among others, the following can be mentioned: reparametrizing and pseudomeasurement approaches (Markley, 2003) , optimization approaches (Rao et al., 2001) , and projection and truncation approaches (Julier and LaViola, 2007; Simon, 2006) . Most frequently, local filtering methods, providing point estimates only, are utilized within these approaches.
If a PF solution to the filtering problem with an inequality constraint is considered, only few PF based techniques have been proposed so far, mainly based on the optimization (Shao et al., 2010) or truncation approach (Lang et al., 2007) . The truncation approach is more promising for such a constrained filtering problem due to its lower computational demands as opposed to the optimization approach (Shao et al., 2010) .
For nonlinear inequality constraints largely simple techniques have been proposed so far. A natural idea is to set weights of all samples violating the constraint to zero (Kyriakides et al., 2005) . This reduces the number of informative samples and consequently the estimate quality. To tackle this issue, the sample size is being increased by simply drawing samples until a pre-specified number of samples meet the constraint (Kyriakides et al., 2005; Lang et al., 2007) . This may be inefficient especially if the probability of a sample drawn from an IF and simultaneously meeting the constraint is very low. This problem was treated in (Shao et al., 2010) by a hybrid PF algorithm based on the above mentioned sample size increase combined with the moving horizon estimator (MHE) which is executed when the estimation performance based on the samples inside the constraint region fails a test. This hybrid behavior allows the computational complexity to be kept reasonably low.
The goal of the paper is to proceed from the GPF and to propose a modification to the importance function to increase its efficiency with respect to the constraint while keeping the sample size fixed. The aim is to achieve quality constrained state estimates with reasonable computational complexity.
The paper is organized as follows: Specification of the constrained state estimation problem is presented in Section 2. In Section 3, the PF solution to state estimation problem will be described together with a brief overview of current approaches to constrained state estimation. In Section 4, the GPF will be introduced. The modification of the IF together with the constrained GPF algorithm will be proposed in Section 5. In Section 6, a numerical illustration of the proposed filter will be given and concluding remarks are drawn in Section 7.
STATE ESTIMATION WITH INEQUALITY CONSTRAINTS
Suppose the system is given by the following state and measurement equations
where x k ∈ R n x and z k ∈ R n z are state and measurement at time instant k, respectively, f k : R n x → R n x and h k : R n x → R n z are known mappings, w k and v k are state and measurement white noises, described by known pdf's p(w k ) and p(v k ), respectively. The noises are mutually independent and independent of the initial condition of the state x 0 given by a known p(x 0 ).
The filtering problem means looking for an estimate of the state x k based on measurements up to the time instant k, which will be denoted as
Due to the stochastic nature of the system, the state is a random variable described by the conditional pdf p(x k |z k ).
As was mentioned above, in some cases besides the system description, given by (1) and (2) and distributions of the noises and initial condition, also an additional information about the state is at disposal. As an important feature of the state-space description is that the state often corresponds to some physical quantities, a validity region of the state enforced by the physical representation may be an important supplementary information for the filter designer.
In this paper, the information will be considered in the form of a generally nonlinear inequality constraint
where c k :
, and the inequality ≤ holds for all elements of the vectors a k , c k (x k ) and b k and also
The aim of the constrained filtering problem is to find the conditional pdf p(x k |z k ) considering (1) and (2) and respecting (3). For convenience, let C k be a set of all states satisfying the inequality constraint (3):
Thus, the aim of the constrained filtering is to find the pdf
PARTICLE FILTERS AND INEQUALITY CONSTRAINTS
The PF approximates the filtering pdf p(
, where δ(·) is the Dirac function defined as δ(x) = 0 for x = 0 and δ(x)dx = 1. A generic PF algorithm can be itemized as follows. Suppose, the empirical distribution r N (x k−1 |z k−1 ) is given by the samples {x
and weights {w
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Algorithm 1: Particle Filter
Step 1: (Drawing samples) Draw N samples {x
Step 2: (Computing weights) The weights {w
corresponding to the drawn samples are given by
The weights {w
are then normalized to unity, i.e.
Step 3:
Step 4: (Resampling) Generate a new set {x * (i)
by resampling with replacement N times from {x
and {w
by the resampled sets {x * (i)
respectively. Increase k and continue with Step 1.
Note that the measurement pdf p(z k |x k ) and transition pdf p(x k |x k−1 ) in (7) are given by
and
respectively.
Algorithm 1 represents a generic PF filter with resampling. In order to respect the constraint (3), several approaches modifying the algorithm have appeared in the literature.
The simplest approach is to incorporate the constraint into the weights by setting the weight of a sample lying outside the constraint to zero (Kyriakides et al., 2005) . Although this brings no increase in computational complexity, it reduces the number of informative samples (i.e. those with nonzero weights) and consequently reduces the estimate quality. This problem is significant if the volume of the sampling density π above the constrained area is close to zero (Shao et al., 2010) . This issue was resolved by an increase of the sample size (Lang et al., 2007) . The technique is called acceptance/rejection (A/R) because it accepts the samples satisfying the constraint and rejects those, which violate the constraint. This procedure continues until N samples are accepted. Thus, the estimate quality is increased at the price of an increase of the computational complexity which may be dramatic in some cases. Shao et al. (2010) have proposed a hybrid PF algorithm combining the A/R technique with the MHE which is executed when the estimation performance based on the samples satisfying the constraint region fails a test. The reason of executing the MHE only at some time steps is the fact that the MHE is not recursive in nature and suffers from extreme computational complexity especially for a high dimensional state space or a long horizon. So this hybrid behavior allows the PF computational complexity to be kept reasonably low but it still strongly depends on the volume of the sampling density above the constraint area.
Thus, if an IF respecting the constraint directly is proposed, it will increase increase the number of samples satisfying the constraint without the necessity to use the A/R technique.
GAUSSIAN PARTICLE FILTER
The GPF is based on the particle filtering concept and approximates the filtering pdf by a Gaussian pdf; its algorithm is given by the following steps (Kotecha and Djuric, 2003) :
Suppose again that the empirical distribution r N (x k−1 |z k−1 ) is given by the samples {x
Algorithm 2: Gaussian Particle Filter
Step 1: (Filtering moments) Compute the filtering meanx k−1|k−1 and covariance matrix P k−1|k−1 bŷ
Step 2: (Time Update) Draw N filtering samples {x
from N {x k−1 ;x k−1|k−1 , P k−1|k−1 } and propagate them through the transition pdf as
to obtain N predictive samples {x
Step 3: (Prediction moments) Compute the predictive mean x k|k−1 and covariance matrix P k|k−1 bŷ
Step 4: (Measurement update) Draw samples from the IF π(x k |x k−1 , z k ) and denote them as {x
and calculate the corresponding weights {w
(16) The weights {w
then form the new filtering empirical distribution r N (x k |z k ).
Step 5 
Increase k and continue with Step 1.
Based on the Gaussian approximation of the filtering pdf, it might seem that the GPF cannot provide a global state estimate (i.e. the whole filtering pdf) but before the approximation is executed, the filtering pdf is at disposal in the empirical form from which any moment or point estimate can be obtained.
CONSTRAINED GAUSSIAN PARTICLE FILTER
The IF π used in Algorithms 1 and 2 does not respect the constraint (3) posed on the state and therefore, the number of samples violating the constraint and thus being zero-weighted may be high. The low number of samples with nonzero weights usually leads to a low quality estimate. To increase the number of samples with nonzero weights, the IF has to be modified in such a way that its support should match the constrained area as much as possible and still the modified IF must be easy to sample from. Basically, there are two methods offering such a modification: the projection and truncation method.
The former is grounded in a projection k that projects the whole state space lying outside the constraint to the constraint interior, i.e. k (x k ) ∈ C k ∀x k ∈ R n x . Most often, the parts of the space lying outside the constraint are projected onto the boundary. Using this projection for the IF modification would change the shape of the IF above the constrained area. More specifically, more probability would be shifted towards the boundaries of the constrained area which is undesirable.
The truncation method is more suitable in this case as it would preserve the shape of the IF above the constrained area. Note that in Beyer and Reinig (2008) the truncation of the IF given by a sum of Gaussian distributions has been proposed but the result is limited to an inequality constraint of the form a ≤ x k ≤ b only. In this paper the nonlinear inequality constraint (3) is considered.
The truncated constrained pdf π C (x k |x k−1 , z k ) can be expressed as
where ξ k is a normalizing constant given by
Relation (18) represents a closed-form description of the random variable x k with respect to the constraint C k (3) in the form of a pdf. To use this truncated pdf (18) in the IF of a PF, an efficient way of sampling from the pdf is required. However, due to nonlinearity of the mapping c k , a representation of the constrained pdf, which can be simply sampled from, is hard to find. Therefore, its first two momentsx c k|k and P c k|k will be calculated and the truncated pdf π C will be approximated by a Gaussian pdf with the same first two moments.
The moments in (20) are given byx
Analytical calculation of the meanx c k|k and covariance matrix P c k|k is impossible except for a few special cases (e.g. a linear inequality constraint where the computation is based on evaluation of the error function (Simon, 2006; Tallis, 1961) ), so usually an approximate values have to be found. In this paper, the values of the integrals (21) and (22) will be approximated using the perfect MC technique. The merit of the usage of the MC technique lies in its relative ease of implementation and acceptable computational demands not significantly depending on the dimension n x of the state (Zwillinger, 1992) .
Perfect Monte Carlo
To approximate the integrals in (21) and (22), first suppose S samples {x
(23) The samples are divided into two groups; the samples satisfying the constraint C k denoted x c,( j) k , j = 1, 2, . . . , S c , S c ≤ S and the samples lying outside the constraint. Then, the approximate mean and covariance matrix of the truncated distribution (18) are given by the following relationŝ
For the sake of presentation clarity, this truncation by means of the perfect MC technique given by (23-25) will be denoted as
The technique (26) produces the meanx c k|k and covariance matrix P c k|k of a truncated IF π C (x k |x k−1 , z k ) which will be approximated by a Gaussian pdf with the same moments and later used for drawing samples of the PF.
Algorithm of Constrained Gaussian Particle Filter
Now, the algorithm of the GPF supplied with the MC truncation (further denoted as the constrained GPF (CGPF)) can be itemized using the following steps.
Algorithm 3: Constrained Gaussian Particle Filter (CGPF)
Step 1: (Filtering moments) This step is the same as Step 1 in Algorithm 2.
Step 2: (Time Update) This step is the same as Step 2 in Algorithm 2.
Step 3: (Prediction moments) This step is the same as Step 3 in Algorithm 2.
Step 4 
Step 5 N {x k ;x c k|k , P c k|k } and denote them as {x
Step 6: (Point estimates) This step is the same as Step 5 in Algorithm 2.
Note that if the volume of the IF above the constraint area C k is negligible, the perfect MC technique for computing (24-25) will be inaccurate due to a low number of samples x c k|k . Then, the importance sampling technique may be used with the IF designed to closely follow the constraint region C k .
Projection
If the mean E[x k |z k ] is of interest in step 6, it must be noted that due to the nonlinearity of the inequality constraint (3), the mean does not necessarily satisfy the constraint (except for convex C k ). To resolve this problem, the projection approach presented in Julier and LaViola (2007) can be adopted here.
Suppose a projection function k (·) exists projecting the whole state space to the constrained region, i.e. k (x k ) ∈ C k for all x k ∈ R n x . The mapping k : R n x → R n x is, in some sense, optimal, e.g. it minimizes a distance between E[x k |z k ] and k (E[x k |z k ]). The projection is specified prior to the estimation experiment.
Here, the projection can be applied as follows. If the point estimate E[x k |z k ] violates the constraint, it is projected to a certain point within the constrained region, i.e.
. This correction of the point estimate is incorporated into the Step 6 of the Algorithm 3.
NUMERICAL ILLUSTRATION
For illustration of the proposed CGPF, a problem of tracking a moving vehicle on a circular road is considered. The road is defined by the two arcs with the radii r 1 = 100 and r 2 = 98 meters [m] with the center at the origin of the Cartesian coordinate system. The vehicle is supposed to keep angular velocity ω within ω ∈ [2.85, 5.7] degrees per second [deg/sec]. The equivalent vehicle speed is thus maximally 10 [m/sec]. This situation is depicted in Figure 1 with a sample trajectory. The vehicle starts from the point (initial position of the vehicle) [99, 0] T determining the position in the x and y directions. For the estimation purposes, the vehicle is supposed to follow the continuous white noise acceleration motion model (BarShalom et al., 2001) . The state of the vehicle is defined as 
where T = 1 [sec] is the sampling period and w k is the Gaussian zero-mean state noise with covariance matrix Q = I 2 . The vehicle is supposed to travel for k = 0, 1, . . . , K , K = 20.
The vehicle is tracked by a sensor with the sampling interval T measuring the range and bearings, i.e. the measurement equation is
where v k is a Gaussian zero-mean measurement noise with the covariance matrix R = diag ([8, 10 −3 ] ). The function diag(x) represents a diagonal matrix with elements of the vector x on its diagonal.
The initial condition is p(x 0 ) = N {x 0 : [99, 0, 0, 1] , diag [10, 1, 10, 1]}. The constraint is defined, with respect to (3), as r 2 ≤ x 2 1,k + x 2 3,k ≤ r 1 . In the example the performance of the following PF's is analyzed
• the newly proposed CGPF, • the GPF with the constraint taken into account in weight computation (GPF), • the GPF with the A/R technique (GPF-AR), • the PF with the A/R technique (Lang et al., 2007) 
(PF-AR).
For all the PF's M = 10 3 MC simulations were performed with sample sizes N = 100, 500 and 1000.
The PF's performance was measured using the mean-square error (MSE) 
