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Abstract 
The problems which are NP-complete in nature are always attracting the computer scientists to develop some heuristic 
algorithms, generating optimal solution in time-space efficient manner compared to the existing ones. Coloring of the vertices of 
a graph with minimum number of colours belongs to the same category, where the algorithm designers are trying to propose 
some new algorithms for better result.  Here, we have designed modified Simulated Annealing (MSA) for optimal vertex 
coloring of a simple, symmetric and connected graph (GCP). The algorithm has been tested upon a series of benchmarks 
including large scale test case and has shown better output than the simple or non-modified version of the same algorithm. This 
paper describes the advancement of performance of simple SA applied upon the problem of graph coloring using a specially 
designed operator called random change operator instead of the general change operator. Our work is still going on for designing 
better algorithms generating optimal solutions. 
 
Keywords: NP; SA; MSA; GCP 
1. Introduction 
A linear graph (or simply a graph) G = (V, E) consists of a set of objects V = {v1, v2, ...}called vertices in G, and 
another set E = {e1, e2,….}, whose elements are called edges in G, such that each edge ek is identified with an 
unordered pair (vi, vj) of vertices. Proper coloring of a simple, symmetric and connected graph is a classical problem 
of graph theory. A k-coloring of G is a partition of V into k subsets Ci, i = 1 ..... k, such that no adjacent nodes 
belong to the same subset. The k–colorability optimization problem is to find a k-coloring of G with k as small as 
possible. This smallest k corresponds to the chromatic number of graph G.   A k-vertex coloring of any graph  
is an assignment of k–colors 1, 2, 3,……..k to the vertices of G.  
The reasons why the graph coloring problem is important are twofold. First, there are several areas of practical 
interest, in which the ability to color an undirected graph with a small number of colors as possible, has direct 
influence on how efficiently a certain target problem can be solved. Timetable scheduling [1], examination 
scheduling [2], register allocation [3], printed circuit testing [4], electronic bandwidth allocation [5], microcode 
optimization [6], channel routing [7], the design and operation of flexible manufacturing systems [8], computation 
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of sparse Jacobian elements by finite differencing in mathematical programming [9], etc are some examples of such 
areas. The other reason is that, the graph coloring problem has been shown to be computationally hard at a variety of 
levels: not only its decision problem variant is NP-complete [10], but also its approximate version is NP-hard [11].
These two reasons are important enough to justify the importance for new heuristics to solve graph coloring 
problem. A variety of heuristics and metaheuristics approaches have been proposed to produce optimal or near 
optimal colorings over the years by different researchers.
2. Heuristics and Metaheuristics for Graph Coloring
Sequential coloring approaches are the simplest heuristic methods. First, the vertices are sorted, and the top vertex is 
put in first color class. In order the remaining vertices are considered, and each nonadjacent vertex with respect to 
the already color class vertex, is placed in the color class number one. If no such class exists, then a new class is 
created. For the initial ordering, several different schemes have been used. The Largest First (LF) approach of Welsh 
and Powell [12] sorts the vertices by decreasing degree. The Smallest Last (SL) ordering of Matula [13] lists the 
smallest degree vertices in reverse order. Both LF and SL tend to color the higher degree nodes first. Although these 
methods are simple to implement and fast, but colorings they produce remain far from the optimal. By performing 
interchanges, the colorings produced by these sequential coloring algorithms can be improved. At each stage, if 
performing the interchange allows the current vertex to be colored without adding a new color, a previously colored
vertex is switched to another class. As a result we get, Largest First with Interchange (LFI) and Smallest Last with 
Interchange (SLI) [13]. To reorder the nodes at each stage, other techniques have been developed. The next vertex to 
color is chosen based on its saturation degree — the number of color classes for which the vertex is adjacent to at 
least one vertex in that class, in DSATUR [14]. All the methods discussed above are choosing a vertex first and then 
assign an appropriate color. There are other approaches where each color is completed before introducing a new 
one. One such deterministic heuristics, Recursive Largest First (RLF), proposed by Leighton [2], is following this 
idea. In that method vertices of one color class got selected at a time. To improve the performance of simple 
heuristics sometimes, randomizations are also used. This idea is reflected in the work of Johnson, et al. [15], who 
developed the XRLF method. In that algorithm, several candidate classes are generated for each color, and the one 
with least degree in the remaining graph is chosen. 
Metaheuristics, such as simulated annealing [16], tabu search [17], genetic algorithms [18] and neural networks 
[19], have also been applied to graph coloring. In most of the metaheuristics proposed, have the objective not to get 
stuck in local optima. They try to incorporate local search also which helps to move out from that situation in cost of 
deteriorating the value of the objective function. Application of simulated annealing to graph coloring was proposed 
by Chams, Hertz and Werra [20]. In their work they discussed, both pure simulated annealing and impure or hybrid 
version (combining XRLF and simulated annealing). In the hybrid method, XRLF is used to construct color classes 
until the pre specified number of vertices in the graph. Simulated annealing is then applied to color the remaining 
vertices. An extensive experimentation using several variants of simulated annealing on random graphs of varying 
size and density, was performed by Johnson, et al. [15]. A tabu search implementation for graph coloring was 
proposed by Hertz and Werra [21]. This tabu search gives good solutions and outperforms simulated annealing on 
different instances of random dense graphs. In their method, they attempted by changing k(number of colors) values
to find a legal improved coloring. Another hybrid approach has been proposed by Hertz and Werra, where used tabu 
search within a sequential procedure to find large.
In the context of graph coloring evolutionary algorithms (EA) have also been applied by number of workers. In EA,
a population of solutions is generated and using cooperation step and a self-adaptation step for number of iterations, 
it move towards betterment. In the cooperation step, solutions in the current population exchange information with 
the goal of producing new solutions that inherit good attributes. In the self-adaptation step, solutions modify their 
internal structure without interacting with other solutions in the population. In case of genetic algorithms (GA), 
iterations are referred to as generations, cooperation step is nothing but the crossover operators and the self-
adaptation step consists of mutation. A hybrid method combining a simple descent method to achieve self-
adaptation within the general framework of a genetic algorithm was proposed by Costa, Hertz and Dubuis [22]. In 
the descent method, proposed by Hertz and De Werra [21], by some means neighboring solution is generated from 
the solution. For assigning weights to edges, the objective function is modified. To avoid manipulating the same 
conflicting edges every time, in each generation, the weights are changed. The mutation operator generates a 
solution by a randomly chosen neighbor, with a given probability.  A union crossover, originally designed by Costa 
[23] for a scheduling application, was adapted for graph coloring to implement the cooperation step. Another 
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evolutionary method for graph coloring was proposed by Fleurent and Ferland [24]. In their work they used a graph-
adapted recombination operator. To evaluate the diversification of the solutions in the population an entropy 
measure was employed. All the solutions of the population are same for zero entropy value. This measure will not 
only act as stopping rules but also can influence parent selection. Members of the population are subject to local 
search, is also another feature of this work.  Eiben, et al. [25] employed the 3-coloring problem to test several 
variants of an asexual evolutionary algorithm. In that work, they used an order-based representation and an 
adaptation mechanism. They finally applied this result for constraint satisfaction problems 
Graph coloring problem has also been solved by neural networks. The first work was done by Dahl [26], and later 
continued by Jagota [27].  In neural network approach,  k-coloring problem was mapped to a Hopfield network. This 
process is two step process. The first step is to reduce the problem to maximum independent set (MIS) problem, and 
in the second step, MIS will be mapped onto a Hopfield network. Jagota follows the approach of choosing an initial 
k value and gradually decreasing it in an attempt to find improved feasible colorings. The current k value is 
increased, if the algorithm fails to find a feasible coloring in one phase. The initial k is set to a sufficiently large 
value. As a result, the algorithm is guaranteed to yield a proper coloring. The algorithm was tested on a set of 30 
graphs associated with the Second DIMACS Challenge [28]. The results were compared with the parallel procedure 
Hybrid of Lewandowski and Condon [29]. In all but 6 instances, Jagota’s implementation is outperformed by 
Hybrid.  
Kong, Wang, Andrew and Guo [30] presented a new hybrid genetic algorithm (GA), which embeds two kinds of 
local search algorithms - enumerative search and random search within the GA framework. In addition, they 
integrate a partition based encoding scheme with a specialized crossover operator into their GA method.  
Experimental results showed that their new algorithm outperforms the best-published results in terms of the quality 
of solutions and the computing time needed. Lim and Wang [31] applied various meta-heuristics including genetic 
algorithm, simulated annealing and tabu search for robust graph coloring problem (RGCP).  Sivanandam, Sumathi 
and Hamsapriya [32], described a new permutation based representation of graph coloring problem. They employed 
a migration model of parallelism for GA with Message passing interface (MPI). They used three-crossover operators 
namely greedy partition crossover (GPX), Uniform independent set crossover (UISX), and Permutation-based 
crossover (PX) are used. The results on the benchmark graphs show that GPX performs well in terms of 
convergence and PX in terms of execution time. Kumar, Toley and Tiwary [33] considered a formulation of the bi-
objective soft graph coloring problem, so as to simultaneously minimize the number of colors used as well as the 
number of edges that connect vertices of the same color. They used multi-objective evolutionary algorithms 
(MOEA) for good diversity and (local) convergence. They also adapted the single objective heuristics to yield a 
Pareto-front and observed that the quality of solutions obtained by MOEAs is much inferior. Recently, Ray, Pal, 
Bhattacharya and Kim [34] have used a new operator, called double point Guided Mutation operator with a special 
feature. An evolutionary algorithm with double point Guided Mutation for the Graph Coloring problem is proposed 
by them, which increased the performance level of simple GA dramatically. 
 We have provided a partial review of the graph coloring literature, focusing on different heuristic and hybrid 
approaches. For more information on the graph coloring problem and a more comprehensive bibliography, we refer 
Michael Trick’s “Network Resources for Coloring a Graph” (http://mat.gsia.cmu.edu/COLOR/color.html), Joseph 
Culberson’s “Graph Coloring Page” (http://webdocs.cs.ualberta.ca/~joe/Coloring/index.html). 
 
 
3. Modified Simulated Annealing approach for Graph Coloring Problem 
SA's major advantage over other methods is an ability to avoid becoming trapped in local minima. The algorithm 
employs a random search, which not only accepts changes that decrease the objective function f (assuming a 
minimization problem), but also some changes that increase it. The latter are accepted with a probability 
p = exp ( -  
h by analogy with the original application is known as 
the system ''temperature" irrespective of the objective function involved.  The most important elements of the SA 
algorithm are: 
 a representation of possible solution 
 an operator of random changes in solutions to generate a neighbor solution 
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 a means of evaluating the solution’s cost function and 
 an annealing schedule - an initial temperature and rules for lowering it as the search progresses 
 
3.1 Representation of Possible Solution & Cost 
  Here we represent the solution as a set of integers (1, 2, 3….n). These integers are nothing but the color of the 
nodes. The positions of these integers are the node numbers for which those particular colors have been assigned. 
An example of a solution (means coloration) for a graph of 5 vertices is shown below:   
1  2  1  3  4 
Here the nodes 1 and 3 have the same color 1. 2nd, 3rd and 4th nodes have the colors 2, 3 and 4 respectively.  
The cost function is nothing but the total number of colors used, i.e., distinct integers in the solution, e.g., the above 
solution has the cost 4. 
The initial solution can be generated by randomly assigning colors to different nodes from n number of colors (n is 
the number of vertices). After generating initial solution randomly it may denote valid coloration or it may not. We 
have used a check operator to check its validity. But we have not discarded the solution if it’s invalid. Instead, we 
use a repair operator repair, which converts the invalid solution to a valid one.  
This repair checks whether two adjacent nodes have the same color or not. In that particular case, it replaces one 
such color by any randomly generated color except the earlier color. The repair operator is working in the following 
manner: 
 Repair operator (repair) 
   Step 1) Find out the vertex vmc with maximum  
  confliction in the solution S 
   Step 2) Repeat until S is valid 
Step 2.1) Change the color of vmc using random color  
from the range (1 to m_color)  
– 1  
3.2 Operator of Random Changes in Solution to Generate a Neighbouring Solution 
  Here instead of using some operators to generate a neighboring solution randomly, we have used a special 
operator, which operates on a particular point of the solution randomly, to generate neighboring solution under a 
special guidance. The working of this operator is as follow: 
Random change operator (rand_change_op) 
   Step 1) Choose a random position x in solution S  
   Step 2) Change the color of xth position of S using a random  
 color from the range (1 to m_color) to generate new    
 solution S’ 
   Step 3) Check validity of S’ 
   Step 4) If S’ is valid coloration 
– 1 
   Step 5) Else 
Call repair operator to make it a valid coloration 
When, we are working with the above two operators, we have considered a range of colors (1 to m_color). The 
initial value of this m_color is not n (number of vertices), instead we have considered as maximum_degree + 1. 
 Sometimes if there is no improvement of solution we have considered the bad solution with certain probability. 
 
3.3 An Annealing Schedule 
  Initially we have considered the value of T as 10000 after trial and error method and at each step we have 
reduced the temperature by 0.01. 
Now using all those operators let us write the complete algorithm for Modified Simulated Annealing (MSA) for 
Graph Coloring Problem (GCP). 
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3.4 Algorithm MSAGCP 
 INPUT: Adjacency matrix (n x n) of the graph with n vertices 
 
   
  Step 2) Create one solution (S) using random coloration 
  Step 3) If the coloration is not a valid  
   call repair to make it valid 
  Step 4) Calculate cost of S, C(S)   
  Step 5) Repeat until exit_condition 
Step 5.1) Apply rand_change_op operator on S 
  to obtain new solution S’ 
Step 5.2) Calculate cost of S’, C(S’)   
Step 5.3) If C(S’) < C(S) 
   
Step 5.4) Else 
  – C(S’) 
  – delta /  T  
  Step 5.4.3) If pb > random [0, 1]  
   Step 5.4  
  – 0.01 
  Step 6) Output the coloration. 
4. Computational Experiments 
In this section, we present experimental results obtained by MSAGCP and make comparisons with the simple 
version of the same algorithms SAGCP.  SAGCP is the simplified version or better to say the original version of 
simulated annealing, where the new operator rand_change_op is not there. Instead, just from the current solution 
changing the color of one position randomly, the neighboring solution was generated. In this section we present the 
results of our algorithm on some benchmark graphs given at http://mat.gsia.cmu.edu/COLOR04/. MSAGCP has 
been implemented in ANSI C and run on a Xeon 2.4GHz machine with 1GB of RAM running the Linux operating 
system. Initially we have considered the value of T as 10000 after trial and error method and at each step we have 
reduced the temperature by 0.01. The exit condition (exit_condition) of the algorithm is either the value of the 
temperature is 0 or the chromatic coloring has been generated. Both the two algorithms are tested on each of the 
benchmarks 10 times and the averages of ten execution times are given. In describing the instances, in the (G) 
column, the chromatic numbers are given, where it is not known, ? is given along with the still known best result. 
In general, our observation is that, the SAGCP is taking a huge amount of time and failed to converge to optimal 
result in most of the cases. But due to the introduction of the new operator rand_change_op in MSAGCP, the 
convergence is faster and most of the cases it has generated optimal or near optimal result. For the queen series 
graphs, except those cases presented, in all other instances we got the result which is far from the optimal. Basically, 
the graphs which are hard in nature, our MSAGCP failed to generate optimal results. Table-1 shows the 
experimental results of the two algorithms and also the time taken by them. 
Table 1. Comparative Results Between SAGCP and MSAGCP 
 
Instances V E (G) SAGCP Time of SAGCP(S) MSAGCP Time of MSAGCP(S) 
1-FullIns 5.col.b 282 3247 ?/6 8 4078 6 1022 
1-Insertions 5.col.b 202 1227 ?/6 9 2098 7 796 
2-FullIns 4.col.b 212 1621 ?/6 6 4458 6 3454 
2-Insertions 4.col.b 149 541 4 6 560 5 196 
3-FullIns 4.col.b 405 3524 ?/7 12 10706 9 2078 
3-Insertions 4.col.b 281 1046 ?/5 5 3086 5 658 
4-FullIns 3.col.b 114 541 ?/7 7 2286 7 127 
4-Insertions 4.col.b 475 1795 ?/5 7 20765 6 7835 
5-FullIns 3.col.b 154 792 ?/8 8 3395 8 517 
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anna.col.b 138 493 11 13 9855 11 2535
david.col.b 87 406 11 11 10672 11 2972
games120.col.b 120 638 9 10 2874 9 122
homer.col.b 561 1628 13 17 15438 12 4052
huck.col.b 74 301 11 11 1295 11 31
jean.col.b 80 254 10 11 520 10 45
miles1000.col.b 128 3216 42 50 25084 45 7702
miles1500.col.b 128 5198 73 80 15633 75 5885
miles750.col.b 128 2113 31 35 12767 31 2437
mug100 25.col.b 100 166 4 4 276 4 38
mug88 25.col.b 88 146 4 4 496 4 60
mulsol.i.1.col.b 197 3925 49 58 10439 52 2861
myciel6.col.b 95 755 7 8 12436 7 6683
queen5_5.col.b 25 160 5 7 186 5 40
queen7_7.col.b 49 476 7 9 276 7 188
queen9_9.col.b 81 2112 10 14 388 11 85
queen10_10.col.b 100 2940 ?/11 17 798 12 121
queen11_11.col.b 121 3960 11 15 996 11 492
DSJC125.1.col.b 125 736 ?/5 10 1094 6 201
DSJC500.1.col.b 500 12458 ?/15 28 12865 17 6219
le450_5a.col.b 450 5714 5 11 6742 6 2768
le450_15a.col.b 450 8168 15 20 18342 17 10532
zeroin.i.2.col.b 211 3541 30 44 8874 30 2341
5. Conclusion and Future Scope
We have presented experimental results on some of the DIMACS benchmark graphs and compared the modified 
algorithm’s performance with the simple one.  Indeed, our MSAGCP able to find the best known results for most of 
the tested graphs. But in some instances, MSAGCP failed to generate optimal. That may due to the nature of the 
graph itself. To strengthen conclusions made about the power of the algorithm, it is worth to test it on some other 
classes of large graphs from the benchmark set as well as from the random graphs. The main purpose of this paper is 
to study simulated algorithm and its variation on graph coloring problem. In the future, we intend to refine 
MSAGCP and apply it to optimally color large complex graphs in reasonable time, as well as compare its 
performance with some other algorithms like genetic algorithm, ant colony optimization or may be some hybrid 
heuristics.
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