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Abstract
The eigenproblem for thin shells of revolution under uncertainty in material
parameters is discussed. Here the focus is on the smallest eigenpairs. Shells
of revolution have natural eigenclusters due to symmetries, moreover, the
eigenpairs depend on a deterministic parameter, the dimensionless thickness.
The stochastic subspace iteration algorithms presented here are capable of
resolving the smallest eigenclusters. In the case of random material param-
eters, it is possible that the eigenmodes cross in the stochastic parameter
space. This interesting phenomenon is demonstrated via numerical experi-
ments. Finally, the effect of the chosen material model on the asymptotics
in relation to the deterministic parameter is shown to be negligible.
Keywords: Shells of revolution, eigenvalue problems, uncertainty
quantification, stochastic finite element methods
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1. Introduction
In many engineering problems there are uncertainties concerning mate-
rial models and domains. Stochastic finite element methods (SFEM) have
received much attention over the past decade. This, however, has not ex-
tended to eigenvalue problems despite their importance in many applications,
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including the dynamic response of structures which is the focus of this work.
In recent paper Sousedik and Elman [1] cover most of the rather limited lit-
erature available with the notable exception of work by Andreev and Schwab
[2], which is to our knowledge the only mathematically rigorous analysis of
the collocation approach to stochastic eigenproblems.
Naturally the focus has been on second order problems where properties
such as simple smallest modes can be taken advantage of. For instance, it
is well-known that the first mode of the Laplacian does not change its sign.
Here the eigenvalue problem, free vibration of thin shells of revolution, is of
fourth order where such properties are not guaranteed. Indeed, one feature
of such eigenvalue problems that complicates the analysis is the inevitabil-
ity of repeated or tightly-clustered eigenvalues, which arise naturally with
symmetries, and will be central in our numerical experiments. Even in de-
terministic setting when such eigenvalues are to be approximated in practice,
it is futile to try to determine whether computed eigenvalue approximations
that are very close to each other are all approximating the same (repeated)
eigenvalue, or approximating eigenvalues that just happen to be very close to
each other. Instead, one should consider such clusters as a collective whole
via subspaces.
The main result is that the stochastic subspace iteration is capable of
resolving the eigenclusters. Moreover, we demonstrate that eigenvalue cross-
ings occur in the parameter space which leads to the concept of the effective
smallest mode. For simplicity consider the case where the smallest eigenvalue
is of higher multiplicity. Over the parameter space different eigenmodes may
be associated with the lowest eigenvalue. In practice this means that over a
set of manufactured specimens it is possible to measure or observe different
lowest modes due to manufacturing or material imperfections.
Here the shells of revolution are used as the model problem since the
eigenmodes have special properties that lend themselves well to our study.
The geometry of the shell of revolution is defined by an axial profile function
which is rotated about the axis of revolution. In dimensionally reduced set-
ting the midsurface of the shell D has a natural parametrization in the axial
and angular directions, D = [x0, x1] × [0, 2pi] (peridodic). If the material
properties in the angular direction are constant, the eigenmodes will have
integer valued wavenumbers in that direction and using a suitable ansatz the
spectrum can be computed over a set of one-dimensional problems. (For an
illustration see the Figure 2 below.) Therefore, introducing uncertainty in
the material properties, for instance, Young’s modulus, with randomness in
2
the axial direction only is a special case of interest. It should be noted that
even though the shell geometry is periodic, it is perfectly feasible to consider
material uncertainties that are not periodic. This would correspond to a
situation where a cylinder, say, is formed by rolling a cut sheet of material.
Another aspect of the chosen experimental setting is that the numerical
locking can be controlled. In [3] it is shown that the eigenvalue problem is
subject to locking due to angular oscillations. The 1D formulation does not
include this form of locking since the integration in the angular direction is
exact – assuming that the material parameter varies in the axial direction
only. Thus, we can calibrate the 2D discretization to agree with the 1D
results. Of course, the rate of convergence cannot be optimal in 2D, but the
results can be sufficiently accurate.
Another salient feature of shell problems is the role of dimensionless thick-
ness, which in the context of this paper can be treated as a deterministic pa-
rameter. It is natural to consider the asymptotic behaviour of the quantities
of interest of the stochastic eigenproblems as functions of thickness. Through
carefully designed numerical experiments we show that the material imper-
fections considered here do not affect the known asymptotics for the first
eigenpair, and the standard deviation of the smallest eigenvalue decreases
linearly as the thickness tends to zero.
The rest of the paper is organized as follows: First in Section 2 the concept
of an eigenvalue crossing is illustrated in the context of 2D Laplacian. The
shell eigenproblem and its stochastic extension are defined in Sections 3 and
4, respectively. The algorithms necessary (collocation and Galerkin) for the
solution of the problems are given in Section 5. The numerical experiments
with related analysis of the results are discussed in Section 6. Finally, in
Section 7 the conclusions and directions for future research are considered.
The shell models used in numerical experiments are outlined in Appendix
A.
2. On the Nature of Eigenvalue Crossings
The concept of eigenvalue crossings inevitably arises when considering
parameter dependent eigenvalue problems. For instance, the second smallest
eigenvalue of the Laplace operator on a symmetric domain is of multiplicity
two. Thus, as in the example considered in [4] for instance, the second and
third eigenvalues of a parameter dependent extension of the problem typically
cross within the parameter space.
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As an illustrative example we consider the following eigenvalue problem:
find λ ∈ R and u ∈ H10 (D) such that
c2∆u = λu,
where D is the unit circle in R2 and c > 0. Instead of a constant value for c
we consider a random field c : Γ→ L∞(D) given by
c2(ξ) = 1 + a1ξ1 + a2ξ2, ξ = (ξ1, ξ2) ∈ Γ := [−1, 1]2,
where a1(r, ϕ) = (cos(pir) + 1)/3 and a2(r, ϕ) = sin(2ϕ)(1 − cos(pir))/3 in
polar coordinates. The eigenpairs (λ, u) now become functions of ξ ∈ Γ. We
define an ordering of the eigenvalues so that
λ(1)(ξ) ≤ λ(2)(ξ) ≤ . . . ∀ξ ∈ Γ (1)
and assume the associated eigenfunctions to be normalized in L2(D) for every
ξ ∈ Γ.
In Figure 1 we have visualised the second and third smallest eigenvalues
λ(2)(ξ) and λ(3)(ξ). We see that the two eigenvalues cross at ξ2 = 0 as is
expected due to symmetry. Due to this eigenvalue crossing the associated
eigenmodes switch places so that the eigenfunctions u(2)(ξ) and u(3)(ξ) as
defined by the enumeration (1) are in fact discontinuous at ξ2 = 0. This
is problematic if we want to construct a polynomial approximation of the
eigenmodes on Γ. In theory it might be possible to give up (1) and enumerate
the eigenpairs in such a way that the eigenmodes are smooth on Γ, but in
practise this might be difficult to achieve: we would have to know a priori
which eigenmode to choose as our solution candidate at each point ξ ∈ Γ.
3. Shell Eigenproblem
Assuming a time harmonic displacement field, the free vibration problem
for a general shell of thickness t leads to the following eigenvalue problem:
Find u(t) and ω2(t) ∈ R such that{
tAmu(t) + tAsu(t) + t
3Abu(t) = ω
2(t)M(t)u(t)
+ boundary conditions.
(2)
Above, u(t) represents the shell displacement field, while ω2(t) represents
the square of the eigenfrequency. The differential operators Am, As and Ab
4
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(a) The eigenvalues λ(2)(ξ) and λ(3)(ξ) as a function of ξ ∈ Γ (left) and as a function of
ξ2 ∈ [−1, 1] for ξ1 = 0 (right).
(b) Mode u(2)(ξ) at
ξ = (0,−1/2).
(c) Mode u(2)(ξ) at
ξ = (0, 1/2).
(d) Mode u(3)(ξ) at
ξ = (0,−1/2).
(e) Mode u(3)(ξ) at
ξ = (0, 1/2).
Figure 1: The eigenpairs (λ(2), u(2)) and (λ(3), u(3)) of the example problem.
account for membrane, shear, and bending potential energies, respectively
and are independent of t. Finally, M(t) is the inertia operator, which in this
case can be split into the sum M(t) = tM l + t3M r, with M l (displacements)
and M r (rotations) independent of t. Many well-known shell models fall into
this framework.
Let us next consider the variational formulation of problem (2). Accord-
ingly, we introduce the space V of admissible displacements, and consider
the problem: Find: (u(t), ω2(t)) ∈ V × R such that
tam(u(t),v) + tas(u(t),v) + t
3ab(u(t),v) = ω
2(t)m(t;u(t),v) ∀v ∈ V, (3)
where am(·, ·), as(·, ·), ab(·, ·) and m(t; ·, ·) are the bilinear forms associated
with the operators Am, As, Ab and M(t), respectively. Obviously, the space
V and the three bilinear forms depend on the chosen shell model (see for
5
(a) Component: w; Does not change sign
along the axial direction.
(b) Component: θ.
Figure 2: Deterministic smallest eigenmode: Cylinder with radius = 1, x ∈ [−1, 1], t =
1/1000, k = 11. Displacement indicated with temperature colour scheme.
instance [5]). Here we consider two shell models, the Reissner-Naghdi and
the so-called mathematical shell model and restrict to cylindrical (parabolic)
shells. These shell models are formally defined in the Appendix.
For t > 0 we denote by Ht(D) the Hilbert space equipped with the
inner product m(t; ·, ·) and consisting of functions for which the associated
norm is finite. The bilinear forms am(·, ·), as(·, ·), ab(·, ·) are continuous and
elliptic. From the compact embedding of V into Ht(D) it follows that the
problem (3) admits a countable number of real eigenvalues and corresponding
eigenfunctions that form an orthonormal basis of Ht(D) [6, 7]. We shall use
the notation (λ(i)(t),u(i)(t)) for i ∈ N to refer to the different eigenpairs.
3.1. Asymptotics
Parameter-dependent asymptotics of the smallest eigenpairs are known
rigorously for parabolic and elliptic shells, and well-understood for hyperbolic
ones. However, the inherent dynamics of the associated Fourier modes have
not been addressed in the literature, although it is clear that the practitioners
have been well aware of many of the issues. Here we give a brief outline of
the central features on cylindrical shells.
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First, let us for simplicity consider just one component of the displacement
field. The transverse profile w of the smallest eigenmode is parabolic, see [3].
This means that we can omit torsional modes from our discussion. Also, it is
natural to choose as the Fourier basis, x ∈ [−pi, pi], modes, i.e., the functions
of type
wmn(x, y) = sin(
m
2
x) cos(ny) (mod boundary layers uˆ(t)), (4)
where the wavenumbers m,n ∈ Z, leading to general eigenbasis
W = {wmn(x, y)}∞m,n=0 .
Similar expansions for different components can be derived. Notice, that
in (4) the boundary layers are functions of t. In the case of free vibration,
the boundary layers do not carry significant amount of energy and thus, it is
meaningful to track modes in the parameter space using wavenumbers m and
n only, since for every component of the eigenmode they are the same even
if the trigonometric basis function may differ. Hence, we can use notation
(λmn,umn) for a corresponding eigenpair.
For a fixed value of t the eigenvalues can be ordered
λmin(t) = λ
(1)
mini
(t) < λ(2)mjnj(t) < . . . < λ
(k)
mqnq(t) < . . .
and naturally this is an ordering of the eigenmodes as well. For parabolic
shells, it is known that asymptotically
Theorem 1 ([3],[8]). For cylindrical shells of revolution, the smallest eigen-
value λ and the integer valued wavenumber k scale as functions of dimen-
sionless thickness t:
λ ∼ t, k ∼ t−1/4.
The theoretical results above imply that for some fixed t1 the smallest
eigenpair is of type
(λ1ni(t1),u1ni(t1))
with
λmin(t1) = λ1ni(t1) ≤ λ1nj(t1), nj ≥ ni,
but for some t2 < t1
λmin(t2) = λ1nj(t2) ≤ λ1ni(t2), nj ≥ ni.
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Because of continuity, the crossing of modes can only occur at double eigen-
values. Therefore, as the parameter t tends to zero, the orderings of the
modes can change continuously.
Remark 1. The crossings are always sharp, since for instance energy ratios
of the modes are bounded below by the membrane eigenmodes (t = 0).
Due to this characteristic of the shell eigenproblems, they are interesting
model problems for stochastic eigenproblems. As we allow for random mate-
rial properties, for instance the Young’s modulus E, it is to be expected that
the orderings can be perturbed in the parameter space and crossings will oc-
cur. In other words, for a given thickness t the observed smallest eigenmodes
may vary over different realizations of E.
4. Stochastic Shell Eigenproblem
The stochastic reformulation of the shell eigenvalue problem arises from
introducing uncertainties in the physical coefficients. The underlying as-
sumption is that these uncertainties may be parametrized using a countable
number of independent random variables. We note that special care must
now be taken in defining the eigenmodes of the stochastic problem so that
different realizations are in fact comparable.
4.1. Parametrization of the random input
We assume that the Young’s modulus E is a random field on the physical
domain D. We take the conventional approach in stochastic finite elements
and assume that E can be written in an expansion of the form
E(x, ξ) = E0(x) +
∞∑
m=1
Em(x)ξm, x ∈ D, ξ ∈ Γ, (5)
where ξ = (ξ1, ξ2, . . .) represents a vector of mutually independent random
variables that take values in a suitable domain Γ ⊂ R∞. Typically the
parametrization (5) is assumed to result from a Karhunen-Loe´ve expansion
of the input random field, i.e., E is written as a linear combination of the
eigenfunctions of the associated covariance operator.
For the sake of simplicity we assume here that the random variables
{ξm}∞m=1 are uniformly distributed. Hence, after possible rescaling, we have
Γ := [−1, 1]∞. We let µ denote the underlying uniform product probability
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measure and L2µ(Γ) the corresponding weighted L
2-space. For functions in
L2µ(Γ) we define the expected value
E[v] =
∫
Γ
v(ξ) dµ(ξ)
and variance Var[v] = E[(v − E[v])2].
In order to guarantee positivity and boundedness of the coefficient E we
assume that E0 ∈ L∞(D) and
ess inf
x∈D
E0(x) >
∞∑
m=1
||Em||L∞(D).
In Section 6 we consider examples with algebraic decay of the series (5):
||Em||L∞(D) ≤ Cm−σ, σ > 1, m = 1, 2, . . .
For bounds on the decay of the Karhunen-Loe´ve eigenpairs we refer to [9].
4.2. The stochastic eigenproblem
The random nature of the Young’s modulus is inherited by the underlying
shell model itself. Hence, the operators Am, As and Ab in the eigenproblem
(2) now depend on ξ ∈ Γ. The stochastic extension of the free vibration
problem for a shell of thickness t reads: find u(t, ·) and ω2(t, ·) such that for
every ξ ∈ Γ{
tAm(ξ)u(t, ξ) + tAs(ξ)u(t, ξ) + t
3Ab(ξ)u(t, ξ) = ω
2(t, ξ)M(t)u(t, ξ)
+ boundary conditions.
(6)
We assume the eigenvector u(t, ξ) to be normalized in Ht(D) for all ξ ∈ Γ.
The variational form the problem (6) is: find functions u(t, ·) : Γ → V
and ω2(t, ·) : Γ→ R such that for all ξ ∈ Γ we have
tam(ξ;u(t, ξ),v) + tas(ξ;u(t, ξ),v)+t
3ab(ξ;u(t, ξ),v) =
ω2(t, ξ)m(t;u(t, ξ),v) ∀v ∈ V. (7)
Here am(ξ; ·, ·), as(ξ; ·, ·), and ab(ξ; ·, ·) are bilinear forms associated with the
stochastic operators Am(ξ), As(ξ) and Ab(ξ) respectively.
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4.3. Stochastic subspaces
Stochastic eigenvalue problems have proven difficult to assess mathemat-
ically and to solve numerically. The algorithms typically suggested in the
literature (e.g. [2, 10]) restrict to simple eigenmodes only. As noted, for
shells of revolution it does not make sense to assume that the smallest eigen-
mode is simple. In fact the ansatz given in Appendix A.3 reveals that each
eigenvalue is associated to an eigenspace of dimension two, when material
properties of the shell are constant in the angular direction. Moreover, eigen-
value crossings may appear, and in certain cases we observe two eigenspaces
inextricably intertwining.
Consider the problem (7) for a fixed value of t. Assume an ordering of
the eigenvalues such that
λ(1)(t, ξ) ≤ λ(2)(t, ξ) ≤ . . . ∀ξ ∈ Γ
and denote by u(1)(t, ξ),u(2)(t, ξ), . . . associated eigenfunctions that are or-
thonormal in Ht(D). We refer to the eigenpair (λ
(1)(t, ·),u(1)(t, ·)) as the
effective smallest mode of the problem. Due to possible eigenvalue crossings
the eigenpairs {(λ(i)(t, ·),u(i)(t, ·))}Si=1 are not necessarily analytic nor even
continuous on Γ. Therefore, instead of considering individual eigenmodes of
the problem, it often makes more sense to consider the subspace associated
to a cluster of eigenvalues.
Suppose that the S ∈ N smallest eigenvalues are strictly separated from
the rest of the spectrum, i.e.,
inf
ξ∈Γ
|λ(S)(t, ξ)− λ(S+1)(t, ξ)| > ε, ε > 0.
We aim to find a basis {v(i)(t, ·)}Si=1 ⊂ V such that
span{u(i)(t, ξ)}Si=1 = span{v(i)(t, ξ)}Si=1 ∀ξ ∈ Γ.
In Section 5 we suggest algorithms for approximately computing the basis
vectors {v(i)(t, ·)}Si=1.
Needless to say, the basis for an eigenspace is not uniquely defined, since
the vectors {v(i)(t, ·)}Si=1 may be chosen in a variety of ways for each value
of ξ ∈ Γ. However, as we illustrate in Section 5, the basis vectors may
always be anchored to a certain reference basis computed for the deterministic
problem.
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5. Solution Strategies
We propose two different approaches for the spatial discretization of the
variational shell eigenvalue problem (7):
A) Apply the ansatz given in Appendix A.3 and discretize the reduced
1D problem;
B) Discretize the full 2D problem.
In this paper we employ the p-version of the finite element method to form
the appropriate approximation spaces.
For solving the resulting spatially discretized problems we again propose
two strategies:
1) Sample solution statistics from an ensemble of deterministic solutions
computed at predefined points in Γ (stochastic collocation);
2) Employ spectral inverse and subspace iteration algorithms to seek an
approximate polynomial representation for the solution (stochastic Galerkin).
The smallest eigenvalue of the dimensionally reduced problem in case A is
typically simple and the corresponding eigenmode may often be computed
separately. For the full 2-dimensional problem in case B, on the other hand,
the eigenvalues are clustered and therefore we need to consider a higher
dimensional subspace.
5.1. Galerkin discretization in space
We assume standard finite element discretization spaces Vp ⊂ H10 (D) of
varying polynomial order p ∈ N. This results in the approximation estimates
inf
vp∈Vp
||v − vp||L2(D) ≤ Chp+1||v||Hp+1(D)
and
inf
vp∈Vp
||v − vp||H10 (D) ≤ Chp||v||Hp+1(D),
where h is the mesh discretization parameter.
Consider the discretized variational equation
tam(ξ;up(t, ξ),vp)+tas(ξ;up(t, ξ),vp) + t
3ab(ξ;up(t, ξ),vp) =
ω2p(t, ξ)m(t;up(t, ξ),vp) ∀vp ∈ Vp. (8)
From the theory of Galerkin approximation for variational eigenvalue prob-
lems we obtain the following bounds for the discretization error [6, 7].
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Theorem 2. For t > 0 and ξ ∈ Γ let u(t, ξ) be an eigenfunction of (7) associ-
ated with an eigenvalue λ(t, ξ) of multiplicity m. Let λ
(n1)
p (t, ξ), . . . , λ
(nm)
p (t, ξ)
be eigenvalues of (8) that converge to λ(t, ξ) and let u
(n1)
p (t, ξ), . . . ,u
(nm)
p (t, ξ)
denote associated eigenfunctions. If the components of u(t, ξ) are in H1+p(D),
then there exists C > 0 and up(t, ξ) ∈ span{u(ni)p (t, ξ)}mi=1 such that
|λ(t, ξ)− λ(ni)p (t, ξ)| ≤ Ch2p, i = 1, . . . ,m
and
||u(t, ξ)− up(t, ξ)||Ht(D) ≤ Ch1+p
as p→∞.
For a fixed t > 0 the spatially discretized variational form (8) can be
written as a parametric matrix eigenvalue problem: find λp : Γ → R and
yp : Γ→ RN such that
K(ξ)yp(ξ) = λp(ξ)Myp(ξ) ∀ξ ∈ Γ, (9)
where N = dimVp. Here M is the classical mass matrix whereas
K(ξ) = K(0) +
∞∑
m=1
K(m)ξm
is a stochastic stiffness matrix whose each term corresponds to a term in
the series (5). For notational simplicity we have now omitted the inherent
dependence on t. For any fixed ξ ∈ Γ the problem (9) reduces to a positive-
definite generalized matrix eigenvalue problem.
5.2. The eigenspace of interest
Denote by 〈·, ·〉RNM the inner product induced by M and by || · ||RNM the
associated norm. We define an ordering
λ(1)p (ξ) ≤ λ(2)p (ξ) ≤ . . . ≤ λ(N)p (ξ) ∀ξ ∈ Γ (10)
for the eigenvalues of (9) and let y
(1)
p (ξ),y
(2)
p (ξ), . . . ,y
(N)
p (ξ) denote associated
eigenvectors that are orthonormal in 〈·, ·〉RNM . In the context of this paper
we assume that the eigenspace of interest is the subspace corresponding to
the eigenvalues {λ(i)p }Si=1 for some S ∈ N. The underlying assumption is that
12
these eigenvalues are sufficiently well separated from the rest of the spectrum,
i.e.,
inf
ξ∈Γ
|λ(S)p (ξ)− λ(S+1)p (ξ)| > ε (11)
with some ε > 0.
Remark 2. Note that in the 1D ansatz we fix the angular components of the
solution before discretization. Therefore the eigenvalues of the discrete prob-
lem (8) only represent a subset of the eigenvalues of the continuous problem
(7).
Assume a subspace
U(ξ) := span{b(i)(ξ)}Si=1 ∀ξ ∈ Γ
spanned by a set of vectors b(i) : Γ → RN . In order to obtain a unique
representation of this subspace, we choose a reference basis {y¯(i)}Si=1 ⊂ RN
and define the projections
PU(y¯
(i))(ξ) :=
S∑
j=1
Πij(ξ)b
(j)(ξ) i = 1, . . . , S (12)
with Πij(ξ) = 〈y¯(i),b(j)(ξ)〉RNM . Note that for each ξ ∈ Γ these projected
vectors only depend on the subspace U(ξ) and not on the chosen basis
{b(i)(ξ)}Si=1. Moreover, if the matrix Π(ξ) ∈ RS×S is nonsingular, then the
vectors form a basis for the space U(ξ). Gram-Schmidt algorithm could be
applied pointwise for ξ ∈ Γ in order to make this basis orthonormal.
5.3. Stochastic collocation
We introduce an anisotropic sparse grid collocation operator defined with
respect to a finite multi-index set, see e.g. [2]. Let (N∞0 )c denote the set of
all multi-indices with finite support, i.e.,
(N∞0 )c := {α ∈ N∞0 | # supp(α) <∞},
where supp(α) = {m ∈ N | αm 6= 0}. Given a finite A ⊂ (N∞0 )c we define the
greatest active dimension MA := max{m ∈ N | ∃α ∈ A s.t. αm 6= 0}. For
α, β ∈ A we write α ≤ β if αm ≤ βm for all m ≥ 1. We call the multi-index
set A monotone if whenever β ∈ (N∞0 )c is such that β ≤ α for some α ∈ A,
then β ∈ A.
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Let Lp be the univariate Legendre polynomial of degree p. Denote by
{χ(p)k }pk=0 the zeros of Lp+1. We define the one-dimensional Lagrange inter-
polation operators I(m)p via
(I(m)p v)(ξm) =
p∑
k=0
v(χ
(p)
k )`
(p)
k (ξm),
where {`(p)k }pk=0 are the related Lagrange basis polynomials of degree p. Given
a finite set A ⊂ (N∞0 )c we may now define the sparse collocation operator as
IA :=
∑
α∈A
⊗
m∈suppα
(
I(m)αm − I(m)αm−1
)
. (13)
The operator (13) may be rewritten in a computationally more convenient
form
IA =
∑
α∈A
∑
γ∈Gα
(−1)||α−γ||1
⊗
m∈supp(γ)
I(m)γm , (14)
where Gα := {γ ∈ (N∞0 )c | α− 1 ≤ γ ≤ α}. We see that the complete grid of
collocation points is now given by
XA :=
⋃
α∈A
⋃
γ∈Gα
∏
m≥1
{χ(γm)k }γmk=0.
Observe that for every χ ∈ XA we have χm = 0 when m > MA. For
monotone multi-index sets we have
XA =
⋃
α∈A
∏
m≥1
{χ(αm)k }αmk=0
and the number of collocation points admits the bound
#XA =
∑
α∈A
∏
m≥1
(αm + 1) ≤ (#A)2
as shown in [2].
Assume first that (11) holds with S = 1. Fix a finite set A ⊂ (N∞0 )c. We
propose Algorithm 1 for computing the first eigenmode of the problem (9).
Algorithm 1 (Stochastic collocation for simple eigenvalues). Consider the
multiparametric eigenvalue problem (9) with the enumeration (10). Compute
a reference vector y¯(1) = y
(1)
p (0). For each χ ∈ XA do
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(1) Solve the problem at ξ = χ for the eigenpair (λ
(1)
p (χ),y
(1)
p (χ)).
(2) Set p(1)(χ) = sgn
(
〈y¯(1),y(1)p (χ)〉RNM
)
y
(1)
p (χ).
Return (IA(λ(1)p ), IA(p(1))) as the approximate eigenpair.
If the first eigenmode is not simple or strictly separated, then we may try
to aim for a higher dimensional subspace. In general this means that we have
to give up information on the individual eigenmodes. Assume now that (11)
holds with S ≥ 2. We propose Algorithm 2 for computing the eigenspace of
interest for the problem (9).
Algorithm 2 (Stochastic collocation for subspaces). Consider the multi-
parametric eigenvalue problem (9) with the enumeration (10). Compute a
reference basis y¯(i) = y
(i)
p (0) for i = 1, . . . , S. For each χ ∈ XA do
(1) Solve the eigensystem (9) at ξ = χ for the eigenvectors {y(i)p (χ)}Si=1.
(2) Let U(χ) = span{y(i)p (χ)}Si=1 and compute the projected vectors p(i)(χ) =
PU(y¯
(i))(χ) for i = 1, . . . , S.
Return {IA(p(i))}Si=1 as a basis for the approximate eigenspace.
Remark 3. Typically we might be interested in the statistics of the solution
rather than its explicit form. Applying the one-dimensional Gauss-Legendre
quadrature rules on the components of (14) yields formulas for the expected
value as well as higher moments of the solution.
5.4. Spectral inverse iterations
In view of stochastic Galerkin methods we construct a suitable basis of
orthogonal polynomials. We then consider the spectral inverse iteration and
its subspace iteration variant for computing the coefficients of the solution
in the constructed basis. We refer to [10, 4] for a detailed description of the
algorithms.
We define multivariate Legendre polynomials
Λα(ξ) :=
∏
m∈suppα
Lαm(ξm), α ∈ (N∞0 )c
with the normalization E[Λ2α] = 1. The system {Λα | α ∈ (N∞0 )c} forms an
orthonormal basis of L2µ(Γ). Therefore, we may write any v ∈ L2µ(Γ) in a
series
v(ξ) =
∑
α∈(N∞0 )c
vαΛα(ξ),
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where the expansion coefficients are given by vα = E[vΛα].
Due to orthogonality of the Legendre polynomials we have E[Λα] = δα0
and E[ΛαΛβ] = δαβ for all α, β ∈ (N∞0 )c. We set
cαβγ := E[ΛαΛβΛγ], α, β, γ ∈ (N∞0 )c
cmαβ := E[ξmΛαΛβ], m ∈ N, α, β ∈ (N∞0 )c
c0αβ := δαβ, α, β ∈ (N∞0 )c
and define moment matrices G(m) ∈ RP×P for m ∈ N0 and G(α) ∈ RP×P for
α ∈ A via [G(m)]αβ = cmαβ and [G(α)]βγ = cαβγ.
Remark 4. Functions expressed in a truncated series
vA(ξ) =
∑
α∈A
vαΛα(ξ)
admit easy formulas for the mean and variance:
E[vA] = v0, Var[vA] =
(∑
α∈A
v2α
)
− v20.
Fix a finite set of multi-indices A ⊂ (N∞0 )c and set P = #A. Denote
J := {1, 2, . . . , N}. Given sˆ = {sα}α∈A ∈ RP and vˆ = {vαi}α∈A,i∈J ∈ RPN
we set
PA(sˆ) :=
∑
α∈A
sαΛα
and
PA(vˆ) :=
{∑
α∈A
vαiΛα
}
i∈J
.
We define the matrices
∆(sˆ) :=
∑
α∈A
G(α)sα,
K̂ :=
MA∑
m=0
G(m) ⊗K(m),
M̂ := IP ⊗M,
T(sˆ) := ∆(sˆ)⊗ IN ,
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where and IP ∈ RP×P and IN ∈ RN×N are identity matrices. Moreover, we
define the nonlinear function F : RP × RPN → RP via
Fα(sˆ, vˆ) := sˆ ·G(α)sˆ− vˆ · (G(α) ⊗M)vˆ, α ∈ A
and let F v : RPN × RPN → RP denote the associated bilinear form given by
F vα(vˆ, wˆ) := vˆ · (G(α) ⊗M)wˆ.
The spectral inverse iteration is now defined in Algorithm 3. Assum-
ing that (11) holds for S = 1, we expect the algorithm to converge to an
approximation of the first eigenpair of the system.
Algorithm 3 (Spectral inverse iteration). Consider the multiparametric eigen-
value problem (9) with the enumeration (10). Fix tol > 0 and let yˆ(0) =
{y(0)αi }α∈A,i∈J ∈ RPN be an initial guess for the eigenvector. For k = 1, 2, . . .
do
(1) Solve zˆ = {zαi}α∈A,i∈J ∈ RPN from the linear system
K̂zˆ = M̂yˆ(k−1). (15)
(2) Solve sˆ = {sα}α∈A ∈ RP from the nonlinear system
F (sˆ, zˆ) = 0 (16)
with the initial guess sα = ||zˆ||RP⊗RNMδα0 for α ∈ A.
(3) Solve yˆ(k) = {y(k)αi }α∈A,i∈J ∈ RPN from the linear system
T(sˆ)yˆ(k) = zˆ.
(4) Stop if δ(k) := ||yˆ(k) − yˆ(k−1)||RP⊗RNM < tol.
Solve λˆ(k) ∈ RP from the equation
∆(sˆ)λˆ(k) = eˆ1, (17)
where eˆ1 = {δα0}α∈A ∈ RP . Return (PA(λˆ(k)),PA(yˆ(k))) as the approximate
eigenpair.
The asymptotic convergence of Algorithm 3 has been studied in [4]. In
particular we have the following result.
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Theorem 3. Let yˆ ∈ RPN be a fixed point of the Algorithm 3. Let (sˆ, zˆ) ∈
RP ×RPN be such that the equations (15) and (16) hold. Assume that ∆(sˆ)
is invertible and let λˆ denote the corresponding solution to (17). Then there
exists Θ = Θ(sˆ, zˆ) ∈ R such that the iterates of Algorithm 3 satisfy
||yˆ(k) − yˆ||RP⊗RNM ≤ Θ||yˆ
(k−1) − yˆ||RP⊗RNM , k ∈ N
for yˆ(k) sufficiently close to yˆ. Furthermore, there exists C > 0 such that
||λˆ(k) − λˆ||RP ≤ C||yˆ(k) − yˆ||RP⊗RNM , k ∈ N.
In [4] it has been argued that the value of Θ in Theorem 3 is bounded by
some Θ∗ ∈ R such that
Θ∗ ≈ supξ∈Γ λ
(1)
p (ξ)
infξ∈Γ λ
(2)
p (ξ)
.
Hence, the speed of convergence of Algorithm 3 is characterized by what is
essentially the largest ratio of the two smallest eigenvalues of the problem
(9).
Again, if the first eigenmode is not simple or strictly separated, then we
may try to compute a higher dimensional subspace. To this end we extend the
previous algorithm to a spectral subspace iteration. As before, information
on the individual eigenmodes is in general lost in the process.
A Galerkin projection of the equation (12) to the basis {Λα}α∈A leads to
approximate projections, which can be used to measure the convergence of
our spectral subspace iteration algorithm. Let {y¯(i)}Si=1 ⊂ RN be a reference
basis and
U(ξ) = span
{
PA(bˆ(j))(ξ)
}S
j=1
,
a subspace spanned by a set of vectors bˆ(j) = {b(j)αi }α∈A,i∈J ∈ RPN . We define
the approximate projections
PˆU(y¯
(i)) =
S∑
j=1
Πˆijbˆ
(j) i = 1, . . . , S,
where
Πˆij =
∑
α∈A
〈y¯(i),b(j)α 〉RNMG
(α) ⊗ IN
and b
(j)
α := {b(j)αi }i∈J .
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Assume that (11) holds for some S ≥ 2. We propose Algorithm 4 for
computing the eigenspace of interest for the problem (9).
Algorithm 4 (Spectral subspace iteration). Consider the multiparametric
eigenvalue problem (9) with the enumeration (10). Compute a reference basis
y¯(i) = y
(i)
p (0) for i = 1, . . . , S. Fix tol > 0 and let yˆ(0,i) = {y(0,i)αi }α∈A,i∈J ⊂
RPN for i = 1, . . . , S be an initial guess for the basis of the subspace. For
k = 1, 2, . . . do
(1) For each i = 1, . . . , S solve zˆ(i) = {z(i)αi }α∈A,i∈J ∈ RPN from the linear
system
K̂zˆ(i) = M̂yˆ(k−1,i).
(2) For i = 1, . . . , S do
(2.0) Set
zˆ(1) =
S∑
i=1
zˆ(i).
(2.1) Set
wˆ(i) = zˆ(i) −
i−1∑
j=1
T
(
F v(zˆ(i), yˆ(k,j))
)
yˆ(k,j).
(2.2) Solve sˆ(i) = {s(i)α }α∈A ∈ RP from the nonlinear system
F (sˆ(i), wˆ(i)) = 0
with the initial guess s
(i)
α = ||wˆ(i)||RP⊗RNMδα0 for α ∈ A.
(2.3) Solve yˆ(k,i) = {y(k,i)αi }α∈A,i∈J ∈ RPN from the linear system
T(sˆ(i))yˆ(k,i) = wˆ(i).
(3) Let U(ξ) = span{PA(yˆ(i))(ξ)}Si=1. Compute the projected vectors pˆ(k,i) =
PˆU(y¯
(i)) for i = 1, . . . , S.
(4) Stop if
δ(k) :=
(
S∑
i=1
||pˆ(k,i) − pˆ(k−1,i)||2RP⊗RNM
)1/2
< tol.
Return {PA(pˆ(k,i))}Si=1 as a basis for the approximate eigenspace.
Remark 5. The motivation behind step (2.0) in Algorithm 4 is the following:
In the event of an eigenvalue crossing we expect the sum of the eigenvectors
to be smooth on Γ even if the individual eigenvectors as defined by (10) are
not.
19
5.5. Convergence of the polynomial approximations
The stochastic collocation and stochastic Galerkin strategies proposed
in this section result in polynomial approximations of the eigenspace of in-
terest. The accuracy of these approximations is ultimately determined by
the smoothness of the solution as well as the choice of the multi-index set
A ⊂ (N∞0 )c.
It has been shown in [2] that, under certain conditions, simple eigen-
pairs of a parameter dependent elliptic operator are in fact complex analytic
functions of the input parameters. In this case there exists a sequence of
multi-index sets A ⊂ (N∞0 )c so that the approximation error is bounded by
(#A)−r for some r > 0 as  → 0. In other words the collocated eigenpairs
and the fixed points of the spectral inverse iteration converge to the exact
eigenpair at an algebraic rate with respect to the number of multi-indices.
We refer to [2, 4] for details. If we assume that the subspace associated to
the eigenvalues {λ(i)p (ξ)}Si=1 is complex analytic as a function of ξ, then we
expect to see a similar rate of convergence for the basis vectors generated by
Algorithms 2 and 4.
6. Numerical Experiments
In this section we apply the different solution strategies to the shell eigen-
value problem with random material properties. The goal of our numerical
experiments is to test the functionality of the proposed strategies, to illustrate
the issue of eigenvalue crossings, and to analyze the asymptotic behaviour of
the solutions as the shell thickness tends to zero.
The midsurface of the shell is D = [−1, 1]× [0, 2pi]. For the 1D solver we
use a mesh with 16 elements. For the 2D solver we use a mesh with 16 × 8
quadrilateral elements in the axial and angular dimensions respectively. The
Naghdi shell model is used in all examples except for the last one (featur-
ing a general 2D material uncertainty), where we compare the Naghdi and
mathematical shell models.
We set the Poisson ratio equal to ν = 1/3 and assume the random material
model (5) with E0(x) = E¯ and Em(x) = E¯(m+ 1)
−2φm(x). We set
φm(x) = sin(pimx) m = 1, 2, . . . x = (x, y) ∈ D (18)
in the case of axial uncertainty and
φm(x) =
{
sin(pimx) m = 1, 3, . . .
sin(my) m = 2, 4, . . .
x = (x, y) ∈ D (19)
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in the case of general uncertainty. Without loss of generality, we assume a
scaling of the results so that the mean value of the Young’s modulus is E¯ = 1.
In each example we are interested in the smallest eigenvalue and the corre-
sponding eigenfunction or alternatively the subspace associated to the cluster
of few smallest eigenvalues. In the 1D solver we choose the wavenumber of
the angular component accordingly.
As in [2, 10, 4, 11, 12] we use monotone multi-index sets of the type
A :=
{
α ∈ (N∞0 )c
∣∣∣∣∣ ∏
m∈suppα
ηαmm > 
}
, (20)
which can be generated using the algorithm given in [12]. Here {ηm}∞m=1 ⊂ R
is a suitably chosen decreasing sequence such that 0 < ηm < 1 for all m ≥ 1.
In the following examples we have focused on the fourth component θ
of the eigenmode, since it is usually considered the most challenging one
to approximate. Similar results would in general be observed for the other
components.
6.1. Calibration
We first calibrate the spatial discretization using the 1D Galerkin solver.
The model of axial uncertainty (18) is assumed. The spatial convergence of
the solution as computed by Algorithm 3 has been presented in Figure 3.
We have used the values t = 1/10, t = 1/100 and t = 1/1000 for the shell
thickness. In each case we have
λ¯1/2 :=
λ
(1)
p (0)
λ
(2)
p (0)
< 0.32
for the ratio of the two smallest discrete eigenvalues, and therefore we expect
(11) to hold with S = 1. We set  = 10−4 in (20) so that MA = 99 and
#A = 358. As a reference we have used an overkill solution computed with
p = 10.
The convergence graphs indicate numerical locking due to (unknown)
error amplification factor C(t) which increases as t → 0. However, even for
t = 1/1000 with sufficiently high p we get convergence.
6.2. Validation
We next validate both the 1D solver and the 2D solver. To this end we
assume the model of axial uncertainty (18) and set t = 1/100. We set p = 8
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(d) The values ||Var[θp]−Var[θ∗]||L2([−1,1]).
Figure 3: Spatial convergence of the solution (λp, θp) (the eigenvalue and the fourth axial
field component) as computed by Algorithm 3 to the overkill solution (λ∗, θ∗). A log plot of
the solution statistics as a function of the polynomial order p. The dashed lines represent
the rate 1/2p.
for the 1D solver and p = 6 for the 2D solver. Statistics of the first basis
function of the two dimensional eigenspace have been presented in Figure 4.
The wavenumber of the axial component is k = 6.
Remark 6. As noted, the eigenpairs defined by the enumeration (10) are not
necessarily smooth and therefore computation of each eigenmode individually
is not justified. However, in the case of axial uncertainty each eigenvalue
is actually a double eigenvalue (see Appendix A.3). Thus, when computing
the associated two-dimensional subspace we may in fact evaluate the two
eigenvalues explicitly since they admit the same value for every ξ ∈ Γ.
In Figure 5 we have illustrated the convergence of the 1D solution towards
an overkill solution as a function of #A. For the overkill solution we have
set  = 10−4 in (20) so that MA = 99 and #A = 358. As before we have
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(a) E[u]. (b) E[v]. (c) E[w]. (d) E[θ]. (e) E[ψ].
(f) Var[u]. (g) Var[v]. (h) Var[w]. (i) Var[θ]. (j) Var[ψ].
Figure 4: The solution for t = 1/100 in the case of axial uncertainty. Expected value
and variance of the first basis function of the eigenspace. A contour plot of the five field
components.
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λ¯1/2 < 0.32. We see that the solutions computed using Algorithm 3 almost
perfectly agree with the solutions computed using Algorithm 1.
●
●
●
●
●
●
●
●
●
●
■
■
■
■
■
■
■
■
■
■
● Collocation
■ Galerkin
5 10 50 100
10
-10
10
-9
10
-8
(a) The values |E[λA ]− E[λ∗]|.
●
●
●
●
●
●
●
●
●
●
■
■
■
■
■
■
■
■
■
■
● Collocation
■ Galerkin
5 10 50 100
10
-8
10
-7
10
-6
10
-5
(b) The values ||E[θA ]− E[θ∗]||L2([−1,1]).
● ●
●
●
●
●
●
●
●
●
■ ■
■ ■
■
■
■
■
■
■
● Collocation
■ Galerkin
5 10 50 100
10
-16
10
-15
10
-14
10
-13
(c) The values |Var[λA ]−Var[λ∗]|.
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Figure 5: Stochastic convergence of the 1D solution (λA , θA) (the eigenvalue and the
fourth axial field component) as computed by Algorithms 1 (collocation) and 3 (Galerkin)
to the overkill solution (λ∗, θ∗). A log-log plot of the solution statistics as a function of
the basis size #A. The dashed lines represent the rate (#A)−1.9.
In Figure 6 we have illustrated the convergence of the 2D solution towards
an overkill solution as a function of #A. For the overkill solution we have
set  = 5 · 10−4 in (20) so that MA = 43 and #A = 116. In the 2D model
we have
λ¯2/3 :=
λ
(2)
p (0)
λ
(3)
p (0)
< 0.93
and the results have been computed using Algorithms 2 and 4 with S = 2.
We have shown results for only one of the two basis vectors but practically
identical results would be observed for the other basis vector as well. We
see that the solutions computed using Algorithm 4 are again in excellent
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agreement with the solutions computed using Algorithm 2. Moreover, the
convergence rates agree with the ones obtained for the 1D model.
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Figure 6: Stochastic convergence of the 2D solution (λA , θA) (the eigenvalue and the
fourth field component) as computed by Algorithms 2 (collocation) and 4 (Galerkin) to
the overkill solution (λ∗, θ∗). A log-log plot of the solution statistics as a function of the
basis size #A. The dashed lines represent the rate (#A)−1.9.
The convergence of the inverse iteration (Algorithm 3) and the spectral
subspace iteration (Algorithm 4) for p = 6 and  = 5·10−4 so that #A = 116
has been presented in Figure 7. The 1D and 2D systems have approximately
N = 4.9 · 102 and N = 2.4 · 104 degrees of freedom in space and 5.6 · 104 and
2.8 · 106 degrees of freedom in total respectively. The computation times are
around 15 seconds in the 1D case and around 50 minutes in the 2D one on
a single core 3.40GHz CPU (Intel Xeon E3-1230 v5) with 32 GiB memory.
The respective computation times for the collocation method are an order of
magnitude longer with sequential computations.
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(b) The values δ(k) in Algorithm 4.
Figure 7: Convergence of the spectral inverse iteration and spectral subspace iteration
algorithms. A log plot of the values δ(k) as a function of k. The dashed lines represent
the rate 1/3k.
6.3. Eigenvalue crossings
The aim of our next experiment is to illustrate that for a suitably cho-
sen value of t we observe an eigenvalue crossing and as a result the effective
smallest eigenmode is in fact discontinuous on Γ. Consider the axial uncer-
tainty model (18) and a value t = 0.0067 for the shell thickness. We set p = 8
and  = 10−4 in (20) so that MA = 99 and #A = 358. We compute the
smallest eigenvalue of the problem by applying Algorithm 3 on the 1D model
with wavenumbers k = 6 and k = 7. The results are shown in Figure 8 from
which a crossing of the eigenvalues is evident. Moreover, since the two modes
have different wavenumbers in the angular component, the effective smallest
eigenmode must be discontinuous in the proximity of the crossing.
In Figure 9 we have illustrated the convergence of the 2D solution in the
case of the eigenvalue crossing (t = 0.0067) as a function of #A. As a
reference we have again used an overkill solution for which  = 5 · 10−4 in
(20) so that MA = 43 and #A = 116. We now have
λ¯4/5 :=
λ
(4)
p (0)
λ
(5)
p (0)
< 0.81
and the results have been computed using Algorithms 2 and 4 with S = 4. We
have shown results for only one of the four basis vectors. Similar results would
be observed for the other basis vectors as well. We see that the solutions
computed using Algorithm 4 are once again in excellent agreement with the
solutions computed using Algorithm 2.
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(a) Eigenvalues at ξ3 = ξ4 = . . . = 1/2 as a
function of (ξ1, ξ2) ∈ [−1, 1]2.
-1.0 -0.5 0.0 0.5 1.0
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(b) Eigenvalues at ξ1 = ξ3 = ξ4 = . . . = 1/2
as a function of ξ2 ∈ [−1, 1].
Figure 8: The smallest eigenvalues of the 1D model and axial uncertainty with wavenum-
bers k = 6 and k = 7. Solution computed by Algorithm 3 for t = 0.0067.
6.4. Asymptotic analysis in the stochastic setting
We examine the asymptotics of the solution as t → 0. To this end we
assume the axial uncertainty model (18) and employ the 1D Galerkin solver.
Again we set p = 8 and  = 10−4 in (20) so that MA = 99 and #A = 358.
In each case we select the wavenumber that gives the smallest eigenvalue
at ξ = 0 and compute the corresponding eigenmode using Algorithm 3.
In Figure 10 we have illustrated the behaviour of the eigenvalue and the
associated wavenumber as a function of t. We see that the mean and variance
of the eigenvalue converge to zero whereas the wavenumber grows as predicted
by Theorem 1.
6.5. General model of uncertainty
Finally we assume the general model of uncertainty (19). We set t =
1/100 and compute the two-dimensional eigenspace associated to the two
smallest eigenvalues using the 2D solver. Statistics of the first basis function
have been presented in Figures 11 and 12 for the Naghdi and mathematical
shell models respectively. The axial and angular components of the solution
no longer separate and therefore the 1D ansatz in Appendix A.3 is not valid
in the case of general uncertainty.
Remark 7. As expected the results for the Naghdi and mathematical shell
models differ slightly. There are at least two reasons for this: not only are the
underlying mathematical models different but also the choice of the basis for
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(a) The values ||E[θA ]− E[θ∗]||L2(D).
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Figure 9: Stochastic convergence of the 2D solution θA (the fourth field component) as
computed by Algorithms 2 (collocation) and 4 (Galerkin) to the overkill solution θ∗ in the
case of an eigenvalue crossing. A log-log plot of the solution statistics as a function of the
basis size #A. The dashed lines represent the rate (#A)−1.9.
the two-dimensional eigenspace may differ between the two examples. The
Figures 11 and 12 only illustrate the first basis function of the eigenspace.
7. Conclusions
Shells of revolution have natural eigenclusters due to symmetries, more-
over, the eigenpairs depend on a deterministic parameter, the dimensionless
thickness. The stochastic subspace iteration algorithms presented here are
capable of resolving the eigenclusters.
It is interesting that the crossing of eigenpairs is not only a theoretical
concept but something that can be demonstrated in a standard engineering
problem. We emphasise that the effect is not an artefact of our particular
numerical experiment.
Not surprisingly, the effect of the chosen material model on the asymp-
totics in relation to the deterministic parameter is shown to be negligible.
Both the smallest eigenvalue and its standard deviation have the same de-
pendence on the dimensionless thickness. The logical next step would be
to consider problems with varying thickness. This is not straightforward,
however, since the dimension reduction assumes constant thickness.
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Figure 10: Asymptotics of the smallest eigenvalue and the associated deterministic
wavenumber. A log-log plot of the solution statistics as a function of t. The dashed
lines represent the rates t and t−1/4 respectively.
Appendix A. Shell Models
In this appendix the two shell models used in the experiments are dis-
cussed. After the introduction of the two-dimensional models, the corre-
sponding one-dimensional ones for the shells of revolution are derived by
applying suitable ansatz.
Appendix A.1. Shell Geometry
In this work we study thin shells of revolution. They can formally be
characterized as domains in R3 of type
Ω = {x+ zn(x) | x ∈ D,−d/2 < z < d/2} , (A.1)
where d is the (constant) thickness of the shell, D is a (mid)surface of revo-
lution, and n(x) is the unit normal to D. For realistic geometries we assume
principal curvature coordinates, where only four parameters, the radii of prin-
cipal curvature R1, R2, and the so-called Lame´ parameters, A1, A2, which
relate coordinates changes to arc lengths, are needed to specify the curva-
ture and the metric on D. The displacement vector field of the midsurface
u = {u, v, w} can be interpreted as projections to directions
e1 =
1
A1
∂Ψ
∂x1
, e2 =
1
A2
∂Ψ
∂x2
, e3 = e1 × e2, (A.2)
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(a) E[u]. (b) E[v]. (c) E[w]. (d) E[θ]. (e) E[ψ].
(f) Var[u]. (g) Var[v]. (h) Var[w]. (i) Var[θ]. (j) Var[ψ].
Figure 11: The solution for t = 1/100 in the case of general uncertainty and the Naghdi
shell model. Expected value and variance of the first basis function of the eigenspace. A
contour plot of the five field components.
30
(a) E[u]. (b) E[v]. (c) E[w]. (d) E[θ]. (e) E[ψ].
(f) Var[u]. (g) Var[v]. (h) Var[w]. (i) Var[θ]. (j) Var[ψ].
Figure 12: The solution for t = 1/100 in the case of general uncertainty and the mathemat-
ical shell model. Expected value and variance of the first basis function of the eigenspace.
A contour plot of the five field components.
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where Ψ(x1, x2) is a suitable parametrization of the surface of revolution,
e1, e2 are the unit tangent vectors along the principal curvature lines, and e3
is the unit normal. In other words
u = u e1 + v e2 + w e3.
There is another option, however, which makes it possible to consider non-
realisable shell geometries. We can simplify the model above by assuming
that D is a rectangular domain expressed in the coordinates x1 and x2.
Furthermore, we assume that the curvature tensor {bij} of the midsurface is
constant and write a = b11, b = b22, and c = b12 = b21.
Let us consider a cylindrical shell generated by a function f1(x1) = 1, x1 ∈
[−x0, x0], x0 > 0. In this case the product of the Lame´ parameters (metric),
A1(x1)A2(x1) = 1, and the reciprocal curvature radii are 1/R1(x1) = 1 and
1/R2(x1) = 0, since
A1(x1) =
√
1 + [f ′1(x1)]2, A2(x1) = f1(x1), (A.3)
and
R1(x1) = −A1(x1)
3
f ′′(x1)
, R2(x1) = A1(x1)A2(x1). (A.4)
Thus, in the simplified model we can choose a = 0, b = 1, and c = 0, and
arrive at a very good approximation of the exact geometry. On the other
hand, if we consider f2(x1) = 1 + x
2
1, it is clear that the approximation by
constant curvature tensor degenerates as x0 increases.
Appendix A.2. Two-Dimensional Models
Our two-dimensional shell models are the so-called Reissner-Naghdi model
[13], and the mathematical shell model [14], where the transverse deflections
are approximated with low-order polynomials. The resulting vector field
has five components u = (u, v, w, θ, ψ), where the first three are the displace-
ments and the latter two are the rotations in the axial and angular directions,
respectively. Here we adopt the convention that the computational domain
D is given by the surface parametrisation and the axial/angular coordinates
are denoted by x and y.
Deformation energy A(u,u) is divided into bending, membrane, and
shear energies, denoted by subscripts B, M , and S, respectively.
A(u,u) = d2AB(u,u) +AM(u,u) +AS(u,u). (A.5)
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Bending, membrane, and shear energies are given as
d2AB(u,u) = d2
∫
ω
E(x, y)
[
ν(κ11(u) + κ22(u))
2
+(1− ν)
2∑
i,j=1
κij(u)
2
]
A1(x, y)A2(x, y) dx dy, (A.6)
AM(u,u) = 12
∫
ω
E(x, y)
[
ν(β11(u) + β22(u))
2
+(1− ν)
2∑
i,j=1
βij(u)
2
]
A1(x, y)A2(x, y) dx dy, (A.7)
AS(u,u) = 6(1− ν)
∫
ω
E(x, y)
[
(ρ1(u)
2 + ρ2(u))
2
]
×
A1(x, y)A2(x, y) dx dy, (A.8)
where ν is the Poisson ratio (constant), and E(x, y) is the Young’s modulus
with scaling 1/(12(1− ν2)).
Appendix A.3. One-Dimensional Models
The shell models above can be further reduced to one-dimensional ones.
For shells of revolution the eigenmodes u(x, y) have either one the forms
u1(x, y) =

u(x) cos(k y)
v(x) sin(k y)
w(x) cos(k y)
θ(x) cos(k y)
ψ(x) sin(k y)
 , u2(x, y) =

u(x) sin(k y)
v(x) cos(k y)
w(x) sin(k y)
θ(x) sin(k y)
ψ(x) cos(k y)
 .
Using the ansatz above the energies can be written in terms of the har-
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monic number k:
d2A1DB (u,u) = d2
∫ 1
0
E(x)
[
ν(κ11(u) + κ22(u))
2
+(1− ν)
2∑
i,j=1
κij(u)
2
]
A1(x)A2(x) dx, (A.9)
A1DM (u,u) = 12
∫ 1
0
E(x)
[
ν(β11(u) + β22(u))
2
+(1− ν)
2∑
i,j=1
βij(u)
2
]
A1(x)A2(x) dx, (A.10)
A1DS (u,u) = 6(1− ν)
∫ 1
0
E(x)
[
(ρ1(u)
2 + ρ2(u))
2
]
×
A1(x)A2(x) dx, (A.11)
Appendix A.4. 2D Strains
In this section the 2D strains are presented. Here the choice f1(x1) = 1,
x1 ∈ [−x0, x0], x0 > 0, is explicit in the Naghdi strains by (A.3) and A.4).
Indeed, with the choice a = 0, b = 1, and c = 0 the models are identical
except for the shear strain ρ2.
Appendix A.4.1. Naghdi Shell Model (2D)
κ11 =
∂θ
∂x
, κ22 =
∂ψ
∂y
, κ12 =
1
2
(
∂ψ
∂x
+
∂θ
∂y
− ∂v
∂x
)
,
β11 =
∂u
∂x
, β22 =
∂v
∂y
+ w, β12 =
1
2
(
∂v
∂x
+
∂u
∂y
)
,
ρ1 =
∂w
∂x
− θ, ρ2 = ∂w
∂y
− v − ψ.
(A.12)
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Appendix A.4.2. Mathematical Shell Model (2D)
κ11 =
∂θ
∂x
, κ22 =
∂ψ
∂y
, κ12 =
1
2
(
∂θ
∂y
+
∂ψ
∂x
)
,
β11 =
∂u
∂x
+ aw, β22 =
∂v
∂y
+ bw, β12 =
1
2
(
∂u
∂y
+
∂v
∂x
)
+ cw,
ρ1 =
∂w
∂x
− θ, ρ2 = ∂w
∂y
− ψ.
(A.13)
Appendix A.5. 1D Strains
From the 2D strains one can derive the 1D strains using either of the
ansatz given above. Here we have used u1(x, y).
Appendix A.5.1. Naghdi Shell Model (1D)
κ11 =
∂θ
∂x
, κ22 = k ψ, κ12 =
1
2
(
∂ψ
∂x
− k θ − ∂v
∂x
)
,
β11 =
∂u
∂x
, β22 = k v + w, β12 =
1
2
(
∂v
∂x
− k u
)
,
ρ1 =
∂w
∂x
− θ, ρ2 = −k w − v − ψ.
(A.14)
Appendix A.5.2. Mathematical Shell Model (1D)
κ11 =
∂θ
∂x
, κ22 = kψ, κ12 =
1
2
(
−kθ + ∂ψ
∂x
)
,
β11 =
∂u
∂x
+ aw, β22 = kv + bw, β12 =
1
2
(
−ku+ ∂v
∂x
)
+ cw,
ρ1 =
∂w
∂x
− θ, ρ2 = −kw − ψ.
(A.15)
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