Abstract-We present a maximum-likelihood (ML) method for calibrating the geometrical parameters of an x-ray computed tomography (CT) system. This method makes use of the full image data and not a reduced set of data. This algorithm is particularly useful for CT systems that change their geometry during the CT acquisition, such as an adaptive CT scan. Our ML search method uses a contracting-grid algorithm that does not require initial starting values to perform its estimate, thus avoiding problems associated with choosing initialization values.
I. INTRODUCTION
Precise calibration of the geometric parameters of x-ray CT and other tomographic imaging systems is an important step in producing high-fidelity reconstructions for use in various imaging tasks. The precision to which these geometric parameters must be known becomes especially demanding in micro-CT where micron-scale resolution is sought.
Many calibration methods exist for specific tomographic imaging geometries, and they vary in the number of geometric parameters considered in their misalignment analysis. Most rely on the use of markers in a phantom, such as metal beads, whose trajectories across the detector face are extracted using a centroiding algorithm. Methods that reduce the projections of point-like objects to a set of coordinates throw away large amounts of useful data and may suffer from imprecision in the centroiding method. Notably, [1] does not require special markers, but assumes constant misalignment parameters through all steps of the acquisition. Due to the demands of our flexible-geometry adaptive system [2] , we have sought a more general approach to calibration that uses the full image data, for each projection, along an arbitrary (but known) acquisition path, and can thus determine misalignment parameters along each step of the acquisition, even under changes in system geometry.
Here we present a method for determining the geometric parameters of a tomographic system that is flexible and does not necessarily require: knowledge of the position or orientation of a phantom; special markers in a phantom; feature extraction; a standard acquisition trajectory (such as circular or helical); or that the parameters remain stationary for all states (e.g. angles) of the acquisition process. It is well-suited for CT systems that may change their imaging geometry during an acquisition, such as our adaptive x-ray micro-CT system. If the tomographic system uses a translating bed during the acquisition, this method may also be used to determine any misalignment between the bed trajectory and the system's axis of rotation.
In brief, our method uses a parameterized model of the system's imaging operator, H(θ), where θ is a random vector of the imager's relevant geometrical parameters. We require knowledge of the object being imaged, but allow for it to be parameterized by a random vector ψ, which describes the object's 3 offset coordinates and 3 orientation angles, such that we have an object f (ψ). Additive noise n is included in the imaging chain such that our acquired image data, g, is given by:
We assume that our data, g, are normally distributed, and perform maximum-likelihood estimation on the likelihood function pr(g|θ, ψ) to obtain estimates of θ and ψ.
II. METHODS

A. The system model
In generating our system model based on the geometrical parameters of the system, we take the central ray as the line perpendicular to the axis of rotation (AOR) and connecting the AOR to the center of the x-ray focal spot. The AOR, the central ray, and their intersection define our global coordinate system. The detector is viewed as misaligned relative to this coordinate system and any deviation from the ideal detector position may be described by 3 Cartesian offsets in an "offset vector" and 3 angles of (mis-) orientation about the end of the offset vector (see Figure 1) . The remaining unknown parameters in this geometrical description are the focal-spot-to-detector and focal-spot-to-AOR distances R and R f , respectively. These 8 unknown parameters constitute the vector, θ, which we aim to estimate. Furthermore, we can model the effect of focal spot blur in this forward model. As mentioned before, the acquisition trajectory is assumed known and is a function describing the focal spot path.
B. The object model
The object is assumed known, but its position and orientation are not known. We parameterize the object model f by the vector ψ, whose components are 3 Cartesian offset values, and 3 angles describing its orientation about the offset. If one is not concerned about bed trajectory calibration, then these can be viewed as nuisance parameters that must be estimated anyway. Conveniently, if the bed is moving, then the parameters in ψ can be used to describe the bed trajectory relative to the global coordinate system described in II-A as a function of the acquisition trajectory. We explain why requiring knowledge of the object is not an inconvenience in Section III.
C. Maximum-likelihood estimation
Maximum-likelihood estimation is advantageous when the number of parameters to be estimated is small relative to the number of data points observed. In our case, we seek to estimate 14 parameters, while the dimension of the data, g, is greater than 10 6 . Our flat-panel detector has over 2 million elements (2048 x 1024 pixels) and is representative of micro-CT detectors.
In the regime of normally distributed data, maximumlikelihood estimation reduces to finding [3] :
Each individual projection along the acquisition path is taken as a single g, which we then perform ML estimation on to determine the geometrical parameters for that particular state of the system. To perform the ML estimation, we use the contracting-grid algorithm described in [4] .
III. DISCUSSION
A. Discussion
Some authors, when considering calibration methods, take the view that a requirement of object knowledge reduces the method's value. However, in view of modern fabrication techniques, this is no longer a major obstacle. It is now routine to take a virtual model of an object developed in software and print off a solid physical model using a rapid-prototyping machine. Rapid-prototyping machines can achieve feature resolution as good as 16 µm with a homogeneous plastic resin, providing a real-world model closely matched to the perfect virtual model it was generated from. This connection between real-world and virtual models is a powerful tool not only for calibration, but also for turning mathematical models used in simulated observer studies into real phantoms for real observer studies.
It is worthwhile to mention an element of convenience in this method. Since our mouse beds are printed from a 3D model by a rapid-prototyping machine, we use the empty mouse bed as the object in our calibration routine, eliminating the need for a special calibration phantom. Using the software, binvox, developed by Patrick Min [5] that uses the method described in [6] , we are able to turn our 3D solid model of the mouse bed into a high-resolution voxelized object model for use in the maximum-likelihood estimation step (Figure 2) .
It has been pointed out in [7] that calibration routines that perform a search through a large parameter space are highly sensitive to the initial starting parameters. Notably, the contracting-grid search algorithm does not require an initial starting guess, but rather performs a selective search across a range of physically reasonable values in each parameter space. This range of physically reasonable values is readily obtained from the design and manufacturing tolerances and nominal values, which are typically known to the designers of the CT system.
IV. RESULTS
We have obtained preliminary results that our calibration method is viable. In this section, we discuss results from our calibration routine, possible caveats and advantages of the method, and future work to be pursued.
A. Preliminary Results
We have tested the routine on our adaptive x-ray CT system and validated it with a reconstruction of a 51 µm wire ( Figure  3) . The exact geometrical parameters of our CT system are not known.
B. Possible Issues and Advantages
The efficacy of this calibration method and the contractinggrid routine used to implement the ML search depends strongly on the quality of the mechanical design tolerances (a) Slice through reconstruction of 51 µm chrome wire using geometrical parameters derived from ML calibration routine (b) Profile of cross-section of reconstructed wire available. The contracting-grid algorithm uses the manufacturing tolerances as a range to search, and works from there to find a refined value of the true geometrical parameter. The tighter the tolerances, the faster our method will converge. In the extreme case, very wide tolerances will lead to a parameter search space in which many local minima exist in the likelihood surface.
C. Future Work
Although our early results are promising, more work is needed to determine the general applicability of this method. There are a few specific questions that need to be addressed.
First, are some objects better than others for estimating the underlying geometric parameters? We use our mouse bed as the object for convenience, but it is possible that other objects could perform better (or worse). Before prescribing this method to other users, it would be useful to know what constitutes a "good" class of objects to employ for estimating the underlying geometrical parameters. One way to explore this is to calculate the Fisher information of the underlying parameters for a given object. We intend to investigate this in future work and will start by classifying objects according the number of planes of symmetry they possess.
Second, how wide of a tolerance range is acceptable to use before the method becomes prone to arriving at local minima in the likelihood function? Although we enjoy tolerance ranges for all of the parameters of less than 5 mm, in some systems the uncertainty of the focal spot position and true detector plane location may require a larger range of tolerances to be considered. This is a difficult question to answer because there are 14 parameters being estimated, and some of the parameters are strongly correlated with one another. A large tolerance range in one parameter might adversely effect the method's ability to accurately estimate another (strongly-correlated) parameter with a small tolerance range. Thus, a rather exhaustive study is needed to determine the robustness of this method to the range of tolerances used for each parameter space.
