The conditional variance function in a heteroscedastic, nonparametric regression model is estimated by linear smoothing of squared residuals. Attention is focussed on local polynomial smoothers. Both the mean and variance functions are assumed to be smooth, but neither is assumed to be in a parametric family. The e ect of preliminary estimation of the mean is studied, and a \degrees of freedom" is proposed. The corrected method is shown to be adaptive in the sense that the variance function can be estimated with the same asymptotic mean and variance as if the mean function were known. A proposal is made for using standard bandwidth selectors for estimating both the mean and variance functions. The proposal is illustrated with data from the LIDAR method of measuring atmospheric pollutants and from turbulence model computations.
Introduction
In regression analysis it is often the case that the homoscedasticity assumption is violated. An example of this is given in Figure 1(a) . The data are taken from Holst et. al (1995) , where local polynomial regression is used for evaluation of the concentration of atmospheric atomic mercury measured with LIDAR technique (LIght Detection And Ranging, cf. Sigrist (1994) ). In this example the concentration is proportional to the derivative of the mean function, but because of the severe heteroscedasticity the variance function must be estimated to obtain a satisfactory bandwidth for the derivative and further to estimate the variance of the total amount of pollutants in a certain area. In Holst et. al (1995) a parametric model is used for the variance function.
In other examples, the variance function itself is of interest in its own right. For example, one of the authors (DR) is collaborating with mechanical engineers at Cornell on the analysis of data from the Monte Carlo simulation of turbulence by the Pdf method (Pope, 1985) . In this work, one has available the spatial position, velocity, and other properties of simulated particles. One, of course, needs to estimate quantities such as mean velocity as a function of position. However, in the study of turbulence the variance of velocity and its derivatives as a function of position are also essential; see Section 7.2.
In this article we extend local polynomial regression ideas to estimation of the variance function. As we show in Section 2, our proposal can be generalised to any linear smoother (e.g. smoothing splines, running means). Nevertheless, we focus on local polynomials because of their intuitiveness and simplicity. Our theoretical analyses show that the attractive properties of odd degree local polynomial smoothers, such as design adaptivity and automatic boundary correction, carry over to variance function estimation.
The literature on nonparametric variance function estimation is rather sparse. Carroll (1982) developed kernel estimators in the context of linear regression, while M uller and Stadtm uller (1987) and Hall and Carroll (1989) proposed and analysed kernel-type variance function estimators in the presence of a nonparametric mean function. Fan and Gijbels (1995) proposed a type of local polynomial variance function estimator as part of their bandwidth selection procedure.
In Section 2 we formulate a general class of nonparametic variance function estimators, and obtain local polynomial variance estimators as a special case. Section 3 investigates the theoretical properties of these estimators. Computational issues are described in Section 4 and extension to multivariate predictors in Section 5. Section 6 contains some illustrations of the methodology.
The variance function estimator in Section 2 was proposed independently by Mathur (1995) , but the asymptotic theory, computational implementation, and bandwidth selectors proposed here are not in Mathur.
Formulation

A general class of variance function estimators
The local polynomial estimates of variance that we consider in this paper can be de ned for general linear smoothers, so it is worthwhile to start at this level of generality. (g){(h) Local linear smooth and bandwidth using squared residuals from the t in (e). In panel (g), the dashed curve is the raw smooth and the solid curve is \degrees of freedom" corrected.
Let (X 1 ; Y 1 ); : : : ; (X n ; Y n ) be a sample of random pairs that are assumed to satisfy the heteroscedastic nonparametric regression model: Y i = m(X i ) + " i ; var(" i ) = v(X i ); i = 1; : : :; n:
(1) where the errors " 1 ; : : :; " n are independent zero mean random variables satisfying E(" 4 i ) < (2) The convention here and throughout is that the vector multiplication and division are element-wise.
Relationships with parametric modelling
One can view the class of variance function estimators given by (2) as a generalisation of those commonly used whether either the mean or variance function are modelled parametrically. For example, if the mean is modelled linearly:
Y i = (X ) i + " i ; var(" i ) = v(X i ); i = 1; : : : ; n;
where X is an n p design matrix and is a p 1 matrix of coe cients, then one should replace S 1 by the \hat" matrix R = X(X T X) ?1 X T . As mentioned in the Introduction, some applications require that derivatives of v be estimated. For example, the rst two derivatives of v are used in the study of turbulence; see Section 7.2. As discussed in Ruppert and Wand (1994) , local polynomial estimation of the kth derivative of m is straightforward, and there is no problem extending derivative estimation to v. One needs to use p 2 k and then for the second smoother matrix, S 2 , one merely replaces e T 1 in (3) by k!e T k+1 . The theory in the next section extends easily to derivative estimation, but for simplicity we only consider the case of estimating v itself.
Theory
In this section we start by showing that it is possible to obtain exact matrix algebraic expressions for the conditional mean and covariance of b v for the general class of variance function estimators introduced in Section 2.1. In the local polynomial case one can use these results to obtain meaningful asymptotic approximations.
We retain the convention that multiplication and division of column vectors is elementwise. For square matrices A and B we avoid confusion between usual matrix multiplication and element-wise multiplication by using the notation A B for the latter (this is sometimes called the Hadamard product of A and B). We let X = fX 1 ; : : : ; X n g to abbreviate expectations that are conditional on the predictors. Also, C(UjW) denotes the conditional covariance matrix of U given W whenever U and W are random vectors.
General variance function estimators
The following matrices are useful for a concise representation of the bias and covariance of 
The proof is given in the Appendix.
The expression for C(b vjX) simpli es considerably if normality of the errors can be as- 
where N p is the (p + 1) (p + 1) matrix having (i; j) entry equal to R u i+j?2 K(u) du and M p (u) is the same as N p with the rst column replaced by (1; u; : : :; u p ). K (p) is a pth order kernel (Ruppert and Wand 1994) . Theorem 2. Suppose that x is an interior point of the support of f, m has p 1 + 2 continuous derivatives, v has p 2 + 2 continuous derivatives and f and are di erentiable in a neighbourhood of x, and that h 1 ; h 2 ! 0, nh 1 ; nh 2 ! 1, and
as n ! 1. Then for p 2 odd
and, for p 2 even Ruppert and Wand (1994) shows that the leading bias and variance terms for our local polynomial variance estimator are analogous to those for the local polynomial estimator of the mean function. The only di erence is that the asymptotic bias depends on derivatives of v rather than m, and the asymptotic variance of b v(x) is proportional to the variance of the squared errors, rather than the Y i 's. Asymptotically, b v behaves like a local polynomial smooth of the (unobservable) " 2 i 's, i.e., v can be estimated as well as if m were known, so that there is no loss in asymptotic e ciency due to estimating m. For this reason, the estimate of the variance function based on squared residuals is \adaptive" in the sense of Bickel (1982) . Remark 4. Once could also rework the steps used to prove Theorem 2 for the situation where x is converging to the boundary of the support of f to show that, for odd p, the local polynomial variance estimator induces an automatic \boundary kernel-type" correction. This attractive feature has been pointed out in the mean estimation context by, for example, Fan and Gijbels (1992) , Hastie and Loader (1993) and Ruppert and Wand (1994) .
Bandwidth choice
An important practical problem is the choice of the bandwidths. One may use either local bandwidths, where h 1 and h 2 are functions of x, or global bandwidths that do not depend on x. For concreteness, let's assume that the bandwidths are local. Ideally, one would choose both h 1 and h 2 to minimize the MSE ofv at the point x. However, this is di cult to do in practice, since the e ects of h 1 on the MSE ofv are of second order and therefore di cult to estimate.
Using Theorem 2 and Remark 3, we suggest an alternative strategy that will produce asymptotically optimal bandwidths. First, use a local bandwidth selector to nd asymptotically optimal h 1 for estimation of m(x). One could, for example, use the bandwidth selector of Fan and Gijbels (1995) , though in the example of Section 6 we use the Empirical Bias Bandwidth Selection (EBBS) method of Ruppert (1995) . Next, treat the squared residuals as if they were the squared " i 's, and apply the same bandwidth selection to estimation of the mean function of the squared residuals. If one uses p 1 = p 2 , then (5) will be satis ed.
Computation
Direct computation of b v over a grid can be quite expensive, especially if the sample size is large. For example, if one decides to compute b v at the observations then one must deal with the fact that diagonal(S 1 S T 1 ) requires O(n 2 ) operations for exact computation. A simple way to overcome computational problems such as this is to use binned approximations. Turlach and Wand (1995) explain how one can apply binning to the type of quantities that arise in variance function estimation. Let g 1 < : : : < g M be an equally-spaced grid over the range of the X i 's and let = (g M ? g 1 )=(M ? 1) be the gap between successive grid points. The grid count (c`; d Ỳ ) at grid point g`, with respect to linear binning, is given by c`= Here U`, 1 ` M denotes the binned approximation to diagonal(S p 1 ;h 1 S T p 1 ;h 1 ) over the grid. Its fast computation is described in Section 4 of Turlach and Wand (1995) .
Extension to Multivariate Predictors
In principle, extension of the formulation and theory of the general class of variance estimators to multivariate predictor variables is straightforward. The expressions for b v at (2) is the same except that the rows of the smoother matrices S 1 and S 2 correspond to X i 's that live in higher-dimensional space rather than on the real line. Theorem 1 continues to hold in the multivariate case.
In the case of local polynomial smoothing, extra notation is required to handle multivariate X i . See, for example, Ruppert and Wand (1994 Ruppert and Wand (1994) .
Piecewise Polynomial Binning
In this section, we describe an alternative method that is particularly well suited for larger data sets, e.g., the turbulence data set of Section 7.2 which has 20,000 observations. We only describe the implementation for univariate X i .
First the data are binned according to their x-values into n bin disjoint subsets with roughly equal number of observations per subset (not equal lengths). For the jth bin, j = 1; : : :; n bin , let x j be the mean of the X i 's in that bin. Fit a p 1 th degree polynomial to the data in the jth bin. Let y j be the tted value of this model at x j and let v j be the residual mean square from the model. Using the residual mean square induces the proper \degrees of freedom" correction. Therefore, if m is a p 1 th degree polynomial and if v is constant on the jth bin, then y j and v j are unbiased estimators of m( x j ) and v( x j ).
Because the bins are nonoverlapping, f y 1 ; : : :; y n bin g are mutually independent as are v 1 ; : : : ; v n bin g. To estimate m, apply any linear smoother and bandwidth selector combination desired to the data ( x i ; y i ), and do the same to ( x i ; v i ) to estimate v. No \degrees of freedom" correction is needed here, since the correction was made at the binning stage.
The idea is to choose n bin and p 1 so that y i and v i from the binning stage are very undersmoothed estimators of m( x i ) and v( x i ), respectively. Thus, the number of observations per bin should be small, though it must of course be at least p 1 +2 so that the residual degrees of freedom is positive and should be at least twice this minimum for good e ciency ofv. The correct degree of smoothing is done at the smoothing stage.
Using p 1 = 1 will give accuracy similar to the popular linear binning technique, while p 1 > 1 will be more accurate than binning techniques now in the literature and will allow a smaller value of n bin .
Examples
LIDAR data
We now return to the LIDAR data described in Section 1. First we used a local linear estimate of the mean with a global bandwidth chosen subjectively to equal 30. Squared residuals from this t are in Figure 1(b) . In Figure 1(c) we have a local linear smooth of these squared residuals using the EBBS local bandwidth of Ruppert (1995) and computed on a 50-point equally spaced grid. The bandwidth itself is in Figure 1(d) |the EBBS method allows smoothing of the bandwidth with two tuning parameters, MSESPAN and BANDSPAN, which are both equal to 4 here. This means that an initial bandwidth at each point of the grid is based on a 9-point moving average of an estimated MSE and the nal bandwidth is a 9-point moving average of the initial bandwidth; see Ruppert (1995) for details. The bandwidth selector assumes that the ratio of the standard deviation to the mean of the squared residuals does not depend on x, so the variance function of the squared residuals need not be separately estimated.
In Figure 1 (e) we have a local linear smooth of the data in Figure 1 (a), using the EBBS bandwidth shown in Figure 1(f) . This bandwidth is based upon the variance function estimate in Figure 1(c) .
The solid curve in Figure 1(g) is the same as the curve in Figure 1(c) , except that the residuals in Figure 1(g) are from the curve in Figure 1(e) , not the local linear t with a bandwidth equal to 30 as in Figure 1(c) . Notice that the two curves appear identical, showing that the e ect of h 1 onv is minimal. The solid curve in Figure 1 (g) and the curve in Figure 1(c) are not corrected by dividing by (1 + S 2 ). The dashed curve in Figure 1(g) is the corrected estimate. The correction is not sizeable, but it does increase the estimated variance as expected.
The squared residuals in Figure 1 (b) suggest that v might be bimodal. However, our local bandwidth selector chooses bandwidths large enough to smooth away the bimodality, suggesting that the apparent bimodality is merely a chance phenomenon and, in fact, v is monotonically increasing.
Turbulence data
In this example we look at an especially di cult problem because v 00 must be estimated at the boundary. In this study, spatial position is reduced to one dimension because the quantities of interest depend on space in only one direction. We have bivariate data (X i ; U i ) where X i is position and U i is velocity of a particle.
These data are part of a \feasibility study" by mechanical engineers at Cornell to see whether certain quantities of interest can be accurately estimated by the Monte Carlo Pdf model of velocity. The data do not come from an actual simulation of the Pdf model. Instead, the mean and variance functions, m and v, were found by Taylor series approximations to the deterministic Reynolds-stress model. 20,000 values, fX i : i = 1; : : : ; 20; 000g, where taken uniformly distributed on 0; :1], and at each X i , U i was generated from model (1) with " i normally distributed. The idea is that these data will be similar to what would be obtained if a stochastic simulation of the turbulence model were programmed and run.
The engineers wanted to know if the second derivative of v at the left boundary, e.g., v 00 (0), could be estimated accurately in the Pdf method. This quantity is of special interest since it is a boundary condition on turbulent dissipation. The left boundary corresponds to a real physical boundary so it is not possible to have x negative; this makes estimation of v 00 (0) di cult. Although v is only an approximation to the \true" variance function, it is the \population" variance function that generated these data. If v 00 (0) can be estimated accurately here, the engineers feel that the second derivative of the \true" v can be accurately estimated later with data from a stochastic simulation of the Pdf model.
We implemented the piecewise polynomial binning described in Section 6 with n bin = 200 (100 observations/bin) and p 1 = 2 (piecewise quadratic binning). The residual mean squares are plotted in Figure 2 (a) as a function of x. Figure 2(b) is a plot of a local quadratic smooth of the data in Figure 7 (a) (solid) and the v (dashed). The local bandwidth given in Figure 2 (c) was generated by EBBS (Ruppert 1995) assuming that the variance function of the v's is proportional to the square of their mean function. As can be seen in Figure 2 (a), this assumption is, in fact, true since the " i 's are in a scale family.
In Figure 2 (d) we havev 00 (solid) using local cubic smoothing as discussed in Section 2.4 and with the EBBS bandwidth shown in Figure 2 (e). Also in Figure 2(d) is v 00 (dashed) .
The engineers concluded that estimation of v 00 (0) is feasible, but that sample sizes of at least 20,000 are necessary.
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We thank Stephen Pope and Tom Dreeben for supplying the turbulence data and for helpful discussions. as n ! 1 and similarly for O P ( ). The main stepping-stone for getting from Theorem 1 to Theorem 2 is: Lemma 3. Suppose that the function g has p + 2 continuous derivatives, that f is differentiable and that X 1 ; : : :; X n are each in the interior of the support of f. Assume that h = h n ! 0 and nh ! 1 as n ! 1. Then (1) S p;h g = Results (1) and (2) are direct consequences of Theorem 4.1 of Ruppert and Wand (1994) . Arguments similar to the ones employed there can be used to establish results (3) and (4).
Theorem 2 can be derived from Theorem 1 by repeated application of Lemma 3. For the conditional bias, Lemma 3 shows that the dominating term of (4) is (S 2 ? I)v. Since the location of the X i is arbitrary, the required result follows immediately.
The conditional variance result requires a little more algebra, but is otherwise just as straightforward to derive. When the numerator of (5) 
