Let (X, B, µ, T ) be an ergodic dynamical system on a non-atomic finite measure space. Consider the maximal function R * : (f, g) ∈
Introduction
It is a well known fact that the Hardy-Littlewood maximal function
f (x + s)g(x + 2s)ds.
A simple application of Hölder's inequality combined with the weak type (1, 1) property of H * shows that M * (f, g) is almost everywhere finite if f ∈ L p , g ∈ L q and 1 p + 1 q ≤ 1. Calderón made a famous conjecture by stating that M * is integrable as soon as f and g are in L 2 . In [6] , M. Lacey built his work with C. Thiele [7] about the celebrated Carleson-Hunt theorem on the almost everywhere convergence of Fourier series to solve Calderón's conjecture. He showed that M * maps actually L p × L q into L r as long as p, q ≥ 1, f (x + s)g(x + 2s)h(x + 3s)ds.
The dependence of the monomials x + s, x + 2s, and x + 3s allows to obtain in a relatively simple way negative results on the range of the functions f, g and h (see [3] ). Positive results have been obtained by Demeter, Thiele and Tao in [4] beyond the usual bounds given by Hölder's inequality by extending Lacey's method. However, in the case of the bilinear Hardy-Littlewood M * , primarily because of the independence of the monomials x + s and x + 2s there was no negative result known close to L 1 . Our purpose in this paper is to bring some new ideas and results to these problems by using the ergodic setting. One considers an ergodic measure preserving transformation on a non-atomic probability measure space and one looks at the maximal function
for functions f ∈ L p and g ∈ L q . The equivalent problem in this setting is to find the range of values p, q ≥ 1 for which M(f, g)(x) < ∞ a.e. A transference 
It is normal then to try to find out first what happens to the maximal function
The main result of this paper is the following theorem.
Theorem 1. Let (X, B, µ, T ) be an ergodic measure preserving transformation on a finite non-atomic measure space. Then for all p, q ≥ 1 such that
In [2] we show that there are functions
< 2 we have a complete characterization of the range of values (p, q) for which R * (f, g) is finite a.e. Theorem 1 is an immediate consequence of the following maximal inequality whose proof is given in Section 2:
Theorem 2. Given p > 1 there exists a universal finite constant C * p such that if (X, B, µ, T ) is any invertible ergodic dynamical system on a non-atomic finite measure space (X, B, µ) then the following holds. For every function f ∈ L p , |f | > 1, for every g ∈ L 1 , |g| > 1, and for each s > 0 we have
Therefore, for such functions f and g we have
Furthermore, for 1 < p < 2 there exists a universal constant C such that
A similar maximal inequality can be obtained if one considers instead
) and we work on a finite measure space it is sufficient to deal with f > 1 and
Because of the finiteness of the measure µ, we have < 3/2 it does not recover the full strength of Lacey's result as r is just between 0 and 1/2. But it provides with a different approach the finiteness of R * for all cases of p and q including those not covered by Lacey's result. Remark 1. The maximal inequality in Theorem 2 is good enough to derive Theorem 1 but it is not homogeneous with respect to f , or g. In [1] we derived a homogeneous version of this inequality.
Proof of the Main Result
In this section we prove Theorem 2.
Proof. It is sufficient to consider only non-negative f and g and without limiting generality we suppose that µ(X) = 1.
The proof is divided into several steps.
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Reduction to functions taking finite values on levels of Rohlin towers
In this first step we reduce the proof of Theorem 2 to functions taking finite values on levels of Rohlin towers. Moreover, these finite values can all be taken to be powers of 2.
Given L ∈ N we will show that
holds with C * p independent of L. This implies (1). Clearly, the larger L, the larger the left handside of (3). Hence it is enough to deal with large L's in (3).
We suppose that s = 2 γ ′ with γ ′ ∈ Z. Since we work with functions exceeding 1 we could replace f (x) by f (x) which equals 2 n(x) chosen so that
Similarly, we denote by g(x) the function obtained from g(x). Observe that ||f|| p ≤ 2||f || p and ||g|| 1 ≤ 2||g|| 1 . Therefore, it is sufficient to verify (3) for functions f and g with range in {2 n : n ∈ N}. Furthermore, by approximation, it is sufficient to verify (3) for all functions with finite range in {2 n : n ∈ N} with C * p not depending on the choice of the functions.
Set,
Since the ranges of f and g are finite we can suppose that L is chosen so large that for all x ∈ X we have
We choose K such that 4L
By Rohlin's lemma (see [5] ) we choose
Since the ranges of f and g are finite we can obtain for each i a partition P i of T i A ′ into finitely many measurable subsets such that if B ∈ P i then f and g are constant on B. Set P * = ∨ K−1 i=0 T −i P i . Then P * is a finite partition of A ′ and for every B ∈ P * the functions f and g are constant on each set
T i A and there exists l such that
Then by (5)
If
By the introduction of the functions f n and g k we want to split the ranges of f and g into some standardized "subfunctions" and then use the sets I n,k,t and a counting argument in (14-15) to obtain an upper estimate of the measure of those points where (11) holds. The "t-range" of a block I n,k,t is greater or equal than l, see (12).
Observe that if x ∈ I n,k,t then there exists l ≤ 2
We want to give an upper estimate of µ(I n,k,t ). If f n (x) = 2 n for x ∈ T i A and
2.2 Finding an upper bound for the measure of the sets µ(I n,k,t ), the counting argument
On the other hand,
, and (15)
Therefore, by (14)
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Refining the sets
While for n, k fixed the sets A n,k,t overlap, the sets A ′ n,k,t are disjoint and
and
Picking disjoint maximal systems of A
′ n,k,t , and finishing the first part of Theorem 2
The constant C f,g will be specified later in (31).
Denote by I * * * n the set of those x for which there exists a k and t ∈ T ′ (n, k) such that x ∈ A ′ n,k,t and
Due to dyadic grid properties, for fixed n and k the sets A ′ n,k,t are disjoint for different t's, while -still keeping n fixed -if for different k's such sets intersect then one contains the other. Using this property one can choose a disjoint system of maximal intervals {A
is one of the intervals considered above then let
We put
From (20) it follows that
for a j ′ = 0, 1, 2, then using the definition of the sets B ′ n,k j ,t j and the maximality of the sets A
Set I * * = ∪ n I * * n . Then adding (21) for n's we obtain
Denote by T * * (n, k) the set of those t ∈ T ′ (n, k) for which A ′ n,k,t ⊂ I * * . Set I * * n,k = I n,k \ I * * . Clearly,
Denote by T ′′ (n, k) the set of those t ′ ∈ T ′ (n, k) for which there exists t ∈ T * * (n, k) satisfying A ′ n,k,t ′ ⊂ A n,k,t . For t ′ ∈ T ′′ (n, k) one can apply (22). Set C n,k,t = A n,k,t ∪ T 
Recall that µ(A 
