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Abstract
The nonlinear matrix equations X ± A∗X−nA = Q are investigated. New perturbation
estimates for positive definite solutions of these equations are derived. The new results are
illustrated by numerical examples.
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1. Introduction
We consider the nonlinear matrix equations
X + A∗X−nA = Q (1)
and
X − A∗X−nA = Q, (2)
where A,Q ∈ Cm×m, Q is a positive definite matrix, and n is an integer. Here Cm×m
denotes the set of m×m complex matrices.
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Eqs. (1) and (2) have recently been investigated [2,7,8]. Properties of positive
definite solutions of (1) and a perturbation analysis of the solutions have been intro-
duced in [4,6]. Xu [9], Sun and Xu [1] and Hasanov et al. [5] have considered the
equation X + A∗X−1A = Q and have given a perturbation analysis of this equa-
tion for n = 1. Sharper perturbation estimates for the maximal solution XL of the
equation X + A∗X−1A = Q were derived [1,5]. Perturbation bounds for the more
general matrix equation X + A∗F(X)A = Q were given in [10], where F(X) is a
map from P(m) into P(m) or −P(m) and P(m) is the set of all m×m positive
semidefinite matrices.
The special minimal positive definite solution Xl of (1) and its properties have
been investigated in [3].
Theorem 1.1 (Theorem 3 and Corollary 4 of [3]). If ‖A‖2
√
‖Q−1‖n+12 <
√
nn
(n+1)n+1 ,
then there exists a positive definite solution Xl of the matrix equation (1) for which
the inequalities
n
(n+ 1)‖Q−1‖2 I < Xl  Q−
1
(‖Q‖2 ‖Q−1‖2)n−1A
∗Q−nA (3)
and
‖X−1l ‖2 <
n+ 1
n
‖Q−1‖2 (4)
hold. Moreover the inequalities (3) and (4) are only satisfied for the solution Xl.
A sufficient condition for a unique positive definite solution of Eq. (2) was derived
in [4].
Theorem 1.2 (Theorem 5 of [4]). If n‖A‖22‖Q−1‖n+12 < 1, then the equation X −
A∗X−nA = Q has a unique positive definite solution X  Q.
In this paper we propose new and effective perturbation estimates for a positive
definite solution of Eqs. (1) and (2). Our perturbation bounds are very close to the
bounds obtained by Sun in [1] for Eq. (1) with n = 1.
In this paper we use Hm×m to denote the set of m×m Hermitian matrices. A
positive definite (semidefinite) Hermitian matrix A will be denoted by A > 0 (A 
0). If A− B > 0 (or A− B  0) we write A > B (or A  B). The symbol ‖··‖
stands for any unitary invariant matrix norm, ‖··‖F is the Frobenius norm, and ‖··‖2
is the spectral norm.
Lemma 1. For any complex matrix A
‖A‖2  ‖A‖
for any unitary invariant matrix norm ‖··‖.
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Proof. For any complex matrix A and N := {‖··‖S : ‖A‖S = ‖A∗‖S}, it is well
known that ‖A‖2 = min‖·‖S∈N ‖A‖S , see [5]. Using the singular decomposition of
A we write A = PDQ, where P , Q are unitary and D is a diagonal real matrix. It is
simple to see that the matrix U = Q∗P ∗ is unitary such that A∗ = UAU . If ‖··‖ is a
unitary invariant matrix norm then ‖A∗‖ = ‖UAU‖ = ‖A‖. Hence ‖··‖ ∈N. Thus
‖A‖2  ‖A‖. 
We will often use the norm inequality ‖AB‖  ‖A‖2‖B‖ in the sequel.
2. Perturbation analysis
2.1. Perturbation bounds for the solutions of X + A∗X−nA = Q
Consider the perturbed equation
X˜ + A˜∗X˜−nA˜ = Q˜, (5)
where A˜ = A+A, Q˜ = Q+Q, with Q,X ∈ Hm×m and A ∈ Cm×m.
We assume that (1) has a positive definite solutionX and (5) has a positive definite
solution X˜, which can be written as X +X for some X.
Subtracting Eq. (1) from (5) we have
X˜ −X + A˜∗X˜−nA˜− A∗X−nA = Q˜−Q,
or
X = Q+ A∗X−nA− A˜∗X˜−nA˜.
Hence
X = Q+ A∗X−nA− A˜∗X−nA˜+ A˜∗(X−n − X˜−n)A˜.
We set K := X−nA and obtain
Q+A∗X−nA− A˜∗X−nA˜= {Q− (K∗A+A∗K)} − {A∗X−nA}
= E1 + E2,
where
E1 = Q− [K∗A+A∗K],
E2 = −A∗X−nA.
We use the following equality
C−k −D−k = −
k−1∑
i=0
C−(i+1)(C −D)D−(k−i) (6)
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and denote
Z(X) := (X−n − X˜−n) =
n−1∑
i=0
X−(i+1)XX˜−(n−i).
Hence
X= E1 + E2 + A˜∗Z(X)A˜
= E1 + E2 + A˜∗Z(X)A+A∗Z(X)A+ A∗Z(X)A.
Likewise by denoting
V (X) :=
n−1∑
i=0
X−(i+1)XX−(n−i),
we can write
X − A∗V (X)A =E1 + E2 + A˜∗Z(X)A+A∗Z(X)A
+A∗Z(X)A− A∗V (X)A.
This establishes
X − A∗V (X)A = E1 + E2 + h1(X)+ h2(X)+ h3(X), (7)
where
h1(X) = A˜∗Z(X)A
= A˜∗
n−1∑
i=0
X−(i+1)X[(I +X−1X)−1X−1](n−i)A,
h2(X) =A∗Z(X)A
=A∗
n−1∑
i=0
X−(i+1)X[(I +X−1X)−1X−1](n−i)A,
and
h3(X) =A∗Z(X)A− A∗V (X)A
=A∗
(
n−1∑
i=0
X−(i+1)XX˜−(n−i) −
n−1∑
i=0
X−(i+1)XX−(n−i)
)
A
=A∗
n−1∑
i=0
X−(i+1)X(X˜−(n−i) −X−(n−i))A
=A∗
n−1∑
i=0
X−(i+1)X
(
−
n−i−1∑
j=0
X−(j+1)XX˜−(n−i−j)
)
A
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=−A∗
n−1∑
i=0
X−(i+1)X
×
(
n−i−1∑
j=0
X−(j+1)X[(I +X−1X)−1X−1](n−i−j)
)
A.
Remark 2.1. Consider the Eq. (1) with n = 1. We have
A∗V (X)A = A∗X−1XX−1A,
E1 + E2 = Q− [A∗X−1A+A∗X−1A+A∗X−1A],
h(X) = h1(X)+ h2(X)+ h3(X)
= A˜∗X−1X(I +X−1X)−1X−1A
+A∗X−1X(I +X−1X)−1X−1A
−A∗X−1XX−1X(I +X−1X)−1X−1A.
Therefore
X − A∗X−1XX−1A = E1 + E2 + h(X)
which is Eq. (2.3) in [1].
Following [1] we define the linear operator L : Hm×m → Hm×m by
LW := W −
n−1∑
i=0
B∗i WBn−i−1 ∈ Hm×m,
where Bi = X−(i+1)A. We assume that L is invertible, i.e. that the matrix T = I −∑n−1
i=0 BTn−i−1⊗B∗i is nonsingular. Furthermore, we define the operator P : Cm×m→
Hm×m by
PZ := L−1(K∗Z + Z∗K), Z ∈ Cm×m (K := X−nA).
Then Eq. (7) can be rewritten as
X =L−1Q− PA− L−1A∗X−nA
+L−1[h1(X)+ h2(X)+ h3(X)].
With
‖L−1‖ = max
W∈Hm×m
‖W‖=1
‖L−1W‖ and ‖P‖ = max
Z∈Cm×m
‖Z‖=1
‖PZ‖
we have
‖L−1W‖  ‖L−1‖‖W‖ for all W ∈ Hm×m,
318 I.G. Ivanov / Linear Algebra and its Applications 395 (2005) 313–331
and
‖PZ‖  ‖P‖‖Z‖ for all Z ∈ Cm×m.
Under assumption that L is invertible we denote
ξ = ‖X−1‖2, l = ‖L−1‖−1, p = ‖P‖, α = ‖A‖2,
ε1 = 1
l
‖Q‖ + p‖A‖, ε2 = ξn‖A‖2, ε = ε1 + ε2
l
,
and
δ = ξ
n+1
l
‖A‖(2α + ‖A‖).
Since ‖L−1E1‖  ε1, ‖L−1E2‖  ε2l , it follows that ‖L−1(E1 + E2)‖  ε.
Theorem 2.1. Let X be a positive definite solution of (1). With the constants just
defined, assume that
(i) the operator L is invertible;
(ii) δ < 1
n
;
(iii) ε  1
nξ
l(1−nδ)2
l+lnδ+2nα2ξn+1+2
√
(l+nα2ξn+1)(lnδ+nα2ξn+1) .
Then the perturbed equation (5) has a positive definite solution X˜ and
‖X‖ 2lε
l(1 + nξε − nδ)+√l2(1 + nξε − nδ)2 − 4lξε(nl + n2α2ξn+1)
≡ ν∗.
Proof. First we define f (X):
f (X) :=L−1Q− PA− L−1A∗X−nA
+L−1[h1(X)+ h2(X)− h3(X)].
The map f (X) is a continuous mapping from Hm×m to Hm×m.
From conditions (ii) and (iii) it follows that the quadratic equation
ν2(nlξ + n2α2ξn+2)− (l + nlξε − nlδ)ν + lε = 0
in ν has two positive real roots. The smaller one is
ν∗ = 2lε
l(1 + nξε − nδ)+√l2(1 + nξε − nδ)2 − 4lξε(nl + n2α2ξn+1) .
We define the set
L∗ = {X ∈ Hm×m : ‖X‖  ν∗}.
For X ∈L∗ we have
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n‖X−1X‖ n‖X−1‖2‖X‖  nξν∗
 nξ 2lε
l(1 + nξε − nδ) = 1 +
nξε + nδ − 1
1 + nξε − nδ .
Since δ < 1
n
we have 1 − nδ > 0 and 1 − nδ + nξε > 0. Thus, using (iii), we obtain
nξε + nδ − 1 nδ − 1 + nξ 1
nξ
l(1 − nδ)2
l + lnδ + 2nα2ξn+1
= (1 − nδ)(−2n) δl + α
2ξn+1
l + lnδ + 2nα2ξn+1 < 0.
Hence ‖X−1X‖ n‖X−1X‖ nξ‖X‖< 1, which means that I +X−1X
is nonsingular and
‖(I +X−1X)−1‖  1
1 − ‖X−1X‖ 
1
1 − ξ‖X‖ .
Furthermore, we estimate the expressions hi(X), i = 1, 2, 3. Since ‖A˜∗‖2 
‖A‖2 + ‖A‖2  α + ‖A‖,
‖h1(X)‖ (α + ‖A‖)‖A‖‖X‖
n−1∑
i=0
ξ i+1
(
1
1 − ξ‖X‖ξ
)n−i
= ξn+1(α + ‖A‖)‖A‖‖X‖
n−1∑
i=0
(
1
1 − ξ‖X‖
)n−i
.
For h2(X) we have
‖h2(X)‖  αξn+1‖A‖‖X‖
n−1∑
i=0
(
1
1 − ξ‖X‖
)n−i
.
For h3(X) we have
‖h3(X)‖ α2‖X‖2

n−1∑
i=0
ξ i+1

n−i−1∑
j=0
ξj+1
(
1
1 − ξ‖X‖ξ
)n−i−j


= α2‖X‖2ξn+2
n−1∑
i=0
n−i−1∑
j=0
(
1
1 − ξ‖X‖
)n−i−j
.
Setting a = 11−ξ‖X‖ > 1 we have
n−1∑
i=0
(
1
1 − ξ‖X‖
)n−i
=
n−1∑
i=0
an−i = a
1 − a (1 − a
n)
= 1 − (1 − ξ‖X‖)
n
ξ‖X‖(1 − ξ‖X‖)n .
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Using Bernoulli’s inequality (1 + b)n  1 + nb for b  −1, we estimate
n−1∑
i=0
an−i  nξ‖X‖
ξ‖X‖(1 − nξ‖X‖) =
n
1 − nξ‖X‖ .
Furthermore, we have
n−1∑
i=0
n−i−1∑
j=0
an−i−j = a
a − 1
n∑
s=1
(as − 1) = a
a − 1
(
a
a − 1 (a
n − 1)− n
)
= 1
ξ‖X‖
(
1 − (1 + nξ‖X‖)(1 − ξ‖X‖)n
ξ‖X‖(1 − ξ‖X‖)n
)
 1
(ξ‖X‖)2
(
1 − (1 + nξ‖X‖)(1 − nξ‖X‖)
1 − nξ‖X‖
)
= n
2
1 − nξ‖X‖ .
Considering f (X), we have
‖f (X)‖ ε + nδ‖X‖
1 − nξ‖X‖ +
ξn+2α2n2‖X‖2
l(1 − nξ‖X‖)
 ε + nδν∗
1 − nξν∗ +
ξn+2α2n2ν2∗
l(1 − nξν∗)
= lε + nν∗(lδ − lξε + ν∗nα
2ξn+2)
l(1 − nξν∗) = ν∗.
According to Schauder’s fixed point theorem, there exists X∗ ∈L∗ such that
f (X∗) = X∗. Hence there exists a solution X∗ of Eq. (7) for which ‖X∗‖ 
ν∗. Let X˜ = X +X∗. Then X˜ is a Hermitian solution of (5). Note that
‖X−1‖2‖X∗‖2  ‖X−1‖2‖X∗‖ < 1
for any unitary invariant norm ‖··‖.
First X∗ is Hermitian and X is positive definite. We have
‖X−1/2X∗X−1/2‖2  ‖X−1‖2‖X∗‖ = η < 1.
Thus |z∗X∗z|  ηz∗Xz for any vector z. Hence
0 < (1 − η)z∗Xz  z∗(X +X∗)z  (1 + η)z∗Xz
for any vector z. This implies that X +X∗ is positive definite.
Hence X˜ is a positive definite solution of the perturbed equation (5). 
Remark 2.2. From Theorem 2.1 we get a first-order perturbation bound for the
solution X:
‖X˜ −X‖  ε + O(‖(A,Q)‖2) as A→ 0, Q→ 0,
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where ε = ε1 + ε2l . Hence, for sufficiently small A and Q, we have
‖X˜ −X‖
‖X‖ 
1
l
‖Q‖
‖X‖ + p
‖A‖
‖X‖ +
ξn
l
‖A‖2
‖X‖ =
ε
‖X‖ . (8)
Theorem 2.2. Let X be a positive definite solution of (1) and assume that
(i) the operator L is invertible;
(ii) δ < 1
n
;
(iii) ε  1
nξ
l(1−nδ)2
l+lnδ+2nα2ξn+1+2
√
(l+nα2ξn+1)(lnδ+nα2ξn+1) ;
(iv) ξ1−ξν∗ <
n+1
n
‖Q−1‖2 for ξ = ‖X−1‖2 where ν∗ is defined in Theorem 2.1; and
(v) ‖Q‖ < n+1
n
1−ξν∗
ξ
− 1‖Q−1‖2 .
Then there exists a positive definite solution X˜ of (5) and ‖X − X˜‖  ν∗. The solu-
tions X and X˜ satisfy the inequalities
‖X−1‖2 = ξ < n+ 1
n
‖Q−1‖2, ‖X˜−1‖2 < n+ 1
n
‖Q˜−1‖2.
Proof. From (iv) the solution X satisfies
‖X−1‖2 = ξ < n+ 1
n
‖Q−1‖2.
According to Theorem 2.1 and (iii), there exists a solution X˜ = X +X∗ of the
perturbed equation (5) with ‖X∗‖  ν∗. For X˜ we have
X˜ = X +X∗ = X(I +X−1X∗)
and
‖X˜−1‖2  ‖(I +X−1X∗)−1‖‖X−1‖2
 ‖X
−1‖2
1 − ‖X−1‖2‖X∗‖ 
ξ
1 − ξν∗ .
Thus
‖X˜−1‖2  ξ1 − ξν∗ .
From the identity
Q˜−1 = Q−1 −Q−1QQ˜−1
we have
‖Q−1‖2  ‖Q˜−1‖2‖I +Q−1Q‖
 ‖Q˜−1‖2(1 + ‖Q−1‖2‖Q‖).
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Therefore
‖Q˜−1‖2  ‖Q
−1‖2
1 + ‖Q−1‖2‖Q‖ . (9)
Using (v) we have
‖Q−1‖2‖Q‖ + 1 < n+ 1
n
‖Q−1‖2 1 − ξν∗
ξ
and
ξ
1 − ξν∗ <
n+ 1
n
‖Q−1‖2 11 + ‖Q−1‖2‖Q‖
(9)
<
n+ 1
n
‖Q˜−1‖2.
Hence
‖X˜−1‖2  ξ1 − ξν∗ <
n+ 1
n
‖Q˜−1‖2. 
Theorem 2.3. If
θ =
√
nn
(n+ 1)n+1 − ‖A‖2
√
‖Q−1‖n+12 > 0
then there exists a unique positive definite solution Xl of (1) with the property
‖X−1l ‖2 < n+1n ‖Q−1‖2. If
(i) the operator L is invertible;
(ii) δ < min
(
1
n
;
√
(n+1)n+1−√nn√
[(n+1)‖Q−1‖2]n+1
ξn+1α
l
θ
)
for ξ = ‖X−1l ‖2;
(iii) ε  1
nξ
l(1−nδ)2
l+lnδ+2nα2ξn+1+2
√
(l+nα2ξn+1)(lnδ+nα2ξn+1) ;
(iv) ξ1−ξν∗ <
n+1
n
‖Q−1‖2 for ξ = ‖X−1l ‖2;
(v) ‖Q‖ < min
[
1
‖Q−1‖2
(
1 − n+1√(1 − θ)2); n+1
n
1−ξν∗
ξ
− 1‖Q−1‖2
]
.
Then
(1) there exists a unique positive definite solution X˜l = Xl +X∗ of the perturbed
equation (5) with ‖X˜−1l ‖2 < n+1n ‖Q˜−1‖2; and
(2) ‖Xl − X˜l‖  ν∗.
Proof. According to Theorem 2.1 there exists a solution X˜ = Xl +X∗ of the per-
turbed equation (5) with ‖X∗‖ < ν∗. Then (iv) and ‖Q‖ < n+1n 1−ξν∗ξ − 1‖Q−1‖2
imply
‖X˜−1‖2  n+ 1
n
‖Q˜−1‖2. (10)
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Since δ = ξn+1
l
‖A‖(2α + ‖A‖) we obtain
‖A‖2ξn+1 + ‖A‖2αξn+1 − δl = 0
and therefore
‖A‖ = δl
αξn+1 +√(αξn+1)2 + δlξn+1 <
δl
αξn+1
(ii)
<
l
αξn+1
√
(n+ 1)n+1 −√nn√[(n+ 1)‖Q−1‖2]n+1
ξn+1α
l
θ.
Thus
‖A‖2  ‖A‖ <
√
(n+ 1)n+1 −√nn√[(n+ 1)‖Q−1‖2]n+1 θ. (11)
From the conditions θ > 0, (v), (11), and Theorem 1 in [6], it follows that the
solution X˜l exists and that it is the unique solution satisfying the inequality (10).
Thus
X˜ = X˜l . 
Remark 2.3. Consider X + A∗X−nA = Q and A =
(
0 a
0 0
)
where “a” is com-
plex andQ = I ( this example is considered by Sun and Xu [1]). It is easy to compute
that X =
(
1 0
0 1 − |a|2
)
is a positive definite solution of this equation iff |a|2 < 1.
Thus the matrix
T = Im2 −
n−1∑
i=0
BTn−i−1 ⊗ B∗i
is nonsingular because Bi = X−(i+1)A = A and Bn−i−1 = A and then
T = I4 −
n−1∑
i=0
(
0 0
a 0
)
⊗
(
0 0
a¯ 0
)
=


1 0 0 0
0 1 0 0
0 0 1 0
−n|a|2 0 0 1


and det T = 1 for every complex a. Hence the operator L is invertible and we could
compute a perturbation estimate for the positive definite solution X under conditions
of Theorem 2.1 when A and Q are subject to a small perturbation. However, if we
wish to compute a perturbation estimate for this solution X using Proposition 4.1 or
Remark 2.2 of Ran and Reurings [10] the condition MS(m)‖A‖22 < 1 is an essential
one. Let us to compute MS(m) for our example. Using the Frechet derivative of F
[10] we obtain
‖DF(X)‖2 
n−1∑
k=0
‖X−(k+1)‖2‖X−(n−k)‖2 = n
(
1
1 − |a|2
)n+1
.
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So, we can take MS(m) = n
(
1
1−|a|2
)n+1
. Since ‖A‖2 = |a| we obtain n
(
1
1−|a|2
)n+1
|a|2 < 1 or (1 − |a|2)n+1 − n|a|2 > 0. Consequently, for using the Ran’s and Reu-
rings’s estimates we need from the additional condition and this leads to the contrac-
tion of a set of the admissible matrices A, for which the conditions of Proposition
4.1 and Remark 2.2 are satisfied.
Further on, we will show that the derived perturbation bound (8) is sharper than
that the corresponding of [10]. If we take the unitary invariant norm as the spectral
norm and using (8) for a solution X we obtain
‖X˜ −X‖2
‖X‖2 
1
l
‖Q‖2
‖X‖2 + p
‖A‖2
‖X‖2 +
‖X−1‖n2
l
‖A‖22
‖X‖2
for sufficiently small A and Q. The Ran’s and Reurings’s estimate in Remark
4.2 [10] is
‖X˜ −X‖2
‖X‖2 
‖Q‖2
(1 −MS(m)‖A‖22)‖X‖2
+ 2‖X˜
−n‖2‖A‖2‖A‖2
(1 −MS(m)‖A‖22)‖X‖2
+ ‖X
−1‖n2
(1 −MS(m)‖A‖22)
‖A‖22
‖X‖2 .
Let us estimate l, p. For Z = LW we have
‖Z‖2 = ‖LW‖2 =
∥∥∥∥∥W −
n−1∑
i=0
B∗i WBn−i−1
∥∥∥∥∥
2
 ‖W‖2 −
n−1∑
i=0
‖A∗X−(i+1)‖2‖W‖2‖X−(n−i)A‖2
 ‖W‖2
(
1 − ‖A‖22
n−1∑
i=0
‖X−(i+1)‖2‖X−(n−i)‖2
)
= ‖W‖2(1 −MS(m)‖A‖22)
= ‖L−1Z‖2(1 −MS(m)‖A‖22).
Thus
1
l
= ‖L−1‖2 = sup ‖L
−1Z‖2
‖Z‖2 
1
1 −MS(m)‖A‖22
.
We obtain
p = ‖P‖2  ‖L−1‖22‖K‖2  1
l
2‖X−n‖2‖A‖2.
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Hence
1
l
‖Q‖2
‖X‖2 + p
‖A‖2
‖X‖2 +
‖X−1‖n2
l
‖A‖22
‖X‖2
 1
1 −MS(m)‖A‖22
‖Q‖2
‖X‖2 +
2‖X−n‖‖A‖
1 −MS(m)‖A‖22
‖A‖2
‖X‖2
+ ‖X
−1‖n2
1 −MS(m)‖A‖22
‖A‖22
‖X‖2 ,
which means that the perturbation bound (8) is sharper than that one derived in
Remark 4.2 [10].
2.2. Perturbation bounds for the solutions of X − A∗X−nA = Q
We consider the nonlinear matrix equation X − A∗X−nA = Q and the corre-
sponding perturbed equation X˜ − A˜∗X˜−nA˜ = Q˜. We have
X = X˜ −X = Q− A∗X−nA+ A˜∗X˜−nA˜.
It is easy to show that this equation can be written in the form
X + A∗V (X)A = E1 + E2 + h1(X)+ h2(X)+ h3(X), (12)
where
E1 = Q+K∗A+A∗K, K = X−nA,
E2 = +A∗X−nA,
h1(X) = −A˜∗Z(X)A,
h2(X) = −A∗Z(X)A,
and
h3(X) = −A∗Z(X)A+ A∗V (X)A.
We define the linear operator L˜ : Hm×m → Hm×m by
L˜W = W +
n−1∑
i=0
B∗i WBn−i−1, W ∈ Hm×m,
where Bi = X−(i+1)A. Assume that L˜ is invertible, i.e. the matrix T = Im2 +∑n−1
i=0 BTn−i−1⊗B∗i is nonsingular. Furthermore, we define the operator P : Cm×m→
Hm×m by
PZ = L−1(K∗Z + Z∗K) for Z ∈ Cm×m.
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Eq. (12) can thus be expressed as
X = L˜−1Q− PA− L˜−1A∗X−nA
+ L˜−1[h1(X)+ h2(X)+ h3(X)].
As before, we define
‖L˜−1‖ = max
W∈Hm×m
‖W‖=1
‖L˜−1W‖ and ‖P‖ = max
Z∈Cm×m
‖Z‖=1
‖PZ‖
and denote
ξ = ‖X−1‖2, l = ‖L˜−1‖−1, p = ‖P‖, α = ‖A‖2,
ε1 = 1
l
‖Q‖ + p‖A‖, ε2 = ξn‖A‖2, ε = ε1 + ε2
l
,
and
δ = ξ
n+1
l
‖A‖(2α + ‖A‖).
Since ‖L˜−1E1‖  ε1, ‖L˜−1E2‖  ε2l it follows that ‖L˜−1(E1 + E2)‖  ε.
Theorem 2.4. Let X be a positive definite solution of (2). With the constants just
defined, we assume that
(i) the operator L˜ is invertible;
(ii) δ < 1
n
; and
(iii) ε  1
nξ
l(1−nδ)2
l+lnδ+2nα2ξn+1+2
√
(l+nα2ξn+1)(lnδ+nα2ξn+1) .
Then the perturbed equation X˜ − A˜∗X˜−nA˜ = Q˜ has a positive definite solution X˜
and
‖X‖ 2lε
l(1 + nξε − nδ)+√l2(1 + nξε − nδ)2 − 4lξε(nl + n2α2ξn+1)
≡ ν∗.
This theorem is proved analogously to Theorem 2.1.
Theorem 2.5. If
θ =
√
n
n
− ‖A‖2
√
‖Q−1‖n+12 > 0
then there exists a unique positive definite solution X of (2) with the property X  Q
(Theorem 1.2). If
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(i) The operator L˜ is invertible;
(ii) δ < min
(
1
n
; (n−
√
n)
√
‖Q−1‖n+12
n‖Q−1‖n+12
ξn+1α
l
θ
)
, ξ = ‖X−1‖2;
(iii) ε  1
nξ
l(1−nδ)2
l+lnδ+2nα2ξn+1+2
√
(l+nα2ξn+1)(lnδ+nα2ξn+1) ;
(iv) ‖Q‖  1‖Q−1‖2
(
1 − n+1√(1 − θ)2).
Then
(1) There exist a unique solution X˜ = X +X∗ of the perturbed equation X˜ −
A˜∗X˜−nA˜ = Q˜ with X˜  Q˜; and
(2) ‖X − X˜‖  ν∗.
Proof. According to Theorem 2.4 there exists a solution X˜ = X +X∗ of the equa-
tion X˜ − A˜∗X˜−nA˜ = Q˜ with ‖X∗‖  ν∗. Since δ = ξn+1l ‖A‖(2α + ‖A‖) we
have
‖A‖2ξn+1 + ‖A‖2αξn+1 − δl = 0
and
‖A‖2  ‖A‖ = δl
αξn+1 +√(αξn+1)2 + δlξn+1 <
δl
αξn+1
(ii)
<
l
αξn+1
(n−√n)
√
‖Q−1‖n+12
n‖Q−1‖n+12
ξn+1α
l
θ.
Thus
‖A‖2  ‖A‖ <
(n−√n)
√
‖Q−1‖n+12
n‖Q−1‖n+12
θ. (13)
From the conditions (13), (iv), and Theorem 10 in [4] it follows that there exists
a unique solution Xˆ of X˜ − A˜∗X˜−nA˜ = Q˜ and Xˆ  Q˜. Thus
X˜ = Xˆ. 
3. Numerical experiments
We shall compare our new perturbation estimates to three earlier results in [4,6],
as well as to others in the literature.
Theorem 3.1 (Theorem 6 of [4]). Let X and X˜ be positive definite solutions of the
matrix equations (1) and (5), respectively. If we set
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e := 1 −
n∑
i=1
‖X˜−i A˜‖2‖Xi−(n+1)A‖2 > 0,
then
‖X‖2  1
e
[‖Q‖2 + (‖X˜−nA˜‖2 + ‖X−nA‖2)‖A‖2]. (14)
Theorem 3.2 (Theorem 7 of [4]). Let X and X˜ be positive definite solutions of the
matrix equations (1) and (5), respectively. If we set
η := 1 −
n∑
i=1
‖X˜−iA‖2‖Xi−(n+1)A‖2 > 0,
then
‖X‖2  1
η
[‖Q‖2 + 2‖X˜−nA‖2‖A‖2 + ‖X˜−n‖2‖A‖22]. (15)
Theorem 3.3 (Theorem 1 of [6]). Let A, A˜,Q, Q˜ ∈ Cm×m with Q and Q˜ Hermitian
positive definite. If we set
ξ :=
√
nn
(n+ 1)n+1 − ‖A‖2
√
‖Q−1‖n+12 > 0,
‖A˜− A‖2 <
√
(n+ 1)n+1 −√nn√[(n+ 1)‖Q−1‖2]n+1 ξ,
‖Q˜−Q‖2  1‖Q−1‖2
(
1 − n+1
√
(1 − ξ)2
)
,
then the solutions Xl and X˜l of the matrix equations (1) and (5) exist and satisfy
‖X˜l −Xl‖2
‖Xl‖2 
1
e
[‖Q‖2
‖Q‖2
n+ 1
n
+ 1
n
(
2 + ‖A‖2‖A‖2
) ‖A‖2
‖A‖2
]
= µerr,
(16)
where
e := 1 − ‖A‖22
(
n+ 1
n
)n+1 n∑
i=1
‖Q˜−1‖i2‖Q−1‖n+1−i2 .
In the sequel we compute the perturbation bounds for Eq. (1) in case n = 2 using
MATLAB. We compare our various estimates with the perturbation bounds obtained
by Ran and Reurings [10]. We use the spectral matrix norm ‖··‖2 as a unitary invari-
ant norm in the numerical experiments below.
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Example 1. Consider the matrix equation
X + ATX−2A = Q, A = 2
√
3
45


1 0 0 0 1
−1 1 0 0 1
−1 −1 1 0 1
−1 −1 −1 1 1
−1 −1 −1 −1 1

 ,
with the solution
X = diag(0.725, 2, 3, 2, 1) and Q = X + ATX−2A.
We consider the perturbed equation
X˜j + A˜Tj X˜−2j A˜j = Q˜j ,
where
2 = 0.12j , A˜j = A+ 2(I + E),
X˜j = X + 2(I − E), Q˜j = X˜j + A˜T X˜−2j A˜
with
E =


1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

 .
We introduce the following notation for the right hand sides of the inequalities (14)
and (15), respectively:
εerr = 1
e
[‖Q‖2 + (‖X˜−nA˜‖2 + ‖X−nA‖2)‖A‖2],
ηerr = 1
η
[‖Q‖2 + 2‖X˜−nA‖2‖A‖2 + ‖X˜−n‖2‖A‖22].
We substitute A = Ak , A˜ = A˜kj , Q = Qk , Q˜ = Q˜kj , X˜ = X˜kj into the above
formulas and compute the corresponding perturbation bounds.
The results are given in Table 1. The bounds of Ran and Reurings (denoted by
Proposition 4.1 and Remark 4.2) use the inequality ‖X−1‖2  MS(m). In it the bound
MS(m) is obtained for the exact solution Xl of the equation X + ATX−2A = Q.
Hence, the Ran and Reurings bounds estimate the solution Xl . The bounds (14) and
(15) work with any positive definite solution. Thus, they are valid for the solution
Xl . We use Theorem 2.1 and the bound (8) for estimating the exact solution X. All
the conditions of Theorem 2.1 are satisfied for this example. Since θ > 0 in Theorem
2.3, X = Xl here.
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Table 1
Example 1. X = Xl
j = 2 j = 3 j = 4 j = 5
True error ‖X
(j)‖2‖Xl‖2 1.3333e−04 1.3333e−06 1.3333e−08 1.3333e−10
Ran and Reurings; F(X) = X−2, MS(n) = 94 ‖Q−1‖32
Proposition 4.1 ‖Xl−X˜l‖2‖Xl‖2 6.8403e−03 6.9109e−05 6.9116e−07 6.9116e−09
Remark 4.2 ‖Xl−X˜l‖2‖Xl‖2 6.9150e−03 6.9117e−05 6.9116e−07 6.9116e−09
Our results
(14) εerr‖Xl‖2 1.5363e−04 1.5368e−06 1.5368e−08 1.5368e−10
(15) ηerr‖Xl‖2 2.3423e−04 2.3465e−06 2.3407e−08 2.3407e−10
(16) µerr 5.8251e−02 5.8173e−04 5.8265e−06 5.8265e−08
Theorem 2.1 ν∗‖Xl‖2 2.2537e−04 2.2472e−06 2.2471e−08 2.2471e−10
(8) ε‖Xl‖2 2.2487e−04 2.2471e−06 2.2471e−08 2.2471e−10
Table 2
X = Xl
j = 2 j = 3 j = 4 j = 5
True error ‖X
(j)‖2‖Xl‖2 1.3333e−04 1.3333e−06 1.3333e−08 1.3333e−10
Theorem 2.1 ν∗‖Xl‖2 ∗ 1.1580e−05 1.1542e−07 1.1542e−09
(8) ε‖Xl‖2 1.1572e−03 1.1542e−05 1.1542e−07 1.1542e−09
We can modify the example by choosing the diagonal matrix
X = diag(0.25, 2, 3, 2, 1)
for the exact solution. Numerical results are given in Table 2. Numerical experiments
show that Ran and Reurings formulas and the formulas (14)–(16) cannot compute an
estimate for ‖X‖2, because their necessary assumptions are violated. However, he
bound for ‖X‖2 in (1) can be computed by the formula in Theorem 2.1 and Remark
2.2 and it is quite accurate. All the conditions of Theorem 2.1 are satisfied.
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