Toward On-demand Profile Hidden Markov Models for Genetic Barcode Identification by Sheu, Jessica
San Jose State University
SJSU ScholarWorks
Master's Projects Master's Theses and Graduate Research
Spring 5-16-2019
Toward On-demand Profile Hidden Markov
Models for Genetic Barcode Identification
Jessica Sheu
San Jose State University
Follow this and additional works at: https://scholarworks.sjsu.edu/etd_projects
Part of the Artificial Intelligence and Robotics Commons, and the Other Computer Sciences
Commons
This Master's Project is brought to you for free and open access by the Master's Theses and Graduate Research at SJSU ScholarWorks. It has been
accepted for inclusion in Master's Projects by an authorized administrator of SJSU ScholarWorks. For more information, please contact
scholarworks@sjsu.edu.
Recommended Citation





























List	of	Tables	 VIII	List	of	Figures	 X	Chapter	1:	Introduction	 1	Taxonomic	Classification	 1	Genetic	Identification	using	DNA	Barcoding	 2	COI	Databases	 4	Identification	Tools	 6	Chapter	2:	Data	Collection	and	Preparation	 9	Original	Input	File	 9	Local	File	Database	Creation	 10	Chapter	3:	Implementation	 12	Taxonomic	Tree	Creation	 12	Evaluation	Options	 16	Option	1:	Genus	members	 16	Option	2:	Family	members	 17	Option	3:	Non-members	 18	Determining	Qualifying	Families	 20	Building	Profile	Hidden	Markov	Models	 23	Handling	Test	and	Train	Sets	 23	Performing	Multiple	Sequence	Alignment	 23	Building	the	Profile	Hidden	Markov	Model	 23	Conceptual	Flow	 24	Chapter	5:	Hardware,	Protocol,	and	Results	 26	Hardware	 26	Protocol	 26	Results	 26	
TOWARD	ON-DEMAND	PROFILE	HIDDEN	MARKOV	MODELS	FOR	GENETIC	BARCODE	IDENTIFICATION	
	 VII	





Table	I:	Example	Test-Train	Splits	for	Genus	with	11	Members	 17	Table	II:	Tuned	Qualifications	vs.	Resulting	Test	Set	Size	 19	Table	III:	Random	Families	Selected	and	Their	Corresponding	Genera	 22	Table	IV:	General	Genus	Information	 29	Table	V:	Acanthosomatidae	Acanthosoma	Results	Summary	 30	Table	VI:	Acanthosomatidae	Elasmucha	Results	Summary	 31	Table	VII:	Agabini	Agabus	Results	Summary	 32	Table	VIII:	Agabini	Ilybius	Results	Summary	 33	Table	IX:	Agabini	Platynectes	Results	Summary	 34	Table	X:	Agelenidae	Malthonica	Results	Summary	 35	Table	XI:	Agelenidae	Sinocoelotes	Results	Summary	 36	Table	XII:	Agelenidae	Tegenaria	Results	Summary	 37	Table	XIII:	Harpalini	Harpalus	Results	Summary	 38	Table	XIV:	Harpalini	Ophonus	Results	Summary	 39	Table	XV:	Hydraenidae	Hydraena	Results	Summary	 40	Table	XVI:	Hydraenidae	Limnebius	Results	Summary	 41	Table	XVII:	Hydraenidae	Ochthebius	Results	Summary	 42	Table	XVIII:	Hydropsychinae	Ceratopsyche	Results	Summary	 44	Table	XIX:	Hydropsychinae	Cheumatopsyche	Results	Summary	 45	Table	XX:	Hydropsychinae	Hydromanicus	Results	Summary	 46	Table	XXI:	Hydropsychinae	Hydropsyche	Results	Summary	 47	Table	XXII:	Hydropsychinae	Orthopsyche	Results	Summary	 48	Table	XXIII:	Hydropsychinae	Potamyia	Results	Summary	 49	Table	XXIV:	Ophiolepididae	Ophiolepis	Results	Summary	 50	Table	XXV:	Ophiolepididae	Ophiomusium	Results	Summary	 51	Table	XXVI:	Triozidae	Myotrioza	Results	Summary	 52	Table	XXVII:	Triozidae	Pariaconus	Results	Summary	 53	Table	XXVIII:	Triozidae	Trioza	Results	Summary	 54	
TOWARD	ON-DEMAND	PROFILE	HIDDEN	MARKOV	MODELS	FOR	GENETIC	BARCODE	IDENTIFICATION	
	 IX	















































































































































Order	 500	 80%	 22	 8,800	
Phylum	 500	 100%	 17	 8,500	
Phylum	 550	 100%	 15	 8,250	

















































































Acanthosomatidae	 Acanthosoma	 609	 618	 614.8333	 4.34450	 12	
Acanthosomatidae	 Elasmucha	 600	 654	 618.2308	 12.2144	 13	
Agabini	 Agabus	 555	 826	 764.6154	 65.15893	 26	
Agabini	 Ilybius	 695	 826	 771.0526	 54.9196	 19	
Agabini		 Platynectes	 661	 826	 728.0526	 41.7392	 19	
Agelenidae	 Malthonica	 471	 471	 471	 0	 11	
Agelenidae	 Sinocoelotes	 1037	 1194	 1183.2667	 40.4660	 15	
Agelenidae	 Tegenaria	 325	 1194	 706.7407	 326.8221	 27	
Harpalini	 Harpalus	 400	 1255	 780.7857	 150.5935	 28	
Harpalini	 Ophonus	 819	 819	 819	 0	 11	
Hydraenidae	 Hydraena	 368	 826	 738.2159	 125.0870	 88	
Hydraenidae	 Limnebius	 411	 826	 750.2308	 119.6566	 52	
Hydraenidae	 Ochthebius	 615	 829	 805.1266	 56.1971	 79	
Hydropsychinae	 Ceratopsyche	 351	 737	 601.25	 105.5287	 20	
Hydropsychinae	 Cheumatopsyche	 323	 658	 627.6945	 78.8064	 36	
Hydropsychinae	 Hydromanicus	 517	 658	 641.9231	 39.7397	 13	
Hydropsychinae	 Hydropsyche	 320	 764	 624.9492	 69.1160	 59	
Hydropsychinae	 Orthopsyche	 566	 658	 652.25	 23	 16	
Hydropsychinae	 Potamyia	 408	 658	 633.7692	 70.1738	 13	
Ophiolepididae	 Ophiolepis	 632	 1431	 1105.4166	 402.413	 12	
Ophiolepididae	 Ophiomusium	 656	 1431	 1374.1333	 198.7331	 15	
Triozidae	 Myotrioza	 426	 427	 426.9333	 0.25820	 15	
Triozidae	 Pariaconus	 467	 472	 471.6923	 1.0107	 26	
Triozidae	 Trioza	 400	 649	 472.1429	 46.7678	 21	
Vespinae	 Vespa	 403	 1424	 906.3637	 334.3257	 11	










Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Acanthosoma	(self)	 -145.2787	 -68.6533	 12	 12	 100%	
Elasmucha	 -324.8599	 -117.3755	 13	 5	 38.46%	









Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Elasmucha	(self)	 -207.9205	 -54.6273	 13	 13	 100%	
Acanthosoma	 -324.8599	 -117.3755	 12	 5	 35.71%	











Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Agabus	(self)	 -144.1835*	 -77.4202	 26	 24	 92.31%	
Ilybius	 -186.9433	 -133.1017	 19	 13	 68.42%	
Platynectes	 -197.6052	 -114.3496	 19	 12	 63.16%	










Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Ilybius	(self)	 -141.9061	 -78.42338	 19	 19	 100%	
Agabus	 -747.0695	 -97.9478	 26	 2	 7.69%	
Platynectes	 -190.2305	 -120.0789	 19	 13	 64.42%	










Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Platynectes	(self)	 -162.2267	 -57.5830	 19	 19	 100%	
Agabus	 -739.3214	 -100.7318	 26	 4	 15.38%	
Ilybius	 -194.04908	 -139.2075	 19	 5	 26.32%	











Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Malthonica	(self)	 -88.8033	 -58.0055	 11	 11	 100%	
Sinocoelotes	 -2459.0996	 -1952.8030	 15	 15	 100%	
Tegenaria	 -2439.4216	 -54.0495	 27	 16	 59.26%	










Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Sinocoelotes	(self)	 -142.3542	 -95.0836	 15	 15	 100%	
Malthonica	 -157.5088	 -100.9536	 11	 4	 36.37%	
Tegenaria	 -384.8089	 -96.6936	 27	 21	 77.78%	










Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Tegenaria	(self)	 -215.1850	 -48.3479	 27	 27	 100%	
Malthonica	 -65.6623	 -49.6836	 11	 0	 0%	
Sinocoelotes	 -249.0387	 -204.6202	 15	 11	 73.33%	
















Harpalus	(self)	 -83.6572*	 -55.4468	 28	 27	 96.43%	
Ophonus	 -99.6018	 -75.1085	 11	 8	 72.72%	












Ophonus	(self)	 -75.3018	 -42.9332	 11	 11	 100%	
Harpalus	 -1560.7978	 -57.6815	 28	 27	 96.43%	










Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Hydraena	(self)	 -284.7792	 -71.8597	 88	 88	 100%	
Limnebius	 -310.8380	 -78.1422	 52	 8	 15.38%	
Ochthebius	 -299.9345	 -165.3602	 79	 1	 1.27%	










Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Limnebius	(self)	 -160.0001*	 -54.9159	 52	 41	 78.85%	
Hydraena	 -360.1851	 -84.4259	 88	 83	 94.32%	
Ochthebius	 -322.4946	 -135.7819	 79	 79	 100%	









Maximum	score	 Size	 #	Classified	correctly	 Accuracy	
Ochthebius	(self)	 -145.7303*	 -75.2817	 79	 78	 98.73%	
Hydraena	 -655.0737	 -65.5207	 88	 83	 94.32%	
Limnebius	 -638.6286	 -53.9566	 52	 20	 38.46%	
















Ceratopsyche	(self)	 -140.4110*	 -54.8585	 20	 19	 95%	
Cheumatopsyche	 -661.3194	 -110.1625	 36	 35	 97.22%	
Hydromanicus	 -195.2657	 -133.6520	 13	 12	 93.21%	
Hydropsyche	 -664.4730	 -63.0735	 59	 11	 18.64%	
Orthopsyche	 -143.0898	 -87.0942	 16	 2	 12.5%	
Potamyia	 -201.4294	 -115.7971	 13	 12	 93.21%	












Cheumatopsyche	(self)	 -134.0977*	 -53.5881	 36	 33	 91.67%	
Ceratopsyche	 -868.1133	 -90.3373	 20	 15	 75%	
Hydromanicus	 -153.1423	 -120.4040	 13	 7	 53.85%	
Hydropsyche	 -914.6981	 -63.5376	 59	 52	 88.14%	
Orthopsyche	 -160.2116	 -124.9142	 16	 14	 87.5%	
Potamyia	 -169.1443	 -126.3407	 13	 11	 84.62%	












Hydromanicus	(self)	 -140.2212	 -84.3756	 13	 13	 100%	
Ceratopsyche	 -963.3288	 -93.3407	 20	 15	 75%	
Cheumatopsyche	 -701.2450	 -82.9502	 36	 32	 88.9%	
Hydropsyche	 -999.2702	 -85.5230	 59	 27	 45.77%	
Orthopsyche	 -158.5835	 -108.7546	 16	 4	 25%	
Potamyia	 -172.6139	 -130.2208	 13	 6	 46.15%	












Hydropsyche	(self)	 -127.1435*	 -47.1396	 59	 57	 96.61%	
Ceratopsyche	 -126.2392	 -56.9999	 20	 0	 0%	
Cheumatopsyche	 -206.6662	 -72.1274	 36	 33	 91.67%	
Hydromanicus	 -143.5420	 -95.7846	 13	 6	 46.15%	
Orthopsyche	 -106.7011	 -79.3038	 16	 0	 0%	
Potamyia	 -163.2032	 -91.1338	 13	 10	 76.92%	












Orthopsyche	(self)	 -124.062	 -73.5363	 16	 16	 100%	
Ceratopsyche	 -978.3316	 -58.9259	 20	 8	 40%	
Cheumatopsyche	 -708.1878	 -97.7470	 36	 35	 97.22%	
Hydromanicus	 -177.6825	 -115.2416	 13	 12	 92.31%	
Hydropsyche	 -1010.8450	 -61.9528	 59	 17	 28.81%	
Potamyia	 -193.3704	 -156.7096	 13	 13	 100%	












Potamyia	(self)	 -134.8930	 -82.2002	 13	 13	 100%	
Ceratopsyche	 -950.1965	 -104.2121	 20	 18	 90%	
Cheumatopsyche	 -691.1670	 -101.0566	 36	 34	 94.44%	
Hydromanicus	 -172.0796	 -115.2660	 13	 11	 84.62%	
Hydropsyche	 -1000.8592	 -88.3487	 59	 57	 96.61%	
Orthopsyche	 -199.0660	 -147.0523	 16	 16	 100%	













Ophiolepis	(self)	 -367.13160	 -81.4062	 12	 12	 100%	
Ophiomusium	 -540.0372	 -271.7609	 15	 14	 93.3%	












Ophiomusium	(self)	 -355.9895	 -177.9055	 15	 15	 100%	
Ophiolepis	 -346.7472	 -131.5018	 12	 0	 0%	
















Myotrioza	(self)	 -84.5239	 -40.7887	 15	 15	 100%	
Pariaconus	 -315.1446	 -285.5164	 26	 26	 100%	
Trioza	 -892.0864	 -98.7706	 21	 21	 100%	













Pariaconus	(self)	 -76.9430	 -47.9023	 26	 26	 100%	
Myotrioza	 -174.3121	 -149.7725	 15	 15	 100%	
Trioza	 -845.7142	 -121.2870	 21	 21	 100%	















Trioza	(self)	 -141.5907*	 -75.2848	 21	 19	 90.48%	
Myotrioza	 -99.1209	 -71.7936	 15	 0	 0%	
Pariaconus	 -115.3349	 -80.1063	 26	 0	 0%	
















Vespa	(self)	 -317.9715	 -84.4424	 11	 11	 100%	
Vespula	 -246.1331	 -98.8176	 13	 0	 0%	












Vespula	(self)	 -158.9880	 -44.6717	 13	 13	 100%	
Vespa	 -1504.2608	 -115.9735	 11	 10	 90.91%	
Non-members	 -2497.7260	 -147.4746	 5704	 5703	 99.98%		
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Precision	and	Recall	
Table	XXXI	shows	the	precision	and	recall	for	each	genus	PHMM.	
Each	metric	was	calculated	in	relation	to	the	genus	and	is	described	below:	
• True	positives:	The	number	of	genus	members	that	were	correctly	classified	as	members	of	the	genus	
• False	negatives:	The	number	of	genus	members	that	were	incorrectly	classified	as	non-members	of	the	genus	
• False	positives:	The	number	of	family	members	and	non-members	that	were	incorrectly	classified	as	members	of	the	genus	
• True	negatives:	The	number	of	family	members	and	non-members	that	were	correctly	classified	as	non-members	of	the	genus	
• Precision:	The	percentage	of	members	that	were	reported	as	genus	members,	that	are	actually	members	of	the	genus	
• Recall:	The	percentage	of	genus	members	from	the	original	dataset,	that	were	reported	as	genus	members	(also	known	as	the	true	positive	rate	or	sensitivity)	 	
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TABLE	XXXI	PRECISION	AND	RECALL	FOR	GENUS	CLASSIFICATION	
Family	Genus	 Precision	 Recall	
Acanthosomatidae	Acanthosoma	 60.00%	 100%	
Acanthosomatidae	Elasmucha		 19.40%	 100%	
Agabini	Agabus	 64.86%	 92.31%	
Agabini	Ilybius	 37.25%	 100%	
Agabini	Platynectes	 31.15%	 100%	
Agelenidae	Malthonica	 50%	 100%	
Agelenidae	Sinocoelotes	 53.57%	 100%	
Agelenidae	Tegenaria	 9.71%	 100%	
Harpalini	Harpalus	 90%	 96.43%	
Harpalini	Ophonus	 91.67%	 100%	
Hydraenidae	Hydraena	 6.83%	 100%	
Hydraenidae	Limnebius	 83.67%	 78.85%	
Hydraenidae	Ochthebius	 63.93%	 98.73%	
Hydropsychinae	Ceratopsyche	 20.65%	 95.00%	
Hydropsychinae	Cheumatopsyche	 41.25%	 91.67%	
Hydropsychinae	Hydromanicus	 17.33%	 100%	
Hydropsychinae	Hydropsyche	 52.29%	 96.61%	
Hydropsychinae	Orthopsyche	 19.75%	 100%	
Hydropsychinae	Potamyia	 52.00%	 100%	
Ophiolepididae	Ophiolepis	 3.37%	 100%	
Ophiolepididae	Ophiomusium	 2.09%	 100%	
Triozidae	Myotrioza	 100%	 100%	
Triozidae	Pariaconus	 100%	 100%	
Triozidae	Trioza	 27.94%	 90.48%	
Vespinae	Vespa	 7.19%	 100%	
Vespinae	Vespula	 86.67%	 100%	
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Chapter	6:	Discussion	
This	chapter	discusses	the	overall	performance	regarding	each	of	the	three	evaluation	options,	analyzes	possible	effects	of	genus	size	and	sequence	length	on	our	model	accuracies,	describes	challenges	we	encountered	in	this	project,	and	outlines	steps	for	future	expansion.	
Overall	Performance	
Testing	on	Non-Members	
Out	of	the	26	genera	PHMMs	in	this	experiment,	24	received	over	94%	accuracy	when	tested	on	non-members,	and	22	of	these	24	received	over	99%	accuracy.	The	remaining	lower-performing	genera,	Ophiolepis	and	Ophiomusium,	had	non-member	evaluation	accuracies	of	84.02%	and	73.88%.	In	addition,	these	genera	were	both	members	of	and	the	only	members	evaluated	from	the	family	Ophiolepididae.	
The	results	of	this	project	indicate	that	PHMMs	can	clearly	differentiate	the	majority	of	non-members	between	genus	members.	
Testing	on	Family	Members	
Acanthosomatidae	Acanthosoma,	Acanthosomatidae	Elasmucha,	Agabini	Ilybius,	Agabini	
Platynectes,	Harpalini	Harpalus,	Harpalini	Ophonus,	Hydraenidae	Ochthebius,	Hydropsychinae	Ceratopsyche,	Hydropsychinae	Hydromanicus,	Triozidae	Myotrioza,	
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Triozidae	Pariaconus,	and	Vespinae	Vespula	generally	showed	the	most	ideal	relationship	between	genus,	family,	and	non-members.	In	each,	the	genus	members	clearly	scored	the	highest.	The	two	other	family	member	genera	scored	lower	than	the	genus	but	generally	not	as	low	as	non-members.	Additionally,	each	individual	family	member	genus	scored	in	a	predictable	range;	the	plots	for	them	were	almost	constant	lines.	Given	an	unknown	sequence	that	we	suspect	to	be	in	the	family,	we	could	make	predictions	on	which	genus	in	the	family	it	belongs	to	through	these	genus	PHMMs	alone.	
However,	this	was	not	the	majority	case.	For	example,	in	the	Agelenidae	Malthonica	and	Agelenidae	Tegenaria	PHMMs,	family	member	Sinocoelotes	scored	extremely	low;	lower	than	the	majority	of	non-members.	This	is	likely	due	to	the	length	of	Sinocoelotes	sequences:	all	ranged	from	1037	to	1194	bp,	whereas	Malthonica	sequences	were	all	471	bp	and	Tegenaria	sequence	lengths	ranged	from	325	to	1194	bp.	
Other	PHMMs,	such	as	Hydropsychinae	Hydropsyche	and	Ophiolepididae	Ophiomusium,	showed	confusion	between	family	and	genus	members.	Numerous	family	members	scored	higher	than	the	genus;	therefore,	if	only	using	the	minimum	threshold	for	the	genus,	all	of	these	family	members	would	be	false	positives.	Therefore,	to	increase	the	accuracy	for	the	model	classification,	we	could	calculate	the	maximum	threshold	from	the	maximum	score	from	the	genus	members	and	only	classify	sequences	that	score	within	the	range	between	the	two	thresholds,	as	possible	members	of	the	genus.	
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While	we	would	like	to	see	a	clearer	separation	between	family	members	in	the	ideal	case,	PHMM	confusion	is	not	surprising	–	this	may	just	indicate	that	family	member	sequences	are	similar	to	each	other.	
Testing	on	Genus	Members	
We	are	interested	in	knowing	whether	or	not	this	method	could	help	us	determine	whether	or	not	an	unknown	sequence,	suspected	to	be	from	a	genus,	can	be	classified	as	a	member	of	that	genus	based	on	the	threshold	determined	from	this	project.	
For	this,	we	can	look	at	the	the	“self”	accuracy	column	in	the	genus	tables	from	the	previous	section	or	the	“recall”	column	in	Table	XXXI;	these	represent	the	same	values.	We	can	disregard	the	18	genera	with	100%	recall;	these	thresholds	were	simply	chosen	as	the	minimum	score	produced	by	the	dataset.	Instead,	we	can	observe	the	adjusted	threshold	scores	(marked	with	asterisks	in	the	genus	tables).	Because	these	adjustments	will	always	make	the	threshold	closer	to	0,	they	decrease	the	range	of	possible	scores	to	be	classified	as	a	genus	member	and	will	therefore	always	guarantee	an	improvement	in	accuracy	when	testing	family	members	or	non-members	against	the	genus	PHMM.	In	other	words,	it	will	always	decrease	the	number	of	false	positives	but	will	conversely	increase	the	number	of	false	negatives	(genus	members	that	are	not	correctly	classified	as	genus	members).	
Knowing	this,	we	would	like	to	additionally	observe	whether	or	not	adjusting	thresholds	in	some	genera	by	“disqualifying”	outlier	low	scores	still	resulted	in	a	high	accuracy	if	used	to	classify	its	own	members.	Therefore,	we	would	like	to	minimize	the	number	of	false	
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negatives	and	loss	of	information	if	we	were	to	disregard	these	scores.	The	ideal	adjusted	threshold	would	not	only	raise	the	accuracy	when	testing	family	and	non-members	(guaranteed),	but	also	still	give	us	a	high	recall	by	classifying	genus	members	correctly	(not	guaranteed).	In	this	project,	we	have	considered	any	recall	of	90%	or	above	after	disqualifying	outliers	to	be	“accurate.”	
For	example,	for	Agabini	Agabus,	we	disqualified	the	scores	-526.6488	and	-448.7219	from	being	chosen	to	use	for	the	threshold.	The	next	lowest	score,	-144.1835,	was	chosen.	This	resulted	in	24	Agabus	members	being	classified	correctly	as	an	Agabus	member	and	the	disqualified	2	being	classified	incorrectly,	giving	us	a	recall	of	92.31%.	Since	we	are	only	disqualifying	2	sequences,	we	consider	this	as	a	fairly	low	loss	of	information	for	now,	until	the	acquired	dataset	for	this	genus	becomes	more	diverse.	
Out	of	the	8	adjusted	thresholds	(from	Agabini	Agabus,	Harpalini	Harpalus,	Hydraenidae	
Limnebius,	Hydraenidae	Ochthebius,	Hydropsychinae	Ceratopsyche,	Hydropsychinae	
Cheumatopsyche,	Hydropsychinae	Hydropsyche,	and	Triozidae	Trioza),	7	retained	an	recall	of	greater	than	90%.	Only	Hydraenidae	Limnebius	had	a	lower	recall:	after	disqualifying	scores	that	ranged	from	-273.2947	to	-324.1376	due	to	the	large	difference	from	the	majority	of	the	other	scores,	we	selected	the	next	lowest	score,	-160.0001.	This	improved	our	Hydraena	(family	member)	accuracy	by	85%,	our	Ochthebius	(family	member)	accuracy	by	96%,	and	and	our	non-member	accuracy	by	5%.	However,	only	41	out	of	52	genus	sequences	were	classified	correctly,	resulting	in	a	recall	of	78.85%.	Evidently,	although	this	adjustment	improved	the	family	member	and	non-member	accuracy,	it	did	
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not	retain	an	acceptable	genus	accuracy	and	is	therefore	not	a	threshold	that	is	representative	enough	of	the	genus	members.	Different	methods	of	threshold	calculation	can	be	further	researched	in	the	future.	
To	assess	the	success	of	our	genus	identification,	we	are	additionally	interested	in	the	“precision”	column	of	Table	XXXI.	High	precision	indicates	that	the	genus	model	reported	a	low	number	of	false	positives	(non-genus-members	incorrectly	classified	as	genus	members)	and	a	high	number	of	true	positives	(genus	members	correctly	classified	as	genus	members).	If	we	were	to	present	an	unknown	sequence	to	a	model	with	high	precision,	we	could	trust	that	the	sequence	was	a	member	of	a	particular	genus	if	the	model	reported	it	as	such.	Otherwise,	if	the	model	had	low	precision,	it	could	incorrectly	report	the	sequence	as	a	genus	member.	
Unfortunately,	only	4	out	of	26	genera	had	a	precision	of	approximately	90%	or	higher.	Of	these,	only	Triozidae	Myotrioza	and	Triozidae	Pariaconus	received	a	precision	and	recall	of	100%.	Out	of	the	remaining	20	genera,	2	achieved	a	precision	above	80%.	The	remaining	18	genera	all	had	precision	that	was	under	65%.	This	was	in	contrast	to	the	genera’s	high	recall.	This	indicates	that,	while	the	genus	PHMMs	were	able	to	mostly	classify	all	genus	members	as	genus	members,	they	also	misclassified	family	members	or	non-members	as	genus	members	by	using	the	same	threshold.	While	low	precision	is	undesirable,	it	is	not	an	immediate	indication	that	PHMMs	are	inadequate	at	genus	classification.	Instead,	the	low	precision	may	be	due	to	the	differing	number	of	sequences	used	to	test	each	genus;	if	each	PHMM	was	tested	on	all	sequences	in	the	initial	dataset,	the	precision	of	each	PHMM	
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would	be	more	comparable	and	representative	of	this	method’s	potential.	Another	possibility	is	that	the	success	of	the	PHMMs	were	affected	by	the	features	of	our	input	data	that	was	used	to	build	each	training	set,	and	that	we	must	first	thoroughly	pre-process	the	data	before	building	the	PHMMs.	In	the	next	subsection,	we	will	describe	possible	correlations	between	our	results	and	these	factors,	as	well	as	possible	solutions.	
Accuracy	Correlation	Analysis	
Originally,	we	had	expected	that	accuracy	would	have	a	positive	correlation	with	genus	size.	However,	the	results	from	this	project	did	not	show	a	consistent	relationship	between	these	two	metrics.	In	fact,	genus	size	appeared	to	have	a	negative	effect	on	accuracy.	For	example,	for	the	Hydraenidae	Hydraena	PHMM,	Limnebius	scored	15.38%	accuracy	and	
Ochthebius	scored	a	1.27%	accuracy	–	extremely	low	despite	the	large	genus	sizes	(88,	52,	and	79,	respectively).	
At	first,	this	was	disconcerting.	As	we	expect	to	acquire	much	more	data	in	the	future	and	therefore	increase	genus	sizes	in	our	dataset,	assessing	this	experiment	by	only	the	relationship	between	genus	size	and	accuracy	would	make	one	believe	that	acquiring	more	data	would	render	this	approach	useless.	However,	this	led	me	to	look	further	into	the	effects	of	larger	genus	size,	namely,	the	sequence	length	in	the	members	of	the	genera.	Larger	genera	tended	to	have	a	much	broader	range	of	sequence	lengths,	which	may	have	made	the	PHMM	less	precise	in	differentiating	between	genus,	family,	and	non-members.	
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One	of	the	goals	of	Heller	et	al.’s	CO-ARBitrator	was	to	acquire	COI	sequences	from	GenBank	that	may	have	not	been	included	in	the	BOLD	database	due	to	its	lengthy	acceptance	process	and	requirements	[13].	This	was	successful	in	that	CO-ARBitrator	was	able	to	acquire	507,651	COI	sequences	from	GenBank	that	were	not	in	BOLD.	However,	because	BOLD	requires	that	the	sequences	submitted	to	their	database	for	consideration	are	trimmed	by	trusted	primers	[11],	sequences	from	BOLD	tend	to	be	more	uniform.	Since	BOLD	also	uses	a	COI	hidden	Markov	model	to	test	sequences	in	its	approval	process,	it	makes	sense	that	they	require	sequences	to	be	isolated	by	primers.	If	not,	the	sequences	might	score	poorly	despite	being	the	same	organism	or	from	the	same	genus,	as	we	have	shown	in	our	experiment.	
A	possible	solution	to	this	that	would	allow	us	to	still	utilize	the	larger	CO-ARBitrator	is	to	implement	software	with	a	COI	primer	database	that	trims	CO-ARBitrator	with	trusted	forward	and	reverse	primers.	The	next	subsection	will	describe	our	attempt	at	this	method.	
Primer	Isolation	Method	
We	acquired	a	set	of	48	known	forward	COI	primers	and	a	set	of	19	known	reverse	COI	primers.	Because	these	primers	contained	IUPAC	nucleotide	code3	to	represent	multiple	
																																																								
	
3	https://www.bioinformatics.org/sms/iupac.html	
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possible	nucleotides	in	one	position,	we	referenced	the	IUPAC	translation	table	and	created	regular	expressions	to	represent	each	individual	primer.	
Then,	for	each	sequence	in	the	training	set	before	creating	a	PHMM,	the	program	checked	whether	it	contained	any	of	the	forward	primer	regular	expressions,	and	returned	the	index	of	the	first	match	found.	If	found,	the	program	trimmed	the	sequence	from	the	beginning	of	the	sequence	to	the	end	of	the	forward	primer.	It	then	similarly	searched	for	a	reverse	primer.	If	found,	the	program	trimmed	the	sequence	from	the	start	of	the	reverse	primer	until	the	end	of	the	sequence.	
While	this	method	is	promising,	it	did	not	improve	our	results.	This	is	because	one	forward	primer	was	found	in	most	sequences,	but	there	was	no	reverse	primer	with	similar	success.	Despite	including	the	corresponding	reverse	primer	for	the	successful	forward	primer,	this	reverse	primer	was	not	found	in	most	sequences.	We	attribute	this	to	needing	more	trusted	primers	in	our	dataset.	In	the	future,	all	primers	from	BOLD’s	primer	database4	could	be	tried.	
																																																								
	
4	http://v3.boldsystems.org/index.php/Public_Primer_PrimerSearch	
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Machine	Limitations	
It	takes	approximately	one	minute	to	calculate	Viterbi	log-odds	score	for	one	sequence	using	Dr.	Philip	Heller’s	ProfileHMM	class.	This	work	was	parallelized	to	be	executed	by	the	HPC.	With	23	cores	for	each	job	submitted,	we	had	expected	that	the	HPC	would	be	able	to	complete	testing	9,000	non-members	in	approximately	five	hours	for	one	genus.	Unfortunately,	this	was	only	the	case	for	two	genera.	In	the	majority	of	cases,	the	execution	times	of	jobs	on	the	HPC	varied	and	were	faced	with	obstacles,	of	which	the	solutions	were	beyond	our	control.		
For	example,	the	execution	time	could	sometimes	largely	depend	on	the	number	or	size	of	jobs	submitted	by	all	users	with	access	to	the	HPC.	In	addition,	there	was	a	factor	of	randomness.	Some	nodes	that	were	assigned	jobs	were	destined	to	be	particularly	successful,	and	some	nodes	were	more	prone	to	failure.	For	example,	as	mentioned	above,	two	nodes	to	which	our	project’s	jobs	were	assigned,	performed	extremely	quickly	and	completed	testing	9,000	non-members	in	approximately	five	hours.	However,	some	nodes	would	only	finish	testing	150	non-members	in	the	same	amount	of	time.	
Furthermore,	nodes	on	the	HPC	would	sometimes	shut	down	and	without	warning.	The	job	would	execute	from	the	beginning	as	if	it	were	being	executed	for	the	first	time,	and	it	would	overwrite	all	output	and	progress	that	had	been	made.	This	instability	was	inconsistent;	it	was	sometimes	caused	by	a	large	total	number	of	jobs	currently	being	executed	but	would	sometimes	occur	without	an	explainable	reason.	
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Although	this	project	was	also	executed	on	two	personal	machines,	the	personal	machines	could	not	produce	sizeable	data	like	the	HPC;	therefore,	most	of	the	family	member	and	genus	tests	were	performed	on	the	personal	machines,	and	all	non-member	tests	were	performed	on	the	HPC.	
Because	of	these	reasons,	we	were	not	able	to	test	this	experiment	on	more	families	and	genera,	nor	were	we	able	to	complete	testing	all	9,000	sequences	on	each	genus	included	in	this	project.	
	
Future	Directions	
In	this	section	we	have	described	ideas	for	future	projects.	
Preprocessing	Deflines	from	Input	Data	
This	subproject	involves	formatting	the	deflines	of	the	original	input	file	so	that	only	the	main	taxonomic	ranks	(kingdom,	phylum,	class,	order,	family,	and	genus)	are	retained.	This	would	change	our	tree	to	be	a	balanced	tree.	Because	our	taxonomic	tree	is	currently	unbalanced,	we	attempt	to	determine	genus	nodes	as	those	that	are	“2	levels	from	the	species	(leaf)	nodes,”	phylum	nodes	as	those	that	are	“1	level	from	the	kingdom	(root)	node,”	and	so	on.	However,	this	is	problematic.	In	the	example	in	Fig.	1,	the	Anthocoridae	node	for	Orius	sauteri	exists	13	levels	from	the	root	and	3	levels	from	a	leaf.	In	contrast,	Anthocoridae	for	Orius	nagaii	exists	4	levels	from	the	root	and	2	levels	from	a	leaf.	Because	of	these	differing	distances	from	both	the	root	and	the	leaves,	these	nodes	would	not	be	
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able	to	be	accessed	together	using	these	measures	alone.	This	would	therefore	lead	to	a	loss	of	information:	these	nodes	represent	the	same	taxonomic	rank	with	the	same	group	name,	but	the	program	cannot	access	them	together	and	therefore	cannot	combine	their	children.	This	issue	similarly	arises	in	the	situations	where	taxonomic	groups	are	misannotated,	or	where	one	taxonomic	group	is	represented	under	a	variation	of	group	names.	An	alternative	solution	would	be	to	traverse	the	entire	tree	and	combine	nodes	with	any	shared	group	names,	but	this	would	be	extremely	inefficient	and	undesirable.	
In	addition,	in	our	project,	the	class	Gastropoda	was	one	of	the	nodes	that	was	two	levels	above	the	species	nodes.	We	would	expect	that	class	nodes	would	only	be	in	levels	that	are	three	levels	above	species	or	higher,	since	class	is	three	levels	above	species	in	taxonomic	ranking.	Since	Gastropoda	is	a	class	and	not	a	family,	the	number	of	sequences	was	hugely	disproportionate	to	the	other	nodes	and	it	was	discarded	from	the	qualifying	families.	If	all	deflines	were	uniform,	we	would	not	need	to	perform	this	additional	inspection.	
With	a	balanced	tree,	nodes	could	be	compared	to	only	nodes	also	at	the	same	taxonomic	rank,	instead	of	comparing	“nodes	that	are	two	levels	from	the	species	(leaf)	nodes”	that	may	still	consist	of	different	taxonomic	ranks	(in	our	project:	family,	tribe,	subfamily,	and	so	on).	In	addition,	each	taxonomic	group	name	could	be	represented	by	a	single	node	instead	of	being	represented	at	different	levels.	This	data	preprocessing	would	therefore	allow	us	to	more	accurately	compare	performance	of	PHMMs	made	at	certain	taxonomic	ranks,	while	maximizing	the	amount	of	data	provided	by	each	node.	
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Handling	Varying	Sequence	Length	and	Disqualifying	Outliers	
We	have	described	the	primer	isolation	method	as	a	strategy	to	handle	varying	sequence	length.	Only	after	isolating	all	COI	sequences	using	primers,	the	program	can	create	PHMMs	at	the	genus	level	to	determine	the	threshold	score.	If	there	are	still	outliers	in	the	genus	despite	having	trimmed	the	sequences	with	primers,	these	outlier	sequences	can	be	discarded	from	the	training	set.	Then,	the	program	can	once	again	create	PHMMs	at	the	genus	level.	It	would	be	interesting	to	find	whether	or	not	primer	isolation	by	itself	does	improve	PHMM	accuracy	and	reduce	the	number	of	outliers	in	each	genus.	
Creating	Multiple	PHMMs	for	Each	Genus	
If	there	are	genus	PHMMs	that	still	do	not	improve	after	primer	isolation	and	outlier	disqualification,	low	accuracy	may	be	due	to	still	consisting	of	an	even	ratio	of	short	and	long	sequences.	For	example,	if	a	genus	has	twelve	400-bp	sequences	and	twelve	1000-bp	sequences,	it	may	be	more	effective	to	create	separate	PHMMs	for	this	genus:	one	trained	on	the	400-bp	sequences	and	one	trained	on	the	1000-bp	sequences.	Given	an	unknown	sequence,	if	we	suspect	that	it	is	from	this	genus,	we	can	test	it	against	both	genus	PHMMs.	If	there	is	a	significant	hit	to	either	of	these	PHMMs	over	the	scores	from	other	PHMMs,	we	can	have	confidence	that	our	unknown	sequence	might	be	from	this	genus.	
The	disadvantage	to	this	method	is	that	it	would	require	much	more	time	and	computing	power,	since	multiple	PHMMs	are	being	created	and	trained.	However,	it	might	reduce	the	
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number	of	false	negatives	and	false	positives	because	the	resulting	threshold	would	be	more	representative	of	sequences	of	a	particular	length	range	in	a	genus.	
Further	Analyzing	Sequence	Length	vs.	PHMM	Score	
To	further	study	the	relationship	between	sequence	length	and	PHMM	score,	in	the	future	we	could	plot	graphs	that	plot	the	log-odds	score	in	relation	to	the	sequence	length.	
Testing	on	Entire	Input	Data	
Due	to	machine	limitations,	we	were	unable	to	test	the	PHMMs	on	the	entire	input	dataset.	With	more	computing	power	and	time	in	the	future,	it	would	be	valuable	to	test	on	all	original	input	sequences	to	gather	more	information	on	accuracy	and	performance.	
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