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Abstract: Statistische Modelle sind wichtige Hilfsmittel um Raum-Zeit-Daten wie Satellitenbilder und
ökologische Feldmessungen zu analysieren und interpretieren. Dabei verunmöglichen komplexe Daten-
strukturen und immer grössere Datenmengen den Gebrauch von herkömmlichen geostatistischen Meth-
oden wie Kriging. Diese Unzulänglichkeit eröffnet das aktive und attraktive Forschungsgebiet der ange-
wandten Raum-Zeit-Statistik für grosse Daten. Die in dieser Arbeit präsentierten Fortschritte auf diesem
Gebiet sind hauptsächlich durch ökologische Fragestellungen betreffend die arktische Vegetation und
deren Anpassungen an die globale Klimaerwärmung motiviert. Quantitative Aussagen über die arktis-
che Vegetation beruhen hauptsächlich auf zwei fundamental verschiedenen Arten von Messungen: Die
eine Art besteht aus Feldmessungen von biologisch relevanten Parametern, die andere stützt sich auf
Fernerkundungsdaten und die daraus abgeleiteten Vegetationsindizes. Beide Ansätze führen zu Raum-
Zeit-Daten und bringen verschiedene Probleme mit sich, welche gültige Aussagen für die ganze Arktis
erschweren. Zum Beispiel gibt es relativ wenige Orte mit Feldmessungen und die Fernerkundungsdaten
sind häufig beeinträchtigt durch mit Wolken, Schnee und Wasser bedeckte Landschaften. Diese Dok-
torarbeit präsentiert eine Reihe von statistischen und rechnerischen Entwicklungen, welche helfen die
Aussagen zur Vegetation der Arktis zu präzisieren. Die Arbeit ist in fünf Manuskripte aufgeteilt: Paper
I behandelt den 64-bit Ausbau der R Erweiterung spam, welche neu dünnbesetzte Matrizen mit mehr als
2 31 von Null verschiede Einträgen manipulieren kann. Besagter Ausbau ermöglichte grosse fernerkun-
dungsbasierte Vegetationsindex Daten mit einem nicht stationären Gauss-Prozess zu modellieren. Die
64-bit Erweiterung basiert auf der R Erweiterung dotCall64, welche in Paper II detailliert diskutiert wird.
Ferner beschreibt Paper III eine neue Methode um fehlende Werte in raum-zeitlichen Fernerkundungs-
daten zu berechnen. Dabei berechnet die Methode jeden fehlenden Wert einzeln. Sie sucht eine geeignete
Raum-Zeit-Teilmenge der Daten und wendet Sortieralgorithmen für Bilder sowie Quantilsregression an.
Um auch sehr grosse Daten mit leistungsstarken Rechnern bearbeiten zu können verfügt die dazugehörige
R Erweiterung gapfill über ein modulares Design mit Möglichkeiten zur parallelen Datenverarbeitung.
Paper IV behandelt verschiedene Umsetzungs- und Validationsstrategien von bayesschen hierarchischen
Modellen für Zähldaten. Wie in der Einleitung dieser Arbeit skizziert sind Fortschritte auf diesem Ge-
biet vielversprechend um Daten von verschiedenen Quellen, zum Beispiel Daten zum Vorkommen von
Pflanzenarten und Vegetationsindex Daten, gemeinsam zu modellieren. Schliesslich stellt Paper V eine
Fallstudie vor, welche arktische Feldmessungen der Biodiversität mit einer fernerkundungsbasierten Land-
schaftscharakterisierung verbindet. Genauer werden die Abhängigkeiten zwischen Biodiversitätsindizes
basierend auf Daten des Arctic Vegetation Archive und Landschaftscharakterisierungen mit Vegetation-
sindex Daten und einem Höhenmodell untersucht. Statistical models are important means to analyze
and interpret space-time data, such as satellite datasets and ecological field measurements. However,
complex data structures and increasing dataset sizes make it impossible to use standard geostatistical
methods like kriging. The resulting methodological gap opens up an active and attractive research area,
namely the one of applied spatio-temporal statistics for large datasets. The herein presented advances
in that field are mainly motivated by ecological research questions centered around the Arctic vegetation
and its response to global warming. Quantitative statements about the Arctic vegetation are typically
based on two fundamentally different types of measurements: field measurements of biologically relevant
parameters on the one hand and remotely sensed vegetation indices on the other. Both techniques lead
to spatio-temporal data and face various challenges, which make it difficult to characterize vegetation
at Pan-Arctic scale. For instance, the spatial sparsity of field measurements and the fact that satellite
observations are often confounded by cloud, snow, and water covered surfaces are major drawbacks. This
PhD thesis presents a series of statistical and computational developments, which help to improve the
quality of quantitative statements about the Arctic vegetation. The thesis is structured into five self-
contained paper manuscripts: Paper I is concerned with making the sparse matrix algebra R package
spam capable of handling large 64-bit matrices with 2 31 and more non-zero elements. This enabled
fitting a non-stationary spatial Gaussian process model to a large remote sensing based vegetation index
dataset. The 64-bit extension is based on the R package dotCall64, which is discussed in detail in Paper
II. Paper III introduces a new spatio-temporal prediction method for missing values in satellite data. The
method predicts each missing value separately by selecting a suitable spatio-temporal subset followed by
an image sorting procedure and quantile regression. To be able to process massive amounts of data with
large computer systems the corresponding R package gapfill features a modular design with an emphasis
on parallel computing. Paper IV elaborates on different implementation and validation strategies for
spatial Bayesian hierarchical models for count data. As sketched in the introduction of the thesis, ad-
vances in that direction are promising to jointly model data from various sources, such as Arctic plant
abundance data and remotely sensed vegetation indices. Eventually, Paper V presents a case-study, in
which Arctic plot scale biodiversity measurements are related to remote sensing based landscape charac-
terizations. More precisely, relations between biodiversity indices derived from field measurements of the
Arctic Vegetation Archive and landscape characterizations based on vegetation index data as well as a
digital elevation model are explored.
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Statistische Modelle sind wichtige Hilfsmittel um Raum-Zeit-Daten wie Satellitenbilder und ökol-
ogische Feldmessungen zu analysieren und interpretieren. Dabei verunmöglichen komplexe Daten-
strukturen und immer grössere Datenmengen den Gebrauch von herkömmlichen geostatistischen
Methoden wie Kriging. Diese Unzulänglichkeit eröffnet das aktive und attraktive Forschungsge-
biet der angewandten Raum-Zeit-Statistik für grosse Daten. Die in dieser Arbeit präsentierten
Fortschritte auf diesem Gebiet sind hauptsächlich durch ökologische Fragestellungen betreffend die
arktische Vegetation und deren Anpassungen an die globale Klimaerwärmung motiviert. Quan-
titative Aussagen über die arktische Vegetation beruhen hauptsächlich auf zwei fundamental ver-
schiedenen Arten von Messungen: Die eine Art besteht aus Feldmessungen von biologisch relevanten
Parametern, die andere stützt sich auf Fernerkundungsdaten und die daraus abgeleiteten Vegeta-
tionsindizes. Beide Ansätze führen zu Raum-Zeit-Daten und bringen verschiedene Probleme mit
sich, welche gültige Aussagen für die ganze Arktis erschweren. Zum Beispiel gibt es relativ wenige
Orte mit Feldmessungen und die Fernerkundungsdaten sind häufig beeinträchtigt durch mit Wolken,
Schnee und Wasser bedeckte Landschaften. Diese Doktorarbeit präsentiert eine Reihe von statis-
tischen und rechnerischen Entwicklungen, welche helfen die Aussagen zur Vegetation der Arktis
zu präzisieren.
Die Arbeit ist in fünf Manuskripte aufgeteilt: Paper I behandelt den 64-bit Ausbau der R
Erweiterung spam, welche neu dünnbesetzte Matrizen mit mehr als 231 von Null verschiede Ein-
trägen manipulieren kann. Besagter Ausbau ermöglichte grosse fernerkundungsbasierte Vegetation-
sindex Daten mit einem nicht stationären Gauss-Prozess zu modellieren. Die 64-bit Erweiterung
basiert auf der R Erweiterung dotCall64, welche in Paper II detailliert diskutiert wird. Ferner
beschreibt Paper III eine neue Methode um fehlende Werte in raum-zeitlichen Fernerkundungs-
daten zu berechnen. Dabei berechnet die Methode jeden fehlenden Wert einzeln. Sie sucht eine
geeignete Raum-Zeit-Teilmenge der Daten und wendet Sortieralgorithmen für Bilder sowie Quan-
tilsregression an. Um auch sehr grosse Daten mit leistungsstarken Rechnern bearbeiten zu können
verfügt die dazugehörige R Erweiterung gapfill über ein modulares Design mit Möglichkeiten zur
parallelen Datenverarbeitung. Paper IV behandelt verschiedene Umsetzungs- und Validations-
strategien von bayesschen hierarchischen Modellen für Zähldaten. Wie in der Einleitung dieser
Arbeit skizziert sind Fortschritte auf diesem Gebiet vielversprechend um Daten von verschiede-
nen Quellen, zum Beispiel Daten zum Vorkommen von Pflanzenarten und Vegetationsindex Daten,
gemeinsam zu modellieren. Schliesslich stelltPaper V eine Fallstudie vor, welche arktische Feldmes-
sungen der Biodiversität mit einer fernerkundungsbasierten Landschaftscharakterisierung verbindet.
Genauer werden die Abhängigkeiten zwischen Biodiversitätsindizes basierend auf Daten des Arc-




Statistical models are important means to analyze and interpret space-time data, such as satel-
lite datasets and ecological field measurements. However, complex data structures and increasing
dataset sizes make it impossible to use standard geostatistical methods like kriging. The resulting
methodological gap opens up an active and attractive research area, namely the one of applied
spatio-temporal statistics for large datasets. The herein presented advances in that field are mainly
motivated by ecological research questions centered around the Arctic vegetation and its response
to global warming. Quantitative statements about the Arctic vegetation are typically based on two
fundamentally different types of measurements: field measurements of biologically relevant param-
eters on the one hand and remotely sensed vegetation indices on the other. Both techniques lead
to spatio-temporal data and face various challenges, which make it difficult to characterize vegeta-
tion at Pan-Arctic scale. For instance, the spatial sparsity of field measurements and the fact that
satellite observations are often confounded by cloud, snow, and water covered surfaces are major
drawbacks. This PhD thesis presents a series of statistical and computational developments, which
help to improve the quality of quantitative statements about the Arctic vegetation.
The thesis is structured into five self-contained paper manuscripts: Paper I is concerned with
making the sparse matrix algebra R package spam capable of handling large 64-bit matrices with
231 and more non-zero elements. This enabled fitting a non-stationary spatial Gaussian process
model to a large remote sensing based vegetation index dataset. The 64-bit extension is based
on the R package dotCall64, which is discussed in detail in Paper II. Paper III introduces a
new spatio-temporal prediction method for missing values in satellite data. The method predicts
each missing value separately by selecting a suitable spatio-temporal subset followed by an image
sorting procedure and quantile regression. To be able to process massive amounts of data with
large computer systems the corresponding R package gapfill features a modular design with an
emphasis on parallel computing. Paper IV elaborates on different implementation and validation
strategies for spatial Bayesian hierarchical models for count data. As sketched in the introduction
of the thesis, advances in that direction are promising to jointly model data from various sources,
such as Arctic plant abundance data and remotely sensed vegetation indices. Eventually, Paper V
presents a case-study, in which Arctic plot scale biodiversity measurements are related to remote
sensing based landscape characterizations. More precisely, relations between biodiversity indices
derived from field measurements of the Arctic Vegetation Archive and landscape characterizations
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Statistical models are an important mean to draw scientific conclusions from observations. Based
on a set of assumptions they summarize data and quantify uncertainties. In particular, the uncer-
tainty statements are essential to measure the information content of collected data and to make
data driven decisions. The research area concerned with developing statistical methods to answer
questions from research fields outside statistics is termed “applied statistics.” As scientific hypoth-
esis and data generating processes are evolving, there is a need to refine and further develop the
statistical methods used to analyze them. For example, the increasing dataset sizes generated by
satellite sensors and other high-resolution measurement devices motivate the recent efforts to extend
spatio-temporal models to large datasets. The research presented in this thesis is concerned with
applied spatio-temporal statistics and is motivated by the ecological study area outlined next.
Climate warming is particularly pronounced in the Arctic region and triggers changes in the
ecological system of the tundra. Investigating such changes not only leads to a better understanding
of the Arctic flora, but also helps to reduce a major source of uncertainty in the predictions of
future climatic conditions on Earth. There are two fundamentally different approaches to quantify
changes in the Arctic vegetation: One approach is based on field measurements of biologically
relevant parameters and typically leads to precise and localized descriptions. As collecting such
data is expensive, they are sparse in space and time, i. e. , the amount of not measured areas is
much larger compared to the total area of interest. Thus, the generalization of findings with respect
to the entire Arctic region is delicate. The other approach relies on remotely sensed measurements,
which are used to characterize vegetation via vegetation indices, such as the normalized difference
vegetation index (NDVI). While such indices are available for relevant areas and time periods, their
explanatory power is limited by a relatively low spatial resolution and the corruptions caused by
clouds, snow, and other factors. Evidently, a more accurate description of the ecological system
could be obtained via the combination of information from both approaches. The role of applied
statistics in this context is to develop methods that retrieve the relevant information from the
available data and to quantify uncertainty.
Analyzing Arctic field measurements and vegetation index data is a challenging task because
the data involved have various data structures and suffer from difficult data collection conditions.
This thesis presents further developments of statistical methods that contribute to a better under-
standing of the Arctic vegetation. The main advanced made with that respect are presented in
the five self-contained papers listed on page 5; see the outline given on page 39 for more detailed
information on their contents and authors contributions also. Paper I (p. 45) and paper II (p. 59)
introduce a strategy that allows passing large 64-bit vectors from the R to compiled C/C++ or
Fortran code. While Paper I illustrates the new capabilities with a non-stationary spatial model
fitted to a large remote sensing based NDVI dataset, Paper II rather gives technical insights into
the software implementation. In Paper III (p. 79) we present a new spatio-temporal method to
predict missing values in remote sensing based vegetation indices. The method is tested with
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NDVI data from the Arctic region and compared to state-of-the-art methods. Paper VI (p. 97)
elaborates on different implementation and validation strategies of spatial Bayesian hierarchical
models for count data. Advances in that direction are promising to jointly model, for example,
plant abundance data with NDVI observations. Paper V (p. 131) presents a case-study, in which
Arctic plot scale biodiversity measurements are related to remote sensing based landscape char-
acterizations. Relevant background information on the ecological and statistical topics is given in
the introduction on page 9.
The here presented work was carried out in the group of Prof. Dr. R. Furrer at the Depart-
ment of Mathematics of the University of Zurich (UZH) between August 2013 and July 2017. Dr. G.
Schaepman-Strub from the Department of Evolutionary Biology and Environmental Studies UZH
co-supervised the project. Prof. Dr. T. Hothorn from the Epidemiology, Biostatistics and Preven-
tion Institute UZH and Prof. Dr. M. E. Schaepman head of the Remonte Sensing Laboratories UZH
are members of the PhD committee. This PhD project was part of and funded by the University
Research Priority Program on Global Change Biodiversity (URPP GCB) launched by the UZH in
2013. The URPP GCB aims at studying changes in ecosystem processes and services that are es-
sential to human well-being. It focuses on biodiversity as a key concept to describe ecosystems and
their interactions with a changing global environment. Thereby, biodiversity is both a response vari-
able reacting to environmental changes and a factor modifying ecosystem processes. To investigate
these feedback mechanisms at different scales the URPP GCB follows an interdisciplinary approach
and gathers researchers with expertise in remote sensing, ecosystem functioning research, soil sci-
ence, evolution, human actors, environmental justice, physics, and statistics. From an organization
point of view, the URPP GCB is divided into eight interdisciplinary projects. The presented work
contributes to Project 7 “Ecosystem-environment models: linking sparse and local field observations
with extensive but low-resolution satellite data.”
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Introduction
The statistical and computational developments presented in this thesis are motivated by ecological
research questions related to vegetation changes in the Arctic tundra. In order to better understand
the connection between statistics and the Arctic ecology, this introduction provides a brief overview
of relevant methods and findings of both research areas. Section 1 covers the Arctic vegetation and
its interactions with climate change. Besides the current state of research also opportunities are
highlighted that improve the understanding of the Arctic ecosystem with further developments of
statistical tools. Section 2 introduces relevant statistical concepts with an emphasis on Bayesian
hierarchical models for data fusion.
1 Ecological motivation: Understanding vegetation changes in the
Arctic
Global climate change affects life on Earth in many respects and therefore constitutes an important
field of research. A scientific view on this highly interdisciplinary subject is given by the Inter-
governmental Panel on Climate Change (IPCC, www.ipcc.ch). In their Fifth Assessment Report
(IPCC, 2013) the researchers present methods to assess global change, quantify observed changes,
and predict future climate. One of their findings is that some consequence of global warming, such
as the observed increases of global average temperature, changes in precipitation patterns, and
sea-level rise, are already observed today (Karl and Trenberth, 2003; Rahmstorf, 2007). Thereby
not only average values are affected, but also the frequencies of extreme events, which is of major
importance to life on Earth. Moreover, there is broad agreement on anthropogenic carbon dioxide
emissions being the major driver of global warming.
In order to characterize and predict climate change a fundamental understanding of climate
relevant processes is necessary. As the Earth is a dynamic system with many temperature dependent
processes, global warming triggers a series of changes, which, in turn, influence global warming itself.
An example of such a feedback mechanism is the reduced sea ice cover, which is caused by global
warming and alters the absorption properties of the Earths surface such that it takes up more
energy from solar radiation (Deser et al., 2000). While quantifying feedback loops is challenging
and requires the development of physical and biological models, they are essential to understand
climate change. This introductory section is concerned with the Arctic ecosystem in view of global
warming. More precisely, we focus on the vegetation of Arctic tundra, which is of great interest to
climate change research as it is strongly affected by climate change and, at the same time, has a
great potential to feedback to global warming.
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1.1 Characterize vegetation with data
Field measurements
Field measurements lead to a detailed and local characterization of vegetation. Commonly measured
parameters of Arctic vegetation are canopy height, biomass, and species abundance information
(e. g., see the raw data of Elmendorf et al., 2012a). As taking such measurements is time-consuming,
it is not possible to characterize a landscape by measuring the entire vegetation in its area. Instead,
vegetation is measured at sample plots only. To characterize larger areas sample designs are helpful,
which typically lead to hierarchical data structures. Several plot measurements are combined to
describe one type of landscape. The actual measurements at the sample plots can be taken by one
of the methods discussed by Mamet et al. (2016). Often the resulting measurements are stored
together with meta-data describing the geographical position and date of each record. Thus, plot
data have both a spatial and a temporal component, and are often of an irregular structure (i. e. ,
the spatial and temporal distances between observations are irregular). Specialized software and
database systems help to manage such datasets (e. g., Hennekens and Schaminée, 2001). Moreover,
ongoing efforts aim at harmonizing data collection methods and making them publicly available; see
International Tundra Experiment (ITEX, http://ibis.geog.ubc.ca/itex) and the Arctic Vegetation
Archive (AVA, www.geobotany.uaf.edu/ava).
Remotely sensed measurements
Optical remote sensing is used to monitor Earth surface processes (Schaepman-Strub et al., 2006,
2009). It can be used to quantify vegetation in terms of vegetation indices, which are designed to
identify vegetation based on the characteristic reflectance spectra of green leafs; see de Jong (2012)
and Jones and Vaughan (2010) for introductions. One of the most prominent vegetation index is





where ρNIR and ρred are reflectance factors of the near infrared and red spectra, respectively. Be-
sides the sensitivity of the NDVI to green vegetation only, it is also affected by other ground-cover
characteristics, such as the type of vegetation, litter, bare ground and soil-moisture making its in-
terpretation difficult (Tucker et al., 2005). Several satellite missions provide preprocessed datasets
that are suitable to derive vegetation indices. For example, the global MOD13 data product from
the moderate-resolution imaging spectroradiometer (MODIS) features an NDVI data layer with a
spatial resolution of 500m at bimonthly time intervals (Huete et al., 2002; Didan et al., 2015). An-
other example is the NDVI3g product from the advanced very-high-resolution radiometer (AVHRR)
sensors, which has a spatial resolution of 8 km and bimonthly records going back until 1981 (Pinzon
and Tucker, 2014). Both data products have regularly spaced observations in space and time, and
hence, can be stored in array like data structures.
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Figure 1: The evenness J(P), Shannon H(p), and Simpson D(p) diversity indices in a setting with two
species (S = 2). The indices are plotted as a function of p1 being the proportion of species one.
Optical satellite observations are sensitive to factors such as atmospheric conditions and angu-
lar configurations. As a consequence, NDVI data products typically exhibit a considerable amount
of low-quality values, which hinder a proper parameterization of continuous vegetation change (Stow
et al., 2004; Hmimina et al., 2013). Many procedures have been proposed to reconstruct complete
data products based on the available observations; for a detailed introduction into this topic see
Section 1 of Paper III.
Biodiversity
Biodiversity is a concept to describe the variability of biological organisms on Earth; for an intro-
duction on the subject see Colwell (2009) and the references therein. In order to actually quantify
biodiversity from observations, certain aspects of biodiversity are described with biodiversity in-
dices, which are functions of observable qualities. The simplest biodiversity index is richness, which
is defined as the number S of distinct species in an area. For example, richness was used by
Gaston (2000) to describe global biodiversity patterns as a function of latitude, elevation, and an-
nual precipitation. Another aspect of biodiversity is captured by the relative abundances of species
p = (p1, . . . , pS)>, where pi ∈ [0, 1] denotes the proportion of individuals classified as species i. Sev-
eral mathematical functions are used to summarize p into one number. Examples of commonly used
indices are the Shannon index H(p) (Shannon, 1948), the Simpson index D(p) (Simpson, 1949),
and the species evenness index J(p) (Hill, 1973). They originate from the field of information theory




pi ln pi , D(p) = 1−
S∑
i=1







Figure 1 shows the behavior of those three indices in the case where S = 2 species are
considered. Common to all depicted indices is that their values increase as the proportions p1 and
p2 become more similar and have their maximum at p1 = 1/2 = p2. For other values of p1 and p2
their values differ because of distinct weighting schemes of richness and abundance. Recent efforts
tried to ease the interpretation of biodiversity indices by describing them in a unified framework
including H(p), D(p), and H(p) as special cases (Jost, 2006; Tuomisto, 2010).
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The spatial scale at which biodiversity indices are calculated is closely linked to their values.
One reason for this is the possibility to detect new species whenever the study area is increased
leading to a larger richness S for larger areas. It is therefore crucial to calculate biodiversity indices
at a common scale if the goal is to compare different regions against each other. Alternatively, one
can model the link between spatial scales and richness with a species–area relationship (Tjørve and
Tjørve, 2001). Also the concept of α, β, and γ diversity is related to spatial scales and provides
a mean to characterize landscape diversity from diversity measurements within and among certain
habitats (Whittaker, 1972). Moreover, the underlying classification of organisms into classes is
essential. That classification is often done via phylogenetic and functional criteria and should be
identical whenever values from different areas are compared (Cadotte et al., 2011).
Abundance based species indices are only one family of the essential biodiversity variables,
which are proposed to assess biodiversity (Pereira et al., 2013; Proença et al., 2016). Another
important family of variables is based on remotely sensed observations and has the advantage of
covering an extensive spatial and temporal extent of the Earth. In particular, remotely sensed
measurements can be used to describe habitat changes (Turner, 2011) and to assess species richness
through productivity–biodiversity patterns (Virtanen et al., 2013). Moreover, the remotely sensed
spatial heterogeneity patters can be linked to species diversity estimates from field observations
(Rocchini et al., 2010; Jones et al., 2014; Madritch et al., 2014).
1.2 Climate and vegetation changes in the Arctic
Average temperature in the Arctic has increased by 2◦C during the time period from 1979–2010,
which is above global average (IPCC, 2013, see graphs for the HadCRUT4 climate product, p. 880).
Other aspects of the Arctic climate change are cloud cover (Chapin et al., 2005), precipitation and
snow coverage (Serreze et al., 2000), as well as sea ice coverage (Barnhart et al., 2016); see Hinzman
et al. (2013) and ACIA (2005) for a more complete overview. Although the mentioned phenomena
can be measured individually, it is necessary to understand the interactions among them in order to
predict the future development of specific components (Hinzman et al., 2005). Figure 2 illustrates
some important processes of the Arctic ecosystem. Many of them are not only affected by but also
feedback to global climate. For example, increased temperatures cause permafrost thawing and
trigger the release of carbon stored in the Arctic soils. The released carbon enters the atmosphere
as the greenhouse gas CO2 and, in turn, contributes to increased temperatures (Oechel et al., 1993;
Zimov et al., 2006; Limpens et al., 2008).
In order to improve the understanding of changes in the Arctic ecosystem—and by impli-
cation its impacts on global climate—many studies have investigated ecosystem processes. In the
following, we mention insights in important processes involving vegetation. Note that it is difficult
to structure the scientific contributions because many of them are concerned with several processes
and combine observations from different sources. Nevertheless, we tried to group them according
to the predominant type of observations that contributed to the findings:
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Figure 2: Interactions among important Arctic ecosystem components and their feedback paths to climate.
Source: Hinzman et al. (2013).
Field observations and intervention experiments are used to measure shrub expansion in the
Arctic tundra (Blok et al., 2010; Myers-Smith et al., 2011, 2015). Shrubification is a consequence
of increased summer temperatures, which affects snow-free periods and interacts with the surface
albedo, as well as with energy and water balances (Blok et al., 2011; Chapin et al., 2005; Sturm et al.,
2005; Juszak et al., 2016). Similar latitudinal and elevation shifts of species were also observed for
non-Arctic regions (Chen et al., 2011a). Changes in shrub cover imply changes in species composition
and biodiversity, which were investigated with warming experiments (Lang et al., 2012; Elmendorf
et al., 2012a,b). To enable statements about larger areas often field observations from several
locations and research groups are jointly analyzed. An effort to simplify such analyses is the AVA,
which was launched in 2013 and aims at collecting and harmonizing filed measurements in an open-
access data base (Walker et al., 2016).
Remote sensing is another mean to monitor vegetation. In accordance with the observed shrubi-
fication, satellite based vegetation indices show greening trends for the Arctic, which are partially
explained by climate change (Pouliot et al., 2009; Bhatt et al., 2010; de Jong et al., 2013). A more
pronounce greening trend was attributed to the Eurasian Arctic in comparison to the American
Arctic (Bi et al., 2013). A detailed assessment of the distribution of vegetation is available by
the circumpolar vegetation map, which is based on remotely sensed observations from AVHRR
sensors and expert knowledge from field observations (Walker et al., 2005). Other studies use
remotely sensed observations to extrapolate field measurements to circumpolar Arctic (Walker
et al., 2003; Raynolds et al., 2008) and to quantify changes in surface albedo on a Pan-Arctic
scale (Loranty et al., 2011).
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Deterministic models help to test the current understanding of ecosystem processes and to re-
trieve predictions of future states of the system. For example, Juszak et al. (2014) used a Discrete
Anisotropic Radiative Transfer (DART) model to quantify the energy uptake of different branch
and leave configurations. Others used Global climate model outputs to investigate feedbacks mech-
anisms and to predict future vegetation composition (Swann et al., 2010; Pearson et al., 2013).
1.3 Which statistical developments are needed?
Many of the mentioned studies above rely on established statistical tools to analyze data. They
use statistical methods range from simple t-tests to more sophisticated methods such as generalized
linear mixed models (Bolker et al., 2009), structural equation models (Grace et al., 2010), and
Bayesian hierarchical models (BHMs, e. g., Korner-Nievergelt et al., 2015). Aside from the fact
that it can be challenging to applied these methods meaningfully, they are well understood for a
wide range of situations. However, the following two features of recent ecological data generate
new research questions for statistical and computational sciences, and motivate the methodological
developments presented in this PhD thesis:
First, the typical dataset size is getting huge particularly when satellite observations and/or
climate predictions are involved. For example, a typical Landsat 7 satellite image consists of more
than 34 million pixels (30m resolution for an approximate scene size of 170 km× 183 km; source
https://landsat.usgs.gov), which is several orders of magnitude beyond the processing capabilities of
classical statistical models for spatial data (e. g., classical kriging outlined in Cressie 1990). In order
to work towards statistical models for such datasets, the following two approaches are promising:
On the one hand, traditional spatial models and their software implementation can be developed
further to make them capable of processing larger amounts of data. The research area concerned
with that strategy is detailed in Subsection 2.1 and novel contributions to it are presented in Paper I
and Paper II. On the other hand, one can focus on the parallel computing mode of large computer
systems and develop spatio-temporal models that are explicitly designed to exploit such resources.
A new prediction method implementing this strategy is presented in Paper III.
Second, state-of-the-art ecological data feature the two fundamentally different data types
introduced above, namely field measurements that are precise but sparse in space and time, and
remotely sensed observations that have an extensive spatio-temporal coverage but low precision.
Summarizing those data types into a combined data product can lead to more precise information
with extensive coverage. One way to achieve this is data fusion based on multi-resolution BHMs;
see also Subsection 2.2 for more information. As computational limitations constitute a major
drawback for such models, we investigate different inference strategies in Paper VI.
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2 Space-time statistics
Space-time statistics is used to process and analyze data describing the evolution of a process in space
and time (Mateu et al., 2003). Besides the measurements of interest, such data feature information
about where and when the measurements were taken. Example data types are field measurements of
vegetation and meteorological conditions, remotely sensed satellite observations, and climate model
outputs. The reason why specialized statistical techniques are required to model such data is their
typical correlation structure, which is nicely described by Tobler (1970): “everything is related to
everything else, but near things are more related than distant things”. To account for and exploit
this correlation, spatio-temporal models are required.
Recorded information about the spatial and temporal position of measurements are always of
discrete nature. However, there are two fundamentally different ways to think about them. On the
one hand, they can be seen as a realization of the spatio-temporal process Y (·) defined as
{Y (s) : s ∈ D ⊂ Rd, d ∈ N}.
In that framework Y (·) is modeled at every spatio-temporal location s in the not necessarily discrete
domain D. Note that this is not in contradiction to the fact that the models are always informed by a
finite amount of observations. Statistical models for this data type are called process models and are
typically used for data recorded at irregularly spaced location in time and space; such as vegetation
measurements taken in the field. On the other hand, spatio-temporal data can be modeled in a
discrete space framework, in which data are described at a finite amount of locations only. Such
models are termed lattice models and describe the data with the multivariate random vector
Y = (Y (s1), . . . , Y (sn))
> ∈ Rn, si ∈ Rd, n, d ∈ N.
Lattice models are usually used to model data observed on a regular grid in space and time including
areal data; examples are satellite datasets and population data recorded per administrative spatial
unit, respectively.
For those two views on spatio-temporal data there exists various statistical frameworks to infer
model parameters from data. We distinguish between frequentist, Bayesian, and distribution-free
models (Stuart et al., 2008). In broad terms, frequentist models make statements about possi-
ble or imaginary repetitions of the data collection experiment. Bayesian approaches use data to
transform prior probabilities into posterior probabilities of the quantities of interest. Eventually,
distribution-free models apply algorithmic procedures to data in order to obtain quantities with
favorable properties. As spatio-temporal data are often very large, an important requirement for
all inference methods is that they are computational efficient.
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In the reminder of this section, we outline statistical and computational concepts that are
helpful to understand the scientific contributions of this PhD thesis. Subsection 2.1 introduces a
frequentist approach to spatio-temporal process models, which is the basis for Paper I and motivated
the software development presented in Paper II. Subsection 2.2 is devoted to Bayesian hierarchical
models and emphasizes their capability to jointly model datasets from different sources. Technical
aspects of the inference for Bayesian models have motivated the work presented in Paper VI. Last but
not least, Subsection 2.3 points to algorithmic procedures for predicting missing values in satellite
datasets and sets the scene for Paper III.
2.1 A frequentist approach to space-time process models
One possibility to characterize process models is to use the framework of Gaussian process models,
which assumes that every finite realization of the process can be described with a multivariate Gaus-
sian distribution (Cressie and Wikle, 2015). More formally, if Y (·) is a zero mean Gaussian process,
then any realization y ∈ Rn thereof at a finite amount of locations Y = (Y (s1), . . . , Y (sn))> ∈ Rn,















where Σ is the n× n covariance matrix and det(Σ) is the determinant of Σ. Moreover, a Gaussian
process Y (·) is second-order stationary, if the covariance of the process at any two locations in D
can be expressed as
Cov(Y (s1), Y (s2)) = c(s1 − s2), s1, s2 ∈ D, (2)
for some positive (semi-)definite covariance function c(·). Covariance functions can be used to
derive the covariance matrix Σ corresponding to an arbitrary set of locations in D. In the case
where c(·) can be expressed as c(|s1 − s2|) = c(h), the process is called isotropic, otherwise it is
called anisotropic.
Often c(·) is defined as parametric functions depending on the parameters θ = (θ1, . . . , θp)>.
To estimate θ from a realization of the process y , we can write Σ as a function of θ in the
probability density function of Equation (1), which can then be interpreted as the likelihood function
fY(y ,θ). Hence, the maximum likelihood estimates of θ can be obtained as θ̂ML = maxθ fY(y , θ).
Maximizing fY(y , θ) with respect to θ requires to evaluate the density in Equation (1) many times
and is computationally demanding. While for large datasets the explicit construction of Σ already
requires considerable computing resources, the limiting bottlenecks are the evaluations of y>Σ−1y
and det(Σ), which are usually computed with a Cholesky factorization of Σ. The latter constrain
the dataset size that can be handled with a brute force implementation of Gaussian process models
to the order of 103 on typical computing machines.
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Figure 3: (a) the exponential and spherical covariance functions specified in Equations (3) and (4), re-
spectively. (b) non-zero entries of the covariance matrix Σsph. (c) non-zero entries of the upper Cholesky
factor of Σsph.
Because of this computational limitation, specialized model designs have been developed,
which allow applying Gaussian process models to datasets of the orders 105 to 106. One strategy to
make computations more efficient relies on Kronecker formulations and separable models (Gentle,
2007; Furrer and Genton, 2011). Other use different types of approximation such as low-rank models
(Cressie and Johannesson, 2008; Stein, 2008), composite likelihood approaches (spatial: Vecchia,
1988; Stein et al., 2004; Eidsvik et al., 2014; space-time: Varin et al., 2011; Bevilacqua et al., 2012),
and Gaussian Markov random field (GMRF) type approximations (Rue and Held, 2005; Hartman
and Hössjer, 2008; Lindgren et al., 2011). Other approximation techniques include predictive process
(Banerjee et al., 2008; Finley et al., 2009), discrete process convolution (Higdon, 2002; Lemos and
Sansó, 2009), lattice kriging (Nychka et al., 2015), modeling in the spectral domain (Fuentes, 2007),
and covariance tapering (Furrer et al., 2006). For reviews of geostatistical approaches for large
datasets see Sun et al. (2012) and Bradley et al. (2016).
Many of these efficient models rely on sparse covariance matrices Σ, where sparse indicates
that the matrix contains many zero elements. Working with sparse matrices reduces the compu-
tational workload to evaluate the density given in Equation (1) via specialized storage formats
(Eisenstat et al., 1982; Golub and Loan, 1996) and adapted algorithms for the Cholesky factoriza-
tion (Ng and Peyton, 1993; Gilbert et al., 1994; Chen et al., 2008). To run such algorithms fast
they are typically implemented in low-level programming languages such as C/C++ and Fortran.
As low-level languages are inconvenient when it comes to manipulating data, such programs often
come along with a user interface written in a high-level programming language like the open source
software R (2017).
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We illustrate the computational gains realized when using sparse covariance matrices in Gaus-
sian process models with the following example. Let Y (·) be a second-order stationary and isotropic
Gaussian process defined on D = [0, 100] ⊂ R. Then the correlation structure of Y (·) can be defined






, h = |si − sj | ; (3)
see also Figure 3-a. If we consider the 100 equally spaced locations s = (s1, . . . , s100)> = (1, . . . , 100)
in D, we can derive the corresponding covariance matrix Σexp describing the correlation of Y =
(Y (s1), . . . , Y (s100))
>. As cexp(h) > 0,∀h ∈ R, it follows that the corresponding 100×100 covariance
matrix Σexp as well as the Cholesky factor thereof have 10′000 non-zero entries.
Another possible choice for the covariance function is a spherical type covariance function,








10 , |h| ≤ 10,
0, |h| > 10,
(4)
and shown in Figure 3-a. According to that definition, each Y (si) is uncorrelated to Y (sj) if and
only if the distance between si and sj is greater than 10. As a consequence, the corresponding
covariance matrix Σsph describing the correlation structure of Y contains only 1′810 (18, 1%) non-
zero entries, which is significantly less compared to the 10′000 non-zero entries of the previously
considered Σexp. The matrix Σsph has the banded structure shown in Figure 3-b. Moreover, the
Cholesky factor of that Σsph is usually sparse depending on the chosen pivot permutation; see
Figure 3-c for one possible sparsity structure of the Cholesky factor of Σsph.
In order to exploit the sparsity structure of Σsph computationally, specialized algorithms are
used, which store only the non-zero entries of the matrices. One software option providing such a
storage format is the R package spam (Furrer and Sain, 2010). It allows us to construct Σsph with
the following R code:
R> library("spam")
R> S <- 1:100
R> h <- nearest.dist(S, delta = 1000, upper = NULL)
R> Sigma.sph <- as.spam(cov.sph(h, c(10, 1, 0)))
A closer look at the structure of Sigma.sph reveals insights into the storage format.
R> str(Sigma.sph)
Formal class ’spam’ [package "spam"] with 4 slots
..@ entries : num [1:1810] 1 0.85 0.704 0.564 0.432 ...
..@ colindices : int [1:1810] 1 2 3 4 5 6 7 8 9 10 ...
..@ rowpointers: int [1:101] 1 11 22 34 47 61 76 92 109 127 ...
..@ dimension : int [1:2] 100 100
18 Introduction
In words, the slot entries contains the values of the non-zero elements of Sigma.sph and colindices
and rowpointers encodes their positions in the matrix. This storage format and the specialized al-
gorithm are most efficient if matrices contain many zero elements. For example, Σsph with its 18.1%
non-zero entries is not sparse enough to compensate the computational overhead of the Cholesky
factorization for sparse matrices. In fact, using the ordinary matrix format of R together with
the corresponding Cholesky factorization is about tree times faster compared to the sparse version.
However, if we increase the number of considered locations from 100 to 2′000, the resulting Σsph
has only 1% non-zero entries and the spam version outperforms the ordinary Cholesky algorithm
by a factor of 270.
In this PhD thesis we present two novel contributions to the field of likelihood based Gaussian
process models. The first contribution is that we relaxed the second-order stationary assumption
(Equation (2)) of Gaussian process models by introducing a covariance function that depends on
observed spatial covariates. Using that covariance function we were able to obtain a spatially varying
description of the covariance of satellite based NDVI measurements. Please see Paper I for more
information. The second contribution concerns the software implementation of sparse matrices in
the R package spam. More precisely, we extended spam to exploit the 64-bit capabilities of R by
enabling sparse matrices with more then 231 − 1 non-zero entries. As R does not expose a proper
64-bit data type to its R application programming interface, wrapper functions were required. This
motivated the development of the R package dotCall64. Technical insights into that package are
presented in Paper II.
2.2 Bayesian hierarchical models for lattice data
Models for lattice data differ from the previously considered process models in that they only model
a finite number of spatio-temporal locations. This simplifies the conceptual framework as one can
work with random vectors of known length from the beginning. Another change in the setting
is that we now rely on Bayesian inference instead of using frequentist likelihood models. In the
following we present relevant background information, which contributes to a better understanding
of Paper VI. Thereby we emphasize that Bayesian hierarchical models (BHMs) are a promising tool
to fuse information from Arctic field measurements with remotely sensed observations.
In a Bayesian setting data modeling follows three main steps: First, a likelihood (model)
is developed, which describes the distribution of the data based on the parameters θ. Second,
the prior believes (current knowledge) of each parameter of the likelihood is summarized with a
distribution. Third, the inference step combines the data and the prior distributions. As a result,
the updated knowledge of the likelihood parameters is reflected in posterior distributions. Based on
classical probability calculus, one can show the following proportional relation between the posterior,
likelihood, and prior distributions
pi(θ | y)︸ ︷︷ ︸
posterior






where y = (y1, . . . , yn)> denotes a vector of observed data values, pi(·) a density, pi(· | ·) the condi-
tional density of the first argument given the second, and ∝ the proportional sign. In the next para-
graphs, we discuss important aspects of BHMs by means of an example and refer to one of the many
books about Bayesian statistics for a more detailed introduction (e. g., Bolstad, 2007; Albert, 2007).
Let y ∈ Rn be a vector of n observed data values, which are assumed to be well described
by the multivariate normal distribution N (µ1, τ−1/2I), where 1 = (1, . . . , 1)> ∈ Rn is a vector
of ones, I = 11> ∈ Rn×n is the diagonal matrix with ones on the diagonal, and µ, τ ∈ R, τ > 0
are the model parameters to be inferred from y . To complete the model let µ follow the Gaussian
distribution N (αµ, βµ) and τ the gamma distribution Γ(ατ , βτ ), where αµ, βµ, ατ , βτ ∈ R are fixed
(non-random) hyper-priors and chosen such that the distributions are well-defined. The described
model is summarized by the directed acyclic graph G shown in Table 1. The graph G encodes the
dependency structure of the variables; e. g., it shows that y depends only on µ and τ . According
to that dependency structure, the joint probability distribution can be factorized as
pi(y , µ, τ, αµ, βµ, ατ , βτ ) ∝ pi(y | µ, τ)pi(µ | αµ, βµ)pi(τ | ατ , βτ ). (6)
Suppose we aim at estimating the posterior distributions of µ given the hyper-priors and
the data. If the latter are considered as fixed components of the joint distribution given in Equa-
tion (6), the remaining random parameters are µ and τ . Hence, determining the marginal posterior
distribution of µ leads to the following integration problem
pi(µ | y , αµ, βµ, ατ , βτ ) =
∫
pi(µ, τ | y , αµ, βµ, ατ , βτ ) dτ.
That integral and many other integrals emerging in Bayesian inference have no closed form
solution. Thus, it is necessary to rely on computationally expensive methods such as Markov chain
Monte Carlo sampling (see Robert and Casella, 2004, for an overview) and approximation techniques
(e. g., integrated nested Laplace approximations, Rue et al. 2009). Specialized software packages
facilitate the implementation of sampling methods for common model structures (Carpenter et al.,
2017; Lunn et al., 2012; Plummer, 2003). However, more complex models are often not supported
Table 1: Summary of the discussed Bayesian hierarchical model.
Graph G Levels Distributions
y | µ, τ likelihood N (µ1, τ−1/2 I)
µ | αµ, βµ
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τ | ατ , βτ
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by those programs or their sampling methods are too slow for the large dataset sizes. As a con-
sequence, it can be necessary to implement samplers from scratch or to extend existing software
packages. Paper VI provides annotated R code for different implementation strategies of BHMs and
compared them against each other. Thereby, surprisingly large differences between different types
of implementations were detected.
In the example above the observations in y are independent of each other. However, many
data exhibit spatio-temporal correlation structures, which need to be taken into account to ob-
tain accurate models. Often such dependencies are modeled with the likelihood or an additional
introduced prior level (also called process level). Following the former strategy, we could replace
the likelihood with N (µ1, Σ(λ)), where Σ(λ) is a symmetric positive definite n × n matrix. The
parameters λ = (λ1, . . . , λp)> can be used to control certain aspects of the correlation structure
and can be inferred from the data when appropriate prior distributions are specified. Often it is
computationally beneficial to work with Gaussian Markov random fields (GRMFs) and parameterize
the precision matrix Q = Σ−1 instead of Σ−1 (Rue and Held, 2005; Lindgren et al., 2011). Also the
models discussed in Paper VI use GMRFs to model spatial dependencies. However, in contrast to
the data considered in the example, the paper discusses the case where the data are count data and
the likelihood follows a Poisson distribution instead of Gaussian one. This makes the derivations
and computations more challenging.
BHMs for data fusion
Bayesian hierarchical models can be used to jointly model data that are recorded at several spatio-
temporal resolutions and exhibit multiple measurement error structures. The described task is
known as “data fusion” and sometimes termed “down scaling” or “up scaling” depending on whether
the resolution of the field of interest is larger or smaller compared to the resolution of the input
data. Data fusion with BHMs was investigated in the course of this PhD, as it is a promising tool
to combine the available information about the Arctic vegetation (Schaepman-Strub et al., 2013).
In the following, we illustrate the method with a simulated data example and discussion extensions
of it with references to published models.
The simulation example is concerned with estimating the NDVI values z1, . . . , zm at m reg-
ularly spaced locations along a transect S ⊂ R. The field z ∈ Rm is not observed directly but
through two types of measurements: One type consists of ground data yg ∈ Rng , which are taken
at ng distinct locations in S. They have a small spatial support resulting in (almost) punctual
measurements of z . The values yg do not exactly coincide with the corresponding values of z
because of measurement errors. The other measurement type is remote sensing based and provides
gridded observation for the entire transect S at coarse resolution. We denote those measurements
with yr ∈ Rnr and assume that they consist of locally averaged values of z (one for each grid cell)
and measurement error. The left panel of Figure 4 illustrates z , yg, and yr.
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Figure 4: Simulated data example showing the fusion of two data types on a transect S (x-axes). The goal is
to estimate the NDVI values z (gray line) from ground data yg (blue circles) and gridded remotely sensed data
yr (blue lines). Left: data generation and measurement errors of yg and yr. Right: BHM based estimates
of the NDVI field ẑ (red line) together with its 95% credibility interval (red area).
we describe the link between y and z in the likelihood level of the BHM and define the function
H : Rm → Rn, which maps z to the observed values y . More precisely, single values of z are
mapped to the corresponding values of yg with an identity function. Conversely, mean values of z
taken over the corresponding grid cells of the remotely sensed data are mapped to the corresponding
values of yg. Both relations can be expressed as left multiplication of z with the n×m matrix H.
Moreover, the measurement errors of yg and yr are modeled with Gaussian distributions having
the variances σ2g and σ2r , respectively. In summary, the likelihood is
y | z , σg, σr ∼ N (Hz , D(σg, σr)), D(σg, σr) = diag(σ2g , . . . , σ2g︸ ︷︷ ︸
ng





where diag( · ) denotes a diagonal matrix with the elements inside the parenthesis on the diagonal.
The values of z (and hence y) features a spatial dependency structure, which is taken into
account by letting z follow a multivariate Gaussian distribution with mean zero and covariance
Σ(λ). (As NDVI values per definition have a mean greater than zero, we mean-center the data
before fitting the model and back-transform the results afterwards. Including a mean term into
the model would be another option.) The covariance Σ(λ) is a symmetric positive definite m×m
matrix and can capture different spatial dependency structures depending on the values of λ. All
the parameters λ, σg, and σr can be informed by the data when suitable prior distributions are
specified. For simplicity, however, we keep them at fixed values in this illustration. Table 2 shows
a summary of the described BHM.
According to the graph G in Table 2 the joint probability distribution of all parameters is










Hence, the posterior distribution of z given the observed data y and the fixed priors follows
the Gausian distribution N (µ,S) with
µ = y>D(σg, σr)−1HS, S =
(
H>D(σg, σr)−1H + Σ(λ)−1
)−1
. (9)
Note that in this setting the posterior distribution is available in closed form and no computationally
demanding sampling techniques are needed to characterize it.
The right panel of Figure 4 illustrates the model with a simulated data example, which was
generated as follows: First, a realization of the true and unobserved process z (black line) was
simulated using a Gaussian distribution with an exponential covariance model. In the next step,
both the gridded observations (blue lines) and point measurements (blue dots) were generated
based on z and under the assumption of normally distributed measurement errors. Eventually, the
introduced model was fitted to the data to get an estimate of z (red line) together with a 95%
credibility interval (red area). As expected, the credibility interval covers most of the values of z .
In a more realistic data example the following aspects and extensions can be considered:
• The parameters σg, σr, and λ are often not known and have to be estimated from the data.
In that case the model can be extended by replacing the fixed values of those parameters
with suitable prior distributions. As a consequence, the posterior distribution has no longer a
closed form expression and computationally expensive inference methods are required. Often
MCMC method are used to sample from the posterior distribution (e. g., Wilson et al., 2011).
Alternatively, the expectation maximization algorithm can be used (Bolin et al., 2009; Finazzi
et al., 2013).
• In the presented model the measurement errors of y are normally distributed, which leads to
a convenient form of the posterior distribution. However, depending on the structure of the
observed data, it can be beneficial to chose other distributions. For example, count data can
be modeled with a Poisson and proportions with a binomial distribution. Such setting require
more elaborate sampling procedure; see Schliep and Hoeting (2013) and Paper VI (p. 97) for
examples.
Table 2: Summary of the discussed Bayesian hierarchical data fusion model.
Graph G Levels Distributions
y | z , σg, σr likelihood N (Hz , D(σg, σr))
z | λ
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• The mapping H(·) as defined above is a linear transformation. The generalization to non-
linear transformation complicates the derivation of the posterior distribution and inference
(Gryparis et al., 2007; Bliznyuk et al., 2014).
• The example above links ground measurements and remotely sensed data. However, H(·) can
be used to link more and different data types to z . For example, it is possible to link two
satellite products (Chakraborty et al., 2015) and to incorporate model outputs from physical
simulations (Berrocal et al., 2012).
• The correlation structure of z can be extended to capture more complex dependencies. Most
studies consider two spatial and one temporal dimension (e. g., Finazzi and Fassò, 2014; Sahu
et al., 2007). Moreover, it is possible to go beyond modeling correlations by including knowl-
edge about the physical behavior of the process of interest (Sigrist et al., 2012).
• Finally, computationally intensive inference techniques limit the dataset sizes that can be
handled. A promising approach to reduce the computational workload is to introduce an
auxiliary lattice (Sahu and Bakar, 2012; Xu et al., 2015; Nychka et al., 2015).
2.3 Distribution-free methods for satellite data
All statistical models discussed so far make assumptions about the distributions of the considered
data. Relaxing these assumptions leads to distribution-free models, which are also termed non-
parametric models in some contexts (Stuart et al., 2008). A prominent example of a distribution-free
model in spatial statistics are smoothing splines (Wahba, 1990). Other methods were specifically
designed for the prediction of missing values in spatio-temporal satellite datasets. An example is the
“neighborhood similar pixel interpolate” method, which uses weighted values from images observed
at other points in time (Chen et al., 2011b; Weiss et al., 2014); see also the introduction of Paper III
(p. 79) for a more complete overview.
Low quality or missing values occur in many datasets from optical satellite products for reasons
like cloud cover. In the field of vegetation mapping missing values constitute a major drawback (Stow
et al., 2004; Hmimina et al., 2013). To illustrate the issue, we consider the MOD13A1 data product,
which is based on observations collected by the Moderate Resolution Imaging Spectroradiometer
(MODIS, Didan et al., 2015). The data product has global coverage at a spatial resolution of 500m
and provides one image every 16 days. Low quality values can be identified by the included quality
data layer (Roy et al., 2002). The left panel of Figure 5 shows a small subset of an NDVI dataset with
low quality values depicted as black pixels. To enable data analysis methods that require complete
datasets, the missing values are predicted from the observed ones by gap-filling algorithms.
In the following we give insights into the R package gapfill (Gerber, 2017), which can be used
to predict missing values in satellite data. The package implements a modular framework to apply a
wide range of distribution-free method and can be seen as a generalization of many methods similar
to the “neighborhood similar pixel interpolate” method. Likewise, the gap-filling method presented
in Paper III is a specific configuration of the strategy implemented in gapfill.
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Figure 5: Left: subset of a MODIS NDVI data product. Low quality values are shown as black pixels. Right:
gap-filled version of the same dataset using a simplistic prediction algorithm.
Define a prediction algorithm using R package Gapfill
The main function of the package is Gapfill() and its task is to predict the missing values in the
input dataset. The input dataset has to be an array with four dimensions, where the dimensions
typically correspond to latitude, longitude, day of the year, and year. The missing values are
predicted independent of each other. This enables parallel execution of the prediction, which is
implemented using the R package foreach (Analytics and Weston, 2014) and can be linked with
OpenMP (2016) and MPI (2016) environments.
To predict one missing value, Gapfill() relies on a Subset() and a Predict() function,
which can be specified by the user. First, the Subset() function selects a spatio-temporal subset of
the data. Then the Predict() function predicts the missing value based on that subset or returns
a missing value. In the latter case, the algorithm jumps back to the selection step and Subset()
returns another subset, which is again used by Predict() for a second try. That cycle is repeated
until Predict() returns the predicted value. The advantage of this iterative procedure is that the
subsets selected for prediction are adaptive to local characteristics of the data, such as, e. g., the
distribution of missing values.
We illustrate the procedure with an R example. First, we load the package and plot the NDVI




Next, we define a Subset() function, which selects different subsets from the data depending on
the argument i.
R> Subset <- function (data, mp, i)
+ ArrayAround(data = data, mp = mp, size = c(i, i, 0, Inf))
The function ArrayAround() is defined in the R package gapfill and extracts a subset from the data,
which is centered around the missing value at position mp. The argument size sets the amount of
values that are included in both directions of all four dimensions. For instance, if i=1, Subset()
returns an array containing 3×3 pixel images recorded at the same day of the year as the considered
missing value. For larger values of i the spatial extent of the images is increased.
As prediction function, we define Predict(), which simply returns the mean all values in the
subset a. If all values in a are missing, Predict() returns a missing value.
R> Predict <- function (a, i) mean(a, na.rm = TRUE)
Now, we can gap-fill the NDVI dataset via
R> out <- Gapfill(data = ndvi, fnSubset = Subset, fnPredict = Predict)
The results are visualized in the right panel of Figure 5. Although the defined Subset() and
Predict() functions are relatively simple, the resulting gap-filled data reconstruct the seasonal
trend and local features of the dataset such as the band of small values crossing the images from
the top to the bottom.
As shown in the R example above, the gap-filling method implemented in the R package
gapfill allows users to adapt the method to specific datasets with little efforts. Moreover, it contains
more elaborate instances of Subset() and Predict() functions, which lead to even more accurate
predictions. The algorithm was tested using an Arctic MODIS NDVI dataset. In comparison to
two state-of-the-art gap-fill methods it provided the most accurate predictions; see Paper III (p. 79)
for more information.
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3 Research questions and outline
Understanding the Arctic vegetation and its interactions with climate are challenging scientific
problems. One key aspect is that investigating these problems typically involves the analyses of very
large datasets in order to make full use of the available data. Hence, harnessing statistical methods
and computational implementations is necessary. This PhD thesis addresses relevant aspects thereof
and is centered around the following five research questions:
R1: How can we extend the sparse matrix algebra R package spam to 64-bit matrices in order to
model large remote sensing based data products?
R2: What is an efficient 64-bit extension of the foreign function interface of R?
R3: How can we design a flexible software to predict missing values in large spatio-temporal
datasets?
R4: What are efficient implementation and validation strategies for complex Bayesian hierarchical
models for spatial data?
R5: Which correlation patters between biodiversity indices derived from Arctic field measurements
and landscape characterizations based on remotely sensed observations can be established?
Each of the research questions is addressed in one of the papers presented later in this thesis. For
a detailed outline of the papers and the authors contributions see pages 39–43.
Applied statistics stands on scientific applications, statistics, and computing; see Figure 6 for
a schematic overview. In the context of this thesis the scientific applications are concerned with
Arctic ecology and related data types as introduced in Section 1. The statistics methodology covers
frequentist, Bayesian, and distribution-free models as explained in Section 2. We have chosen the









Figure 6: Venn diagram showing the three scientific disciplines of applied statistics and the positioning of
the five papers within them.
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All presented papers can be place into overlapping areas of the mentioned disciplines (Fig-
ure 6). Papers I, III and IV feature elements of all three research areas. More specifically, Paper I
(p. 45) is concerned with a limitation of the sparse matrix algebra R package spam and modeling
of large NDVI dataset. Paper III (p. 79) shows investigations of a distribution-free model for the
prediction of missing values in satellite datasets and applications to Arctic NDVI data. Paper IV
(p. 97) elaborates on both software implementations and validation strategies for Bayesian hierar-
chical models on the basis of data applications. The papers II and V contribute to two of the three
fields. Paper II (p. 59) is concerned with R interfaces to compiled code and limitations for large
data objects. Paper V (p. 131) presents statistical analyses of Arctic vegetation measurements using
established computational methods.
4 Synthesis
This PhD thesis presents cutting-edge research in the field of applied statistics with a focus on Arctic
ecology. The research questions stated in Section 3 are answered in the Papers I to V. To address
the research question R1 we developed the R package spam64, which is an add-on package for spam.
The package spam64 enables handling sparse matrices with more than 231 − 1 non-zero elements
and is currently the only sparse matrix algebra R package with that capability. The package also
enabled fitting a likelihood based Gaussian process model to a large NDVI residual field; see also
Subsection 2.1 for information on Gaussian process models. A more detailed description of the
spam64 related work is given in Paper I (p. 45). To implement spam64 it was necessary to develop
the R package dotCall64, which provides an enhanced R interface to compiled C/C++ and Fortran
code. As a side project we answered R2 and present a technical description of dotCall64 together
with performance tests of the interface in Paper II (p. 59). The research question R3 was approached
by a distribution-free model that is designed for parallel computing. The model was implemented in
the R package gapfill, which is highlighted in Subsection 2.3. Paper III (p. 79) discusses the model
and its performance using a NDVI dataset from the Arctic region. In comparison to two state-of-the-
art methods the new gap-filling method provided the most accurate predictions. With respect to R4
we found that R in combination with the R package spam is an efficient way to implement Bayesian
hierarchical models for spatial data. Graphical tools based on hierarchical clustering effectively
characterized the Markov chains from different implementations. More information on the models
and the comparison techniques are given in Paper IV (p. 97). Subsection 2.2 illustrates a Bayesian
hierarchical model that is designed to combine Arctic field measurements and remotely sensed data.
Last but not least, we investigated R5 using generalized mixed effects modes applied to summary
statistics of field biodiversity observations and different remotely sensed data of the Arctic tundra.
We could not establish significant relationships between these data types. Based on explanatory
data analysis we showed that the partially missing data were a possible explanation for that finding.
The analysis is discussed in Paper V (p. 131).
28 Introduction
The statistical innovations developed in this thesis concern the three most common inference
techniques, namely frequentist, Bayesian, and distribution-free models. The focus of the computa-
tional methods was put on large datasets, such as remote sensing based data products. Moreover, all
the presented statistical and computational contributions are available in documented R packages
together with instructive real-world data examples. This makes them not only interesting for com-
putational statisticians, but also ready-to-use tools for applied scientists. Hence, all three scientific
disciplines shown in Figure 6 are relevant to this thesis in applied statistics.
To proceed we see the following challenges and opportunities: The 64-bit extension of spam
based on dotCall64 worked well in the presented test cases (Papers I and II). However, increasing
computing capabilities could motivate going a step further by defining all integers in R as 64-bit
objects or by introducing a new 64-bit integer type. As this is a fundamental issue of the design
of R, implementing a 64-bit integer type requires major changes in the source code. For user-
friendly R implementations of gap-filling methods we see a great potential and interest based on
the download numbers of the R package gapfill and questions from users of the package (Paper III).
The implementation of gapfill could profit from the conversion of larger parts of the R code to
the faster C++ language. Another extension of the method could be a model that jointly gap-fills
multiple data layers from multivariate spatio-temporal satellite products. Concerning the validation
of Bayesian hierarchical models it would be interesting to develop standardized testing procedures
to make inference more trustworthy (Paper IV). Eventually, to enable combining Arctic field and
remotely sensed data we recommend to use more unified sampling designs for field data and to
retrieve and preprocess all recorded Landsat images (Paper V).
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This thesis consists of five manuscripts. Their contents are briefly summarized in the following.
Paper I (p. 45)
Extending R Packages to Support 64-bit Compiled Code: An Illustration with
spam64 and GIMMS NDVI3g Data
by Florian Gerber, Kaspar Mösinger & Reinhard Furrer
Abstract: Software packages for spatial data often implement a hybrid approach of interpreted and
compiled programming languages. The compiled parts are usually written in C/C++ or Fortran,
and are efficient in terms of computational speed and memory usage. Conversely, the interpreted
part serves as a convenient user-interface and calls the compiled code for computationally demand-
ing operations. The price paid for the user friendliness of the interpreted component is—besides
performance—the limited access to low level and optimized code. An example of such a restriction
is the 64-bit vector support of the widely used statistical language R. On the R side, users do not
need to change existing code and may not even notice the extension. On the other hand, interfac-
ing 64-bit compiled code efficiently is challenging. Since many R packages for spatial data could
benefit from 64-bit vectors, we investigate strategies to efficiently pass 64-bit vectors to compiled
languages. More precisely, we show how to simply extend existing R packages using the foreign
function interface to seamlessly support 64-bit vectors. This extension is shown with the sparse
matrix algebra R package spam. The new capabilities are illustrated with an example of GIMMS
NDVI3g data featuring a parametric modeling approach for a non-stationary covariance matrix.
Scientific contributions: We present a strategy to link R packages with 32-bit and 64-bit compiled
C/C++ and Fortran code using an enhanced foreign function interface. The advantages of our
approach are that it is computationally efficient as it only uses the 64-bit compiled code if necessary
and requires little additional efforts for developers. This new capabilities are illustrated with the
sparse matrix algebra R package spam, which we used to fit a spatial model to a large GIMMS
NDVI3g residual field. The Gaussian likelihood model implements a new approach to incorporate
non-stationarity by letting the covariance depend on additional covariate fields, namely a digital
elevation model and the distance to the nearest coast.
Authors contributions: Florian Gerber implemented the spatial model and fitted it to the GIMMS
NDVI3g data. He contributed to the development of the 64-bit extension of the R package spam and
wrote the manuscript. Kaspar Mösinger developed large part of the software and commented on the
manuscript. Reinhard Furrer provided input on the statistical methodology, software development,
and several versions of the manuscript.
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Paper II (p. 59)
dotCall64: An Efficient Interface to Compiled C/C++ and Fortran Code
Supporting Long Vectors
by Florian Gerber, Kaspar Mösinger & Reinhard Furrer
Abstract: The R functions .C() and .Fortran() can be used to call compiled C/C++ and Fortran
code from R. This so-called foreign function interface is convenient, since it does not require any
interactions with the C API of R. However, it does not support long vectors (i.e., vectors of more than
231 elements). To overcome this limitation, the R package dotCall64 provides .C64(), which can
be used to call compiled C/C++ and Fortran functions. It transparently supports long vectors and
does the necessary castings to pass numeric R vectors to 64-bit integer arguments of the compiled
code. Moreover, .C64() features a mechanism to avoid unnecessary copies of function arguments,
making it efficient in terms of speed and memory usage.
Scientific contributions: We describe a convenient way of using the open-source programming
language R as a front-end for compiled C/C++ and Fortran code featuring 64-bit vectors. To that
end, we introduce the R package dotCall64 and provide technical details of its implementation as
well as examples of how R code can be extended with 64-bit compiled C/C++ and Fortran code.
The developed software is available at https://CRAN.R-project.org/package=dotCall64 and comes
up with new opportunities for many R applications dealing with large data structures.
Authors contributions: Florian Gerber improved the R package dotCall64 with unit tests and
minor modifications of the code. He wrote the manuscript and parts of the documentation of the
R package. Kaspar Mösinger developed large part of the software and commented on draft versions
of the manuscript. Reinhard Furrer supervised the project and provided input on the manuscript.
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Paper III (p. 79)
Predicting Missing Values in Spatio-Temporal Satellite Data
by Florian Gerber, Rogier de Jong, Michael E. Schaepman,
Gabriela Schaepman-Strub & Reinhard Furrer
Abstract: Time series of remotely sensed optical data often contain data points of low product
quality, related to atmospheric contamination or angular configuration for example. After detecting
and removing such data points, the resulting data product is sparse and contains so called missing
values. This is problematic for applications and signal processing methods that require temporally
continuous data sets. To address this sparsity, we present a new gap filling method. We predict
each missing value separately based on data points in the spatio-temporal neighborhood around the
missing data point. The prediction of the missing values and the estimation of the corresponding
prediction uncertainties are based on sorting algorithms and quantile regression. The gap filling
method was applied to MODIS NDVI data from Alaska and tested with realistic scenarios featuring
between 20% and 50% missing data. Validation against established methods showed that the
proposed method has a good performance in terms of the root mean squared prediction error,
which was between 0.041 and 0.060 and lower compared to the others methods for all test scenarios
(Wilcoxon tests, all p-values < 10−15). The method is available in the open-source R package
gapfill. We demonstrate its performance using a real data example and show how it can be tailored
to specific data sets. The computational workload can be distributed among several computers,
rendering the method applicable to large data sets. Due to the flexible software design, users can
control and redesign relevant parts with little additional effort. This makes it an interesting tool
for gap filling satellite data and for the future development of gap filling methods.
Scientific contributions: We describe a new method to predict missing values in space-time data
available on a regular grid. The method combines a dynamic procedure to divide the data into
smaller subsets, image sorting techniques, and quantile regression. The developed software consists
of R and C++ code and is available in the R package gapfill https://CRAN.R-project.org/package=
gapfill. Tests based on MODIS NDVI data showed that gapfill provides accurate predictions, also
in comparison to other state-of-the-art software.
Authors contributions: Florian Gerber developed the statistical method and implemented it in the
R package gapfill. He did the presented statistical analyses. He wrote the manuscript and the
documentation of the R code. Rogier de Jong, Michael E. Schaepman, Gabriela Schaepman-Strub
commented drafts of the manuscript. Reinhard Furrer commented on the statistical methodology
and several drafts of the manuscript.
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Paper IV (p. 97)
Pitfalls in the Implementation of Bayesian Hierarchical Modeling of
Areal Count Data: Illustration Using BYM and Leroux Models
by Florian Gerber & Reinhard Furrer
Abstract: Areal count data are often affected by random fluctuations, which makes the identifi-
cation of spatial pattern challenging. Example data types are disease counts and environmental
metrics recorded per administrative unit. To identify spatial trends in such datasets the Besag-
York-Mollié (BYM) and the Leuroux models are used. These are Bayesian hierarchical models, for
which no closed form expression of the posterior distribution exists. Therefore, fitting such models
to data is based on Markov chain Monte Carlo (MCMC) methods or approximation techniques.
However, the actual software implementations are error-prone because of the model complexity and
the impossibility to test the long code sections in small units. This paper presents annotated code
implementing the BYM and the Leroux models and discusses technical variations thereof. More-
over, graphical tools to compare sample(r)s and various practical tips for their implementation are
given. We observed surprisingly large variability between different implementation methods as well
as between different MCMC runs of one method.
Scientific contributions: This work provides documented and reproducible code for the implemen-
tation of various BYM and Leroux models. More precisely, it provides R and openBUGS code to
set up MCMC and integrated nested Laplace approximation methods. Moreover, graphical tools
to compare different model fits are presented and implemented in the R package spam. They re-
vealed a surprisingly large difference between estimates from the different implementations. This
questions the reliability of state-of-the-art methods and urges the need for validation procedures for
related software.
Authors contributions: The project started as a side project of the MSc thesis of Florian Gerber,
which was concerned with disease mapping for cancer and worm infections datasets. In an early
phase of his PhD, Florian Gerber extended the investigations to alternative BYM model imple-
mentations and Leroux models. He also wrote this article and contributed to the development of
the R package spam. Reinhard Furrer provided methodological input and commented on several
versions of the manuscript.
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Paper V (p. 131)
Challenges in Linking Arctic Plant Biodiversity with Satellite Based
Landscape Characterizations
by Florian Gerber, Reinhard Furrer & Gabriela Schaepman-Strub
Abstract: Climate warming triggers changes in the Arctic vegetation, which in turn feedback to
global climate. Therefore, an improved quantification of the Arctic vegetation and changes thereof
could lead to reduced uncertainties in climate predictions. However, quantifying vegetation from
the available field measurements is challenging because they are very sparse in space and time.
One approach to nevertheless obtain a complete description is to extrapolate (upscale) the field
measurements with the help of remote sensing based landscape characterizations. While several
statistical methods are suitable for that task, one necessary prerequisite for all upscaling methods is
the existence of a correlation pattern between the field measurements and the remote sensing based
landscape characterizations at locations where both data types are available. In the presented
study we tried to establish such a correlation pattern for biodiversity field measurements. We
used a synthesis of plant abundance field measurements available from the International Tundra
EXperiment (ITEX), which we then transformed into species richness and evenness biodiversity
indices. For the landscape characterization we used spectral Landsat 5 and 7 satellite data as well
as the ASTER global digital elevation model (GDEM). Both types of satellite data were used to
characterize the landscapes by extracting the mean and/or the standard deviation of values near
locations with field measurements. As the radius of the used discs is not clear a priori, we examined
different radii ranging from 100m to 10 km. The results of our analyses suggest that the extracted
summary statistics from the Landsat data and the ASTER elevation model do not correlate with
the species richness and evenness indices derived from the ITEX data.
Scientific contributions: The study contributes to a better understanding of Arctic field data and
their relations to satellite based landscape characterizations. In particular, the study shows that
the biodiversity indices from the considered field data are not correlated with various summary
statistics of Landsat and ASTER data at several spatial scales. The concluding discussion points to
possible issues with the data and is intended to contribute towards the goal of upscaling biodiversity
estimates from Arctic field measurements meaningfully.
Authors contributions: Florian Gerber performed the analyses and wrote the manuscript. Gabriela
Schaepman-Strub and Reinhard Furrer supported the data analysis with comments and helped with
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A B S T R A C T
Software packages for spatial data often implement a hybrid approach of interpreted and compiled
programming languages. The compiled parts are usually written in C, C++, or Fortran, and are eﬃcient in
terms of computational speed and memory usage. Conversely, the interpreted part serves as a convenient user-
interface and calls the compiled code for computationally demanding operations. The price paid for the user
friendliness of the interpreted component is—besides performance—the limited access to low level and
optimized code. An example of such a restriction is the 64-bit vector support of the widely used statistical
language R. On the R side, users do not need to change existing code and may not even notice the extension. On
the other hand, interfacing 64-bit compiled code eﬃciently is challenging. Since many R packages for spatial
data could beneﬁt from 64-bit vectors, we investigate strategies to eﬃciently pass 64-bit vectors to compiled
languages. More precisely, we show how to simply extend existing R packages using the foreign function
interface to seamlessly support 64-bit vectors. This extension is shown with the sparse matrix algebra R package
spam. The new capabilities are illustrated with an example of GIMMS NDVI3g data featuring a parametric
modeling approach for a non-stationary covariance matrix.
1. Introduction
This research addresses the handling of very large vectors in R, and
in our case was motivated through huge covariance matrices resulting
from dependencies of georeferenced data, but any other scientiﬁc
domain handling very large datasets could have served as motivation.
Spatial statistics relies on modeling the ﬁrst and second order
structures of directly observed or latent spatial ﬁelds. Typically, only
one realization of such a spatial ﬁeld is observed, and therefore
parametric models for the second order structure is the prime choice.
For maximum likelihood estimation or prediction (through classical
kriging or other means) the covariance matrix of the spatial ﬁeld has to
be explicated. While the construction thereof is typically feasible, the
operations based on these matrices (solving linear systems and
calculating determinants) are the computational bottlenecks. Dataset
sizes that can be dealt with a brute force implementation are on the
order of several thousands—essentially the same size as a decade ago.
However, with a careful model design, it is now possible to handle
spatial datasets on the order of 105 to 106 on typical computing
machines. These approaches can be classiﬁed into roughly two diﬀerent
categories. A model for which an eﬃcient implementation
exists (Kronecker formulation, separable models, e.g., Genton, 2007;
Furrer and Genton, 2011) or for which an approximation is avail-
able (tapering, e.g., Furrer et al., 2006, Kaufman et al., 2008; Furrer
et al., 2016; low-rank models, e.g., Cressie and Johannesson, 2008;
Banerjee et al., 2008; Stein, 2008, composite likelihood approaches,
e.g., Stein et al., 2004; Bevilacqua et al., 2012; Eidsvik et al., 2014,
Gaussian Markov random ﬁelds type approximations, e.g., Hartman
and Hössjer, 2008; Lindgren et al., 2011, etc.). For a review of
statistical approaches for large datasets, see Sun et al. (2012).
While datasets on the order of 105 to 106 seem large, they are still
much smaller than a typical Landsat 7 satellite image, which consists of
more than 34 million pixels (30 m resolution for an approximate scene
size of 170 km×183 km; source landsat.usgs.gov). Fitting spatial
models on this data is challenging and limited by the available
computing resources. Surprisingly the limiting factors are in some
cases RAM and not the performance of the CPU(s). This is even more
an issue when the computing software does not exploit the entire
available memory. Until recently, the successful open source software
R was bound to 32-bit addressing and thus limited the size of matrices
independent of the available RAM. This limit implies that all (atomic)
vectors have to have less than 2 ≈ 2.147·1031 9 elements. At ﬁrst sight
http://dx.doi.org/10.1016/j.cageo.2016.11.015
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this seems huge, however a covariance matrix of a 160×320 lat/lon grid
cannot be managed (corresponding to T106 spectral grid resolution
climatedataguide.ucar.edu/climate-model-evaluation/common-
spectral-model-grid-resolutions). Naturally, using sparse matrices
(through, e.g., tapering) larger datasets are possible. However this
limit is easily overdrawn with Landsat 7 satellite images and
recommended taper ranges.
This article focuses on georeferenced data, but also the analysis of
other data types is limited by the 32-bit constraint of R. One example
from the authors recent research is the modeling of the covariance
structure of microarray data with roughly 1.4 million probe sets on
nowadays arrays https://www.aﬀymetrix.com/catalog/131452/AFFY/
Human+Exon+ST+Array, Furrer and Sain, 2009).
With the recent release of the R version 3.0.0, basic operations have
been extended to be able to handle 64-bit vectors. However, it is not
possible to directly pass long vectors from R to compiled code containing
64-bit integers though the foreign function interface. Although eﬀorts exist
to simplify the integration of compiled code in R (e.g., Eddelbuettel et al.,
2016; Eddelbuettel, 2013), we are not aware of any interface that simpliﬁes
the interaction with 64-bit compiled code. This is unfortunate because there
are many packages available for spatial data that relay on compiled code
and could beneﬁt from an extension to long vectors; for example, see the
CRAN task views “Analysis of Spatial Data” (Bivand, 2016) and “Handling
and Analyzing Spatio-Temporal Data” (Pebesma, 2016). This article sheds
light on how to extend existing R packages with 64-bit compiled code and
we will refer to such R packages as “64-bit packages.” Since one can think
of many possible approaches to cope with the 64-bit issue, we tried to ﬁnd a
strategy that has the following features: (i) From the end user perspective
the enhanced 64-bit package should ﬁrst of all cover all the functionality
that was available before the extension without any performance losses in
terms of memory usage and speed. Existing R code should be portable to
the 64-bit package without any changes. Furthermore, the user should not
be force to think about storage modes of vectors. (ii) From the developer
perspective the work to migrate a package to 64-bit as well as the
maintenance time should be kept at a minimum.
This article is structured as follows. Section 2 gives some background
on how to call 64-bit compiled code from R. After covering general ideas
and concepts, some technical details are given (a section that can be
skipped). Finally, we introduce the R package dotCall64 which
simpliﬁes the call to compiled code with 64-bit integers. Section 3 shows
how to use both a 32-bit and a 64-bit version of the compiled code such
that for small problems no computational and storage losses occur.
Readers that are mainly interested in analyzing spatial data using huge
sparse matrices are referred to Sections 4 and 5. In Section 4 we illustrate
the porting of spam, an existing package to manage sparse matrices, to
64-bit capability and show the user relevant aspects with examples and
performance measurements. In Section 5 we model the covariance of a
GIMMS NDVI3g residual ﬁeld involving “64-bit” Cholesky factors as a
proof of concept. In Section 6 we conclude with a short discussion and
outlook. The package spam and the R scripts that were used to create the
ﬁgures and tables of this article are available at https://github.com/
ﬂorafauna/CAGEO-spam64-supplement. A current development version
of spam is available in the git repository https://git.math.uzh.ch/
reinhard.furrer/spam.
2. Calling compiled code with 64-bit integers from R
2.1. General ideas and concepts
We now shed some light on the 64-bit implementation of R. While the
focus of this section is the general concept, more technical insights are given
in the next section. In R, vectors are one of the most basic object types.
They can be thought of as a string of many elements that can be indexed
according to their (relative) position. The indexing is based on (signed) 32-
bit integers and thus the length of vectors is limited to 2 − 131 elements.
Starting from release 3.0.0 in early 2013, basic support for vectors up to size
252 is supplied; see also Section 12 on https://cran.r-project.org/doc/
manuals/r-devel/R-ints.html. These vectors (including raw, logical, integer,
numeric and character vectors, and lists and expression types) are called
long vectors. The R implementation is such that for long vectors, doubles
are used for addressing and minor modiﬁcations are required for the
function length(), which returns a double in the case of long vectors. The
extension has been done without breaking existing code and thus some of
the implementation seems at ﬁrst sight suboptimal. Notice that in R,
matrices or general type arrays are objects where the data are stored in a
vector and which possess a dimension attribute. Hence, the above-
mentioned construction of long vectors still applies.
For eﬃcient use, packages now have to supply the possibility of
handling long vectors as well, and thus the underlying C/C++ or Fortran
code has to be compiled in 64-bit mode. While the addressing in the
compiled code is typically done with (signed) 64-bit integers, the discre-
pancy between the compiled and interpreted component are apparent.
There are several approaches to cope with this discrepancy in the
storage mode and the two main ones are: (1) rewrite compiled code and
use doubles instead of integers. (2) use doubles on the R side and cast
them to 64-bit integers before calling the compiled code. The former
requires a big eﬀort on the package maintainers to rewrite existing
code. Additionally, in the case R changes implementation to long
integer addressing, many changes in the source code of the packages
are required. The latter can be handled though an additional function
that handles the type conversions (also denoted with casting) from
double to 64-bit integers and back again. While this approach does not
require any changes in existing compiled code, it implies a slight
performance loss as casting between the storage modes takes time. We
have evaluated the two approaches as well as additional ﬂavors thereof
(Mösinger, 2015) and chose the second approach.
Throughout the paper we will use the term “32-bit integers” to refer
to the integer type in R and the 32-bit integers in the compiled code.
On the other hand “64-bit integers” refer to doubles in R and 64-bit
(long) integers in the compiled code.
2.2. Technical implementation
This section gives some technical insights into the underlying C
implementation of the long vector support of R and can be skipped without
loss of the general idea. We will refer to the R source code of version 3.1.0
(Core Team, 2016a) in several places by indicating the path to the source ﬁle
and the line number. Thementioned ﬁles are available in the supplementary
material of this paper. In addition, we highlight changes in the source ﬁles
src/include/Rinternals.h, src/include/Rinlinedfuns.h, and
src/main/memory.c, which were made to support long vectors. They
are given in the ﬁles diff_Rinternals.h, diff_Rinlinedfuns.h, and
diff_memory.c of the supplementary material and are the result of svn
diff -r 59004:59009 of the corresponding ﬁles in the R svn repository
(http://svn.r-project.org/R/trunk/).
Long vectors have been introduced without breaking existing code. For
example, the widely used C function R_len_t length(SEXP s) (deﬁned
in src/include/Rinlinedfuns.h:122) returns the length of a SEXP (S
expression) as a R_len_t, which typedef'ed as int32_t (deﬁned in src/
include/Rinternals.h:49). Any code that assumes that
length(SEXP s) returns an int32_t is compatible with this declaration.
However, if SEXP s is a long vector and therefore the length cannot be
stored inside an int32_t, the operation returns an error (See src/main/
memory.c:3828 which is called at src/include/Rinternals.h:325).
Therefore, any legacy code that calls R_len_t length(SEXP s) still works
on short vectors and does not need to be changed.
To get the length of long vectors, one has to call the newly deﬁned
function R_xlen_t xlength(SEXP s) (deﬁned in src/include/
Rinlinedfuns.h:154) instead. If R is compiled with long vector
support, R_xlen_t is typedef'ed as ptrdiff_t (deﬁned in src/
include/Rinternals.h:62), where “ptrdiff_t is the signed
integer type of the result of subtracting two pointers. This will probably
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be one of the standard signed integer types (short int, int or long int),
but might be a nonstandard type that exists only for this purpose.” (The
GNU C Library GNU, 2014, A.4 Important Data Types.)
We now sketch how long vectors are actually implemented. In R,
vectors are made out of a header of type VECSEXP (deﬁned in src/
include/Rinternals.h:273) that is followed by the actual data. The
header contains a ﬁeld length of type R_len_t and hence cannot capture
the length of a long vector as we have seen previously. Whenever the actual
length is larger than 2 − 131 , the length inside VECSEXP is set to−1 and an
additional header of type R_long_vec_hdr_t is preﬁxed, which contains
a ﬁeld called length of type R_xlen_t.
The current implementation of R deﬁnes the R-type integer as
signed 32-bit int (known as int32_t). There is no other integer type;
there is no R_xlen_t equivalent in R. Instead, any integer number
greater than 2 − 131 is stored as a double, which is integer-precise up to
about 252 (see help("long vectors")). As a consequence (1) long
vectors are indexed by doubles and (2) if the length of a vector is larger
than 231 - 1 the R function length(x) returns a number of type
double (see help(length)).
Note that the R package bit64 (Oehlschlägel, 2015) provides a
more eﬃcient data type for 64-bit integers compared to the 64-bit
integer provided by R. However, the package does not support long
vectors and thus cannot be used in our context.
2.3. Alternative interface provided by the package dotCall64
Mösinger (2015) implemented an extension of R's foreign function
interface, which is available in the R package dotCall64 (Mösinger
et al., 2016). The package provides an interface (written in C, exposed as
an R function) that can be used to call compiled code in a way that (i) the
arguments of the function are copied if and only if necessary (ii) 64-bit
integers are cast from double (the R storage mode of 64-bit integers) to
64-bit integers before calling the compiled code and cast from 64-bit
integers to doubles afterwards again (iii) supports long vectors.
Next, we illustrate how the dotCall64 package can be used to call
compiled code. Assume a hypothetical Fortran function fun that takes
one integer argument arg. (The example would be similar for a C/C++
function.) Given the function is properly compiled and loaded in R, it
can be called with the integer argument arg=1L via
The same call can be made via the R function .C64() from the
R package dotCall64, which is available on CRAN.
Here, we additionally have to specify the argument SIGNATURE, which is set
to integer in this case. In this situation, the result is the same as with the
.Fortran() call. The main advantage of using dotCall64 becomes
obvious when fun is changed such that it takes a 64-bit integer as argument.
If we now set arg=2^32 and call the function via .Fortran("fun", arg)
the Fortran code will interpret the 8 bytes of the double as a 64-bit integer,
likely resulting in a crash. On the other hand, the call via .C64() can be
adapted to expect a 64-bit integer by setting the argument SIGNATURE to
"int64". With that the call returns the desired result.
Instead of using the R function .C64(), the C function dotCall64()
of the R package dotCall64 can be called directly. This is especially useful
when the compiled code relies on the C API of R or extensions thereof like,
e.g., the R package Rcpp (Eddelbuettel et al., 2016; Eddelbuettel and
François, 2011; Eddelbuettel, 2013). More detailed information on
dotCall64 including a description of the implementation and more
extensive examples is given in Gerber et al. (2016).
3. Managing 32-bit and 64-bit compiled code
3.1. Motivation and general framework
As described in the previous section, the dotCall64 interface takes
care of the necessary casting when calling compiled code with 64-bit
integer vectors from R. Hence, one could create an R package using
doubles (instead of integers) on the R site and 64-bit integers in the
compiled code. The drawback of this approach is that type conversion
takes time and using 64-bit integers instead of integers is a waste of
memory when the same could be done with integers. To illustrate this
consider the extraction of one element out of a vector of length 230
through compiled code. In the case where the vector is of type integer this
operation is virtually instantaneous (order of milliseconds). On the other
hand, if the same vector is stored as doubles (the format of a 64-bit integer
in R) the same operation requires 4 Gb of additional physical RAM and
takes about two seconds because of the necessity of casting from double to
64-bit integers. This motivates the uses of integers in R and calls compiled
code with 32-bit integers whenever possible, or equivalently, uses the 64-
bit variants only if necessary. Hence, the compiled code needs to be
provided with both 32-bit integers and 64-bit integers.
We implemented the work ﬂow of an R function calling potentially
64 bit compiled code as schematically illustrated in Fig. 1. The input of
the R function may contain integers or 64-bit integer vectors, besides
vectors of other types. After preprocessing the arguments in R, it is
decided whether to use the compiled code with 32-bit integers or 64-bit
integers. The compiled code is then called though a function from
dotCall64 that does the copying and casting of the arguments if
necessary. Back in R, the results are post-processed and it is decided
whether to returned the integer vectors as integers or doubles to R.
3.2. An S4 class to handle 32-bit and 64-bit integer vectors
As mentioned above it is beneﬁcial in terms of performance to use
the (32-bit) integer R type whenever possible to store integers, and
doubles otherwise. This gets more involved when using S4 classes to
Fig. 1. Flow diagram of an R function calling compiled code as proposed in Section 3.1: First the arguments are preprocessed. Then it is decided whether to use the compiled code with
32-bit or 64-bit integers. Then the compiled code is called through functions provided by dotCall64, which takes care of copying and casting the arguments if required. In a post
processing the step the results are collected and returned to R , having integers stored as integers or as doubles (64-bit integers).
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store the data. To illustrate this we consider a class simple having one
slot entry of type integer.
Since R stores 64-bit integer as doubles, this class cannot be used to
store long vectors. Extending the class to accept long vectors
eﬃciently while reassuring backward compatibility and maintainer
friendliness is not trivial. Mösinger (2015) experimented with
various designs. One idea is to let the class simple remain un-
changed and deﬁne a new class simple64 that is used to store 64-
bit integers. In this situation one could, e.g., add an additional
constructor function that decides whether to create an object of class
simple or simple64 or even overwrite the constructor of simple
with that constructor. The disadvantage of this design is that we
have to manage two S4 classes.
Another design that uses only one S4 class is illustrated with more
details next. First, we modify the deﬁnition of the class simple to accept
vectors of the class numeric.
Note that the class numeric extends the class integer, and as a consequence,
the slot entry accepts vectors of type double or integer. The decision to use
one or the other type can be made in the initialize method of the class that
we deﬁne as follows:
To illustrate the functionality of this class, we deﬁne the function mult(),
which corresponds to a scalar multiplication of the class simple.
Next, we create an instance of class simple:
Since 229 is smaller than .Machine$integer.max (231 in our environ-
ment) the slot entry is of type integer.
When applying the function mult() to s1 the appropriate storage format
of the slot entry is chosen automatically.
Note that the initialize() function is only called if the class constructor
is called. Hence, the slot entry of the class can be overwritten without
checking of the format via
This may beneﬁcial in terms of performance in some cases.
3.3. Code organization in two R packages
Now we have all necessary pieces together to extend an R package with
64-bit compiled code. At ﬁrst sight, the organization of the code of such a
package seems challenging from an R package developer point of view.
Therefore, we give some insights in a code organization and development
framework that reduces the additional work to a minimum.
Suppose we have a hypothetical package called simplePkg with
32-bit integers C/C++ or Fortran code called through the foreign
function interface. To extend this package such that the functions
can also be called with 64-bit integers we make use of the
Table 1
Distribution of code in two hypothetical R packages simplePkg and simplePkg64. The
package simplePkg works with 32-bit compiled code and can be used independently of
the other package. simplePkg64 can be loaded as an add-on and enables the support for
64-bit vectors.
Package name R code Compiled code manual
simplePkg ✓ ✓(32-bit) ✓
simplePkg64 – ✓(64-bit) –
Table 2
Code management in two hypothetical R packages simplePkg and simplePkg64. The
ﬁrst and third column summarize the basic ﬁle structure of the package. The middle
column highlights the essential, minimal diﬀerences between the ﬁles, where <…
indicates many more lines or ﬁles.
simplePkg simplePkg64
DESCRIPTION > Package: simplePkg64 DESCRIPTION
> Depends: simplePkg
< Package: simplePkg
NAMESPACE > useDynLib(simplePkg64) NAMESPACE
< useDynLib(simplePkg)
<…
src Identical content for the source files. src
> The ﬁle Makevars containing (additional)
compiler ﬂags such as PKG_FCFLAGS=-
fdefault-integer-8.
man > Single ﬁle giving a short package overview man
<…
… < More directories like R, data, demo, …
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NAMESPACE feature of R. In R each package has a NAMESPACE,
which allows the user to load diﬀerent packages providing diﬀerently
compiled functions with the same name. An argument in the foreign
function interface (or in the dotCall64 functions) is then used to
specify the package name and hence the compiled function is
uniquely speciﬁed. This motivates the creation of an additional
package simplePkg64 that contains the same source code for
compiled code as in the package directory simplePkg/src/ but
with 64-bit integers. This can be achieved with a simple call to GNU
sed (2010) replacing all integer type declarations with “integer(8)”.
Alternatively, the GNU Fortran (2014) supports the ﬂag -fde-
fault-integer-8, which can be set in simplePkg64/src/
Makevars to declare integers as 64-bit integers. The remaining
ﬁles and directories of the simplePkg64 are basically empty or
reduced to a minimum. See Table 1 for a rough overview and Table 2
for a more detailed description of the (dis)similarities between the
two packages. With this design, the package simplePkg works with
32-bit compiled code and can be used independently. Loading the
simplePkg64 as an add-on enables the support of 64-bit integer
vectors. We successfully tested the proposed strategy on Linux and
Windows platforms.
Since the source code of the compiled code is the same in both
packages, the additional time to maintain two packages instead of one
is small. In fact, it is straightforward to design a Makeﬁle that builds
simplePkg and simplePkg64 out of one single package simplePkg.
4. Extending spam with 64-bit integer pointers
4.1. spam in a nutshell
We will now apply the ideas to the R package spam, which is an
R package for sparse matrix algebra with emphasis on a Cholesky
factorization of sparse positive deﬁnite matrices (Furrer and Sain,
2010). The implementation of spam is based on the competing
philosophical maxims to be competitively fast compared to existing
tools and to be easy to use, modify and extend. The ﬁrst is addressed
by using fast Fortran routines and the second by assuring S3 and S4
compatibility. One of the features of spam is to exploit the algorith-
mic steps of the Cholesky factorization and hence to perform only a
fraction of the workload when factorizing matrices with the same
sparsity structure. Simulations show that exploiting this break-down
of the factorization results in a signiﬁcant speed-up (Furrer and Sain,
2010).
To store the non-zero elements, spam essentially uses the “old Yale
sparse format” (Eisenstat et al., 1977). In spam, a (sparse) matrix is stored
as a S4 object with four slots (vectors), which are (1) the nonzero values row
by row, (2) the ordered column indices of nonzero values, (3) the position
in the previous two vectors corresponding to new rows, given as pointers,
and (4) the column dimension of the matrix. Hence, to store a matrix with z
nonzero elements spam requires z doubles and z n+ + 2 integers com-
pared to n n× doubles. Given the 32-bit limitation, we have the limit of (1)
at most 2 − 231 rows, (2) at most 2 − 131 columns and (2) at most 231 - 1
non-zero entries. More details about spam can be found in (Furrer and
Sain, 2010; Gerber and Furrer, 2015).
4.2. Illustration of the functionality using spam64
The package spam64 is an implementation of the concept outlined
in Section 3. It is based on spam version 2.x, which extends lower
versions by modiﬁed Fortran calls and appropriate initializer methods.
To enable 64-bit capability both the spam and the spam64 R packages
need to be loaded (the latter depending on the former; see Table 2).
As discussed above, the same top level R code for 32-bit and 64-bit
matrices is used. Moreover, the user will notice the actual format only
when looking explicitly at the storage format of the integer slots or by
calling the print method of the spam object. As illustrated below, the
functions return a spam object with 32-bit integers if possible and an
object with 64-bit integers otherwise.
In this R output, “(32-bit)” means that the slots colindices,
rowpointers and dimension of the spam64 object are of type
integer, as opposed to “(64-bit)” where these slots are of type
double. The user may also force spam64 to return an object
with slots of type double by setting the global option
options(spam.force64=TRUE) or by setting the argument
force64 of a speciﬁc function call to TRUE, e.g.,
4.3. Performance measurements
To get an impression of the performance in terms of speed and
memory usage of spam64, we compared the implementation with
spam and the matrix class from the base package using the following
test setup: Matrices of dimension 2000×2000 with diﬀerent percen-
tages of randomly placed and randomly generated non-zero entries
were generated. If the function to be tested required a positive
deﬁnite matrix, this matrix was transformed into one with the same
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amount of non-zero entries. Then, functions from the diﬀerent
implementations were applied to these matrices and their perfor-
mance was measured. All elapsed CPU times reported in this manu-
script were measured on a single Intel® Xeon® CPU E7-2850 at
2.00 GHz. To quantify the variability of the timing measures, the
same function was applied 20 times on the same matrix. The memory
usage was measured in terms of peak memory usage, i.e., the
maximum amount of MB memory used during the calculations
assessed with gc() and gcTorture().
Since the measured matrices were relatively small, the spam64
implementation would never switch to the 64-bit storage format in this
setting. Therefore, additional measurements were taken with the
options(spam.force64=TRUE), where spam64 uses the 64-bit
storage format in any case.
In Fig. 2, some results for the matrix functions t() (transpose), %*%
(matrix product), cov() (calculating the Wendland covariance matrix
from a distance matrix) and chol() (Cholesky decomposition) are
shown. We see that, ﬁrst, the spam64 32-bit storage format has very
similar results compared to the spam implementation. Second, the
spam64 64-bit storage format adds a minor overhead because all
pointer elements need to be cast from integers to double and vice versa.
However, this casting can be easily distributed to multiple processors
(task parallelization).
Classically known within the sparse matrix community yet possibly
surprising for others, for many operations a signiﬁcant amount of
sparsity is needed to outperform the base implementation. The reduced
amount of operations is oﬀset by the handling of the storage structure.
For example, replacing the ﬁrst zero element by an arbitrary number is
O(z) for operation count. There is no overarching degree of sparsity
when sparse matrices should be used. In addition to operation type,
matrix size plays a role.
5. Non-stationary covariance model for a large NDVI
residual ﬁeld
Classical geostatistical models rely on parametric covariance func-
tions to describe the spatial dependency structure of the date. Over the
years, many models for anisotropic spatial processes have been
proposed (see, e.g., Wackernagel, 2006). Such processes have a
translation invariant covariance structure which can be parameterized
with a few, typically with ﬁve to six, parameters. However, ﬂexible non-
stationary models are a quite recent research topic (Kleiber and
Nychka, 2012). Most approaches proposed in the literature are very
computing intensive and are not suitable for large spatial datasets.
The model proposed in Section 5.2 relaxes the stationarity assump-
tion by allowing the covariance function to depend upon additional
covariate data in a parametric way. The model is ﬁtted to a satellite-
based vegetation index using elevation data and the distance to the
nearest coast as covariates. During the ﬁtting procedure, the new
capabilities of spam64 are used and we get a grasp of the matrix sizes
and their associated computation times when dealing with 64-bit
integer vectors.
5.1. Data
The availability of long-term satellite earth observations enables the
study of changes in the observations at large spatial extents. One
primary variable of interest is the normalized diﬀerence vegetation
Fig. 2. Elapsed CPU time in seconds and peak memory in Mb for the matrix functions t(M) (transpose), M%*%M (matrix product), cov(M) (Wendland covariance function) and chol(m)
(Cholesky decomposition). On the x-axis the % of non-zero elements of the 2000 × 2000 target matrix is indicated.
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index (NDVI), which serves as a proxy for the intensity of the
vegetation through a normalized diﬀerence of the near infrared and
the red color bands (Myneni and Hall, 1995). We consider the 3rd
generation of the Global Inventory Monitoring and Modeling System
(GIMMS) NDVI data product (NDVI3g), which is a global time series of
NDVI data based on information from diﬀerent Advanced Very High
Resolution Radiometer (AVHRR) satellites (Pinzon and Tucker, 2014).
The product is available for the years 1981 to 2011 with a temporal
resolution of 16 days and is provided on a regular latitude longitude
grid with spatial resolution of 1/12° (≈8 km).
To investigate changes in the NDVI in Eurasia between the decades
1990–1999 and 2000–2009 the ﬁelds y1990−1999 and y2000−2009 were
created by taking the corresponding 10-year average for each pixel.
Then, the diﬀerence ﬁeld was deﬁned as y y y= −RAW 2000−2009 1990−1999.
Some pixels of yRAW showed a large diﬀerence that was likely to reﬂect
land cover changes from land to water and vice versa. The analysis of
these large changes is of interest on its own, but given their large
inﬂuence on the model ﬁt they should be treated separately. Hence, the
lower and the upper 1% quantile of yRAW was removed, leaving
n=769,940 observations for the analysis as shown in Fig. 3. To increase
numerical stability the mean centered and scaled version of the
diﬀerence ﬁeld y y y y= ( − )/sd( )RAW RAW RAW was ﬁnally modeled.
We construct the following covariates. First, starting from a 1 km
elevation model provided by the National Oceanic and Atmospheric
Administration (NOAA) (Hastings et al., 1999) we derived two spatial
ﬁelds, namely, the logarithm of the elevation denoted as xDEM and the
logarithm of the variability of a 200 km box around the pixel denoted
as xDEM VAR. Second, the distance to the nearest coast provided by the
NOAA's National Ocean Service (oceancolor.gsfc.nasa.gov/DOCS/
DistFromCoast/) was log-transformed and is denoted as xDIST2COAST.
All three ﬁelds were resampled so that we have exactly one observation
for each pixel of y. We deﬁne X as the matrix containing the columns
xDEM, xDEM VAR and xDIST2COAST. The data preparation and handling was
greatly simpliﬁed by the R packages rgdal (Bivand et al., 2016),
raster (Hijmans, 2016) and sp (Pebesma and Bivand, 2005; Bivand
et al., 2013). Figures were made with ggplot2 (Wickham, 2009) and
Fig. 3. Data used for the analysis. More precisely, we show yRAW the NDVI3g diﬀerence ﬁeld (top panel), xDEM the log-transformed digital elevation model data (middle panel) and
xDIST2COAST and the log transformed distance to the nearest coast (bottom panel).
F. Gerber et al. Computers & Geosciences 104 (2017) 109–119
115
Paper I 53
ﬁelds (Nychka et al., 2016).
5.2. Covariance model and implementation
We assume that the NDVI diﬀerence ﬁeld y is a realization of a
multivariate normal distribution with mean zero and covariance matrix
θΣ( ). The covariance depends on the covariates and the parameters
θ βτ κ= ( , , )⊤ and has the form
β β βτ κ κ τΣ D T D( , , ) = ( ) ( ) ( ).
where κ > 0 is a scaling parameter. The diagonal matrix
β βD X( ) = diag(exp( )) (1)
with β β β β= ( , , )DEM DIST2COAST DEM VAR ⊤ allows Σ to spatially vary ac-
cording to the covariates. The matrix
τ τ τ τT I R( ) = (1 − ) + , ∈ [0, 1]
is a weighted average between the identity matrix I and the correlation
matrix R. A similar decomposition was use by Leroux et al. (1999) for
the inverse of the covariance matrix, whereas we use it for a
substructure of the covariance matrix. In contrast to the classical signal
to noise type decomposition, the parameter τ is bounded to the interval
[0, 1], which is advantageous for the grid search optimization procedure
used later. The matrix R was calculated via a Wendland (covariance)
function (Wendland, 1995; Furrer et al., 2006), with a ﬁxed range of
50 km using the great-circle distance of the spatial locations. Note that
because of the use of the great-circle distance and the regular long-
itude/latitude grid of the data, the number of pixels included in the
50 km range vary with the latitude coordinate as illustrated in the lower
panels of Fig. 5. The range parameter of the Wendland function could
be estimated from the data, but is ﬁxed here in order to increase the
stability of the optimization procedure. The matrix R (and thus also T)
have about 1.28·108 non-zero entries (corresponding to about 0.02% of
the entire matrix, see also Table 4).
We estimate the parameters θ with maximum likelihood. Denoting
θ yl ( ; ) the log-likelihood of the data we have:
θ y θ y θ yl n π Σ Σ−2 ( ; ) = log(2 ) + log(det( ( ))) + ( ) .T −1 (2)
The computationally expensive log-determinant and quadratic form
are expressed as:








y y y κΣ v T v v D= , where = / .−1 ⊤ −1 −1 (4)
where βX( )i denoted the ith value of the vector, and Tchol( )ii denotes
the ith diagonal entry of the Cholesky decomposition of T. With this
decomposition the most time-demanding calculation is the Cholesky
decomposition of T, which takes about 30 min on 12 Intel® Xeon® CPUs
E7-2850 at 2.00 GHz (see also Table 4). To make the ﬁtting procedure
reasonably fast, a grid search was implemented for the parameter τ.
More precisely, τTchol( ( )) was calculated for τ S∈ = {0, 0.1, 0.2,…,1}τ
covering the entire range of the parameter space of τ. Then,
β yl κ τ−2 ( , ; , ) was minimized for each value of τ S∈ τ via the
R function optim() using the option method="L-BFGS-B", which
calls a quasi-Newton optimizer allowing for box constraints (Byrd et al.,
1995). Based on these results, a ﬁner grid for τ with a spacing of 0.02
was deﬁned as S = {0.52, 0.54,…,0.68}τfine and covered the most likely
parameter range of τ according to the previous optimization results.
Then, β yl κ τ−2 ( , ; , ) was minimized a second time for each value of
τ S∈ τfine. The left panel of Fig. 4 shows β yl κ τargmax { ( , ; , )}βκ, as a
function of the evaluated values of τ. Finally, the value of τ that
corresponds to the largest value of β yl κ τargmax { ( , ; , )}βκ, , together
with the conﬁguration of κ and β are reported in Table 3.
For comparison, we also ﬁt a stationary model by setting the
diagonal matrix D to the identity matrix I in Eq. (1), i.e., β 0= . Note
that τTchol( ( )) still depends on τ and therefore the two-step ﬁtting
procedure with a gird search for the parameter τ was used again.
5.3. Results and discussion of the model ﬁt
For both covariance function models, the optimizer reported
convergence for all values of τ. The estimated parameters and their
uncertainty derived from the Hessian matrix are reported in Table 3.
Note that due to the grid search for the parameter τ, its value was only
estimated up to a resolution of 0.02 and the standard deviation cannot
be derived directly. The log-likelihood as a function of the evaluated
values of τ is shown for both models in the left panel of Fig. 4.
The estimated values β suggest that a smaller elevation and a small
distance to the nearest coast result in a larger marginal variances.
Furthermore, a small variance in the elevation seems to occur together
with small covariance values of y. This is in accordance with the
observation that the NDVI is sensitive to the occurrence of water
(Glenn et al., 2008; Friedl et al., 1995).
To further assess the ﬁt of the models the diagonal elements of ?Σ were
considered. For the model with a non-stationary covariance function, their
distribution is shown as a histogram in the right panel of Fig. 4. The
diagonal value of the stationary model is added as vertical line in the same
plot. All values were reasonably close to 1, which is the true value of the
variance if the data are modeled as independent observations. The diagonal
elements of ?Σ of the non-stationary model are also shown on a map in
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Fig. 4. (left) Log-likelihood for ﬁxed values of τ both for the model with covariate data (β is estimated) and without covariate data (β 0= ). (right) Histogram of ?Σdiag( ) for the model
with covariate data (quartiles: 0.78, 0.86, 0.92 and 0.99). The corresponding value of the model without covariate data is indicated with the red vertical line.
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ﬁgure the convariance structure for two spatial locations is plotted. It is
worth noticing that in terms of the Bayesian information criteria, the more
complex model with the non-stationary covariance function provided a
better ﬁt (BIC=1,658,282) compared to the model with a stationary
covariance function (BIC=1,673,928).
Some characteristics of relevant matrices of the ﬁtting procedure
are indicated in Table 4. It is remarkable that only the Cholesky factor
actually did use the 64-bit compiled code. However, such matrices can
still be handled on a reasonably good desktop computer. From Table 4,
we also see that it would take a considerable amount of time to
optimize all parameters with optim, because every evaluation of the
likelihood would then require a call to chol(). With the grid search
approach for the parameter τ we did not only limit the total number of
calls to chol() but also enabled parallel Cholesky decompositions and
optimizations that reduced the ﬁtting time to about 1.5 hours on 12
CPUs as speciﬁed above.
6. Discussion
We have illustrated a simple mechanism to extend R packages
using the foreign function interface to 64-bit capability. The
approach has two fundamental and advantageous beneﬁts: (1) there
is no computational overhead in terms of storage and time for small
datasets from the end user; (2) the two-package solution is virtually
maintenance free; (3) there are only a limited amount of changes in
the R code of the original package required. These changes concern
the S4 classes, such that these are capable of simultaneously, i.e.,
appropriately according to the vector length, handling the integers
and double.
During this project, the testing phase of the software was dispro-
portionately high. We started to test the functionality of spam64 in a
systematic way using the R package testthat (Wickham, 2016,
2011). With the two-package design the amount of tests basically
doubles since all functions have to be tested with 32 and 64-bit
integers. Actually using 64-bit integers in the testing procedure may
increasing testing time quite a bit. However, it may be more safe to do
so compared to shortcuts such as using 32-bit integers in conjunction
with the option(spam.force64=TRUE). Besides testing functions
with respect to the correctness of their returned value, the performance
in terms of memory usage and computation time is of great importance
when dealing with large objects. Ideally, systematic performance tests
in a framework similar to the unit testing are created. This allows the
developer to monitor performance impacts of changes in the software
Fig. 5. Diagonal elements of the ﬁtted covariance matrix, i.e., ?Σdiag( ) (top). For the two locations indicated with “+” the covariance with the surrounding pixels are shown in the lower
panels. Here white areas indicate zero covariance due to its ﬁnite support (range) of 50 km. Since the data are stored on a regular latitude longitude grid and the great-circle distance was
used, a circle with radius 50 km includes more pixels at the northern location (N = 292) compared to the southern location (N = 121).
Table 3
Estimates of the parameters τ , κ and β for both the non-stationary and the stationary
model. For the parameters optimized with the quasi-Newton method the standard errors
derived from the Hessian matrix are indicated in parenthesis.













Characteristics of the distance matrix H, correlation matrix R and Cholesky factor
τTchol( ( = 0.62)) which were used to ﬁt the covariance model in Section 5.2. The
spam function name used to create the matrix together with the elapsed time, the size,
and the density (percentages of non-zero elements) are given. The last column indicates
whether 64-bit compiled code was used to generate the matrix.
Matrix spam function Elapsed time Size Density 64-bit
H nearest.dist() 23.25 Minutes 1.4 Gb 0.02% –
R wendland.cov() 1.88 Minutes 1.4 Gb 0.02% –
chol T( ) chol() 29.93 Minutes 8.5 Gb 0.19% ✓
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and supports the development of eﬃcient software.
While this article focuses on a practical solution to increase the
vector sizes that R can use in combination with compiled code, another
aspect of manipulating large vectors is increasing the computation
speed at which they are manipulated. The latter can be done by
distributing the computational workload through, e.g., MPI (mpi-
forum.org/) or OpenMP (www.openmp.org/) and is largely
independent of the storage type of the vectors. We experimented
with OpenMP to speedup the double to 64-integer castings done by
dotCall64 as described in Section 2. When using OpenMP in
conjunction with R, the R package OpenMPController (Guest,
2013) was useful to control the number of threads from R. Besides
the casting of vectors, there are some Fortran functions in spam/
spam64 that should be further optimized with a parallel
implementation. Our current focus is the adoption of an eﬃcient
parallel Cholesky decomposition, which would enable us to ﬁt the
proposed non-stationary covariance model from Section 5 without a
grid search for the parameter τ.
It is important to realize that working with huge matrices invokes a
tremendous amount of computing time and we reckon that some users
might be scared away. Therefore, it is worthwhile spending time install
ing an optimized version of R, illustrated by the documentation of
help("long vectors"): “For example on one particular platform chol
on a 47,000 square matrix took about 5 h with the internal BLAS, 21
minutes using an optimized BLAS on one core, and 2 minutes using an
optimized BLAS on 16 cores.”More speciﬁcally, when installing R from its
source code, options like –disable-BLAS-shlib, –enable-R-proﬁl-
ing, possibly -O3 or similar for CFLAGS and FFLAGS, should be
considered. The choice of the linear algebra package (e.g., BLAS (www.
netlib.org/blas/), ATLAS (math-atlas.sourceforge.net/), ScaLAPACK (www.
netlib.org/scalapack), MKL (software.intel.com/en-us/intel-mkl),
openBLAS (www.openblas.net), SuperLU (http://crd-legacy.lbl.gov/
~xiaoye/SuperLU/) is important as well. A related discussion can be
found in Core Team (2016b).
In Section 2.3 we show an example where the foreign function
interface .Fortran() is replaced by a call to .C64() from package
dotCall64. The later imitates the .Fortran() style but is more
eﬃcient (Gerber et al., 2016). It is the authors’ believe that the further
development and support of a .Fortran() style interface is important
since it simpliﬁes the integration of compiled code that is not
speciﬁcally tailored to R. Besides that it is quite popular: Among the
9,079 packages on CRAN (as of 2016-09-02), 12.9% (1,170 packages)
make use of the foreign function interface. A comparable proportion
use the modern interface to C/C++ (14.6%) and less than 2.1% use
both approaches.
The storyline of the article was a spatial data analysis, which was
chosen due to current research areas of the authors. We presented a
non-stationary covariance model, which is an improvement over using
isotropic covariance functions. Fitting the model to the chosen data
required storing a Cholesky matrix with more than 2 − 131 non-zero
elements. This was not possible with earlier versions of the R package
spam, as the used foreign function interface of R does not support long
vectors. We showed a way to extend spam to work with matrices having
more than 2 − 131 non-zero elements. With that, handling the large
Cholesky matrix used for the data analysis became feasible. The data
example served as a solid proof of concept for the 64-bit extension
strategy. In the area of “big data,” there are seemingly countless
occasions where manipulating huge vectors with compiled code is
required and we are convinced that the move to 64-bit capability is a
must that the R community has to address.
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Abstract The R functions .C() and .Fortran() can be used to call compiled C/C++ and Fortran
code from R. This so-called foreign function interface is convenient, since it does not require any
interactions with the C API of R. However, it does not support long vectors (i. e. , vectors of more than
231 elements). To overcome this limitation, the R package dotCall64 provides .C64(), which can be
used to call compiled C/C++ and Fortran functions. It transparently supports long vectors and does
the necessary castings to pass numeric R vectors to 64-bit integer arguments of the compiled code.
Moreover, .C64() features a mechanism to avoid unnecessary copies of function arguments, making it
efficient in terms of speed and memory usage.
Introduction
The interpreted character of R makes it a convenient front-end for a wide range of applications. Al-
though R provides a rich infrastructure, it can be advantageous to extend R programs with compiled
code written in C/C++ or Fortran (Eubank and Kupresanin, 2011). According to Chambers (2008),
reasons for such an extension are the access to new and trusted computations, the increase in com-
putational speed, and the object referencing capabilities. For completeness, we also list the reasons
against such an extension, which include an increased workload to write, maintain, and debug the
software, platform dependencies, and a less readable source code.
R provides two types of interfaces to call compiled code documented in “Writing R Extensions” (R
Core Team, 2016a). First, the modern interfaces to C/C++ code feature the R functions .Call() and
.External(). It enables accessing, modifying, and returning R objects from C/C++ using the C API
of R (Wickham, 2014). On one hand, this is convenient when the C/C++ code is specifically written
to be used with R. In that case, the C API serves as a glue between R and C/C++, providing some R
functionality and control over copying R objects on the C/C++ level. On the other hand, it requires
the user to learn the C API of R. Especially, when an R interface is built on top of existing C/C++ code
this constitutes an additional effort. Since R has no Fortran API, the modern interfaces to C/C++ code
are not suitable to embed Fortran code into R. Second, the foreign function interface provides the R
functions .C() and .Fortran(). This interface allows the compiled code to read and modify atomic
R vectors, which are exposed as the corresponding C/C++ and Fortran types, respectively. Thus, no
additional API is required, making it favorable for embedding C/C++ and Fortran code that is not
specifically designed for R.
On top of these interfaces provided by R, R packages exist that simplify the integration of compiled
code into R. One such R package is inline (Sklyar et al., 2016), which allows the user to dynamically
define R functions and S4 methods with inlined compiled code. Other examples are Rcpp (Eddelbuettel
et al., 2016a; Eddelbuettel and François, 2011; Eddelbuettel, 2013) and its extensions RcppArmadillo
(Eddelbuettel et al., 2016b; Eddelbuettel and Sanderson, 2014), RcppEigen (Bates et al., 2016; Bates
and Eddelbuettel, 2013), RcppParallel (Allaire et al., 2016), and Rcpp11 (François and Ushey, 2014),
which greatly simplify the extension of R with C++ code. Similar to the modern interfaces to C/C++
code, the Rcpp package family is designed to extend R with compiled code that is specifically written
for that purpose.
Building R packages is a way to share compiled code across different platforms. (See, e. g. ,
Plummer, 2011 for comments on including portable C++ code in R packages.) As of 09-02-2016,
2′303 of the 9′079 R packages on CRAN (http://www.cran.r-project.org/) include compiled C/C++
and/or Fortran code using both the foreign function interface and the modern interfaces to C/C++
code with a similar frequency. Figures 1 gives an overview of the number of packages using .C(),
.Fortran(), .Call(), and .External().
In the remainder of this article, we focus on the intention to embed compiled code into R without
using its C API. An example of an R package using that type of interface is the SPArse Matrix
package spam (Furrer, 2016; Furrer and Sain, 2010; Gerber and Furrer, 2015), which is built around the
Fortran library SPARSKIT (Saad, 1994). Here, the R function .Fortran() from the foreign function
interface seems to be suitable. Conversely, using the modern interfaces to C/C++ code is also possible
but requires adding an additional layer of C code to enable communication between R and the
compiled Fortran code. However, using .Fortran() is also not satisfying, since it lacks flexibility and
The R Journal Vol. XX/YY, AAAA 20ZZ ISSN 2073-4859
Paper II 61

















Figure 1: Number of R packages on CRAN using the indicated R functions to interface C/C++ or
Fortran code (as of 2016-09-02). Note that R packages linking to Rcpp use .Call().
performance, as also stated in its help page: “These functions [.C() and .Fortran()] can be used
to make calls to compiled C and Fortran 77 code. Later interfaces are ‘.Call’ and ‘.External’ which
are more flexible and have better performance.” Two of the missing features of the foreign function
interface are:
• support of long vectors,
• a mechanism to avoid unnecessary copies of R vectors.
The latter is the reason for the lower performance of the foreign function interface compared to the
modern interfaces to C/C++ code. Since the foreign function interface does not allow R vectors to
be passed to compiled code by reference (without copying), it is especially impractical for big data
application. The missing features of the foreign function interface motivated the development of the
R package dotCall64 (Mösinger, Gerber, and Furrer, 2016), which is presented in this article.
Limitations of the foreign function interface
To set the scene for dotCall64, we first discuss some limitations of the foreign function interface and
give insights into the R implementation of long vectors.
Long vectors
The foreign function interface does not support long vectors; see help("long vector"). To understand
why extending it to support long vectors is a non-trivial task, we give more details on the long vector
implementation of R. In R, vectors are one of the most basic object types underlying more complex
objects, such as matrices and arrays. They can be thought of as strings of elements that can be indexed
according to their relative positions. Prior to version 3.0.0, the length of vectors was limited to 231 − 1
elements and indexing thereof was exclusively based on R vectors of type integer. More precisely, the
latter are signed 32-bit integer vectors having a value range of [−231 + 1, 231 − 1]. Starting from the
release of version 3.0.0 in early 2013, support for so-called long vectors was supplied. That is, atomic
(raw, logical, integer, numeric, complex, and character) vectors, lists, and expressions can now
have up to 252 elements. The introduction of long vectors was done with minimal changes in R and
especially, without changing or adding a 64-bit integer data type. Vectors of lengths less than 231 − 1
remain unchanged and addressing elements thereof still uses R vectors of type integer. In contrast,
long vectors use numeric vectors of type doubles to address elements, which are integer precise up
to 252. This implied changes in some R functions, such as length(), which returns an integer or a





Note that as.numeric() returns a double type and as.integer() returns an integer type, though
both integer and double type are of class "numeric", see the “Note on names” section in the R help
page help("is.double").
While the R implementation of long vectors favors backwards compatibility, care is needed when
manipulating those with compiled code. We distinguish between passing long vectors and indexing
long vectors: The former requires passing vectors of more than 231 − 1 elements to complied code and
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is trivial. The latter is challenging, since the indexing R vector is of type double, whereas the compiled
code would naturally expect a 64-bit integer type. To overcome this discrepancy, one needs to cast the
indexing vector from a double to a 64-bit integer type before calling the compiled code and back-cast
it afterwards.
Technical note: This section gives technical insights into the underlying C implementation of long
vectors in R and may be skipped without loss of the general idea. We refer to the source code of R
version 3.3.1 in several places and show relevant parts thereof in the appendix. Information on the
current and future directions of long vectors and 64-bit types in R can be found in “R Internals” (R
Core Team, 2016b, Section 12).
In R, vectors are made out of a header of type VECSEXP that is followed by the actual data (Listing 1,
line 272). The header contains a field length of type R_len_t, which is defined as signed int32_t
(a 32-bit integer). Thus, that length field cannot capture the length of a long vector. Instead, it is
set to -1 whenever the length of the vector is larger than 231 − 1, and an additional header of type
R_long_vec_hdr_t is prefixed. The prefixed header has a field length of type R_xlen_t, which is
defined as ptrdiff_t type (Listing 1, line 75) being “[...] the signed integer type of the result of
subtracting two pointers. This will probably be one of the standard signed integer types (short int,
int or long int), but might be a nonstandard type that exists only for this purpose” (GNU C Library,
2016, Appendix A.4).
This implementation has the advantage that the existing code does not need to be changed and still
works with vectors having less than 231 elements. Hence, the C code of R can be changed successively
to support long vectors throughout several R versions, as opposed to changing the entire C code in
one step. To make C code compatible with long vectors, adaptations are needed. For example, the
widely used C function R_len_t length(SEXP s) (Listing 2, line 124) returns the length of a SEXP (S
expression) as a R_len_t. Thus, all instances of that function have to be replaced with calls to the
64-bit counterpart (i. e. , the function R_xlen_t xlength(SEXP s) given in line 159 of Listing 2).
Copying arguments
The foreign function interface exposes pointers to R vectors to compiled code. In order to avoid any
corruption of R vectors, they are copied and the compiled code receives pointers to copies of the R
vectors. One exception is when the R vector has the named status 0 (i. e. , the object is not bound to
any symbol); see “Writing R Extensions” (R Core Team, 2016a, Section 5.9.10). This is the case when
the passed R vector is an evaluated constructor (e. g. , integer(1)). This is often used when the only
purpose of the R vector is to capture results from the compiled code.
Another situation in which there is no need for copying R vectors is when the compiled code only
reads an R vector without modifying it. However, the foreign function interface does not allow the user
to avoid copying of R vectors (with named status 1 or 2), which leads to a significant computational
overhead, especially for large vectors. Note that prior to R version 3.2.0, the copying of R vectors
could be avoided by setting the argument DUP of .C() and .Fortran() to FALSE. In later R versions,
this argument is depreciated and users are referred to the modern interfaces to C/C++ code as a more
flexible interface; see help(".C") and “R NEWS” (R Core Team, 2016c).
The R package dotCall64
The limitations of the foreign function interface discussed above have motivated the development of
the R package dotCall64. Its main function is .C64(), which can be used to interface compiled code.
In contrast to .C() and .Fortran(), it supports long vectors and 64-bit integer arguments of complied
compiled functions/subroutines and provides a mechanism to control duplication of function argu-
ments. Emphasis was put on providing a trustworthy implementation featuring structured R and C
source code, documentation, examples, unit tests implemented with testthat (Wickham, 2011), and R
scripts containing the later presented performance measurements.
Usage of the R function .C64()
The function .C64() can be used as an enhanced replacement of the foreign function interface and is
equally easy to use; see also the documentation in the reference manual (Mösinger, Gerber, and Furrer,
2016). Its syntax resembles that of the function .C(), and both functions have common arguments as
shown in Table 1.
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Table 1: Arguments and default values of the R function .C() from the foreign function interface and
.C64() from dotCall64. The depreciated arguments of .C() are marked with “∗”.
SIGNATURE C/C++ type Fortran type R type cast
"double" double double precision double no
"int" int integer (kind = 4) integer no
"int64" int64_t integer (kind = 8) double yes
Table 2: Supported SIGNATURE arguments of .C64() and the corresponding C/C++, Fortran, and R
data types. The column “cast” indicates whether casting is necessary.
The required arguments of .C64() are:
.NAME The name of the compiled C/C++ function or Fortran subroutine.
... Up to 65 R vectors to be accessed by the compiled code.
SIGNATURE A character vector of the same length as the number of arguments of the compiled
function/subroutine. Each string specifies the signature of one such argument. Accepted
signatures are "integer", "double", and "int64". The R, C/C++, and Fortran types
corresponding to these specifications are given in Table 2.
With that, the following call to the compiled C function void get_c(double input, int index,
double output) using .C() can be replaced by its .C64() counterpart. Therefore, for example,
> .C("get_c", input = as.double(1:10), index = as.integer(9), output = double(1))
becomes
> .C64("get_c", SIGNATURE = c("double", "integer", "double"),
+ input = 1:10, index = 9, output = 0)
While more detailed code examples are given later, this is enough to highlight some features of .C64().
First, .C64() does require the additional argument SIGNATURE specifying the argument types of the
compiled function/subroutine. In return, it coerces the provided R vectors to the specified signatures
making the as.double() and as.integer() statements unnecessary. Second, all provided arguments
can be long vectors. Third, if one of the arguments of the compiled function is a 64-bit integer (int64_t
in the case of C/C++ functions, and integer (kind = 8) types for Fortran subroutines), it is enough
to set the corresponding SIGNATURE argument to "int64" to successfully evaluate the function. That
is, .C64() does the necessary double to 64-bit integer and 64-bit integer to double castings before and
after evaluating the compiled code, respectively.
Additional arguments of .C64() are the following:
INTENT A character vector of the same length as the number of arguments of the compiled
function/subroutine. Each string specifies the intent of one such argument. Accepted
intents are "rw" (read and write), "r" (read), and "w" (write).
NAOK A logical flag specifying whether the R vectors passed though ‘...’ are checked for
missing and infinite values.
PACKAGE A character vector of length one restricting the search path of the compiled function/
subroutine to the specified package.
VERBOSE If 0 (default), no warnings are printed. If 1 and 2, then warnings for tuning and debugging
purposes are printed.
A complete list of arguments including their default values is also given in Table 1.
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The argument INTENT influences the copying of R vectors and can be seen as an enhanced version
of the depreciated DUP argument of .C(). By default, all intents are set to “read and write” implying
that the compiled code receives pointers to copies of the R vector given to ‘...’. This behavior is
desirable when the compiled function reads the corresponding R vectors and modifies (writes to) them.
For arguments of the compiled function/subroutine that are only read and not modified, the intent
can be set to “read.” With that, the compiled code receives pointers to the corresponding R vectors
itself. While this avoids copying, it is absolutely necessary that the compiled code does not alter these
vectors, as this corrupts the corresponding R vectors in the current R session. For arguments that are
only used to write results into it, the intent “write” is suitable. To obtain the desired performance gain,
the corresponding R vectors passed to ‘...’ have to be of class "vector_dc". R objects of that class
contain information on the type and length of the vectors. They can be constructed with the R function
vector_dc(), taking the same arguments as vector() from the base R package. For example, instead
of passing the R vector vector(mode = "numeric", length = 8), the following R object should be
passed.







Based on this information, .C64() allocates the corresponding vector (initialized with zeros). That
vector is then exposed to the compiled function to write into it. Note that specifying the suitable
intent may reduce computation time by avoiding unnecessary copying of R vectors and by avoiding
unnecessary double to 64-bit integer and 64-bit integer to double castings for SIGNATURE = "int64"
type arguments. More details on the other arguments are given in the package manual of dotCall64
(Mösinger, Gerber, and Furrer, 2016).
Implementation of the R function .C64()
The function .C64() uses the function .External() from the modern interfaces to C/C++ code to
directly pass all provided arguments to the C function dC64(). After basic checks of the provided
arguments, the function proceeds as schematized in Figure 2. Note that the flowchart depicts the
procedure for the case in which the compiled function/subroutine has only one argument. Otherwise,
dC64() repeats the depicted scheme for all arguments.
One aspect to highlight is the castings of R vectors for SIGNATURE = "int64" arguments. For such
arguments, the double to int64_t casting is done for the intents “read and write” and “read”; see the
boxes labeled with (a). In that case, duplication is not necessary, as the implemented casting allocates
a new vector anyway. The back-casting from int64_t to double is only done for the intents “read and
write” and “write”; see the box labeled with (b).
Moreover, an argument of SIGNATURE different from "int64" with intent “read and write” is
duplicated in any case; see boxes labeled with (c). If the intent is “read,” it is not duplicated, and if the
intent is “write,” the argument is only duplicated when it has a reference status different from 0. R
vectors increase their reference status when they are passed to an R function, and therefore a safe way
to allocate a zero initialized vector without copying is to pass an R object of class "vector_dc".
As casting is an expensive operation in terms of computational time, we distribute this task
to multiple threads using openMP, if available (Dagum and Menon, 1998; OpenMP architecture
review board, 2016). Note that the number of used threads can be controlled with the R function
omp_set_num_threads() from the package OpenMPController (Guest, 2013). The package dotCall64
can also be compiled without the openMP feature by removing the flag ‘$(SHLIB_OPENMP_CFLAGS)’ in
the ‘src/Makevars’ file of the source code.
Examples
We showcase the function .C64() from the R package dotCall64 with an example function imple-
mented in C and Fortran. Besides the calls thereof via .C64(), the C and Fortran function definitions
and the commands to compile and load the code are given. A direct comparison with .C() shows
the limitations of the foreign function interface and that it is straight forward to overcome these
with .C64(). Moreover, the similarities and differences in the syntax become visible. The considered
The R Journal Vol. XX/YY, AAAA 20ZZ ISSN 2073-4859
Paper II 65
CONTRIBUTED RESEARCH ARTICLE 6
Figure 2: Flowchart of the involved processes when using .C64() to call a compiled function/
subroutine with one argument. In the pre-process phase, the provided R vector passed through
‘...’ is checked and prepared according to the arguments NAOK, SIGNATURE, and INTENT. Then, the
compiled function/subroutine specified with the argument .NAME is called. Finally, the vector is
back-cast in the post-process phase if necessary.
example function takes the arguments ‘input’ (double), ‘index’ (integer), and ‘output’ (double) and
writes the element of ‘input’ at the position specified with ‘index’ to ‘output’.
Interface C/C++ code
A C implementation of the described example function is given next.
void get_c(double *input, int *index, double *output) {
output[0] = input[index[0] - 1];
}
We write the function into ‘get_c.c’ and compile it with the command line command ‘R CMD SHLIB
get_c.c’. The resulting dynamic shared object (‘get_c.so’ on our Linux platform) must be loaded into
R before the compiled function can be called. Note that, in the following R code, the extension of the
shared object is replaced with .Platform$dynlib.ext to make the code platform independent.
> dyn.load(paste0("get_c", .Platform$dynlib.ext))
One can use the foreign function interface to call this function. We use the R functions as.double() and
as.integer() to ensure that the types of the passed R vectors match the signature of the C function
get_c().
> .C("get_c", input = as.double(1:10), index = as.integer(9), output = double(1))$output
[1] 9
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Next, we try to use the same call with a long vector x_long passed to the argument ‘input’ of get_c().
> x_long <- double(2^31); x_long[9] <- 9; x_long[2^31] <- -1
> .C("get_c",
+ input = as.double(x_long), index = as.integer(9), output = double(1))$output
Error: long vectors (argument 1) are not supported in .Fortran
As expected, .C() throws an error because it does not support long vectors. The error—and the
confusing error message referring to .Fortran() instead of .C()—can be avoided by replacing .C()
with .C64(). This allows the evaluation of the C function get_c() with the long vector x_long.
Additionally, .C64() requires the argument SIGNATURE encoding the signatures of the arguments of
get_c(). This information is used to coerce all provided R vectors to the specified signatures. Thus, it




> .C64("get_c", SIGNATURE = c("double", "integer", "double"),
+ input = x_long, index = 9, output = double(1))$output
[1] 9
In contrast to the call using .C(), the ninth element of the long vector x_long is returned. However, the
argument ‘index’ of get_c() is of type int (a 32-bit integer), and hence, elements at positions beyond
231 − 1 cannot be extracted. To overcome this, we adapt the definition of the C function get_c() and
replace the int type in the declaration of the argument ‘index’ with the int64_t type, which is defined
in the C header file ‘stdint.h’.
#include <stdint.h>
void get64_c(double *input, int64_t *index, double *output) {
output[0] = input[index[0] - 1];
}
We write the function into ‘get64_c.c’ and compile it with ‘R CMD SHLIB get64_c.c’ to obtain the
dynamic shared object (‘get64_c.so’ on our platform). Because of the int64_t argument, it is not
possible to call this function with .C(). On the other hand, .C64() can interface this function when
the second element of the SIGNATURE argument is set to "int64".
> dyn.load(paste0("get64_c", .Platform$dynlib.ext))
> .C64("get64_c", SIGNATURE = c("double", "int64", "double"),
+ input = x_long, index = 2^31, output = double(1))$output
[1] -1
In the call above, the function .C64() casts the argument ‘index’ from double (the R representation of
64-bit integers) into a int64_t type vector before calling get64_c(), and back-casts it from int64_t to
double afterwards.
Interface Fortran code
The function .C64() can also be used to interface compiled Fortran code. To highlight some Fortran
specific features, we translate the C function get_c() into the Fortran subroutine get_f().
subroutine get_f(input, index, output)




Note that we only use lower case letters in the Fortran function and variable names to avoid un-
necessary symbol-name translations. We write the function into the ‘get_f.f’ and compile it with ‘R
CMD SHLIB get_f.f’ to obtain the dynamic shared object (‘get_f.so’ on our platform). In contrast to
.Fortran(), .C64() allows passing pointers to long vectors.
> dyn.load(paste0("get_f", .Platform$dynlib.ext))
> .C64("get_f", SIGNATURE = c("double", "integer", "double"),
+ input = x_long, index = 9, output = double(1))$output
[1] 9
Again, elements with positions beyond 231 − 1 cannot be accessed, since the argument ‘index’ is of
type integer and compiled as a 32-bit integer by default. To make get_f() compatible with 64-bit
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integers, we can either change the declaration of ‘index’ to ‘integer (kind = 8) index’ in ‘get_f.f’ or
leave the Fortran code unchanged and set the following compiler flag to compile integers as 64-bit
integers.
MAKEFLAGS="PKG_FFLAGS=-fdefault-integer-8" R CMD SHLIB get_f.f
Note that both the ‘kind = 8’ declaration and the ‘-fdefault-integer-8’ flag are valid for the GFortran
compiler (GNU Fortran compiler, 2014) and may not have the intended effect using other compilers.
The resulting dynamic shared object from the command above (‘get_f.so’ on our platform) can be
called from R as follows.
> dyn.load(paste0("get_f", .Platform$dynlib.ext))
> .C64("get_f", SIGNATURE = c("double", "int64", "double"),
+ input = x_long, index = 2^31, output = double(1))$output
[1] -1
Extend R packages to support long vectors
Extending R packages to support long vectors allows developers to distribute compiled code featuring
64-bit integers with an R user interface. Given the popularity of R, this is a promising approach to
make such software available to many users. With the function .C64(), the workload of extending an
R package to support long vectors is reduced to the following tasks:
• replace the R function to call compiled code with .C64(),
• replace the 32-bit integer type declarations in the compiled code with a 64-bit integer declaration.
The latter task implies replacing all int type declarations in C/C++ code with int64_t type decla-
rations and replacing all integer type declarations in Fortran code with ‘integer (kind = 8)’. In
both cases, the replacements can be automatized (e. g. , with the stream editor GNU sed, 2010). If the
considered Fortran code does not explicitly declare the bits of the integers, an alternative approach is
to set the compiler flag ‘-fdefault-integer-8’ to compile integers as 64-bit integers using GFortran
compilers. This is convenient because the Fortran code does not need to be changed at all in that case.
A more elaborate extension could feature two versions of the compiled code: one with 32-bit
integers and the other one with 64-bit integers. Then, the R function can dispatch to either version
according to the sizes of the involved vectors. This avoids double to 64-bit integer castings when
only vectors with less than 231 − 1 elements are involved. It is convenient to manage two versions of
compiled code by putting them into two separate R packages. The first package includes the compiled
code with 32-bit integers together with the R code and the documentation. This package can be used
independently as long as no long vectors are involved. The second package can be seen as an add-on
package and includes only the compiled code with integers declared as 64-bit integers. Thus, loading
both packages enables long vector support. This separation into two packages has the advantage that
the compiled functions featuring 32-bit integers and their 64-bit counterparts can have the same name.
The desired function is then specified by setting the appropriate PACKAGE argument of .C64().
As a proof of concept, we extended the sparse matrix algebra R package spam to handle sparse
matrices with more the 231− 1 non-zero elements. From the user perspective, the syntax to manipulate
such matrices remains the same. In fact, spam users may not even notice the extension. In the case, in
which the number of non-zero entries of a matrix exceeds 231 − 1 and the add-on package spam64 is
loaded, spam automatically dispatches to the compiled code with 64-bit integers. The new capabilities
of spam and spam64 were illustrated with a parametric model of a non-stationary spatial covariance
matrix fitted to satellite data. More information on spam64 and the data example is given by Gerber,
Mösinger, and Furrer (2016).
Performance
There are different settings in which the elapsed time to interface compiled code is relevant. One of
those is when the compiled code is interfaced often and takes only a short time to evaluate. Here, the
overhead of the interface becomes relevant, which is in the order of a few microseconds for .C64().
Another such setting is when large and possibly long vectors are passed through .C64(). In that case,
the overhead is negligible, as other services of the interface and the execution of the compiled code take
up several orders of magnitude more time. When .C64() is used to interface 64-bit integer arguments
of the compiled code, the largest share of the elapsed time is caused by the double to 64-bit integer
and 64-bit integer to double castings. Since castings are implemented with openMP, the elapsed time
thereof also depends on the number of used threads. Besides that, copying objects and checking them
for missing/infinite values are also time-consuming operations.
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Another performance aspect is peak memory usage. Using the default arguments of .C64(), its
peak memory usage is about twice the size of the R vectors passed through ‘...’, and hence, is similar
to .C(). An exception where the peak memory usage is reduced is indicated below.
Performance relevant arguments of .C64()
Further, .C64() provides arguments to optimize calls to compiled code, one of which is the argument
INTENT, which is set to “read and write” by default. Since many compiled functions/subroutines
only read or write to certain arguments, it is safe to avoid copying in some cases. For example, the C
function get64_c(), as defined above, only reads the arguments ‘input’ and ‘index’ and only writes
to the argument ‘output’. Thus, we can set the INTENT argument of .C64() to c("r","r","w") and
pass the argument with intent “write” as objects of class "vector_dc" to reduce the copying of R
vectors to a minimum. Another significant performance gain is obtained by setting the argument
NAOK to TRUE. This avoids checking the R vectors passed through ‘...’ for NA, NaN, and Inf values.
Small-scale performance gains can be achieved by setting the PACKAGE argument, which reduces
the time to find the compiled code, and by setting VERBOSE = 0, which avoids the execution of
‘getOptions("dotCall64.verbose")’. Similar speed considerations that are partially applicable to
.C64() are given in “Writing R Extensions” (R Core Team, 2016a, Section 5.4.1). An optimized version
of the call to the C function get64_c(), taking the discussed performance considerations into account,
is given next.
> .C64("get64_c", SIGNATURE = c("double", "int64", "double"),
+ input = x_long, index = 2^31, output = numeric_dc(1),
+ INTENT = c("r", "r", "w"), NAOK = TRUE, PACKAGE = "dotCall64", VERBOSE = 0)
Timing measurements
In the following, we present detailed timing measurements and benchmark .C64() against .C(),
where possible. We consider the following C function contained in the R package dotCall64.
void BENCHMARK(void *a) { }
This function takes one pointer ‘a’ to a variable of an unspecified data type and does no operations
with it. Thus, the elapsed time to call BENCHMARK() from R is dominated by the performance of the
used interface. We measure the time to call this function with different NAOK and INTENT settings of
.C64() and benchmark it against .C() using microbenchmark (Mersmann et al., 2015). To get an
estimate of the measurement uncertainty, we repeated the measurements between 100 and 10′000
times and report the median elapsed time as well as the interquartile range (IQR) of the replicates.
Naturally, timing measurements are platform dependent. We produced the presented results on Intel
Xeon CPU E7-2850 2.00 GHz processors using a 64-bit Linux environment where R was installed with
default installation flags. When not indicated differently, the measurements were produced using a
single thread.
First, we consider the situation in which a pointer to an R vector of length one is passed to the
compiled C function BENCHMARK(). The following truncated R code illustrates how the measurements
were performed. The complete R scripts implementing all presented performance measurements are
available in the ‘benchmark’ directory in the source code of dotCall64.
> library("microbenchmark")
> int <- integer(1)
> microbenchmark(
+ .C("BENCHMARK", a = int, NAOK = FALSE, PACKAGE = "dotCall64"),
+ .C64("BENCHMARK", SIGNATURE = "integer", a = int, INTENT = "rw",
+ NAOK = FALSE, PACKAGE = "dotCall64", VERBOSE = 0),
+ .C64("BENCHMARK", SIGNATURE = "integer", a = int, INTENT = "r",
+ NAOK = FALSE, PACKAGE = "dotCall64", VERBOSE = 0),
...
Since the R vector ‘int’ is very short, a large part of the elapsed time in this experiment is caused by the
overhead of the interfaces. Table 3 presents the resulting timing measurements in microseconds. They
indicate that .C() is more than two times faster compared to .C64(). However, this is not surprising,
since .C64() is more flexible and therefore has a larger overhead. The arguments NAOK and INTENT
have little influence on the elapsed times. The IQRs of around one microsecond indicate a relatively
large variability of the elapsed time, which is typical for short timing measurements.
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NAOK = FALSE NAOK = TRUE
.C .C64 [rw] .C64 [r] .C .C64 [rw] .C64 [r]
double 2.43 (0.46) 7.11 (0.37) 6.97 (0.40) 2.40 (0.45) 7.04 (0.35) 6.92 (0.37)
integer 2.39 (0.33) 7.54 (0.85) 7.43 (0.85) 2.39 (0.34) 7.52 (0.84) 7.39 (0.83)
64-bit integer 8.98 (1.14) 8.63 (1.19) 8.91 (1.17) 8.58 (1.17)
Table 3: Elapsed times in microseconds to pass double, integer, and 64-bit integer pointers to vectors
of length one from R to C using .C() and .C64(). The used INTENT arguments of .C64() are indicated
in brackets. Reported are median elapsed times of 10′000 replicates. The corresponding IQRs are
indicated in parentheses.
We repeated the same experiment with vectors of length 228. Now, the elapsed times are dominated
by services of the interfaces (i. e. , checking for missing/infinite values, copying, and casting). The
timings in seconds are presented in Table 3. They indicate that .C64() with argument INTENT = "rw"
and .C() showed similar elapsed times. When the intent is set to “read” (INTENT = "r"), the elapsed
times were reduced and dropped to 0.00 seconds for some configurations. Moreover, not checking
for missing/infinite values (NAOK = TRUE) decreases the elapsed times across all considered cases. The
castings of SIGNATURE = "int64" arguments seems to be the most time-consuming task. Note that the
IQRs are now smaller relative to the measured timings, because the measured times are larger.
NAOK = FALSE NAOK = TRUE
.C .C64 [rw] .C64 [r] .C .C64 [rw] .C64 [r]
double 2.65 (0.05) 3.16 (0.06) 1.82 (0.02) 1.33 (0.06) 1.33 (0.05) 0.00 (0.00)
integer 1.09 (0.03) 1.09 (0.04) 0.43 (0.01) 0.66 (0.03) 0.66 (0.04) 0.00 (0.00)
64-bit integer 5.21 (0.20) 3.80 (0.06) 3.36 (0.06) 1.97 (0.06)
Table 4: Elapsed times in seconds to pass double, integer, and 64-bit integer pointers to vectors of
length 228 from R to C using .C() and .C64(). The used INTENT arguments of .C64() are indicated in
brackets. Reported are median elapsed times of 100 replicates. The corresponding IQRs are indicated
in parentheses.
In a second series of timing measurements, we consider the situation in which a pointer to a vector
is passed to the compiled code to write into the vector. We measure the elapsed times of this task as
shown in the following truncated R code.
> microbenchmark(
+ .C("BENCHMARK", a = integer(2^28), NAOK = TRUE, package = "dotCall64")
+ .C64("BENCHMARK", SIGNATURE = "integer", a = integer(2^28), INTENT = "rw",
+ NAOK = TRUE, package = "dotCall64", VERBOSE = 0)
+ .C64("BENCHMARK", SIGNATURE = "integer", a = integer_dc(2^28), INTENT = "w",
+ NAOK = TRUE, package = "dotCall64", VERBOSE = 0),
...
Note the usage of integer_dc(), which creates a list containing the length and class of the vector. This
information is then used by .C64() to create the corresponding vector in C. Table 5 shows the timing
measurements for the described setting. As expected using .C64() with INTENT = "w" reduces the
elapsed times compared to INTENT = "rw" substantially. Furthermore, .C() and .C64() with INTENT =
"w" have similar elapsed times. While .C() relies on the reference counting mechanism of R objects to
avoid copying (“Writing R Extensions,” R Core Team, 2016a), .C64() uses the "vector_dc" class. The
latter has the advantage that one double to 64-bit integer casting can be avoided in the SIGNATURE =
"int64" case.
.C .C64 [rw] .C64 [w]
double 0.87 (0.01) 2.28 (0.13) 0.87 (0.01)
integer 0.44 (0.01) 1.16 (0.06) 0.44 (0.01)
64-bit integer 4.27 (0.03) 2.27 (0.02)
Table 5: Elapsed times in seconds to pass double, integer, and 64-bit integer pointers to vectors of
length 228 initialized with zeros from R to C using .C() and .C64(). The used INTENT arguments
of .C64() are indicated in brackets. Reported are median elapsed times of 100 replicates. The
corresponding IQRs are indicated in parentheses.
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Vector length / size
234  128 Gb
228  2 Gb
222  32 Mb
216  512 Kb
Figure 3: Timings measurements to illustrate the effect of using .C64() with enabled multithreading
(openMP). Colors and symbols indicate the length/size of the evaluated vectors. Five replicates of
each measured configuration are shown with symbols, and the mean values thereof are connected
with a line. Left panel: The elapsed time in seconds (y-axis) is plotted against the number of used
threads (x-axis). Right panel: The decrease/increase in elapsed time relative to using one thread
(y-axis) is plotted against the number of threads (x-axis).
The function .C64() features an openMP implementation of the double to 64-bit integer and 64-bit
integer to double castings of SIGNATURE ="int64" arguments. Hence, the computational workload of
the castings can be distributed to several threads running in parallel. To quantify the performance
gain related to using openMP, we control the number of used threads to be between 1 and 10 with the
R package OpenMPController and measure the elapsed times of the following call.
> .C64("BENCHMARK", SIGNATURE = "int64", a = a, INTENT = "rw", NAOK = TRUE,
+ PACKAGE = "dotCall64", VERBOSE = 0)
We let ‘a’ be double vectors of length 216, 222, 228, and 234 and performed five replicated timing
measurements for each configuration. The results are summarized in Figure 3. The reduction in
computation time due to using multiple threads is greatest for the vectors of length 234, where using 10
threads reduced the elapsed times by about 70%. Conversely, for the vector of length 216 no reduction
was observed.
Summary
This paper presents the R package dotCall64, which provides an alternative to .C() and .Fortran()
from the foreign function interface. In the first section, we introduce R’s interfaces to embed compiled
C/C++ and Fortran code. We argue that, in some situations, a .C() type interface is more convenient
compared to using the C API of R in conjunction with the modern interfaces to C/C++ code. In
section two, we motivate the development of dotCall64 with a discussion of missing features of the
foreign function interface and an overview of the R implementation of long vectors. Then, we present
the usage and the implementation of the .C64() function from the R package dotCall64. This is
followed by examples demonstrating the capabilities of the new interface—also in comparison with
the foreign function interface. Furthermore, we discuss strategies to extend entire R packages with
compiled code supporting long vectors. In the last section, we present performance measurements
of the .C64() interface and benchmark it against .C(). This highlights the speed gains achieved by
avoiding unnecessary copies of R vectors and by using openMP for casting R vectors. In conclusion,
the interface provided by the R package dotCall64 is an up-to-date version of the foreign function
interface including tools to conveniently embed compiled code manipulating long vectors.
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Appendix: R source code
In the following, we show parts of the C source code of R version 3.3.1 to support the understanding
of the long vector implementation. More precisely, the lines 26–377 from the file ‘Rinternals.h’ and
the lines 124–191 from the file ‘Rinlinedfuns.h’ are shown in Listing 1 and Listing 2, respectively. The
indicated line numbers in the code refer to the actual line numbers of the corresponding file.
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// Support for NO_C_HEADERS added in R 3.3.0
30 #ifdef __cplusplus
# ifndef NO_C_HEADERS




36 # include <climits >





42 # include <stdio.h>
# include <limits.h> /* for INT_MAX */











58 typedef unsigned char Rbyte;
60 /* type for length of (standard , not long) vectors etc */
typedef int R_len_t;
62 #define R_LEN_T_MAX INT_MAX
64 /* both config.h and Rconfig.h set SIZEOF_SIZE_T , but Rconfig.h is









76 typedef struct { R_xlen_t lv_length , lv_truelength; } R_long_vec_hdr_t;
# define R_XLEN_T_MAX 4503599627370496
78 # define R_SHORT_LEN_MAX 2147483647
# define R_LONG_VEC_TOKEN -1
80 #else
typedef int R_xlen_t;




86 # define INLINE_PROTECT
#endif
88
/* Fundamental Data Types: These are largely Lisp
90 * influenced structures , with the exception of LGLSXP ,
* INTSXP , REALSXP , CPLXSXP and STRSXP which are the
92 * element types for S-like data objects.
*
94 * --> TypeTable [] in ../ main/util.c for typeof ()
*/
96
/* These exact numeric values are seldom used , but they are , e.g., in
98 * ../ main/subassign.c, and they are serialized.
*/
100 #ifndef enum_SEXPTYPE
/* NOT YET using enum:
102 * 1) The SEXPREC struct below has 'SEXPTYPE type : 5'
* (making FUNSXP and CLOSXP equivalent in there),
104 * giving (-Wall only ?) warnings all over the place
* 2) Many switch(type) { case ... } statements need a final `default:'
106 * added in order to avoid warnings like [e.g. l.170 of ../ main/util.c]
* "enumeration value `FUNSXP ' not handled in switch"
108 */
typedef unsigned int SEXPTYPE;
110
#define NILSXP 0 /* nil = NULL */
112 #define SYMSXP 1 /* symbols */
#define LISTSXP 2 /* lists of dotted pairs */
114 #define CLOSXP 3 /* closures */
#define ENVSXP 4 /* environments */
116 #define PROMSXP 5 /* promises: [un]evaluated closure arguments */
#define LANGSXP 6 /* language constructs (special lists) */
118 #define SPECIALSXP 7 /* special forms */
#define BUILTINSXP 8 /* builtin non -special forms */
120 #define CHARSXP 9 /* "scalar" string type (internal only)*/
#define LGLSXP 10 /* logical vectors */
122 /* 11 and 12 were factors and ordered factors in the 1990s */
#define INTSXP 13 /* integer vectors */
124 #define REALSXP 14 /* real variables */
#define CPLXSXP 15 /* complex variables */
126 #define STRSXP 16 /* string vectors */
#define DOTSXP 17 /* dot -dot -dot object */
128 #define ANYSXP 18 /* make "any" args work.
Used in specifying types for symbol
130 registration to mean anything is okay */
#define VECSXP 19 /* generic vectors */
132 #define EXPRSXP 20 /* expressions vectors */
#define BCODESXP 21 /* byte code */
134 #define EXTPTRSXP 22 /* external pointer */
#define WEAKREFSXP 23 /* weak reference */
136 #define RAWSXP 24 /* raw bytes */
#define S4SXP 25 /* S4, non -vector */
138
/* used for detecting PROTECT issues in memory.c */
140 #define NEWSXP 30 /* fresh node created in new page */
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#define FREESXP 31 /* node released by GC */
142
#define FUNSXP 99 /* Closure or Builtin or Special */
144
146 #else /* NOT YET */
/* ------ enum_SEXPTYPE ----- */
148 typedef enum {
NILSXP = 0, /* nil = NULL */
150 SYMSXP = 1, /* symbols */
LISTSXP = 2, /* lists of dotted pairs */
152 CLOSXP = 3, /* closures */
ENVSXP = 4, /* environments */
154 PROMSXP = 5, /* promises: [un]evaluated closure arguments */
LANGSXP = 6, /* language constructs (special lists) */
156 SPECIALSXP = 7, /* special forms */
BUILTINSXP = 8, /* builtin non -special forms */
158 CHARSXP = 9, /* "scalar" string type (internal only)*/
LGLSXP = 10, /* logical vectors */
160 INTSXP = 13, /* integer vectors */
REALSXP = 14, /* real variables */
162 CPLXSXP = 15, /* complex variables */
STRSXP = 16, /* string vectors */
164 DOTSXP = 17, /* dot -dot -dot object */
ANYSXP = 18, /* make "any" args work */
166 VECSXP = 19, /* generic vectors */
EXPRSXP = 20, /* expressions vectors */
168 BCODESXP = 21, /* byte code */
EXTPTRSXP = 22, /* external pointer */
170 WEAKREFSXP = 23, /* weak reference */
RAWSXP = 24, /* raw bytes */
172 S4SXP = 25, /* S4 non -vector */
174 NEWSXP = 30, /* fresh node creaed in new page */
FREESXP = 31, /* node released by GC */
176




/* These are also used with the write barrier on, in attrib.c and util.c */
182 #define TYPE_BITS 5
#define MAX_NUM_SEXPTYPE (1<<TYPE_BITS)
184
// ======================= USE_RINTERNALS section
186 #ifdef USE_RINTERNALS
/* This is intended for use only within R itself.
188 * It defines internal structures that are otherwise only accessible
* via SEXP , and macros to replace many (but not all) of accessor functions





196 struct sxpinfo_struct {
SEXPTYPE type : TYPE_BITS;/* ==> (FUNSXP == 99) %% 2^5 == 3 == CLOSXP
198 * -> warning: `type' is narrower than values
* of its type
200 * when SEXPTYPE was an enum */
unsigned int obj : 1;
202 unsigned int named : 2;
unsigned int gp : 16;
204 unsigned int mark : 1;
unsigned int debug : 1;
206 unsigned int trace : 1; /* functions and memory tracing */
unsigned int spare : 1; /* currently unused */
208 unsigned int gcgen : 1; /* old generation number */
unsigned int gccls : 3; /* node class */
210 }; /* Tot: 32 */










222 struct SEXPREC *pname;
struct SEXPREC *value;




228 struct SEXPREC *carval;
struct SEXPREC *cdrval;




234 struct SEXPREC *frame;
struct SEXPREC *enclos;




240 struct SEXPREC *formals;
struct SEXPREC *body;




246 struct SEXPREC *value;
struct SEXPREC *expr;
248 struct SEXPREC *env;
};
250
/* Every node must start with a set of sxpinfo flags and an attribute
252 field. Under the generational collector these are followed by the
fields used to maintain the collector 's linked list structures. */
254
/* Define SWITH_TO_REFCNT to use reference counting instead of the
256 'NAMED ' mechanism. This uses the R-devel binary layout. The two
'named ' field bits are used for the REFCNT , so REFCNTMAX is 3. */
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258 //#define SWITCH_TO_REFCNT
260 #if defined(SWITCH_TO_REFCNT) && ! defined(COMPUTE_REFCNT_VALUES)
# define COMPUTE_REFCNT_VALUES
262 #endif
#define REFCNTMAX (4 - 1)
264
#define SEXPREC_HEADER \
266 struct sxpinfo_struct sxpinfo; \
struct SEXPREC *attrib; \
268 struct SEXPREC *gengc_next_node , *gengc_prev_node
270 /* The standard node structure consists of a header followed by the
node data. */




276 struct symsxp_struct symsxp;
struct listsxp_struct listsxp;
278 struct envsxp_struct envsxp;
struct closxp_struct closxp;
280 struct promsxp_struct promsxp;
} u;
282 } SEXPREC , *SEXP;
284 /* The generational collector uses a reduced version of SEXPREC as a
header in vector nodes. The layout MUST be kept consistent with
286 the SEXPREC definition. The standard SEXPREC takes up 7 words on
most hardware; this reduced version should take up only 6 words.
288 In addition to slightly reducing memory use , this can lead to more
favorable data alignment on 32-bit architectures like the Intel
290 Pentium III where odd word alignment of doubles is allowed but much
less efficient than even word alignment. */
292 typedef struct VECTOR_SEXPREC {
SEXPREC_HEADER;
294 struct vecsxp_struct vecsxp;
} VECTOR_SEXPREC , *VECSEXP;
296
typedef union { VECTOR_SEXPREC s; double align; } SEXPREC_ALIGN;
298
/* General Cons Cell Attributes */
300 #define ATTRIB(x) ((x)->attrib)
#define OBJECT(x) ((x)->sxpinfo.obj)
302 #define MARK(x) ((x)->sxpinfo.mark)
#define TYPEOF(x) ((x)->sxpinfo.type)
304 #define NAMED(x) ((x)->sxpinfo.named)
#define RTRACE(x) ((x)->sxpinfo.trace)
306 #define LEVELS(x) ((x)->sxpinfo.gp)
#define SET_OBJECT(x,v) (((x)->sxpinfo.obj)=(v))
308 #define SET_TYPEOF(x,v) (((x)->sxpinfo.type)=(v))
#define SET_NAMED(x,v) (((x)->sxpinfo.named)=(v))
310 #define SET_RTRACE(x,v) (((x)->sxpinfo.trace)=(v))
#define SETLEVELS(x,v) (((x)->sxpinfo.gp)=(( unsigned short)v))
312
#if defined(COMPUTE_REFCNT_VALUES)
314 # define REFCNT(x) ((x)->sxpinfo.named)
# define TRACKREFS(x) (TYPEOF(x) == CLOSXP ? TRUE : ! (x)->sxpinfo.spare)
316 #else
# define REFCNT(x) 0




322 # undef NAMED
# undef SET_NAMED
324 # define NAMED(x) REFCNT(x)
# define SET_NAMED(x, v) do {} while (0)
326 #endif
328 /* S4 object bit , set by R_do_new_object for all new() calls */
#define S4_OBJECT_MASK (( unsigned short)(1<<4))
330 #define IS_S4_OBJECT(x) ((x)->sxpinfo.gp & S4_OBJECT_MASK)
#define SET_S4_OBJECT(x) (((x)->sxpinfo.gp) |= S4_OBJECT_MASK)
332 #define UNSET_S4_OBJECT(x) (((x)->sxpinfo.gp) &= ~S4_OBJECT_MASK)
334 /* Vector Access Macros */
#ifdef LONG_VECTOR_SUPPORT
336 R_len_t NORET R_BadLongVector(SEXP , const char *, int);
# define IS_LONG_VEC(x) (SHORT_VEC_LENGTH(x) == R_LONG_VEC_TOKEN)
338 # define SHORT_VEC_LENGTH(x) ((( VECSEXP) (x))->vecsxp.length)
# define SHORT_VEC_TRUELENGTH(x) ((( VECSEXP) (x))->vecsxp.truelength)
340 # define LONG_VEC_LENGTH(x) (( R_long_vec_hdr_t *) (x))[-1]. lv_length
# define LONG_VEC_TRUELENGTH(x) (( R_long_vec_hdr_t *) (x))[-1]. lv_truelength
342 # define XLENGTH(x) (IS_LONG_VEC(x) ? LONG_VEC_LENGTH(x) : SHORT_VEC_LENGTH(x))
# define XTRUELENGTH(x) (IS_LONG_VEC(x) ? LONG_VEC_TRUELENGTH(x) : SHORT_VEC_TRUELENGTH(x))
344 # define LENGTH(x) (IS_LONG_VEC(x) ? R_BadLongVector(x, __FILE__ , __LINE__) : SHORT_VEC_LENGTH(x))
# define TRUELENGTH(x) (IS_LONG_VEC(x) ? R_BadLongVector(x, __FILE__ , __LINE__) : SHORT_VEC_TRUELENGTH(x))
346 # define SET_SHORT_VEC_LENGTH(x,v) (SHORT_VEC_LENGTH(x) = (v))
# define SET_SHORT_VEC_TRUELENGTH(x,v) (SHORT_VEC_TRUELENGTH(x) = (v))
348 # define SET_LONG_VEC_LENGTH(x,v) (LONG_VEC_LENGTH(x) = (v))
# define SET_LONG_VEC_TRUELENGTH(x,v) (LONG_VEC_TRUELENGTH(x) = (v))
350 # define SETLENGTH(x,v) do { \
SEXP sl__x__ = (x); \
352 R_xlen_t sl__v__ = (v); \
if (IS_LONG_VEC(sl__x__)) \
354 SET_LONG_VEC_LENGTH(sl__x__ , sl__v__); \
else SET_SHORT_VEC_LENGTH(sl__x__ , (R_len_t) sl__v__); \
356 } while (0)
# define SET_TRUELENGTH(x,v) do { \
358 SEXP sl__x__ = (x); \
R_xlen_t sl__v__ = (v); \
360 if (IS_LONG_VEC(sl__x__)) \
SET_LONG_VEC_TRUELENGTH(sl__x__ , sl__v__); \
362 else SET_SHORT_VEC_TRUELENGTH(sl__x__ , (R_len_t) sl__v__); \
} while (0)
364 # define IS_SCALAR(x, type) (TYPEOF(x) == (type) && SHORT_VEC_LENGTH(x) == 1)
#else
366 # define SHORT_VEC_LENGTH(x) ((( VECSEXP) (x))->vecsxp.length)
# define LENGTH(x) ((( VECSEXP) (x))->vecsxp.length)
368 # define TRUELENGTH(x) ((( VECSEXP) (x))->vecsxp.truelength)
# define XLENGTH(x) LENGTH(x)
370 # define XTRUELENGTH(x) TRUELENGTH(x)
# define SETLENGTH(x,v) (((( VECSEXP) (x))->vecsxp.length)=(v))
372 # define SET_TRUELENGTH(x,v) (((( VECSEXP) (x))->vecsxp.truelength)=(v))
# define SET_SHORT_VEC_LENGTH SETLENGTH
374 # define SET_SHORT_VEC_TRUELENGTH SET_TRUELENGTH
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# define IS_LONG_VEC(x) 0
376 # define IS_SCALAR(x, type) (TYPEOF(x) == (type) && LENGTH(x) == 1)
#endif
Listing 2: ‘R-3.3.1/src/include/Rinlinedfuns.h’
124 INLINE_FUN R_len_t length(SEXP s)
{

















int i = 0;
144 while (s != NULL && s != R_NilValue) {
i++;
































178 // it is implausible this would be >= 2^31 elements , but allow it
R_xlen_t i = 0;
180 while (s != NULL && s != R_NilValue) {
i++;
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Abstract—Time series of remotely sensed optical data often
contain data points of low product quality, related to atmo-
spheric contamination or angular configuration for example.
After detecting and removing such data points, the resulting data
product is sparse and contains so called missing values. This
is problematic for applications and signal processing methods
that require temporally continuous data sets. To address this
sparsity, we present a new gap filling method. We predict
each missing value separately based on data points in the
spatio-temporal neighborhood around the missing data point.
The prediction of the missing values and the estimation of
the corresponding prediction uncertainties are based on sorting
algorithms and quantile regression. The gap filling method was
applied to MODIS NDVI data from Alaska and tested with
realistic scenarios featuring between 20% and 50% missing
data. Validation against established methods showed that the
proposed method has a good performance in terms of the root
mean squared prediction error, which was between 0.041 and
0.060 and lower compared to the others methods for all test
scenarios (Wilcoxon tests, all p-values < 10−15). The method is
available in the open-source R package gapfill. We demonstrate
its performance using a real data example and show how it can
be tailored to specific data sets. The computational workload can
be distributed among several computers, rendering the method
applicable to large data sets. Due to the flexible software design,
users can control and redesign relevant parts with little additional
effort. This makes it an interesting tool for gap filling satellite
data and for the future development of gap filling methods.
Index Terms—Alaska, gap filling, interpolation, MODIS NDVI,
quantile regression, R gapfill, TIMESAT, uncertainty.
I. INTRODUCTION
REMOTE sensing is a technology used to study a widerange of Earth surface processes. In particular, when
using observations from optical satellite sensors, image data
are often contaminated by clouds. Mean annual cloud cover
ranges globally from 0% to almost 100%, depending on geo-
graphic location [1]. Cloud cover over vegetated areas may not
allow proper parameterization of continuous vegetation change
based on observations (see Arctic [2]; Amazon [3]; General
[4]). When reconstructing land surface phenology, satellite
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data are mostly filtered to exclude cloudy data, or interpolated
using a variety of methods [5], [6]. However, little attempt
has been undertaken to date to use gap filling approaches of
spatio-temporal nature of optical satellite data prior to applying
retrieval algorithms [7]. Many of the currently existing gap
filling methods focus on the reconstruction of the temporal
component; for a review on gap free data products see [8].
In this paper, we discuss a new approach to gap filling, and
validate its performance using realistic test scenarios derived
from existing (gap-prone) spatio-temporal NDVI data.
A. Missing Values in Satellite Data
One typical example of data with missing values occurs
when analyzing the Earth’s vegetation using the Moderate
Resolution Imaging Spectroradiometer (MODIS). MODIS in-
struments on Terra and Aqua measure radiation reflected by
the Earth surface every one to two days on contrasting orbits
(descending/ascending). To retrieve the desired information,
the data are pre-processed and transformed into a data product;
for example, the MOD13 family of vegetation indices. This
pre-processing phase consists of aggregation techniques such
as constrained-view-angle maximum-value composites [9] and
quality assignments [10]. A resulting data product is MOD13A
[11], which comprises several data layers containing values on
a regular grid in space and time with a resolution of 500 m
and 16 days. However, when only values flagged with “good
quality” are considered, the proportion of missing data can
be considerable. This may negatively influence the inference
of Earth-surface processes or even render certain analysis
techniques infeasible.
B. Existing Approaches to Handle Missing Values
The strategies that handle the missing data problem can be
divided into two groups. The first group employs statistical
data analysis methods that are robust to missing values. The
second group predicts the missing values in the data, using an
additional processing step before the analysis. This can either
be done for a data product containing missing values or as an
integral part of the pre-processing. In the following, we give
an overview of existing methods that handle satellite data with
missing values.
1) Robust Analysis Methods: When describing vegetation
using remotely sensed data, the temporal characterization of
the process is of great interest. This includes short and long-
term trends of the values themselves and of derived quantities
such as growing season onset, growing season length, etc.
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Many methods exist to study these phenomena by interpreting
the satellite data as a collection of spatially-independent time
series (one per pixel in the spatial extent). Commonly, the
time series of each pixel is smoothed to reduce noise and
to fill the missing values. The information of interest is then
extracted from this smoothed time series. Hence, the presence
of missing values is no longer a problem, as long as the
smoothing is not negatively influenced by the missing values.
Examples of smoothing methods are the Savitzky-Golay filter
method [12], the least-squares fitted asymmetric Gaussian
method and the double logistic smooth functions method,
which are all implemented in the software TIMESAT [13]. The
asymmetric Gaussian method was extended to handle larger
temporal gaps by also taking spatial neighboring pixels into
account [14]. Other approaches use Fourier analysis [15], [16],
locally weighted scatter plot smoothing (LOESS) [17], splines
[18], and the CACAO method [19]. The software TiSeG
[20] retrieves vegetation time series through interpolation, in
combination with pixel-level quality assurance data. These and
similar methods were compared by applying them to simu-
lated and observed time series [21]. Other studies compared
smoothing methods with a focus on vegetation index time
series and the extraction of phenological variables [22], [23],
[24]. According to these authors, the accuracies of the different
methods depend on the properties of the underlying time
series. While criteria to assess the performance of temporal
smoothing algorithms in the absence of ground reflectance
measurements were proposed [25], we are not aware of estab-
lished reference data sets to evaluate gap filling algorithms.
Moreover, specialized methods exist to study local trends
in vegetation index time series, e.g., the “breaks for addi-
tive season and trend” (BFAST) algorithm [26], [27] and
the “detecting breakpoints and estimating segments in trend”
(DBEST) algorithm [28]. Another method uses a combination
of neural networks and Savitzky-Golay filter to obtain near-
real time estimation of global LAI, FAPAR, and FCOVER
variables from SPOT/VEGETATION satellite data [29]. While
all of these methods are based on the temporal correlation
of the values, there exist also methods that exploits both the
temporal and spatial correlation to study spatial patterns of
temporal trends in NDVI data [30].
2) Reconstructing a Complete Data Product: Another strat-
egy to handle missing values is to predict them based on
observed data. This is typically performed during an additional
step before the product of interest is derived from the data.
Several authors discuss the use of geostatistical methods such
as kriging and co-kriging for this task [31], [32], [33]. These
methods exploit the spatial correlation of the data within
images. In the case of co-kriging, information from images
observed at different points in time are included as a regression
term. The same ideas were used to restore Landsat ETM+
data that exhibit systematically missing strips caused by the
Scan Line Corrector (SLC) failure in 2003 [34], [35], [36].
The kriging ideas were extended in the direction of spatio-
temporal models via spatio-temporal variograms [37], [38],
the combination with generalized additive models [39] and
Kalman-filtering [40]. Another family of gap filling methods
uses singular spectrum analysis [41], [7] or empirical orthog-
onal functions [42].
In contrast to the aforementioned methods, the following
approaches are not derived from classical time series or
geostatistical frameworks. Another proposed method is known
as “neighborhood similar pixel interpolate” and uses weighted
values from images observed at other points in time [43]. This
approach was applied to Landsat ETM+ SLC failure data [44]
and combined with a kriging based approach [45]. Based on
similar ideas, an algorithmic gap filling method for MODIS
EVI data was derived and tested at continental scale [46].
Other methods use linear regression models fitted to a spatio-
temporal window around the missing value [47], [48]. These
methods rely on the availability of additional land cover data
[49], [50], or use the quality flags provided for MODIS data
products to predict missing values [51].
C. Outline
We introduce and discuss a new gap filling method. It
reconstructs a complete data product, allowing the application
of methods that rely on gap free data sets. Similar to the
methods presented by [46], [48], [47], we use spatio-temporal
subsets around the missing values (“gaps”) to predict them. We
contribute (1) the formalization of this subset-predict strategy
in a generic way and design a software implementation of the
method accordingly, and we then (2) present a new instance
of such a subset-predict algorithm, providing very accurate fill
values for the four investigated test scenarios, and we (3) base
the proposed method on a statistical framework, which helps to
quantify the uncertainties associated with the predicted values.
We introduce the gap filling method, its validation ap-
proaches, and corresponding test data in the following sections.
The performance of the proposed method is then assessed with
four test scenarios and a realistic MODIS NDVI data example.
In addition, we compare the accuracy of the predicted values
against those obtained with TIMESAT as well as with the
“Gapfill-Python” approach as described in [46].
II. GAP FILLING METHOD
A. Formal Description
The proposed gap filling method assumes that the input
data set consists of a four dimensional array having regularly
spaced values in time and space. Let z = z[x, y, s, a] denote
one value of this input data set A; see Tab. I for an overview of
the mathematical objects. The indices x ∈ {1, . . . , Nx} = Ix
and y ∈ {1, . . . , Ny} = Iy describe the spatial location of z,
and s ∈ {1, . . . , Ns} = Is is a seasonal index describing the
temporal position of z within the year a ∈ {1, . . . , Na} = Ia.
Hence, A = {z : x ∈ Ix, y ∈ Iy, s ∈ Is, a ∈ Ia}, or using the
dot notation A = z[·, ·, ·, ·]. We define an image as a collection
of values observed at a given point in time. For example,
z[·, ·, s, a] is an image of A with Nx×Ny values observed in
season s and year a. The term pixel refers one or several values
of A at a specific spatial position. For example, the values of
the pixel (x, y) denotes the collection of values z[x, y, ·, ·]. If
these values are ordered such that they have increasing time
stamps, this is a time-series with Ns ×Na values. With that,
A consists of Ns ×Na images having Nx ×Ny values each
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TABLE I
LIST OF MATHEMATICAL OBJECTS USED TO DESCRIBE THE GAP FILLING METHOD. TUNING PARAMETERS ARE LABELED WITH “*”
Notation Explanation
z = z[x, y, s, a] ∈ R ∪ {NA} One value of the data (observed or missing)
x ∈ {1, . . . , Nx} = Ix x coordinate of the spatial position of z
y ∈ {1, . . . , Ny} = Iy y coordinate of the spatial position of z
s ∈ {1, . . . , Ns} = Is Temporal position of z within a year
a ∈ {1, . . . , Na} = Ia Temporal position of z indicating the year
A = z[·, ·, ·, ·] Input data array containing observed and missing values
z0 = z0[x0, y0, s0, a0] ∈ A One missing value of the data
zˆ0 ∈ R Predicted value of z0
B = B (z0, i, λx, λy , λs, λa) ⊆ A Neighborhood around z0 for iteration i
z′ = z′[x′, y′, r′] ∈ B′ One value of the projected neighborhood B′
x′ ∈ {1, . . . , N ′x} = I′x x coordinate of the spatial position of z′ within B′
y′ ∈ {1, . . . , N ′y} = I′y y coordinate of the spatial position of z′ within B′






0] Missing within B
′ that is predicted
λx, λy , λs, λa ∈ N * Spatio-temporal extent of the initial subset
θ1 ∈ N * Required number of non-empty images in the subset B
θ2 ∈ N * Required number of non-missing values in the subset B
ν ∈ N * Minimal number of considered values to estimate the quantile
and the values of each pixels can be seen as a time-series. In
total, A has Nx ×Ny ×Ns ×Na = N values.
We assume that all z ∈ A are either observed real values
or missing (NA), thus z ∈ R ∪ {NA}. Note that we use
the term “missing value” to refer to one single missing data
point, whereas “data gap” or “gap” refers to one or more
missing values. The determination of missing values is an
important and challenging task. Many methods to detect low
quality product points exist and different methods may be
preferred depending on the considered data product and the
goal of the analysis. Therefore, we kept the determination of
the missing values as flexible as possible, allowing users to
select their favorite method. Often the determination of the
missing values is based on continuous or discrete information
available on a per-pixel basis. Continuous methods rely on
screening mechanisms and are usually thresholded to derive
information on the use of a value. At instrument level, quantum
efficiency estimators are used to identify “defective pixels”,
which are consequently flagged as faulty and sometimes in-
terpolated using neighborhood operators [52]. At product level,
cloud screening is used to thresholding cloud reflectance from
aerosols [53]. A broad variety of other continuous methods
exist, but are not discussed here in detail. Discrete information
is mostly available in the form of quality flags, related to single
values [10]. In our examples, we will use the MODIS quality
flags to determine the spatio-temporal behavior of the missing
values.
The goal of the gap filling method is to predict all
missing values {z ∈ A : z = NA}. To that end, the
following algorithm is repeated for all missing values. Let
z0 = z0[x0, y0, s0, a0] ∈ A denote one such missing value.
To predict its value zˆ0, we employ the prediction algorithm
schematized in the flow diagram in Fig. 1.a featuring a subset
and a prediction component. In brief, the subset component se-
lects a neighborhood B ⊆ A around (x0, y0, s0, a0) according
to a neighborhood search scheme detailed in Section II-A1.
The subsequent prediction component decides whether it is
possible to predict the missing value based on B. If so,
the missing value is predicted as described in Section II-A2;
otherwise, the procedure returns to the subset component and
updates the subset parameters to extract a larger subset. This
iterative algorithm is repeated until the prediction component
decides that it is possible to predict z0 based on the provided
subset B (Fig. 1.a).
1) Subset Component: To be more specific about the search
strategy for suitable subsets, let B = B(z0, i, λx, λy, λs, λa)
be a four dimensional box around the missing value. The fol-
lowing definition shows that the spatial extent of B increases
as i ∈ N increases.
B(z0, i, λx, λy, λs, λa)
= {z[x, y, s, a] ∈ A :x0 − (λx + i) ≤ x ≤ x0 + (λx + i),
y0 − (λy + i) ≤ y ≤ y0 + (λy + i),
s0 − λs ≤ s ≤ s0 + λs,
a0 − λa ≤ a ≤ a0 + λa}
(1)
In case where z0 is not close to a boundary of A, the
spatial extent of B is (1 + 2λx + 2i) × (1 + 2λy + 2i).
i is set to 0 initially and is increased by one whenever
B is rejected by the prediction component. The parameters
λx, λy, λs, λa ∈ N are a first set of tuning parameters, which
we set to (λx, λy, λs, λa) = (10, 10, 1, 5). They define the
initial extent of B (if z0 is not close to a boundary of A).
For example, λs = 1 implies that values having the seasonal
indices s−1, s, and s+1 are included. Tuning parameters have
to be set by the users and allow them to tailor the method to
a specific data set. The choice of the tuning parameter values
can be justified via cross-validation [54], [55], [56].
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(a) Flow diagram of the gap filling method
(c) Images from the subset ranked 8–12
(b) Example MODIS NDVI data




Date: 193 doy 2004 177 doy 2006 177 doy 2005 193 doy 2006 193 doy 2005
Score: 0.65 0.71 0.77 0.88 0.91
Rank: 8 9 10 11 12
qˆ: NA 0.64 NA 0.12 0.77
1
Fig. 1. (a) Flow diagram of the gap filling method showing the involved components to predict one missing value. (b) Example MODIS NDVI data. The
depicted images have the spatial extent 21×21. The data contains values observed at 16 points in time (during 4 years, at 4 DOYs). The 1′603 missing values
are depicted in black. To predict the value of DOY 177 of year 2005 marked with a white cross, the subset marked with dashed squares is considered. (c)
Insights in the prediction of the missing value from (b) marked with a white cross are given. Depicted are the subsets marked with the dashed lines from (b)
ranked 8–12. While the top row depicts the images of that subset, the bottom row shows a scatter plot of the corresponding NDVI values. The dashed blue
line is the quantile regression fit and the red cross is the predicted NDVI value.
2) Prediction Component: The first task of the prediction
component is to decide whether it is possible to return the
predicted value zˆ0 based on the provided subset B. In order
to return zˆ0, both of the following criteria need to be fulfilled:
(C1) B must contain at least θ1 non-empty images,
(C2) the image in B containing z0 must have at least θ2 non-
missing values.
θ1 and θ2 are again tuning parameters of the method, which we
set to 5 and 25, respectively. To explain the actual prediction
of a missing value z0, let B be a neighborhood of z0, which
fulfills the criteria (C1) and (C2). The prediction comprises
ranking of the images in B, estimation of the quantile of z0
relative to the image containing z0, and quantile regression
(Fig. 1.a).
Next, we describe the ranking of the images in B. By
construction B is a four dimensional array and can be seen
as a collection of images. Some of these images may be
empty, i.e., all their values are NA. Let N ′r be the number
of non-empty images in B. We proceed with this non-empty
images and see them as a collection of N ′r images with
no particular temporal ordering. This projected neighborhood
is denoted with B′. In other words, B′ is constructed by
collapsing the two temporal dimensions season and year of
B into one dimension and by subsequently removing the
empty images. Let N ′x × N ′y × N ′r be the extent of B′ and
let x′ ∈ {1, . . . , N ′x} = I ′x, y′ ∈ {1, . . . , N ′y} = I ′y , and
r′ ∈ {1, . . . , N ′r} = I ′r be indices used to address elements
of B′. Then the N ′r images of B
′ are scored using their non-
missing values. Note that scoring of images containing missing
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values is not a trivial problem [57]. We assume that the images
in B′ have a similar but potentially shifted distribution of
values and exploit this to construct a scoring algorithm, which
is only marginally affected by missing values. The algorithm is
based on pixel-wise comparisons of each of the N ′r images in
B′ with all N ′r−1 other images in B′. Pseudocode 1 describes
how the score of one image k ∈ I ′r is obtained. Note that in
the following, mean(X) is the function that returns the mean
of all non-missing values of X . By repeating the algorithm
for each image of B′ all images its are scored. Subsequently,
the images of B′ are ranked according to their scores.
Pseudocode 1 Score the kth image in B′ relative to the other
images in B′.
Input: B′, k
Output: Score of kth image.
Define M as a N ′x ×N ′y matrix
Define V as a vector of length N ′r, initialized with NA
for r′ ∈ I ′r \ {k} do
Initialized M with NA
for x′ ∈ I ′x, y′ ∈ I ′y do
if z′[x′, y′, k] and z′[x′, y′, r′] are not NA then
if z′[x′, y′, k] > z′[x′, y′, r′] then
M [x′, y′]← 1
else







To describe the estimation of the α0-quantile of z0 relative
to the image containing z0, we again use the dot notation to
indicate collections of points, i.e., the entire neighborhood B′
is denoted with z′[·, ·, ·]. Further the image in B′ with rank r′ is
denoted with z′[·, ·, r′] and the missing value of interest is de-





0]. Moreover, let Fˆr′(x) denote the
empirical cumulative distribution function estimated from the
non-missing values of z′[·, ·, r′]. Let αˆr′ = Fˆr′(z[x′0, y′0, r′])




to the image r′. We estimate the quantile of interest α0 as
the mean of all defined values of {αˆr′ : r′ ∈ I ′r}. Note that




′] values. We require at least ν ∈ N non-missing
values in {αˆr′ : r′ ∈ I ′r}, where ν is a tuning parameter of
the method, which we set to 2. If this criterion is not met,
all Fˆr′ , r′ ∈ I ′r are also evaluated in a spatial neighborhood
of (x′0, y
′
0). A detailed description of the estimation of α0 is
given in Pseudocode 2.
Finally, the prediction of z0 = z′0 is obtained by fitting a
quantile regression to the values of B′ having an intercept and
the rank r′ of the images as linear predictors [58]. The fol-
lowing equation describes the model for the α-quantile Q(α).
Q(α | r′) = β0(α) + β1(α)r′ (2)
Pseudocode 2 Estimate the α0-quantile of the missing value
relative to the image z′[·, ·, r0].
Input: B′ = z′[·, ·, ·], r0
Output: αˆ0
Define V as a vector of length N ′r, initialized with NA
Set i← 0, D ← z′[x′0, y′0, ·]
while the number of non-missing values in D < ν do
i← i+ 1
D ← {z′[x′, y′, ·] ∈ B′ : x′0 − i ≤ x′ ≤ x′0 + i,
y′0 − i ≤ y′ ≤ y′0 + i}
end while
Define A as an array with extent (2i+1)× (2i+1)×N ′r
Initialized A with NA
for r′ ∈ I ′r do
Estimate Fˆr′(·) from z′[·, ·, r′]
for x′ ∈ {−i, . . . , i}, y′ ∈ {−i, . . . , i} do
if z′[x′0 + x′, y′0 + y′, r′] not is NA then
A[x′0+x
′, y′0+ y
′, r′]← Fˆr′(z′[x′0+x′, y′0+ y′, r′])
end if
end for
V [r′]← mean(A[·, ·, r′])
end for
return mean(V )
In other words, the α-quantile of the values of each images
in B′ is regressed on the rank of the images r′. As we are
only interested in the quantile αˆ0 (our guess of the quantile
of the missing value z′0), we can plug it into Equation (2)
and estimate the coefficients βˆ0(αˆ0) and βˆ1(αˆ0) by solving a
minimization problem [59]. The predicted value (or fill value)
of z′0 is then zˆ
′
0 = βˆ0(αˆ0) + βˆ1(αˆ0)r
′
0.
B. Illustration with a Test Data Example
For illustration, we consider the MODIS NDVI data (satel-
lite product MOD13A1) shown in Fig. 1.b. Note, however,
that the proposed method can easily be applied to a wide
range of remotely sensed data. The example data have the
spatial extent Nx × Ny = 21 × 21 and consist of 16 images
having Ns = 4 seasonal indices (the days 145, 161, 177, and
193 of the year) observed over Na = 4 years (2004–2007).
With that, the data array has N = 7′056 values in total. We
assume the 1′603 (≈ 23%) values depicted in black to be
classified as missing values. The gap filling method predicts
the missing values from the observed ones by applying the
algorithm illustrated in Fig. 1 to each missing values.
Let us consider the missing value z0 depicted with a white
cross in Fig. 1.b. In the subset component of the algorithm, a
subset around that value is selected. For the tuning parameters
(λx, λy, λs, λa)=(5, 5, 1, 5) the initial subset B(i = 0) is
marked with dashed squares. The subsequent prediction com-
ponent first decides whether z0 can be predicted based on B or
if the subset needs to be increased. With that mechanism, the
spatial extent of the subset is adapted to the local distribution
of missing values. This is useful if, for example, a region of
the data exhibits a temporally shifted seasonal pattern or a
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long-term temporal trend. The selected subset B in Fig. 1.b
fulfills the criteria (C1) and (C2) stated in Section II-A2.
Next, the missing value is predicted based on the selected
subset. The latter is interpreted as a collection of images,
and we rank them according to their values. The rationale
behind this is that the ranked series of images imitates the
seasonal evolution of the spatial field with an artificially high
temporal resolution. The ranking is based on an algorithm that
scores the images via pixel-wise comparisons of non-missing
values (Pseudocode 1). In Fig. 1.c, the subset of the images
ranked 8–12 and their scores are depicted. The missing value
of interest is again marked with a white cross. The bottom
row of the same panel displays the ordered images as a scatter
plot, having the estimated ranks on the x-axis and the observed
NDVI values on the y-axis.
The estimation of the α0-quantile was performed as de-
scribed in Section II-A2 (Pseudocode 2) with ν = 2 and
was estimated to be the 47%-quantile. To finally obtain the
prediction of the missing value, linear quantile regression is
used. The regression has the observed NDVI values as a
response and an intercept as well as the ranks of the image
as linear predictors. In Fig. 1.c the fitted regression line is
depicted as dashed blue line and the predicted NDVI value is
a red cross.
C. Prediction Uncertainties
Uncertainty estimates of the predicted values are essential
when using them to derive conclusions in further analyses. Sta-
tistical theory provides ways to quantify uncertainty through
the estimation of prediction variability and confidence inter-
vals. Possible strategies that can be applied to the proposed gap
filling method are based on resampling techniques and cross-
validation. While the former is computationally expensive, and
therefore difficult to apply to a large data set, the latter was
applied to the gap filling method proposed by [46]. However,
both approaches are inaccurate, if the underlying assumptions
about the data are not met.
Besides that, it is interesting to study the magnitude of the
uncertainties introduced by the different steps of the method;
the latter are (1) choosing the size of the initial subset around
the missing value, (2) ranking the images of the subset (Pseu-
docode 1), (3) estimating the quantile of the missing values
(Pseudocode 2), and (4) estimating the parameters of the
quantile regression. We assessed the uncertainties introduced
in step (1) by running the gap filling method with all possible
initial sizes of the spatial subset. Then a 90% prediction
interval for each missing value is obtained by considering
the 5% and the 95% quantile of the predicted values. The
uncertainty of step (2) is calculated via permutations of the
ranked images. More precisely, we approximate all possible
permutations of the ranks by changing the rank of the image
containing the missing value to all possible positions. The
motivation for this approximation is that the permutation of the
image containing the missing value has a much larger influence
on the predicted value compared to permutations among other
images. The predicted values for all such permutations are
then calculated and a 90% prediction interval is constructed
by considering the 5% and the 95% quantile thereof. For step
(3), we derive a 90% prediction interval by quantifying the
variability in the estimated image-wise quantiles (denoted with
V in Pseudocode 2). This variability is summarized with the
interval given by the 5% and the 95% quantiles of the values in
V . Finally, the uncertainty introduced in step (4) is assessed
by calculating a 90% prediction interval based on bootstrap
methods.
Estimates of the prediction uncertainties of the gap filled
values could be derived by combining the uncertainties of
all four previously described steps. However, doing so in
a meaningful way is not straightforward due to possible
interactions and elimination effects among them. Nevertheless,
we combine the uncertainties from step (2) and (3) in one
prediction interval. This prediction interval reflects the local
spatial and temporal heterogeneity of the data around the
predicted value. An evaluation of the properties of that interval
and its practical relevance is given in Section III-C2 and IV-B.
D. Software
The described gap filling approach is implemented in the
programming languages R/C++ and is available as open-
source R package at http://cran.r-project.org/package=gapfill
[60], [61]. The program features a flexible design allowing the
user to optimize the gap filling method for specific data sets
and to construct new gap filling methods based on the subset-
predict framework with little effort. Examples implementing
different subset and prediction strategies are given in the
reference manual of the R package gapfill [60].
In general, satellite products comprise large amounts of
data. Therefore, a gap filling method of practical significance
has to be efficient in terms of computation resources and
scalable in the sense that the gap filling task can be distributed
to several computing units. Since the presented method fills
each missing value separately by taking only a subset of the
data into account, the gap filling task is easily parallelized. We
use tools from the R package foreach [62] allowing the user to
chose between an OpenMP [63] and a MPI [64] back-end to
executed code in parallel. More information about the usage
and implementation of the R package is given in Section S1
of the supplementary material (http://user.math.uzh.ch/furrer/
download/tgrs/supplementary material.pdf) and in the refer-
ence manual of the R package [60].
III. METHOD AND DATA FOR EVALUATION
Several test scenarios were constructed and the predicted
values, together with their uncertainty components, were in-
vestigated. In addition, the accuracy of the filled values was
compared against those of two alternative gap filling methods.
A. Data
We considered the MODIS satellite product (MOD13A1),
which is part of the MODIS vegetation index product
(MOD13) [65]. It is a land surface product based on pre-
composited 8-day MODIS Level-2G surface reflectance data,
which have been further composited to obtain the final resolu-
tion of circa 16 days and 500 m [11], [9]. The NDVI layer can
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be used to describe vegetation activity [66]. We used the pixel
reliability layer to subset the NDVI data to values flagged as
“good data” [10].
To illustrate the gap filling method, NDVI data from the
years 2004 to 2009 were considered and restricted to the
region of northern Alaska as shown in Fig. 2. Due to the
high latitudes ranging from 66◦ north to more than 71◦ north,
the NDVI values exhibit a strong seasonal component. That is
reflected in both the NDVI values and the number of available
values classified as “good data”. Especially during wintertime,
little data are available because of missing sunlight and snow
cover. Therefore, we restrict the analysis to the seasonal period
starting on the day of the year (DOY) 145 (about May 24) and
ending on DOY 257 (about September 13) featuring 8 dates
with observations per season. With that, the data of each
considered day of the year have at least 30% of the values
classified as “good data”.
The MOD13A1 data were downloaded in 6 spatial tiles
and merged to one single image per considered point in
time using the R package MODIS [67], which interfaces
the MODIS reprojection tool [68]. Furthermore, the data
were transformed from the sinusoidal to the geographic map
projection (WGS84). The R packages raster [69], sp [70], [71],
fields [72], lattice [73], and ggplot2 [74] were used to handle
and visualize the data.
B. Test Scenarios
To study the performance of the gap filling software, we
constructed four tests scenarios based on the MOD13A1
data. Using real data, as opposed to simulated data, has the
advantage that the scenarios come close to the use-case of
interest. The scenarios were built by extracting a 100 × 100-
pixel subset of the data described in Section III-A, while
keeping the temporal structure of 6 years and 8 seasonal time
points per year unchanged. The geographical location of the
subset is depicted in Fig. 2 as the rectangle labeled with
“Data” and we refer to it as “data subset”. It was selected
such that it has relatively few missing values (about 12%) and
reflects typical features of NDVI data sets in high latitudes.
Two of these features are the latitudinal gradient manifesting
itself through lower NDVI values in the northern regions
and low NDVI values that are caused by surface water. By
artificially removing values from the data subset (setting them
to NA), test scenarios were retrieved. In this way, we know
most of the actually observed values of the test scenarios
(denoted with “validation values”), and can compare the values
from the gap filled versions of the test scenarios against
them. To mimic realistic spatio-temporal patterns of missing
values, the removal of NDVI values from the data subset was
performed according to patterns of missing values observed at
other locations of the Alaska data set (as opposed to remove
values randomly). We choose the pattern of missing values
observed at the regions of the rectangles that are denoted with
“20%”, “30%”, “40%”, and “50%” in Fig. 2. By removing
these spatio-temporal patterns of missing values from the data
subset, four test scenarios exhibiting 20%, 30%, 40%, and
50% missing values were retrieved. The NDVI values of the
test scenarios and summary figures thereof are depicted in
Figs. S1–S5 (available online). A further set of test scenarios
was created by taking the same data subset and removing
values (setting them to NA) randomly. Using this method, test
scenarios exhibiting 20%, 30%, 40%, and 50% missing values
were retrieved.
In addition, a scenario consisting of the entire spatial
extent of northern Alaska, as shown in Fig. 2, was compiled.
While the temporal dimensions of that scenario remained
unchanged, the size of the imagery is increased to 271′819
pixels. 3′696′691 (28%) of the values in that scenario are
missing. The scenario is shown in Fig. S13 (available online).
C. Evaluation of the Gap Filling Method
1) Prediction Accuracy: A first evaluation criterion for
gap filling methods is the proportion of values that remained
missing after applying them. Good gap filling methods are
capable of predicting many missing values of a data set.
A second criterion is the visual examination of the filled
values, which helps to detect artificial patterns introduced by
the gap filling method. More objective measurements of the
prediction accuracy can be made when considering the fill
values of the test scenarios described in Section III-B. Here
most of the fill values have a corresponding validation value,
and hence, the prediction accuracy can be quantified with the
root mean squared error (RMSE) and the mean absolute error







i=1 |zˆi − zi| /n, respectively, where n is the number
of predicted values zˆi and where zi denote the corresponding
validation values. Furthermore, we investigated the distribution
as well as spatial and temporal patterns of the RMSE.
2) Uncertainty Assessment: The gap filling method exhibits
four main steps that are linked to the uncertainties of the
predicted values (Section II-C). To compare the magnitude
of these individual uncertainty contributions, the lengths of
the corresponding prediction intervals are summarized. This
investigation was performed using the values of DOY 145
and 161 from the test scenario with 40% missing values. The
properties of the 90% prediction interval combining the uncer-
tainties from step (2) and (3) were assessed by investigating
the spatial and temporal distribution of the prediction interval
lengths and by calculating the coverage rate of the intervals,
i.e., the proportion of intervals that cover the observed value
(assumed to be true). This part of the uncertainty assessment
was performed using the entire test scenario with 40% missing
values.
3) Comparison with TIMESAT and Gapfill-Python: We
compared the results from the described gap filling method—
denoted as the corresponding R package with “gapfill”—
against two alternative methods, namely the gap filling method
presented in [46] and the temporal interpolation methods
implemented in the software TIMESAT [13]. The former
belongs to the class of methods that reconstruct a complete
data product from the observed values (Section I-B2). It
applies one of two different prediction algorithms depending
on the amount of missing values and exploits both the temporal
and the spatial structure of the data. A python notebook is
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Fig. 2. A map of the study region of northern Alaska. The colors indicate the percentage of missing values of all 48 considered time points. To construct test
scenarios, we consider the NDVI values of the 100× 100-pixels region labeled with “Data”. That subset exhibits relatively few (about 12%) missing values.
Test scenarios with 20%, 30%, 40%, and 50% missing values were obtained by artificially removing values from the “Data” region according to the patterns
of missing values observed at the 100 × 100-pixels regions labeled with “20%”, “30%”, “40%”, and “50%”, respectively. Note that the 100 × 100-pixels
regions are depicted as rectangles, as opposed to squares, because of the chosen geographic map projection.
available at github.com/malaria-atlas-project/modis-gapfilling
and provides an implementation of the method in Python [76]
and C [77]. The code was downloaded on August 15, 2015 (git
commit c83776c). In the following, we will refer to that soft-
ware as “Gapfill-Python”. While that method was published in
2014, the TIMESAT software is more than ten years older and
well established. It is implemented in Fortran and comes with
a MATLAB [78] interface featuring a graphical user interface.
The software (version 3.2) and the documentation thereof is
available at web.nateko.lu.se/timesat/. The main purpose of
the software is to analyze time series of satellite data by
extracting seasonal parameters from a smoothed version of
the time series. All calculations treat the pixel-wise time series
separately, and hence, do not exploit the spatial dependency
in the data. The smoothing part of the method makes the
analysis, to some extent, robust to outliers and missing values.
The method therefore belongs to the class of methods that
handle missing values through robust analysis techniques
(Section I-B1). Although the software was designed to use
the smoothed time series in conjunction with the extraction of
phenological parameters, the smoothing part of the algorithm
can be used for gap filling and the gap filled time series were
used to assess the performance of different types of smoothers
[19], [22], [23].
All considered gap filling methods have several tuning
parameters, which influence the prediction process and the
accuracy of the predictions. Although, we tried to find good
parameter configurations for the presented software, it may
be that the results improve with other settings. Neverthe-
less, the presented comparisons give a solid overview of the
performance. The tuning parameters for the gapfill method
are given in Section II-A. The R-code to execute the gapfill
program is available in Listing S1 (available online). Gapfill-
Python has about 16 parameters to be set. The most important
ones are those controlling the search of informative values
and the “de-speckle” algorithm (see the Python-notebook for
more information). The used parameter settings are given in
Listing S2 (available online). The parameters of TIMESAT
are described in its software manual [79]. We chose to fit a
“double logistic” smoothing function, which is recommended
for NDVI values in high latitudes with many missing values
[80] and provided the most satisfying results. The complete
configuration file shown in Listing S3 (available online).
To compare the predicted values from gapfill, Gapfill-
Python, and TIMESAT, we applied the methods to the four test
scenarios and report the number and proportion of successfully
filled values as well as the RMSE and the MAE of the pre-
dicted values. We used two-sided paired two-sample Wilcoxon
tests with a significance level α = 0.05 to assess whether
the MAE and RMSE from Gapfill-Python and TIMESAT are
different from those of gapfill [81]. In addition, we compared
the distribution as well as the spatial and temporal patterns of




We applied the proposed gap filling method to the test
scenarios described in Section III-B. It returned predictions for
all missing values in all test scenarios. Images of the resulting
gap filled data sets are shown in Figs. S6–S9 (available online)
and Fig. 3 (left), which depict the predicted values of DOY
177 in 2006 for the test scenario with 40% missing values. A
visual examination of the gap filled images did not reveal any
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artificially introduced spatial pattern. Moreover, the images
reconstruct the spatial distribution of the NDVI values well;
this includes small-scale features such as, e.g., the band of
low NDVI values crossing the image from the west to the
east, which is present in all images. Time-series of three
pixels from the test scenario with 40% missing values are
shown in Fig. 4. The pixels were selected such that they
represent locations with large, average, and low NDVI values.
The predicted values follow the expected seasonal curve and
match the validation values well. Low NDVI values are more
difficult to predict (bottom panel of Fig. 4) as they have larger
uncertainties (Fig. S1, available online).
To assess the temporal variation of the prediction accuracy,
the mean RMSEs per time point of the scenario with 40%
missing values are shown in the middle panel of Fig. 3. It
can be seen that the RMSE is larger for early days of the
year. This is in accordance with the observation that values
at the beginning of the season are more likely to be missing
and exhibit larger variability compared to later observations
(Fig. S1, available online). The right panel of Fig. 3 depicts
the spatial distribution of the mean pixel-wise RMSEs, which
resembles the spatial distribution of the temporal variation in
the data (top right panel of Fig. S1, available online). This is
expected, because values of pixels with a large variability in
time are more difficult to predict.
Another way to study biases and the variability of the
predicted values is to plot the validation values against the
predicted values as shown in the upper panels of Fig. 5.
Most of the validation values are between 0.3 and 0.8. In that
interval the predicted values are scattered around the diagonal
(red line) indicating that they are near the validation values on
average. Pixels with values below 0.5 have lower prediction
accuracy. This is in accordance with the observation that those
pixels tend to have larger variance and are therefore naturally
more difficult to predict. As expected, the deviation of the
predicted values from the validation values increases with
larger percentages of missing values. This can also be seen
in the bottom panels of Fig. 5, where the histograms of the
prediction errors (predicted minus validation values) show a
wider distribution with increasing percentages of the missing
values. While the medians of the error differences are located
at zero, the distributions of the differences are positively
skewed (skewness between 2.17 and 2.3). This is a shrinkage
effect reflecting an increased prediction uncertainty for low
NDVI values. The standard deviation of the distributions of
differences is between 0.0413 and 0.0421 for the test scenario
with 20%, 30%, and 40% missing values, and increases to
0.0588 for the test scenario with 50% missing values. This
increase could be due to an increased amount of low NDVI
values in the test scenario with 50% missing values. These
low NDVI values tend to have a large variability over time
(Fig. S1, available online) and are therefore more difficult to
predict.
In addition, gapfill was applied to the entire spatial region
of northern Alaska depicted in Fig. 2. The images of the gap
filled data are shown in Fig. S14 (available online). Again, all
missing values were filled and a visual inspection of the data
did not reveal any artificially introduced patterns.
B. Uncertainty Assessment
The widths of the prediction intervals, corresponding to
the four main steps of the gap filling method, summarize
their uncertainty contribution. The left panel of Fig. 6 depicts
summary statistics of these widths as boxplots revealing that
the sorting step (2) (Pseudocode 1) introduced the largest
uncertainties, followed by the estimation of the quantile of
step (3) (Pseudocode 2). To investigate the properties of
the prediction interval combining the uncertainties from step
(2) and (3), the spatial distribution of the mean pixel-wise
prediction interval widths is shown in the middle panel of
Fig. 6. It exhibits similar spatial patterns as the standard
deviation of the data (top right panel of Fig. S1, available
online) and the spatial distribution of the average RMSEs
(right panel of Fig. 3). Since the seasonal variability of the
prediction interval widths is larger, compared to the inter-
annual variability, we only show the former in the right bottom
panel of Fig. 6. It has a U-shape, which is also observed in the
distributions of the missing values (Fig. S1, available online)
with some deviations early and late in the season, i.e., the
values of DOY 145 and 257. These deviations might be caused
by the fact that we only consider a part of the seasonal cycle,
and, hence, have less information at the boundaries thereof.
The overall coverage rate of the prediction interval for that
scenario is 93%. This is, the prediction uncertainty is slightly
overestimated on average. The average coverage rate per day
of the year is depicted in the right panels of Fig. 6.
C. Comparison with TIMESAT and Gapfill-Python
When comparing the predictions of gapfill with those from
Gapfill-Python and TIMESAT, one performance measurement
of interest is the ability to fill gaps in scenarios exhibiting
many missing values. To investigate that, we calculated the
number of (non-NA) fill values and the percentage of (non-
NA) fill values relative to the total number of missing values;
see, columns “# filled” of Tab. II. While gapfill predicted
all missing values of the four test scenarios, Gapfill-Python
and TIMESAT returned NA predictions for some values. The
number of NAs in the predictions seems to increase with
the number of NAs in the input data and are a considerable
proportion (up to 94%) for the TIMESAT predictions. The
large amount of missing values in the TIMESAT predictions
might be explained by the uneven distribution of missing
values in the data. This is, a large share of the missing values
occurs in time series with many missing values. In addition,
we considered only data from 8 of the 24 time points of the
seasonal cycle, because the quality of the values from the
remaining 16 winter time points was too low. This makes it
challenging for a time series based approach like TIMESAT
to predict missing values.
The RMSE for gapfill is between 41.34×10−3 and 42.54×
10−3 for the test scenarios with 20%, 30%, and 40% missing
values, and increases to 59.58 × 10−3 for the test scenario
with 50% missing values. This increase is not surprising,
since the difficulty of predicting missing values depends not
only on the percentage of missing values, but also on the
distribution thereof, which is different in all test scenarios.
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1
Fig. 3. Predictions and accuracy measurements for the test scenario with 40% missing values. Left: predicted NDVI values for the day 177 of the year 2006.
For that image 2′335 of 10′000 values were observed and are depicted as white pixels. Middle: RMSE for the indicated dates. Right: spatial distribution of the
RMSE. 19 RMSE values are missing because these pixels were observed in all time points. They are depicted as black pixels. Note that the 100× 100-pixels
images (left and right panel) are shown as squares having the latitude on the y-axis and longitude on the x-axis, respectively.
1Fig. 4. Temporal profiles for three pixels of the scenario with 40% missing values. The pixels were selected such that they represent locations with large
(top), average (middle), and low (bottom) NDVI values. If validation values were available, they are displayed with circles. The gray areas represent the time
span from mid September to mid May with low vegetation activity.
TABLE II
THE GAP FILLED VALUES OF THE FOUR TEST SCENARIOS OBTAINED WITH gapfill, GAPFILL-PYTHON AND TIMESAT ARE SUMMARIZED IN TERMS OF
THE NUMBER AND PERCENTAGE OF FILLED VALUES AND THE RMSE ×103 . TO GET COMPARABLE RESULTS, THE RMSES OF gapfill ARE ALSO GIVEN
FOR THE SUBSETS WITH AVAILABLE FILLED VALUES FROM GAPFILL-PYTHON (RMSEP ) AND TIMESAT (RMSEP )
gapfill Gapfill-Python TIMESAT
#filled RMSE RMSEP RMSET #filled RMSE #filled RMSE
20% 92’822 (100%) 41.80 42.06 41.10 90’307 (97%) 45.00 59’948 (65%) 83.43
30% 147’827 (100%) 42.54 42.39 37.09 146’686 (99%) 45.54 42’892 (29%) 71.43
40% 192’456 (100%) 41.34 40.98 36.41 169’998 (88%) 42.49 31’279 (16%) 71.93
50% 240’326 (100%) 59.58 44.94 37.24 134’540 (56%) 45.61 14’127 ( 6%) 86.09
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1
Fig. 5. Accuracy of the gapfill predictions for the four test scenarios of the validation study. Upper panels: scatter plots of the predicted values (y-axis) versus
the validation values (x-axis). The green color shading indicates regions with a large density of points; light green corresponds to 100 overlaying points. (A
similar figure for the TIMESAT and the Gapfill-Python method discussed in Section IV-C is given in Fig. S16 of the supplementary material available online.)
Bottom panels: histograms of the differences between the predicted and the validation values. The dashed green lines indicate the 2.5%, 50%, and 97.5%
quantiles.
(1) spatial subset (3) quantile estimation



















Day of the year
1
Fig. 6. Left: uncertainty contribution from the indicated four steps of the gap filling method. Middle: spatial distribution of the mean pixel-wise width of the
90% prediction intervals for the test scenario with 40% missing values. The intervals are based on the uncertainties from step (2) (Pseudocode 1) and step
(3) (Pseudocode 2). Right: the corresponding coverage rates and mean interval widths per day of the year.
1
Fig. 7. Comparison of the AEs from gapfill and Gapfill-Python for the test scenario with 40% missing values. Left: scatter plot of the root AEs of gapfill
(y-axis) and Gapfill-Python (x-axis). The green color shading indicates regions with a large density of points (light green corresponds to 25 overlaying points).
Middle: difference of the MAEs of gapfill and Gapfill-Python for the indicated dates. Right: Spatial comparison of the MAEs. Colors indicate whether the
MAE of gapfill or Gapfill-Python is larger. Dark colors indicate that the differences are significant. For the 385 white pixels no comparison was made because
all values for the corresponding pixels were observed or Gapfill-Python did not fill the pixels.
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Also Gapfill-Python and TIMESAT have more problems to
gap fill the test scenario with 50% missing values; compare
the increase in the proportions of not filled values in Tab. II.
The prediction accuracy in terms of the RMSE can only be
calculated for non-missing predictions. Thus, the RMSE of the
Gapfill-Python and the TIMESAT predictions are based on a
subset of the values to predict only. To make the RMSEs of
those methods comparable to the RMSEs of gapfill, we also
calculated the RMSEs of the gapfill method relative to the
subsets of predicted values from Gapfill-Python (RMSEP) and
TIMESAT (RMSEP), respectively. The RMSEs given in Tab. II
indicate that the gapfill predictions are the most accurate ones
in all scenarios. The MAEs show a similar pattern as the
RMSEs (Tab. S1, available online). Both the RMSEs and
MAEs of gapfill are significantly smaller than those from
Gapfill-Python and TIMESAT for all test scenarios (Wilcoxon
tests, all p-values < 10−15). In addition, we created tables
similar to Tab. II and Tab. S1 for the test scenarios with
randomly removed values. The obtained RMSEs and MAEs
are shown in Tab. S2 and Tab. S3 (available online). Both error
measures indicate that the fill values of gapfill are the most
accurate ones (Wilcoxon tests, all p-values < 10−15).
While the RMSEs of Gapfill-Python are close to those
of gapfill, the RMSEs of TIMESAT are about two times
higher compared to those of gapfill. We therefore restrict the
following comparison to the gapfill and the Gapfill-Python
methods and investigate the test scenario with 40% missing
values in more detail. The left panel of Fig. 7 depicts a scatter
plot of the root AEs of gapfill (y-axis) and Gapfill-Python
(x-axis). The root transformation was chosen to facilitate
the visual inspection of small differences. In this figure the
scattering seems to be symmetric around the red line and
no clear pattern discriminates the methods. In the middle
panel of Fig. 7, the differences of the MAEs of gapfill and
Gapfill-Python are shown for all time points. For 33 of the
48 time points the gapfill method performed better. Despite of
that no clear temporal pattern can be seen. Finally, a spatial
comparison of the methods is given in the right panel of Fig. 7.
In that panel, the 100× 100-pixel area of the test scenario is
depicted. The colors indicate whether the MAEs of gapfill are
larger or smaller compared to that of Gapfill-Python. Opaque
colors indicate that the differences are significant (Wilcoxon
tests, α = 0.05). For 372 (72.2%) of the total 508 pixels
exhibiting significant differences, the gapfill method performed
better. Especially in the southern region the gapfill method
seems to perform better, whereas the other regions do not
show a clear pattern. This could be due to the accumulation of
missing values in that area (Fig. S4, available online). Figures
of the complete spatio-temporal pattern of the AEs of gapfill
and Gapfill-Python as well as the difference thereof are given
in Figs. S10–S12 (available online).
V. DISCUSSION
The analysis of remotely sensed data with many missing
observations is challenging. One way to handle missing values
is to construct a complete data set by predicting the missing
values from the observed ones. Such an approach is presented
in this study and implemented in the corresponding R pack-
age gapfill. The following four considerations influenced the
development of the gap filling method:
Firstly, to be of practical relevance, the method has to be
capable of handling large data sets, such as, e.g., MODIS
NDVI products. This implies that classical geostatistical space-
time models in the spirit of [82] would need severe modifica-
tions, since their computation workload typically exceeds the
available resources by several orders of magnitude. One way
to reduce the computational workload is to implement a purely
algorithmic gap filling method as, e.g., presented by [46].
While such approaches can achieve good performance in terms
of prediction accuracy, uncertainty quantification is difficult.
We therefore opted for a hybrid approach, which combines
purely algorithmic elements (selection of a suitable subset;
scoring of images) together with statistical methods (quantile
regression; permutation tests). With that, the gap filling method
benefits from both aspects: The algorithmic components make
it fast and scalable, whereas the statistics part provides tools
to quantify uncertainties.
Secondly, an efficient software implementation of the gap
filling method is crucial to handle large data sets. Since
nowadays many research institutes have access to powerful
computers, this includes scalability of the method so that
the computational workload can be distributed among several
computing units. For example, we gap filled the ≈ 3.7× 106
missing values of the Alaska NDVI data set introduced in
Section III using 80 cores of an Intel R© Xeon R© CPU E7-
2850 @ 2.00 GHz in circa 10 hours. The computation time
reduces (almost) linearly with the number of used cores.
This scalability is achieved with the subset-predict framework,
which handles each missing value separately and thereby
enables parallelization. On the programming side, we employ
the generic parallelization framework of the R package foreach
[62], which can be used to interface either openMP or MPI
depending on the architecture of the available computer.
Thirdly, the proposed gap filling software should be flexible
and user-friendly so that it can be tailored to specific features
of different remote sensing data products. To that end, we
provide an implementation of the method as open-source R
package gapfill [60], which contains the R/C++ source code
together with documentation and data examples. The structure
of the package was kept as simply as possible to ease its
usage. On the other hand, users can customize the essential
parts of the method by changing default parameters or by
providing their own subset and/or predict functions; see the
supplementary material available online.
Fourthly, testing the gapfill software with realistic scenarios
was essential to develop an accurate and fast method. The
chosen test scenarios feature actually observed MODIS NDVI
data together with observed patterns of missing values and
are therefore close to an actual use-case. In the development
phase of the gap filling method, testing helped to detect alleged
improvements, which turned out to be deteriorations with
respect to computational speed or prediction accuracy. Also,
the comparison against established software provides valuable
information for potential users. However, one needs to keep in
mind that such comparisons are always relative to the choice
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of the test scenarios.
VI. CONCLUSION
Since many analysis methods for remotely sensed data are
designed to make use of spatially and temporally continuous
data, gap filling missing values improves or enables data
analysis in the presence of missing values. We presented such a
gap filling method and provide an open-source implementation
thereof in the R package gapfill. While the software readily
works for the presented data, its flexible design allows users
to tailor it to specific needs with little effort. With that it
is a suitable tool to gap fill many data products observed
at regularly spaced points in time. Furthermore, the method
has statistical components, which enable rigorous uncertainty
quantification. The performance of the predicted values was
assessed using test scenarios based on MODIS NDVI data
featuring between 20% and 50% missing values. In contrast to
two alternative gap filling methods, the presented method was
able to fill all missing values in the test scenarios. Moreover,
the RMSEs for the test scenarios were between 0.041 and
0.060, which was lower compared to those from the two
alternative methods (Wilcoxon tests, all p < 10−15).
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Several different hierarchical Bayesian models can be used for the estimation of spatial
risk patterns based on spatially aggregated count data. Typically, the resulting posterior
distributions of the model parameters cannot be expressed in closed forms, and MCMC
approaches are required for inference. However, implementations of hierarchical Bayesian
models for such areal data are error-prone. Also, different implementation methods exist,
and a surprisingly large variability may develop between the methods as well as between
the different MCMC runs of one method. This paper has four main goals: (1) to present a
point by point annotated code of two commonly used models for areal count data, namely
the BYM and the Leroux models (2) to discuss technical variations in the implementation
of a formula-driven sampler and to assess the variability in the posterior results from
various alternative implementations (3) to give graphical tools to compare sample(r)s
which complement existing convergence diagnostics and (4) to give various practical tips
for implementing samplers.
Keywords: MCMC, GMRF, R, openBUGS, geoBUGS, spam, INLA, CARBayes.
1. Introduction
Maps of spatially aggregated count data are often noisy, making interpretation difficult. To
overcome this problem, Bayesian hierarchical models (BHMs) are frequently used to identify
a smooth pattern that may be explained using underlying covariates and spatial factors.
Depending on the precise problem, different types of BHMs may be adequate. A Poisson
likelihood (data layer) is commonly used for count data. The second layer, often called the
process layer, links the log risk to spatially structured and unstructured components as well
as potential covariates. The remaining layer(s) contain(s) the priors. The so-called Besag-
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York-Mollie´ (BYM) model (Besag, York, and Mollie´ 1991; Mollie´ 1996) is extensively used in
the case of the areal count data of rare diseases. For an overview and comparison of the BYM
and other models see Waller and Carlin (2010) and Lee (2011). Yet another alternative model
is the so-called Leroux model (Leroux, Lei, and Breslow 1999). For this and more alternatives
also see LeSage and Pace (2009).
There is no such thing as a free lunch: ease of interpretation has to be paid by complexity of
implementation. Therefore, inference in such models requires carefully adapted Markov chain
Monte Carlo (MCMC) approaches or elaborated integrated nested Laplace approximation
(INLA) techniques. For MCMC simulations, the sampler can be built “by hand” or in a
software environment, e.g., BUGS and its derivatives, may be used. Tailored samplers are
often used in an academic exercise framework or for more complicated settings. In those
cases, the specifications of the “full conditional” densities, and the acceptance probabilities
need to be derived.
Due to model complexity and the multitude of tuning possibilities of the approaches, both
solutions are error-prone. Further, many models are robust in the sense that that (slightly)
incorrect implementations may still lead to reasonable estimates such that incorrect conclu-
sions are difficult to avoid. This recently happened in the BYM model example in Furrer and
Sain (2010), where the calculation of the acceptance probability of the sampler, and, thus the
results were incorrect. Similarly, the MCMC sampler of the R package INLA (Rue, Martino,
Lindgren, Simpson, and Riebler 2009b) exhibited several issues that had to be addressed by
the maintainers.
This paper has four main goals: (1) to present a point by point annotated code of the BYM
model implementation (in openBUGS, R and INLA) and the Leroux model (in R and CAR-
Bayes) (2) to discuss technical variations in the implementation of a formula-given sampler
and assess the variability in the posterior results from the various implementations, (3) to give
graphical tools to compare samplers or even to detect incorrect samplers which complement
existing convergence diagnostics and (4) to give various practical tips for implementing sam-
plers. As an aside, the paper should reassure novices that even though the implementation
of a BHM is theoretically straightforward, the road may be steep or bumpy.
This paper is not about (1) comparing or ranking individual packages or software environ-
ments, (2) or about quantitative and formal testing procedures to compare random samples.
We have opted to illustrate the approaches with a “classical” dataset to avoid any unnecessary
complications. More specifically, we choose to use the oral cavity cancer data, which is
available in the R packages spam and INLA. The dataset consists of death counts yi caused by
oral cavity cancer for a 5-year period (1986–1990) in the i = 1, . . . , 544 districts (Landkreise
und kreisfreie Sta¨dte) of Germany (Knorr-Held and Best 2001; Rue and Held 2005). The
expected number of cases ei was derived using demographical data that allows us to display
the standardized mortality ratios yi/ei (Figure 1, left map). Finally, the dataset comes with
a matrix A that defines the neighborhood stucture of the districts. We use a notation similar
to Rue and Held (2005) such that, for example, bold lower and upper case letters are used
for vectors and matrices, respectively.
Sections 2 and 3 discuss the BYM and Leroux models by first introducing the model and then
discussing the different software implementations. The sections are concluded by comparing
the MCMC sample(r)s and by presenting further remarks. Finally, Section 4 points to software
options for some extensions of the models and gives some additional hints for assessing MCMC
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Figure 1: Standardized mortality ratios of oral cavity cancer deaths observed between 1986–
1990 in Germany (left); the posterior means of the estimated relative log-risk of the BYM
model (middle) and the difference between the posterior means of the log-risk of the Leroux
and the BYM model (right).
sample(r)s. The source code to reproduce the MCMC chains, figures and tables is provided
as supplementary material. In addition, the generated MCMC chains and the source code are
available at http://www.math.uzh.ch/furrer/download/v63c01-code_with_data.zip.
2. Besag-York-Mollie´ model
In this section we give a short introduction to the BYM model, followed by implementations
in openBUGS, R and INLA. These sections may be read independently of each other. The
Sections 2.4 and 2.5 summarize the results and point to some extensions.
To explore the spatial distribution of the relative risk, the data yi is assumed to be condition-
ally independent Poisson counts with rate ei exp(ηi), yielding the likelihood









y>η − e> exp(η)). (1)
The log-relative risk is modeled by η = u + v, where v is a zero mean white noise with
precision κv, and u is a spatially structured component with precision κu. More precisely, u
is a first order intrinsic Gaussian Markov random field (GMRF, Rue and Held 2005, Chaper
3)





















where i ∼ j denotes the set of all unordered pairs of neighbors, i.e., regions sharing a com-
mon border, and hence the sum over all such sets can be written using a sparse “structure”
matrix R.
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Graph G Level Distribution





process model IGMRF, iid Normal
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Figure 2: The variables (nodes) and their dependency structure are shown in Graph G. The
distributions and levels of the nodes in the model hierarchy are also indicated.
The resulting model is termed the Besag-York-Mollie´ model, see Besag et al. (1991). For
inference on {u,v, κu, κv} we set independent gamma priors for the precision parameters κu
and κv, e.g., pi(κu | αu, βu) ∝ καu−1u exp(−κuβu). We choose αu = αv = 1, βu = 0.5 and
βv = 0.01 (and skip a carefully conducted sensitivity analysis, as this is not in the scope of
this paper). This leads to the following posterior density



















which is not a GMRF anymore. Since integration of this density is not feasible, we use
MCMC sampling and approximation methods to estimate u,v, κu and κv. In the reminder
of this section we discuss different methods for this inference. Gibbs samplers implemented
in openBUGS, two hand coded R implementations and the MCMC method of the R package
INLA, as well as an integrated nested Laplace approximations from INLA are presented.
2.1. openBUGS implementation
The previously described model is a BHM with four levels. The dependency structure between
the random variables (nodes), their levels, and distributions are shown in Figure 2.
Note that the graph G is directed and acyclic. Further, each node ν ∈ G is independent of
every other node given its parent nodes pa(ν). This implies that a factorization of the full
joint distribution of all nodes in G is proportional to ∏ν∈G pi(ν | pa(ν)), which is used by the
openBUGS engine to generate samples from the posterior distribution (Lunn, Jackson, Best,
Thomas, and Spiegelhalter 2013).
The openBUGS language is used to specify such models and communicate them to the open-
BUGS engine. Similar to the graph representation, we define the distribution of each node
given its parent nodes using an R like syntax. The model description is declarative, mean-
ing that the order of the node-definitions is irrelevant. As usual, the symbol ~ stands for
“is distributed as.” In order to specify the spatially structured term u, the car.normal()
distribution from the geoBUGS extension is used. Since the distribution of u is implemented
with a sum-to-zero constraint, we add an additional intercept with an improper flat prior.
This construct is claimed to be equivalent to a spatially structured term u without constraint
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(Lunn et al. 2013, p. 264). We save the following model to a text file ‘model.txt’. Note that




log(landa[i]) <- log(E[i]) + u[i] + v[i] }
for(i in 1:N){ u[i] <- uConstr[i] + intercept }
intercept ~ dflat()
uConstr[1:N] ~ car.normal(adj[], weights[], num[], kappaU)
for(k in 1:sumNumNeigh) { weights[k] <- 1 }
for(i in 1:N){ v[i] ~ dnorm(0, kappaV) }
kappaU ~ dgamma(1, 0.5)
kappaV ~ dgamma(1, 0.01)
}
The observed and expected counts Y and E, as well as the neighborhood structure adj are
saved in a separate text file ‘data.txt’ (see supplementary material). The arguments of
the car.normal() distribution are: a sparse adjacency matrix adj, the number of regions
connected in each row of the adjacency matrix num[] (also stored in ‘data.txt’), the precision
of u, i.e., kappaU, and a vector of 1’s in weight. (We do not weight the adjacency structure).
For another BUGS example of a BYM model see Bivand, Pebesma, and Go´mez-Rubio (2013).
The R function bugs() from the R package R2OpenBUGS provides a convenient user in-
terface to openBUGS (Sturtz, Ligges, and Gelman 2005). 300 000 samples from the poste-
rior distribution are generated with the following call. A thinning of 20 and a burn-in of
5 000× 20 = 100 000 is specified, resulting in 10 000 actually returned samples per variable:
R> library("R2OpenBUGS")
R> b <- bugs(model.file = "model.txt", data = "data.txt",
+ inits = function() { list(kappaU = 10, kappaV = 100, intercept = 1) },
+ parameters = c("kappaU", "u", "kappaV", "v"), n.iter = 15000,
+ n.burnin = 5000, n.thin = 20, n.chains = 1, bugs.seed = 2)
We manually set initial values for kappaU and kappaV via the argument inits. Further,
the argument parameters specify variables for which samples are stored and returned to R.
We only simulate one chain and set n.chains = 1 for demonstration, but we recommend
simulating several chains with different initial values that help to assess convergence. In fact,
some comparisons in Section 2.4 are based on 200 different chains. openBUGS selects an
appropriate sampling method for each node automatically.
Figure 3 shows diagnostic plots for the first 1 000 samples of the Markov chains for κu and
κv, and Figure 1 shows the resulting posterior mean field of u. We refer to Knorr-Held and
Best (2001) for an (epidemiological) interpretation of the results.
2.2. Two R implementations
In the following, a hand coded R implementation (R Core Team 2014) of a Gibbs sampler with
Metropolis-Hastings (MH) step is presented. To simplify notations of densities, the variables
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y, α and β following the conditioning sign are omitted, e.g., we write pi(u,η, κu, κv) instead
of pi(u,η, κu, κv | y,α,β). We start the sampling procedure by first sampling κu and κv from






















In a second step, the parameter u and η are updated jointly using a MH step. To do this, we
rewrite pi(u,η | κu, κv), which resulted from the posterior distribution in Equation 2. Recall
that v can be expressed as η − u.
pi(u,η | κu, κv) ∝ exp
{











The idea is to construct a proposal density for u and η that is a GMRF and thus easy to
sample from. In addition, the proposal density should approximate the density in Equation 3
well to achieve a reasonable acceptance rate. We use the second-order Taylor expansion of
y>η − e> exp(η) around η˜, which is η>b(η˜)− 12η> diag(c(η˜))η, with c(η˜) = e exp(η˜)> and
b(η˜) = y + (η˜ − 1)c(η˜)>. This leads to the normal proposal density



















pi(u?,η? | κu, κv)
pi(u,η | κu, κv)
q(u,η, η˜? | κu, κv)
q(u?,η?, η˜ | κu, κv)
}
. (4)
As η˜ we could take any value, but an optimized choice improves the approximation, and, hence
increases the acceptance rate of the sampler. We set η˜ to an approximation of the posterior
mode. The latter is derived using two steps of the Newton-Raphson algorithm, which (under
regularity conditions) converges to the posterior mode. To be more specific, we first set η˜ to
the current value of the chain and derive b(η˜) and c(η˜). Next, we set η˜ = b(η˜)/c(η˜) and
repeat this procedure twice. The same procedure with η? as the starting point is applied to
find b(η˜?) and c(η˜?). This leads to a suitable acceptance rate of about 48% (Roberts and
Rosenthal 2001). See Rue and Held (2005) for more details and other options to increase the
accuracy of the proposal density. Note that a third Newton-Raphson iteration for finding η˜
and η˜? does not increase the acceptance rate. With a single Newton-Raphson iteration, the
chain may not converge at all.
Next, we guide the reader through the R code of the Gibbs sampler. Note the use of the
R package spam, which provides fast methods for sparse matrix algebra (Furrer 2014; Furrer
and Sain 2010). The package contains the oral cancer data and the corresponding adjacency




R> path <- system.file("demodata/germany.adjacency", package = "spam")
R> A <- adjacency.landkreis(path)
R> n <- dim(A)[1]
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We set a seed value to initialize the random number generator and the number of desired
samples (300 000). Further, we define the same hyper-parameters as in the openBUGS im-
plementation.
R> set.seed(2)
R> hyperA <- c(1, 1)
R> hyperB <- c(0.5, 0.01)
R> totalg <- 300000
We build some variables to store the samples and set initial values
R> upost <- vpost <- array(0, c(totalg, n))
R> kpost <- array(NA, c(totalg, 2))
R> accept <- rep(NA, totalg)
R> upost[1, ] <- vpost[1, ] <- rep(0.001, 544)
R> kpost[1, ] <- c(10, 100)
Now we construct some quantities, which are (repetitively) used during the sampling.
R> eta <- upost[1, ] + vpost[1, ]
R> C <- exp(eta) * E
R> diagC <- diag.spam(c(rep(0, n), C))
R> b <- c(rep(0, n), Y + (eta - 1) * C)
R> Qu <- R <- precmat.IGMRFirreglat(A)
R> pad(Qu) <- c(2 * n, 2 * n)
R> Qv <- as.spam(rbind(cbind(diag(n), -diag(n)), cbind(-diag(n), diag(n))))
R> Q <- kpost[1, 1] * Qu + kpost[1, 2] * Qv + diagC
R> struct <- chol(Q, memory = list(nnzcolindices = 6467))
R> uRuHalf <- t(upost[1, ]) %*% (R %*% upost[1, ]) / 2
R> vvHalf <- t(vpost[1, ]) %*% vpost[1, ] / 2
R> postshape <- hyperA + c(n - 1, n) / 2
We start the loop of the Gibbs sampler and repeat the following steps: sample κu and κv
(1st block), find an optimized η˜ using two Newton-Raphson iterations (2nd block), draw
u and η from the Taylor expansion around η˜ (3rd block), find η? and calculate the log-
acceptance probability log(α) (4th block), accept or reject the draw and accordingly update
the parameters (5th block). Note that ‘?’ in the equations corresponds to ‘_’ in the R code.
R> for (i in 2:totalg) {
+ kpost[i, ] <- rgamma(2, postshape, hyperB + c(uRuHalf, vvHalf))
+ etaTilde <- eta
+ for(index in 1:2) {
+ C <- E * exp(etaTilde)
+ diagC <- diag.spam(c(rep(0, n), C))
+ b <- c(rep(0, 544), Y + (etaTilde - 1) * C)
+ Q <- kpost[i, 1] * Qu + kpost[i, 2] * Qv + diagC
+ etaTilde <- c(solve.spam(Q, b, Rstruct = struct))[1:n + n]
+ }
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+ C <- exp(etaTilde) * E; diagC <- diag.spam(c(rep(0, n), C))
+ b <- c(rep(0, n), Y + (etaTilde - 1) * C)
+ Q <- kpost[i, 1] * Qu + kpost[i, 2] * Qv + diagC
+ x_ <- c(rmvnorm.canonical(1, b, Q, Rstruct = struct))
+ upost[i, ] <- x_[1:n]
+ eta_ <- x_[1:n + n]
+ vpost[i, ] <- eta_ - upost[i, ]
+ uRuHalf_ <- t(upost[i, ]) %*% (R %*% upost[i, ]) / 2
+ vvHalf_ <- t(vpost[i, ]) %*% vpost[i, ] / 2
+ etaTilde_ <- eta_
+ for(index in 1:2) {
+ C_ <- E * exp(etaTilde_)
+ diagC_ <- diag.spam(c(rep(0, n), C_))
+ b_ <- c(rep(0, 544), Y + (etaTilde_ - 1) * C_)
+ Q_ <- kpost[i, 1] * Qu + kpost[i, 2] * Qv + diagC_
+ etaTilde_ <- c(solve.spam(Q_, b_, Rstruct = struct))[1:n + n]
+ }
+ C_ <- exp(etaTilde_) * E
+ diagC_ <- diag.spam(c(rep(0, n), C_))
+ b_ <- c(rep(0, n), Y + (etaTilde_ - 1) * C_)
+ Q_ <- kpost[i, 1] * Qu + kpost[i, 2] * Qv + diagC_
+ logPost_ <- sum(Y * eta_ - E * exp(eta_)) -
+ kpost[i, 1] * uRuHalf_ - kpost[i, 2] * vvHalf_
+ logPost <- sum(Y * eta - E * exp(eta)) - kpost[i, 1] * uRuHalf -
+ kpost[i, 2] * vvHalf
+ logApproxX_ <- - kpost[i, 1] * uRuHalf_ - kpost[i, 2] * vvHalf_ -
+ sum(.5 * eta_^2 * C) + sum(b * eta_)
+ logApproxX <- - kpost[i, 1] * uRuHalf - kpost[i, 2] * vvHalf -
+ sum(.5 * eta^2 * C_) + sum(b_ * eta)
+ logAlpha <- min(0, logPost_ - logPost + logApproxX - logApproxX_)
+ if (log(runif(1)) < logAlpha) {
+ uRuHalf <- uRuHalf_
+ vvHalf <- vvHalf_
+ eta <- eta_
+ b <- b_
+ C <- C_
+ accept[i] <- 1
+ } else {
+ accept[i] <- 0
+ upost[i, ] <- upost[i - 1, ]
+ vpost[i, ] <- vpost[i - 1, ]}
+ }
Finally, we eliminate a burn-in of 100 000 samples and keep the posterior values of every
20th loop to obtain chains of a length of 10 000 (not shown). Diagnostic plots are shown in
Figure 3.
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Figure 3: Diagnostic plots for the first 1 000 post burn-in samples from the openBUGS, R,
INLA MCMC and R buggy BYM implementations are shown. Each panel consists of trace
plots for log κu (upper) and log κv (lower), respectively. The mixing of log κu and log κv is
shown in a scatter plot (right). The chains were already thinned with a factor of 20.
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Incorrect R implementation
Furrer and Sain (2010) give an implementation of the BYM model that incorrectly calculates
the acceptance probability. More specifically, on page 19, the line
R> factmp <- (postshape - 1) * (log(kstar) - log(kpost[ig - 1, 1]))
should read
R> factmp <- (postshape - 1) * (log(kstar) - log(kpost[ig - 1, ]))
Because only one element of kpost[ig - 1, ] is used (i.e., κv is set to κu), the acceptance
probability is incorrect and overly high. Retrospectively, an acceptance rate of about 97%
could have been an indication of an incorrectly calculated acceptance probability. The sampler
uses the proposal density q(κ?u, κ
?
v,u
?,η?, κu, κv,u,η) (jointly updating κu, κv,u,η), which is
constructed on the previous value of η without using Newton-Raphson iterations. That leads
to a very low acceptance rate, if the correct acceptance probability is used.
The sampler is available in its original version using demo("article-jss-example2") from
spam. For this paper we have adjusted the burn-in, thinning, and sampling size parameters.
2.3. INLA implementation
As opposed to simulation based inference methods, the R package INLA uses nested Laplace
approximations to estimate model parameters (Rue, Martino, and Chopin 2009a).
In order to fit the model, we first load the R package INLA and the oral cancer data. path
contains the path to the corresponding adjacency matrix. The package, documentation and
examples are available on http://www.r-inla.org/.
R> library("INLA")
R> data("Oral")
R> path <- system.file("demodata/germany.graph", package = "INLA")
Since INLA requires an index variable for each of the modeled components u and v, we have
to duplicate the index column in the data frame.
R> Oral.inla <- cbind(Oral, region.struct = Oral$region)
Next, we define the model though a formula. The functions f() specify the priors for u and
v, respectively. For u a regional structured prior is selected by setting model = "besag" and
supplying a graph and a hyper-prior. We choose an unconstrained model (constr = FALSE),
which implies that the intercept is absorbed by this random effect. Hence, the intercept is
not identifiable, and we remove it from the formula through -1 in the first line. The iid
random effect v is specified in the second f() function. Note that theta corresponds to
(log(κu), log(κv))
> and, therefore, ‘loggamma’ priors are specified as having the same param-
eters as in the previous implementations.
R> formula <- Y ~ - 1 +
+ f(region.struct, model = "besag", graph = path,
108 Paper IV
Journal of Statistical Software – Code Snippets 11
+ hyper = list(theta = list(prior = "loggamma", param = c(1, 0.5))),
+ constr = FALSE) +
+ f(region, model = "iid",
+ hyper = list(theta = list(prior = "loggamma", param = c(1, 0.01))))
Internally, INLA reparametrizes by setting x> = (u>,η>), as is commonly done (Gelfand,
Sahu, and Carlin 1995). Finally, we fit the model.
R> i.out <- inla(formula, family = "poisson", data = Oral.inla, E = E,
+ verbose = TRUE)
An alternative is to use the MCMC method of INLA, called by
R> wd.mcmc <- tempfile()
R> try(inla(formula, family = "poisson", data = Oral.inla, E = E,
+ working.directory = wd.mcmc, keep = TRUE,
+ inla.arg = "-m mcmc -N 300000 -T 20 -S .01", verbose = TRUE))
Currently, this MCMC method only works with the testing version of INLA. Additionally,
the computations are carried out, but an error is returned to R. The results are nevertheless
accessible in the temporary directory (path in wd.mcmc). We removed a burn-in of 100 000
samples and applied a thinning of 20. The results in this paper are based using the following
INLA version:
R> inla.version()
INLA build date ...: Wed Feb 13 09:38:42 CET 2013
INLA hgid .........: hgid: 6d1015c52579 date: Wed Feb 13 09:28:06 2013 +0100
(output truncated)
R> sessionInfo()
R version 2.15.2 (2012-10-26)
Platform: i686-pc-linux-gnu (32-bit)
(output truncated)
The sampler of this particular implementation seems to work well. Diagnostic plots are shown
in Figure 3. The acceptance rate was about 12%. However, the sampler in the current INLA
testing version has a very low acceptance rate of about 3%. We hope that the issues will be
addressed soon.
2.4. Comparison of the implementations
In order to keep the article at a reasonable length, we will not report convergence diagnostics
of the individual samplers. Rather, we will focus on the comparison of the implementations.
The assessment of “equality” of two samples is essentially the assessment, if two multivariate
samples are drawn from the same distribution. Given the dimensionality of {u,v, κu, κv},
there is little hope that the formal tests presented in Rosenbaum (2005); Dhar, Chakraborty,
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Figure 4: Comparison of the R, buggy R and INLA MCMC chains of κu against ten different
κu chains from openBUGS using functions from R package coda. Upper panels: Gelman plots
with the median shrink factor for 10 comparisons (sold lines) and the 95% quantile for the
first comparison (dashed line). Lower panels: Geweke plots with one color per comparison.
Here two chains were compared by appending them to one single chain and setting frac1 and
frac2 in the geweke.diag() function to 0.5.
and Chaudhuri (2011) can be used. Alternatively, one can investigate individual posteriors
(here κu, κv) and summary statistics of u and v (Wigley and Santer 1990; Li and Smerdon
2012).
We now illustrate a series of tools to compare two sample(r)s. Some of these are commonly
used and reported here for completeness; others are new and complement the existing ones.
Figure 3 shows trace plots for log κu and log κv for the four different MCMC implementations.
The trace plots of log κv for the R-implementations exhibit particularly high auto-correlations
compared to those from openBUGS. This auto-correlation can be reduced by increasing the
thinning value. An alternative is to jointly update all parameters of the models (κu, κv, u,
η). See Knorr-Held and Rue (2002) for a discussion of different (block-) update procedures in
a similar setting. The scatter plots of log κu and log κv in the same Figure show no suspicious
pattern.
A numerical summary of the posterior distribution of κu and κv is given in Table 1, showing
little evidence of issues with the incorrect R sampler. For the posterior mean, the naive
standard error (SE) and the time-series standard error (TS SE) derived with the R package
coda are given. With respect to the TS SE the variation in the mean estimates seems to be
large.
In Figure 4, ten different chains for κu from openBUGS are compared against κu chains
from the other sampler implementations. The diagnostic functions gelman.plot() and
110 Paper IV
Journal of Statistical Software – Code Snippets 13
Implementation Mean SE TS SE SD 2.5% 50% 97.5%
openBUGS 13.58 0.022 0.022 2.22 9.83 13.38 18.52
R 13.62 0.022 0.035 2.22 9.91 13.37 18.57
κu R buggy 13.93 0.023 0.029 2.29 10.13 13.72 19.01
INLA 13.62 – – 2.20 9.77 13.46 18.38
INLA MCMC 13.62 0.022 0.025 2.21 9.91 13.41 18.52
openBUGS 227.1 1.05 1.05 104.8 94.05 204.55 492.80
R 231.5 1.10 3.51 110.0 93.47 207.57 513.59
κv R buggy 231.6 1.11 2.60 111.0 94.27 204.91 516.22
INLA 234.6 – – 115.6 93.51 207.39 532.33
INLA MCMC 231.3 1.10 1.44 109.9 94.06 206.53 516.35
Table 1: Summary table for the estimates of κu and κv generated with openBUGS, two
hand coded R implementations, INLA and the MCMC-method of the INLA package. The
estimates are calculated based on 10 000 samples of one chain (generated with 300 000 MCMC
iterations in total). In addition to the standard error (SE), the time-series standard error (TS
SE), derived with the R package coda, are given.
geweke.diag() from the R package coda are used (Plummer, Best, Cowles, and Vines 2006).
In the Gelman plots (Brooks and Gelman 1998; Gelman and Rubin 1992), each line represents
the median shrink factor of a comparison of two chains. For the first comparison (black line),
the 95% quantile is drawn as dashed line. In the Geweke plot (Geweke 1992) 10 pairs of two
chains were compared by appending them to one single chain and setting frac1 and frac2 in
the corresponding R function to 0.5. Only the chains from the Rbuggy implementation seem
to be different from the openBUGS ones. When we reduced the burn-in period from 100 000
to 5 000 samples, this effect was much less prominent.
A difficulty is often that the variability between individual chains is larger than between
chains from different implementation methods. When using shorter chains this variability is
even larger, and interpretation is more difficult. We recommend using empirical cumulative
distribution functions (ECDFs) to compare realizations from different samplers (Figure 5,
upper panels), although density estimates with the default choice of the kernel estimator and
bandwidth selection of density() lead to an acceptable result too (Figure 5, lower left panel).
When making these comparisons, we must keep in mind that the INLA approximations are
tuned to be most accurate around the median. Hence, comparing ECDFs and tails of densities
might lead to unfair comparisons. A functional boxplot approach (Sun, Genton, and Nychka
2012) may help to identify outlying densities. It calculates for each curve a (modified) band
depth and orders the curves from the center outwards. The introduced measure defines
functional quantiles and the outlyingness of a curve. The lower right panel of Figure 5
indicates that for κv all non-openBUGS runs are declared as outliers.
Figure 6 shows Q-Q-plots for the precision parameter κu. Empirical quantiles (from an
arbitrary ordered sample) from the openBUGS sampler (x-axis) and the empirical quantiles
from all others (y-axis) are drawn. For a better display, we have jittered the x-axis values
while preserving the order. The quantiles of the incorrect sampler are shown as a red dashed
line and are clearly set off from all the other lines.
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Figure 5: Comparison of the samples for κu (left) and κv (right) resulting from 200 openBUGS
runs, the two R runs, and the INLA runs. Upper panels: empirical cumulative distribution
functions (ECDFs). Bottom left panel: kernel density estimates with automatically chosen
parameters (not recommended). Bottom right panel: functional boxplot where three open-
BUGS, the INLA, and the R buggy runs are marked as outliers (green lines).
Another alternative to compare sample(r)s is to use a simple clustering algorithm of the re-
sulting empirical densities or distributions (Figure 7). Again, the dissimilarity (here measured
by the classical Euclidean distance) is much larger between the incorrect sample and all the
others. However, the INLA approximation stands out as well. Reducing the chain length
and reducing the number of chains (or similarly increasing them) has little influence on the
detection capability of the clustering approach.
Plots of posterior mean of the spatial fields u and v (like those shown in Figure 1) are very
difficult to compare, as the differences are small and are masked by the spatial patterns. Other
such “simple” diagnostic plots (e.g., median, standard deviation, IQR fields or differences of
such) were not helpful to us either.
A more promising tool to compare spatial fields is the scatter plot, shown in Figure 8. There
the spatial components averaged over all methods, except the buggy R, (x-axis) are plotted
against those from the specific method on the y-axis. The mean absolute deviation D (also
shown in the figure) is smaller then 1.61× 10−3 for the openBUGS, R, and INLA implemen-
tations and 1.76 × 10−2 for the incorrect R-implementation. The corresponding values for v
are 4.24× 10−1 and 1.42× 10−1, respectively. Overall, the estimated u and v components of
all implementations seem to agree well.
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Figure 6: Q-Q-plots based on κu samples. The x-axis contains empirical quantiles (from an
arbitrary ordered sample) from the openBUGS sampler, and the y-axis contains the empirical
quantiles from all other openBUGS runs (blue lines), the R run (solid line), the incorrect

















Figure 7: Dendrogram from a hierarchical clustering of the posterior ECDFs of κu of the
200 openBUGS runs (no symbol), the R (R), the buggy R (–> R), INLA (I) and the INLA
MCMC (IM) runs.
A successful approach to discriminate sample(r)s and hence to identify an incorrect sampler
is to take one method as a reference and plot the difference between the empirical densities
or empirical distributions of reference and all the others (Figure 9). This is fast, and minor
shifts or differences in scale are emphasized. A drawback is that the dependency structure of
the samples and multiple testing issues are not taken into account. This makes the extension
to a formal two-sample Kolmogorov-Smirnov test difficult.
Finally, a clustering algorithm detects again the wrong sampler by looking at (arbitrary)
individual districts only. Here one chain is divided into ten subchains of a length of 1 000,
and the empirical densities or distributions are calculated. For the district Sigmaringen, the
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Figure 8: Comparison of the estimates for u of the different methods. x-axis: average mean
estimates of the openBUGS, R and INLA implementations, y-axis: mean estimates of the
specific method. D indicates the mean absolute deviation and Dmax the maximum deviation.
Figure 9: Comparison of posterior ECDFs for all 544 districts of the u component. One
openBUGS run is used as a reference, and the differences to the R (blue), the incorrect R








































 R R IM
R B B I
M
B IM
B IM R R I
M









Figure 10: Dendrogram from a hierarchical clustering of the posterior ECDFs of the district
Sigmaringen. Each chain was split into ten subchains. Chains from the openBUGS, the R,
the incorrect R, and the INLA MCMC methods are denoted with ‘B’, ‘R’, ‘- -> R’ and ‘IM’,
respectively.
result of the clustering based on these 10×4 distributions is given in Figure 10. All subchains
of the incorrect sampler are nicely grouped. An advantage of this clustering approach is that
(dis)similarities of several chains of possibly different implementations are summarized in one
step.
114 Paper IV
Journal of Statistical Software – Code Snippets 17
2.5. Discussion, extensions, pitfalls
The R implementation in Section 2.2 is the most flexible, but it is also the most demanding
to code and is obviously the most error-prone. Because of the package spam, sparse matrix
algebra can be done via a Fortran back-end, which leads to a reasonably fast Gibbs sampler
featuring 30 iterations per second on an Intel 2GHz dual-core processor (approximately an
hour of computation for a chain of a length of 300 000). Thus, R implementations are reason-
ably fast, as long as sparse matrices are used. Personal experience shows that, in all practical
cases, the time spent to speed up the calculations does not offset the time gain (see Table 1
in Furrer and Sain 2010). Even more efficient ways may involve the concept of a just-in-time
compiler for R code implemented in the R package compiler, which is part of the R base
packages (R Core Team 2014). Another option is to run several chains in parallel using the
R package snowfall (Knaus 2013). Finally, implementing (parts of) the model in C++ would
reduce calculation time; for an example see Gerber (2013). The openBUGS implementation
is flexible too, and if the required distributions are available, as in our case, it is much sim-
pler to use. The sampler achieved 84 iterations per second (approximately half an hour of
computation for a chain of length 300 000). In the R package INLA the specification of the
model is very user-friendly, but a potential extension to a not-included setting is difficult.
However, many cases are included and we foresee further extensions in the near future. The
INLA method is very fast (less than 4 seconds) and thus is useful where estimation has to be
fast. The MCMC method of the R package INLA achieved 34 iterations per second, and we
have no doubt that a stable MCMC implementation will be available soon.
An unconstrained random field should be identical to a constrained random field with an
intercept with uniform prior. In INLA a simple flag switches between both cases. In open-
BUGS a constrained version is implemented, and one has to add an intercept manually for
the unconstrained case. While we did not observe issues with either implementation here,
they are not always exactly identical, as is also discussed in the next section.
More complex equality constraints are easily implemented in INLA by specifying the option
extraconstr in f and in R via spam::rmvnorm.const(), for example. Some of the sampling
engines use a so-called centering-on-the-fly approach, and the implications on the equilibrium
distribution are not clear to us (see also Schro¨dle, Held, Riebler, and Danuser 2011).
While generating many (200) long chains with 300 000 iterations each, openBUGS was not
able to provide so many non-identical chains. Among the 200 chains, 7 were identical in our
case. It seems that we have hit some sort of periodicity of the seed in openBUGS.
In the following, we point to possible extensions of the BYM model. Covariates that are
observed for each region can be included, for example. For the oral cavity data, we could
examine the effect of smoking and estimate an adjusted spatially structured component by
setting η = u + v + αs, where s contains observed smoking covariates of each region. This
model is termed “ecological regression” and can be fitted in openBUGS; see (Lunn et al.
2013, p. 267) and (Bivand, Pebesma, and Go´mez-Rubio 2008, p. 327) and in INLA (Schro¨dle
and Held 2010). The latter paper also discusses the extension to spatio-temporal disease
mapping. Further, it is possible to model two or more diseases jointly using a so-called shared
component model (Held, Nata´rio, Fenton, Rue, and Becker 2005; Rue and Held 2005), which is
provided in INLA through the function besag2 and can be implemented in openBUGS as well.
openBUGS also provides a slightly different approach via the mv.car() distribution, which
extends car.normal() in a natural way. MacNab (2010) discusses the similarities between
Paper IV 115
18 Pitfalls in the Implementation of BHMs of Areal Count Data
ecological regression and shared component modeling and proposes an ecological regression
model that allows the researcher to account for measurement errors in the observed covariates.
3. Leroux model
An alternative model for areal count data was introduced by Leroux et al. (1999). In contrast
to the BYM model, it has only one random effect component. Without including an intercept
or additional covariates, this random effect simply models the log-relative risk η. To be
consistent with the implementations from Section 3.2, we set u = η. The separation of
spatially structured and iid variance is controlled by an additional parameter λ. To be more
specific, the same likelihood function as in Equation 1 is used, and u is modeled by the
intrinsic GMRF







Where κ > 0 is a precision parameter, and detG denotes the generalized determinant (i.e.,
the product of all non-zero eigenvalues). The parameter λ ∈ (0, 1) defines the degree of the
spatial dependency through Q(λ) = (1− λ)I+ λR. With appropriate (uninformative) priors
for κ and λ, we get the posterior distribution
pi(u, κ, λ) ∝ κn2−1 detG(Q(λ)) 12 exp
(





In the next section, an R implementation of a Gibbs sampler for the Leroux model is presented.
Further, three variations of this Gibbs sampler are discussed in Section 3.2, and a comparison
and discussion of these variations follow in Sections 3.4 and 3.5.
3.1. R implementation
To estimate the parameters of the Leroux model, we implement a Gibbs sampler in R and
sample from the posterior distribution. First, we sample u? from a normal proposal. To this
end we use a second-order Taylor expansion around u˜ of the term y>u − e> exp(u) from
the joint density (Equation 5), yielding the approximation u>b(u˜) − 12u> diag(c(u˜))u with
c(u˜) = e exp(u˜)> and b(u˜) = y + (u˜− 1)c(u˜)>. This leads to the normal proposal density
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Figure 11: The variables (nodes) and their dependency structure are shown in Graph G. The
distributions and levels of the nodes in the model hierarchy are also indicated.
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The proposal u? is accepted with probability min(1, αu), where
logαu = log
(
pi(u? | κ, λ)
pi(u˜ | κ, λ)
q(u˜,u? | κ, λ)
q(u?, u˜ | κ, λ)
)
.
One Newton-Raphson iteration is applied to achieve an acceptance rate of ≈ 50% (compare
to Section 2.2). In a second step, κ is sampled from the full conditional







Finally, λ is updated using a MH step again. This time we sample the proposal λ? from a
normal density truncated to (0, 1), with the mean equal to the previous value of λ







The proposed λ? is then accepted with probability min(1, pi(λ? | u, κ)/pi(λ | u, κ)). The
proposal density q(λ?, λ | u, κ) does not appear in the calculation of the acceptance rate,
since it is symmetric in λ and λ?. τ > 0 is a tuning parameter for the acceptance rate of λ.
Next, we show the R code for this version of the Gibbs sampler in more detail. First, the
R packages truncdist (Novomestky and Nadarajah 2012), spam (Furrer 2014) and the Ger-
many cancer data are loaded. The number of desired samples (300 000) and arrays for the
posterior values are built. Note that we also initialize a bpost parameter, which we set to zero
in each iteration. This is an artifact from other implementations mentioned in Section 3.2




R> E <- Oral$E
R> Y <- Oral$Y
R> n <- 544
R> A <- as.matrix(adjacency.landkreis(
+ system.file("demodata/germany.adjacency", package = "spam")))
R> totaln <- 300000
R> upost <- array(NA, c(totaln, n))
R> bpost <- kpost <- lpost <- rep(NA, totaln)
R> accept <- array(0, c(totaln, 3), list(NULL, c("beta", "u", "lambda")))
Inital values are set in the first position of the corresponding posterior arrays.
R> bpost[1] <- 0
R> kpost[1] <- 15
R> lpost[1] <- 0.9
R> upost[1, ] <- rep(c(.1, -0.1), 544 / 2)
R> accept[1, ] <- 1
Next, a tuning parameter for the acceptance probability is set, and repeatedly used values
are calculated.
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R> lambda.proposal.sd <- 0.0408 * 1.74
R> R <- precmat.IGMRFirreglat(A)
R> eigenR <- eigen(R)
R> eigenR.value <- eigenR$values
R> Q <- (1 - lpost[1]) * diag.spam(544) + lpost[1] * R
R> Q.det <- sum(log(lpost[1] * eigenR.value + 1 - lpost[1]))
R> Q.struct <- chol.spam(Q)
R> postshape <- 0.5 * n - 1
We loop over the following steps of the Gibbs sampler: update β, which corresponds to
setting it to zero (1st block), find an optimized u˜ and update u with a MH step (2nd block),
update κ (3rd block), and update λ with a MH step (4th block). Note that ‘?’ in the equations
corresponds to ‘_’ in the R code.
R> for (i in 2:totaln) {
+ bpost[i] <- 0
+ u.tilde <- upost[i - 1, ]
+ C <- E * exp(u.tilde)
+ B <- Y + (u.tilde - 1) * C
+ Q.tmp <- diag.spam(C) + kpost[i - 1] * Q
+ u.tilde <- c(solve.spam(Q.tmp, B))
+ C.tilde <- E * exp(u.tilde)
+ B.tilde <- Y + (u.tilde - 1) * C.tilde
+ Q.tilde <- diag.spam(C.tilde) + kpost[i - 1] * Q
+ u_ <- c(rmvnorm.canonical(1, B.tilde, Q.tilde, Rstruct = Q.struct))
+ u.tilde_ <- u_
+ C_ <- E * exp(u.tilde_)
+ B_ <- Y + (u.tilde_ - 1) * C_
+ Q.tmp_ <- diag.spam(C_) + kpost[i - 1] * Q
+ u.tilde_ <- c(solve.spam(Q.tmp_, B_))
+ C.tilde_ <- E * exp(u.tilde_)
+ B.tilde_ <- Y + (u.tilde_ - 1) * C.tilde_
+ log.alpha.u <- sum(Y * u_) - sum(E * exp(u_)) -
+ sum(Y * upost[i - 1, ]) + sum(E * exp(upost[i - 1, ])) +
+ sum(upost[i - 1, ] * B.tilde_) -
+ 0.5 * t(upost[i - 1, ]) %*% (diag(C.tilde_) %*% upost[i - 1, ]) -
+ sum(u_* B.tilde) + 0.5 * t(u_) %*% (diag(C.tilde) %*% u_)
+ if(exp(log.alpha.u) > runif(1)) { upost[i, ] <- u_; accept[i, 2] <- 1 }
+ else { upost[i, ] <- upost[i - 1, ] }
+ kpost[i] <- rgamma(1, shape = postshape,
+ rate = 0.5 * upost[i, ] %*% (Q %*% upost[i, ]))
+ lambda_ <- rtrunc(n = 1, spec = "norm", a = 0, b = 1,
+ mean = lpost[i - 1], sd = lambda.proposal.sd)
+ Q_ <- (1 - lambda_) * diag.spam(544) + lambda_ * R
+ Q.det_ <- sum(log(lambda_ * eigenR.value + 1 - lambda_))
+ alpha.lambda <- exp(0.5 * (Q.det_ -
+ kpost[i] * upost[i, ] %*% (Q_ %*% upost[i, ]) - Q.det +
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+ kpost[i] * upost[i, ] %*% (Q %*% upost[i, ])))
+ if(alpha.lambda > runif(1)) {
+ lpost[i] <- lambda_
+ Q <- Q_
+ Q.det <- Q.det_
+ accept[i, 3] <- 1
+ }
+ else {
+ lpost[i] <- lpost[i - 1]
+ }
+ }
Finally, we eliminate a burn-in of 100 000 samples and keep the posterior values of every
20th loop to obtain chains of a length of 10 000 (not shown). Diagnostic plots are shown in
Figure 12. The acceptance probability is tuned to ≈ 49% for the spatial parameter u and is
≈ 40% for λ.
3.2. Three variations
As mentioned earlier, we implemented three additional variations of the Gibbs sampler. The
variations differ in the way the random field is updated (1 block versus 55 updated blocks)
and whether there is an intercept (with almost uninformative prior). The R code for the
update of u in 55 blocks and for the update of the intercept was taken from CARBayes (Lee
2013). When possible, we just exchanged blocks of code to prevent errors. The corresponding
R code is provided in the supplementary material of this paper. For obvious reasons, we call
the sampler introduced in the last section ‘1 block, no intercept.’
1 block, intercept
Here η is modeled as β + u (i.e., an intercept β is added). For β an almost uninformative
normally distributed prior with mean zero and variance 1010 is set. To guaranty identifiability
of β and u, a so-called centering-on-the-fly approach is implemented. It simply replaces u by
u− 1>u/n after each draw of u and might lead to some artifacts that are not entirely clear
to us. Other options that simulate directly constrained u’s are implemented, e.g., in spam.
However, we decided to not use this in order to be consistent with the package CARBayes.
The acceptance probability was tuned to ≈ 40% for all parameters.
55 blocks, no intercept
Here the update of the spatial component u is separated into 55 blocks. This means that
a proposal for the first block of size 10 is generated and accepted or rejected, then the sec-
ond block is updated, and so forth. This version has no intercept and thus no sum-to-zero
constraint. The acceptance probability was tuned to ≈ 40% for all parameters.
55 blocks, intercept
In this variation the spatial component is updated in 55 blocks and an intercept β is added
with an almost uninformative normally distributed prior (mean zero and variance 1010). A
sum-to-zero constraint on the spatial component is set. This variation corresponds almost
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Figure 12: Diagnostic plots for the first 1 000 post burn-in samples from the four different
Leroux implementations are shown. Each panel consists of trace plots for log κ (upper) and λ
(lower), respectively. The mixing of log κ and λ is shown in a scatter plot (right). The chains
were already thinned with a factor of 20.
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Implementation Mean SE TS SE MC SE 2.5% 50% 97.5%
1 block, no intercept 12.13 0.0182 0.0229 0.0256 9.00 11.99 16.16
1 block, intercept 12.47 0.0186 0.0243 0.0204 9.32 12.30 16.57
κ
55 blocks, no intercept 12.41 0.0184 0.0570 0.0643 9.22 12.26 16.46
55 blocks, intercept 12.25 0.0179 0.0585 0.0636 9.18 12.12 16.08
1 block, no intercept 0.972 0.00021 0.00022 0.00022 0.918 0.977 0.998
1 block, intercept 0.969 0.00024 0.00025 0.00026 0.908 0.974 0.997
λ
55 blocks, no intercept 0.972 0.00021 0.00031 0.00030 0.921 0.977 0.998
55 blocks, intercept 0.968 0.00024 0.00034 0.00034 0.909 0.973 0.997
Table 2: Summary table for the estimates of κ and λ generated with the four different im-
plementations. The estimates are calculated based on 10 000 samples of one chain (generated
with 300 000 MCMC iterations in total). Besides the standard error (SE), the time-series
standard error (TS SE) derived with the R package coda and a Monte Carlo standard error
(MC SE) based on 100 replications of the simulation are given.
to the one implemented R package CARBayes. The only difference is that the CARBayes
implementation tunes the acceptance probabilities of the MH steps automatically. We run
this sampler with 3 different configurations of the tuning parameters, yielding the acceptance
probabilities ≈ 40% for all parameters, ≈ 70% for all parameters, and ≈ 35% for the spatial,
and ≈ 60% for the other parameters, respectively. The latter is similar to the one resulting
from the automatic tuning in the CARBayes implementation.
3.3. R package CARBayes
The R package CARBayes (Lee 2013) provides the function poisson.leroux(), which imple-
ments a Gibbs sampler similar to the version ‘55 blocks, intercept’. Additionally, this version
allows us to specify explanatory variables using a formula interface. The function comes with
a mechanism that tunes the acceptance probability automatically. We run the function with
the same settings as our implementations.
R> library("CARBayes")
R> out <- poisson.lerouxCAR(formula = Y ~ offset(log(E)), data = Oral,
+ W = A, beta = 0, phi = rep(c(-0.1, -1), 544/2), tau2 = 1/15, rho = 0.9,
+ n.sample = 300000, prior.var.beta = 1e10, prior.max.tau2 = 1e10)
We eliminate a burn-in of 100 000 samples and keep the posterior values of every 20th loop
to obtain chains of a length of 10 000 (not shown).
3.4. Comparison of the implementations
To compare the four different versions of the MCMC samplers from Section 3.1 and 3.2, we
repeated the MCMC runs 100 times for all model implementations. Each chain had a length of
300 000 from which a burn-in of 100 000 was removed and a thinning of 20 was applied. Thus,
we end up analyzing 100 chains of a length of 10 000 for λ, κ and u per implementation. The
three additional versions (two with varying acceptance probability and one from the R package
CARBayes) are only shown in Figure 14 and are mentioned in the discussion thereof.
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55 Blocks, Intercept vs 1 Block, Intercept
Figure 13: Comparison of 10 different κ chains from the variation ‘55 blocks, intercept’
are compared against 10 κ chains from the other variations. The diagnostic functions are
implemented in the R package coda. Upper panels: Gelman plots with the median shrink
factor for 10 comparisons (solid lines) and the 95% quantile for the first comparison (dashed
line). Lower panels: Geweke plots with one color for each comparison. The two chains
were compared by appending them to one single chain and setting frac1 and frac2 in the
geweke.diag() function to 0.5.
Again, many of the tools that we present are commonly used but are reported here for com-
pleteness. Figure 12 shows trace plots of log κ and λ for the four different MCMC variations.
The trace plots of log κ of the implementations, with an update of the spatial component in
55 blocks, show higher auto correlations. This is consistent with the findings of Knorr-Held
and Rue (2002) for the BYM model. The scatter plots of log κ and λ in the same figure show
no suspicious patterns.
A numerical summary of the posterior distribution of κ and λ for the first of the 100 runs
is given in Table 2. For the posterior mean the naive standard error (SE), the time-series
standard error (TS SE) derived with the R package coda and a Monte Carlo standard error
(MC SE) based on 100 replications of each simulation are given. With respect to the TE SE,
the variation in the mean estimates seems to be large. Thus, for example, the posterior mean
of λ for the implementation with an intercept are lower than those for the implementations
without intercept.
In Figure 13, ten different κ chains from the variation ‘55 blocks, intercept’ are compared
against ten κ chains from the other sampler versions. The diagnostic functions gelman.plot()
and geweke.diag() from R package coda were used. In the Gelman plots, each line represents
the median shrink factor of a comparison of two chains. For the black line the 95% quantile
is also drawn as dashed line. In the Geweke plot, ten pairs of two chains were compared
by appending them to one single chain and setting frac1 and frac2 in the corresponding
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R function to 0.5. Although, we analyze long chains, the variability within and between each
implementation is striking.
An overview of the 100 mean estimates for κ and λ for all variations (including those with
varying acceptance probability and CARBayes) is given in the upper panels of Figure 14.
It is reassuring that the CARBayes version has a large overlap with the corresponding ‘55
blocks, intercept’ version. The varying acceptance probability seems to have little effect. The
estimates for κ from the variations ‘1 block, intercept’ and ‘1 block, no intercept’ have little
overlap with the other versions and none with each other. For the λ estimates, again, the
pattern of higher values for implementations without intercept are visible. A reason for this
feature is that some variance of η is absorbed by the intercept and thus lacks the precision κ
of the corresponding random effect u. The same patterns are visible in Figure 14 (bottom),
where the ECDF’s of κ and λ for 400 chains are drawn. A separation of the versions with
and without the intercept is clearly visible. Again the variation within each of the four
implementations is considerable.
Finally, we applied a hierarchical clustering to the 100 ECDFs of the four variations. The
results for the parameters κ, λ, and four randomly selected regions η1, . . . , η4 are shown in
Figure 15. For κ and λ, the same patterns (already mentioned above) are confirmed. For the
η parameters no clear patterns resulted. This indicates that the spatial fields of all versions
are similar, or more precisely, that the within implementation variance is larger than the
between implementation variance. An exception is η3 from the ‘1 block, intercept’ version,
which seems rather separated from the other versions.
3.5. Discussion, extensions, pitfalls
Naturally, many of the comments in Section 2.5 apply here as well, and we only mention a
few relevant or new points. The simulation of 100 chains per version with a length of 300 000
each was only feasible within a reasonable amount of time due to a parallel implementation on
a computer with several nodes. The R package snowfall (Knaus 2013) greatly simplified the
simultaneous generation of several chains with different seed values for the random number
generator. One chain took about one hour on a single processor for the ‘1 block’ versions
and about three hours for the versions with a ‘55 block’ update of u. This corresponds to
83 and 28 iterations per second, respectively. The difference in speed results mainly from
the faster sparse matrix algebra Fortran back-end, which was accessed through the R package
spam for the ‘1 block’ versions. Some optimization of the R code with respect to speed would
be possible. However, this would reduce the readability of the code. Implementing parts of
the code in C++ would reduce calculation time and is planed for the CARBayes package (Lee
2013).
As was pointed out in the previous Section, the chains for the versions with intercept are
different from the chains without (especially the λ chains). One possible explanation is that
the normal prior of the intercept with variance 1010 was informative enough to lead to the
higher λ values for versions without intercept. Another reason for this feature might be
that some variance of η is absorbed by the intercept and thus reduces the strength of the
unstructured component of the corresponding random effect u. Finally, it could also be
an artifact of the mean centering-on-the-fly approach, which possibly has an effect on the
equilibrium distribution of u. A way to overcome this issue is to use rmvnorm.const() from
the R package spam.
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Figure 14: Upper panels: Densities of the mean estimates for κ and λ of 100 repeated simu-
lations. The lines are either solid for an acceptance rate of ≈ 40%, dotted for an acceptance
rate of ≈ 70%, or dashed for an acceptance rate similar to the CARBayes implementation.
Lower panels: 100 ECDFs for κ and λ are drawn for the 4 different implementations with an
acceptance rate of ≈ 40%. Each simulation considers 10 000 samples, which are taken from a
MCMC run with 300 000 iterations.
To our knowledge there are no further implementations of the Leroux model readily available.
Also, an extension of the model to the multivariate case with more than one diseases or a
spatio-temporal model with a Leroux type of random effect would be interesting.
One possible extension of the model is “ecological regression”, where additional covariates
are taken into account. The R package CARBayes is capable of fitting such models, and a
corresponding model description can be specified though the formula interface.
4. Final thoughts and remarks
Comparing several, long MCMC chains leads to the analysis of a huge number of data points.
To summarize the information, several traditional methods, such as summary tables, Gelman
plots, and Geweke plots, are useful (Tables 1, 2, Figures 4 and 13). In addition, we proposed a
hierarchical clustering of ECDFs (Figure 7, 10 and 15). Our impression is that this approach
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Figure 15: For the parameters κ, λ, and four randomly chosen elements of η dendrograms
from a hierarchical clustering of the posterior ECDFs are shown. The clustering was applied
to chains from the four implementation (indicated with colors) with 100 replications each.
The figure is based on the same samples as Figure 14.
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is useful to visualize the (dis)similarity of several implementations, especially if there are
many replicates of chains available. Other approaches like principal component and canonical
correlation analysis (Mardia, Kent, and Bibby 1979) did not lead to additional insights and
are not shown in the paper. It would be interesting to compare the chains in a more formal
ANOVA-like framework, which would lead to quantitative statements.
Our simulations suggest that the variability of the estimates derived from MCMC chains is
considerable. One reason may be that the chains are too short (the analyzed chains had
a length of 10 000 and were a sub-sample from an MCMC run with 300 000 iterations). It
is the authors’ impression that a decade ago it was “common” to run many chains of huge
lengths (> 106) for relatively simple models (of few parameters). With rising computing
power Bayesian models have become more and more complex, but the number of chains and
chain lengths have not been increased; rather they have been severely decreased. It would be
a very interesting bibliographic review to study the evolution of the number of parameters,
the number of chains, and the chain lengths in articles published in statistical journals or in
general scientific journals. This should be contrasted with the number of parameters of the
BHMs and the available computing power.
Moreover, the variability between different implementations of the same model seems to be
larger than the variability within one implementation and could even be systematic (compare
to the λ parameter of the Leroux model for implementations with and without intercept,
for instance). It would be interesting to find a formal explanation of these features in order
to better understand the models and implementations. Further, an incorrectly calculated
acceptance probability may lead to stable and unsuspicious chains, and it can be very difficult
to detect such errors. But do such small differences matter in practice? We think that the
following recommendations help identify differences that do matter: (1) many and long chains
should be simulated, (2) if possible, different implementations should be used, (3) formal and
graphical comparisons should be made.
Finally, the choice of the software environments used in this article was driven by our ex-
periences. However, there exist more sampling engines, e.g., BayesX (Brezger, Kneib, and
Lang 2005) or ADMB (Fournier, Skaug, Ancheta, Ianelli, Magnusson, Maunder, Nielsen, and
Sibert 2012), with R interfaces BayesX (Kneib, Heinzl, Brezger, and Bove´ 2011) and R2admb
(Bolker and Skaug 2012), or the package geoRglm (Christensen and Ribeiro 2002), that can
handle BHMs with spatially correlated random effects. Different flavors of spatial models can
also be handled with the JAGS engine (Plummer 2012) or with spBayes (Finley, Banerjee,
and Carlin 2007; Finley, Banerjee, and Gelfand 2015). The community is extremely active,
as indicated by the CRAN task view Bayesian Inference (Park 2014).
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Abstract
Climate warming triggers changes in the Arctic vegetation, which in turn feedback to global climate. Therefore, an
improved quantification of the Arctic vegetation and changes thereof could lead to reduced uncertainties in climate
predictions. However, quantifying vegetation from the available field measurements is challenging because they are
very sparse in space and time. One approach to nevertheless obtain a complete description is to extrapolate (upscale)
the field measurements with the help of remote sensing based landscape characterizations. While several statistical
methods are suitable for that task, one necessary prerequisite for all upscaling methods is the existence of a correlation
pattern between the field measurements and the remote sensing based landscape characterizations at locations where
both data types are available. In the presented study we tried to establish such a correlation pattern for biodiversity
field measurements. We used a synthesis of plant abundance field measurements available from the International
Tundra EXperiment (ITEX), which we then transformed into species richness and evenness biodiversity indices. For
the landscape characterization we used spectral Landsat 5 and 7 satellite data as well as the ASTER global digital
elevation model (GDEM). Both types of satellite data were used to characterize the landscapes by extracting the
mean and/or the standard deviation of values near locations with field measurements. As the radius of the used discs
is not clear a priori, we examined different radii ranging from 100 m to 10 km. The results of our analyses suggest
that the extracted summary statistics from the Landsat data and the ASTER elevation model do not correlate with
the species richness and evenness indices derived from the ITEX data.
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1 Introduction
Global climate change alters the environmental conditions of tundra vegetation. For instance, the average temperature
in the Arctic has increasing by 2◦C during the time period from 1979 to 2010 (IPCC, 2013, see graphs for the
HadCRUT4 climate product, p. 880) and also cloud coverage, precipitation, snow, and sea ice coverage patterns
have changed (Chapin et al., 2005; Serreze et al., 2000; Barnhart et al., 2016); see Hinzman et al. (2013) and ACIA
(2005) for a more complete overview of changes in the tundra ecosystem. Studying how vegetation adapts to these
changes is of relevance to better understand tundra ecosystems and their interactions with climate. Examples of
ecosystem–climate interactions are permafrost thawing, which is expected to lead to a release of carbon stored in the
soils (Zimov et al., 2006; Limpens et al., 2008; Blok et al., 2010) and shrub expansion, which changes the energy
and water balances (Chapin et al., 2005; Blok et al., 2011; Myers-Smith et al., 2015).
This study is concerned with the quantification of biodiversity of tundra vegetation. Biodiversity is a concept
to describe the spatial variability of biological organisms (Colwell, 2009). In order to derive biodiversity estimates
from observations certain aspects are quantified with biodiversity indices. We focus on the richness biodiversity index
defined as the number S ∈ N of distinct species in an area and the evenness index defined as −∑Si=1 pi ln pi/lnS,
where p1, . . . , pS ∈ [0, 1] denote the proportions of individuals classified as species i (Hill, 1973). With those two
indices both the number of species and their relative abundance can be summarized based on field measurements.
As collecting field measurements in the Arctic region is expensive, the available biodiversity estimates are very
sparse in time and space. This makes it difficult to derive valid statements for larger regions of the tundra, and hence,
limits their usage for studying climate relevant mechanisms. To obtain a more complete description of biodiversity the
field measurements can be extrapolated with the help of remote sensing based landscape characterizations (Walker
et al., 2003; Raynolds et al., 2008; Schaepman-Strub et al., 2013). Extrapolation methods require a relationship
between the biodiversity field measurements and the remotely sensed observations at locations where both types of
observations are available. We investigate the following three types of relationships:
First, we consider the productivity–biodiversity relation stating that plant productivity is related to biodiversity;
see Huston (2014) and the references therein. Many studies found that this relationship follows a linear or a
unimodal hump-shaped curve with large diversity at intermediate productivity (Mittelbach et al., 2001; Gillman
and Wright, 2006). The productivity–biodiversity relation was also studied in the Arctic region (Virtanen et al.,
2013). As the normalized difference vegetation index (NDVI) derived from optical satellite images is a proxy for plant
productivity, the productivity–biodiversity relation could be exploited by relating such NDVI values to field biodiversity
measurements (Jones and Vaughan, 2010). This motivates the following hypothesis:
H1: Remote sensing based NDVI values locally correlate with field biodiversity measurements.
Second, we consider the landscape diversity–biodiversity relationship. Stein et al. (2014) summarize qualitative
support for that relation across different taxonomic groups and spatial scales. As main explanations for larger biodi-
versity in diverse landscapes they mention an increased amount of niches, more shelter from adverse environmental
conditions, and an increased speciation frequency due to isolation. Tuanmu and Jetz (2015) proposed summary
statistics to measure landscape heterogeneity from remote sensing based enhanced vegetation index (EVI), which
they linked to bird species richness. Moreover, Jones et al. (2014) used an object based approaches to characterize
tree diversity from Landsat data. This leads us to the following hypotheses:
H2: The spatial variability of values from optical satellite images and derived quantities such as the NDVI can be
used to characterize the heterogeneity of landscapes. These quantities can be used to predict field biodiversity
measurements.
Third, topographical information such as slope and aspect could be used to predict biodiversity. In particular,
the slope determines the gravitational hydrological gradient and therefore influences the conditions for vegetation
(Ostendorf and Reynolds, 1998). This motivates the hypothesis:
H3: Digital elevation models can be used to derive terrain information such as aspect and slope. This can be used
to predict field biodiversity measurements.
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Figure 1: (a) geographical locations of the 12 considered study sites. Each triangle corresponds to one site. (b) illustration of
how the satellite images were summarized into numbers. Shown is a NDVI maximum value composite (MVC) from Landsat
covering a sub-site (green dot). For instance, the mean MVC NDVI value summarized at the radius of 5 km is defined as the
mean of all values falling into the corresponding circle.
In the remainder of this manuscript we present our investigations of the hypotheses H1–H3. Section 2 introduces
the datasets, statistical methods, and software used to generate the results presented in Section 3. The concluding
discussion in Section 4 sheds light on potential issues with the data. In the Appendix (page 11) more information
about the data and fitted models is given.
2 Method
2.1 Data
2.1.1 ITEX plant abundance data
In order to characterize vegetation compositions we considered field measurements available from the International
Tundra EXperiment (ITEX, http://ibis.geog.ubc.ca/itex, Oberbauer et al., 2013). More precisely, the dataset
CCIN10786 20120523 was used, which is a collection of field measurements from several research groups. The
dataset was originally published in Elmendorf et al. (2012a,b) and features plot measurements from heated plots
and control (untreated) plots. We only considered the plant abundance data from the control plots and used them
to calculate the richness and species evenness biodiversity indices. The dataset features a hierarchical structure:
multiple plot measurements are attributed to one sub-site and the sub-sites are group into sites. We restricted the
analysis to the 12 sites above the polar circle (66◦33′ N). A map of the geographical locations of the sites is given in
Figure 1-a.
The spatial coordinates of the measurements were completely available at site level. However, sub-site coordinates
were partially missing. By contacting the responsible investigators via email, we were able to get more spatial
coordinates. We ended up with a complete set of sub-site coordinates for 7 of the 12 sites. For the remaining 5
sites, either the responsible person did not respond, the responsible person was not willing to share the coordinates,
or the coordinates were not recorded. Tables 1 indicates the availability of spatial coordinates at sub-site level and
the maximum distance between sub-site of a site ranging from 0.1 km to 76.4 km. To obtain a more homogeneous
partition into site, we split the two largest sites ANWR and ABISKO into six and three sites, respectively. In addition
to the spatial locations each measurement had between 2 and 11 replicates in distinct years.
After cleaning the datasets, we calculated the richness and the evenness biodiversity indices from the species
counts at site and sub-site level for each available year. The resulting values are shown in Figure A1. As the temporal
variability in the data exhibit no clear pattern and is small compared to the spatial variability, we aggregated the
richness and the species evenness indices over time by taking the sub-site wise maximum and mean numbers,
respectively. The resulting dataset has one richness and evenness value for each of the 72 sub-sites. For 53 (73%)
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of sub-sites spatial coordinates were available. For the remaining 19 sub-sites we used the spatial coordinates of the
site, and hence, some of these sub-sites have identical spatial coordinates and large uncertainties.
Table 1: Spatial information on the 12 considered test sites. “lat” and “long” are the average spatial coordinate. “no. sub-
sites” indicates the number of sub-sites. “no. coordinates” indicates the number of distinct spatial coordinates per site. For
the 5 highlighted sites spatial coordinates for some sub-sites were missing or identical. “max distance [km]” is the maximum
distance between the sub-sites.
site region lat lon no. sub-sites no. coordinates max distance [km]
ANWR Alaska 69.9 -144.1 27 27 76.4
ATQASUK Alaska 70.5 -157.4 5 1 not applicable
BARROW Alaska 71.3 -156.6 8 1 not applicable
TOOLIK Alaska 68.6 -149.6 5 3 3.4
ALEXFIORD Canada 78.9 -75.7 10 6 5.1
BYLOT Canada 73.2 -80.0 2 2 4.1
SVERDRUP Canada 79.1 -79.6 1 1 not applicable
KANGER Geenland 67.1 -50.3 3 3 0.9
ZACKENBERG Greenand 74.5 -20.5 2 2 0.1
ABISKO Norway 68.3 18.7 3 3 22.2
KILPISJARVI Norway 69.1 20.8 1 1 not applicable
SADVENT Spizbergen 78.1 16.0 6 3 10.3
2.1.2 Landsat satellite imagery
In order to characterize landscapes Landsat Surface Reflectance products based on the Thematic Mapper (TM)
carried on board the Landsat 5 satellite and the Enhanced Thematic Mapper (ETM+) carried on board the Landsat 7
satellite were used (Department of the Interior U.S. Geological Survey (USGS), 2017; Masek et al., 2006). Images
from those products have a spatial resolution of ≈ 30m. We considered observations collected between January 1,
1984 and December 31, 2009. From Landsat 7 only observations collected before May 31, 2003 were used because
of the systematic gaps caused by the Scan Line Corrector failure. Moreover, we relied on the provided quality
assessment layer (based on the CFmask algorithm, Foga et al. 2017) to remove all contaminated values (i. e. , only
values with CFmask=0 were kept). We considered reflectance factors of the spectral bands B2 (green), B3 (red), B4




∈ [−1, 1], (1)
where ρB3 and ρB4 are reflectance factors of the bands B3 and B4, respectively. Images covering the sub-site
coordinates were sparse in time and partially contaminated by cloud cover; see Figure A2. To overcome this sparsity
each layer was aggregated over time by calculating the pixel-wise maximum value with Google Earth Engine (Google
Earth Engine Team, 2016); see Figure A3 for a screenshot of the Google Earth Engine online environment. As a
result, the reflectance factors of each band are reduced to one maximum value composite (MVC) image covering
all sub-sites. The described MVCs are based on values from the entire year. As it could be informative to consider
only a shorter period of the growing phase of the vegetation, we additionally derived the MVC NDVI JUNE, which
is based on images collected in June only.
2.1.3 Digital elevation model from ASTER
The ASTER Global Digital Elevation Model (GDEM) version 2 was retrieved from the online tool “Reverb”, http:
//www.echo.nasa.gov/reverb (NASA LP DAAC, METI, 2011). The data has a spatial resolution of the order of one
arc second. We only considered “land values” by excluding pixels with an altitude of less than zero meters. From the
GDEM aspect and slope layers were calculated taking into account eight neighboring pixels. The aspect layer took
values between 0◦ and 360◦ and was transformed into a variable indicating the deviation from North taking values
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Figure 2: Scatter plot showing the means of the Landsat NDVI MVC (x-axis) and the corresponding log(richness) biodiversity
index from the field measurements on the y-axis. The buffer radii in meters used to summarize the MVC images are indicated
at the top of each panel. Similar figures for the other considered Landsat layers and summary statistics are given in Figures A6–
A12.
2.2 Analyses
2.2.1 Characterizing landscape with remotely sensed data
The MVCs derived from Landsat (Section 2.1.2) and the slope and aspect layers from ASTER (Section 2.1.3) were
used to characterize the sub-site locations. As it was not clear at which spatial resolution these layers contain relevant
information, we summarized the images at multiple spatial resolutions. To that end, we defined buffer zones around
the sub-site locations consisting of circles with radii of 100 m, 500 m, 1 km, 2 km, 5 km, and 10 km. Then, the values
falling into the respective buffers are summarized by taking their mean value (Landsat and ASTER data) and their
standard deviation (Landsat); see also Figure 1-b.
2.2.2 Statistical models
In all analyses, we considered linear predictors as statistically significant if their p-values were below 5%. However,
it has to be noted that in the presented analyses many models were fitted. Hence, under to null hypothesis (no
predictors are significant) it is expected that one out of 20 p-values is below 5% on average.
Visual inspection: To assess the relationships between the biodiversity indices (richness, evenness) at sub-site level
and the summary statistics derived from the Landsat and ASTER GDEM based raster images, we first explored the
data visually. More precisely, we created one scatter plot for each raster layer, each buffer radius, and each biodiversity
index. The scatter plots show the values of the biodiversity index on the y-axis and the raster summary values on
the x-axis; see Figure 2 for an example.
One model per satellite data layer: As a next step, we used a series of generalized linear mixed models (GLMMs)
to verify whether the variability in the biodiversity data can be explained by the summary values from Landsat and
ASTER GDEM (Bates et al., 2015); See also Appendix C for a brief introduction to mixed effects models. We fitted
separate models for the two biodiversity indices richness and evenness. For the Landsat MVCs separate models were
fitted for each raster layer and each buffer radius resulting in 42 models for richness and 42 models for evenness; the
models are listed in Table A1 and A2, respectively. All those 84 models had the mean and the standard deviation of
the considered layer at a given buffer size as linear predictors and a random intercept taking into account possible
correlations of data within each site. The motivation to jointly model the mean and the standard deviation of the
considered layers in one model is the fact that reflectance data have zero as a lower bound, which implies that
the standard deviation is related to the mean value. Hence, considering the standard deviation without adjusting
for the mean values would result in similar results as if only the mean values was considered. As richness consists
of count data, we modeled it with a Poisson distribution and a log link function. Evenness was modeled with a
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Gaussian distribution and the identity link function. For the slope and aspect layers from ASTER GDEM the models
summarized in Table A3 and A4 were fitted. Models fits were summarized with coefficients of the linear predictors,
p-values, and standardized effect sizes (Z-scores). The latter implies a significant result if the Z-score lies outside
the interval [−1.96, 1.96].
Joint analysis: The joint analysis of all considered Landsat layers and the ASTER GDEM data at a given buffer
radius lead to a high dimension problem; i. e. , the number of predictors was large relative to the number of obser-
vations. To nevertheless fit a GLMM we used the lasso approach implemented in the R package glmmixedlasso to
select relevant predictors (Schelldorfer et al., 2014).
Most Likely Transformations: In addition, we explored whether and how the Most Likely Transformations (MLT)
framework can be used to predict the biodiversity indices with the help of the Landsat data and ASTER GDEM at new
locations (Hothorn et al., 2015, 2014). The MLT approach provides a flexible and unified inference framework, which
includes many classical regression models as spacial cases and goes beyond them (Hothorn, 2017). Our investigations
were based on simulated data; see Appendix D for more information.
2.3 Software
All data manipulations and the model fitting was carried out with the statistical software R (version 3.2.5, R 2017)
and Google Earth Engine (Google Earth Engine Team, 2016). The R packages raster, dplyr, and reshape2 simplified
data handling; lme4, glmmixedlasso, and mlt were used to fit statistical models; ggplot2 and lattice were used for
figure making.
3 Results
The construction of MVCs helped to overcome the sparsity of the Landsat data and to generate summary statistics
for all layers at all sub-sites. Figure A4 and A5 show the distributions of days of the years (DOYs) of the used
observations from the MVCs.
Visual inspection: To investigate the correlation structure between the biodiversity indices and the Landsat based
landscape characterizations (see H1 and H2 of Section 1), their summary statistics (mean and standard deviation)
for all radii and all layers were plotted against the richness and evenness indices. Figure 2 shows an example of such
a plot and the complete set of figures is available in the appendix (Figures A6–A12). In these scatter plots no clear
pattern of correlation between the biodiversity indices and the Landsat based landscape characterization could be
detected.
One model per satellite data layer: The GLMMs of the Landsat data showed the two significant predictors
highlighted in Table A1 and A2. A visualization of the significant predictors from those models is shown in Figure A13.
As the number of significant predictors was low and did not exhibit a clear pattern, the models did not provide evidence
against the null hypothesis being that the predictors from Landsat do not explain the variation in the diversity indices.
The same conclusion followed when we considered the standardized effect sizes (Z-score) of all models of all Landsat
layers as a function of the buffer radius (Figure A14).
In a next step we assessed the correlation structure between the biodiversity indices and the slope and aspect
layers from ASTER GDEM (H3 of Section 1). It was possible to calculate summary statistics for all sites and buffer
sizes. In Figure A15 summary statistics of the slope and aspect layers were plotted against the biodiversity indices.
They do not show a correlation pattern. Moreover, we fitted GLMMs having summary statistics from the slope and
aspect layers as linear predictors; the models are listed in Table A3 and A4, respectively. For the models with slope
as linear predictors no predictor was significant; see Table 2. For the models with aspect as linear predictors 5 out of
the 64 fitted models had a p-value below 0.05. However, the significant models showed a random pattern (Figure 3),



























evenness ~ aspect NS
Figure 3: Pattern of significant predictors of the GLMMs having aspect as linear predictor; see also Table A4. No clear pattern
can be detected.
Joint analysis: Eventually, we investigated whether it is possible to describe richness and evenness with models
including all predictors from Landsat and ASTER GDEM calculated at a given buffer radius in one model. We tried
to fit the models using the lasso generalized linear mixed models implemented in glmmixedlasso, but the models did
not converge. This could indicate that not enough information was available to predict the biodiversity indices from
the raster layers.
4 Discussion
The results presented above do not show evidence for the derived landscape characterizations being correlated with
the field measurement based richness and evenness biodiversity indices. On the one hand, the reason for this could
be the concept. This is, it may be impossible to relate biodiversity with the described of landscape characterizations.
On the other hand, we faced a series of challenges during data preparation, which could have obscured correlations.
The latter are discussed in the remainder of this section:
Plant abundance data from ITEX
• For 5 out of the 12 sites the geographical coordinates of the sub-sites were incomplete (Table 1). This
made it impossible to match those sub-sites with the correct landscape characterization and we used the less
precise site coordinates instead. The analysis could be improved if the spatial locations for all sub-sites or plot
measurements would be available. In addition, it would be helpful to have more information about the accuracy
of the indicated spatial coordinates, the sampled area, and the study design.
• The data are a synthesis of data collected by different research groups, which used several data collection
methods. This may make it impossible to analyze the data jointly without loosing much information. For
Table 2: Results of the (generalized) linear mixed models having the sub-site species richness or species evenness as response
variable and the mean slope from ASTER GDEM extracted at the indicated buffer size as response variables. We considered
log(slope) (the log of the slope values) as linear predictor to better fulfill the model assumptions of the liner mixed models.
No model is statistically significant at α = 5%.
Richness Evenness
buffer radius [km] log(slope) p-value log(slope) p-value
0.1 0.170 0.185 0.314 0.122
0.5 0.040 0.835 0.364 0.163
1 -0.055 0.806 0.302 0.303
2 -0.068 0.786 0.201 0.526
5 -0.183 0.501 0.006 0.989
10 -0.349 0.214 -0.153 0.651
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instance, Elmendorf et al. (2012a) homogenize the data. They state: “For a simple index of change that is
comparable across sites, we summarized the direction of change for each growth form at each site based on the
sign of the site-specific linear trend over time.” Related is the heterogeneity in the spatial sampling designs,
which leads to huge differences in the spatial sizes of sites (Table 1).
Landsat data
• The Landsat data are sparse in time at many ITEX site locations (Figure A2). Remarkably, there are many
years for which no observation were available for certain sites. Also, the number of available images varied
between sites. All this factors influenced the construction of the MVCs and may have lead to datasets that are
incomparable between sites (Figure A4 and A5).
• The quality information based on the CFmask algorithm helped to remove pixels with low quality. However,
small objects (e. g. , lakes) may not be recognized by the CFmask algorithm and influence the observed values.
Moreover, it is known that the NDVI does not only measure vegetation, but is also sensitive to variation of
the type of vegetation, litter, bare ground, and soil-moisture making its interpretation difficult (Tucker et al.,
2005).
• The spatial resolution of the Landsat images is ≈ 30m, which could be too large to detect features relevant
for biodiversity measured at meter scale.
ASTER GDEM
• The spatial resolution of the ASTER GDEM is of the order of one arc second, which could be too large to
detect features relevant for biodiversity measured at meter scale.
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Appendix
The following material gives more information on the performed analyses. Additional figures and tables are given
in Appendix A and B, respectively. Appendix C present a more mathematical description of mixed effects models.
Eventually, Appendix D presents an approach to relate field based measurements with satellite data based on Most
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Figure A1: Temporal variation of the richness (top) and evenness (bottom) biodiversity indices. The names of the sites are
indicated at the top of each panel. Black dots represent the indices calculated at site level, whereas the connected green
crosses represent the indices calculated at sub-site level.
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Figure A2: Available Landsat image covering the indicated sites. Horizontal lines indicate the availability of ITEX plot data.
Figure A3: Screenshot of the Google Earth Engine environment used to create the Landsat MVCs. The red dots indicate
locations of ITEX sub-sites. Date of the screenshot: Mai 5, 2017.
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Figure A4: Histograms of the days of the year (x-axis) of the considered MVCs from Landsat. The buffer radii in meters used
to summarize the MVC images are indicated at the top of each panel.
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Figure A5: Histograms of the days of the year (x-axis) of the considered MVCs from Landsat. The buffer radii in meters used
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Figure A6: Scatter plots with summary statistics of the Landsat MVC from reflectance factors of band B2 (x-axis) and the
corresponding log(richness) and evenness indices (y-axis). The buffer radii in meters used to summarize the MVC images are
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Figure A7: Scatter plots with summary statistics of the Landsat MVC from reflectance factors of band B3 (x-axis) and the
corresponding log(richness) and evenness indices on the y-axis. The buffer radii in meters used to summarize the MVC images
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Figure A8: Scatter plots with summary statistics of the Landsat MVC from reflectance factors of band B4 (x-axis) and the
corresponding log(richness) and evenness indices on the y-axis. The buffer radii in meters used to summarize the MVC images
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Figure A9: Scatter plots with summary statistics of the Landsat MVC from reflectance factors of band B5 (x-axis) and the
corresponding log(richness) and evenness indices on the y-axis. The buffer radii in meters used to summarize the MVC images
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Figure A10: Scatter plots with summary statistics of the Landsat MVC from reflectance factors of band B7 (x-axis) and the
corresponding log(richness) and evenness indices on the y-axis. The buffer radii in meters used to summarize the MVC images
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Figure A11: Scatter plots with summary statistics of the Landsat MVC of NDVI values (x-axis) and the corresponding
log(richness) and evenness indices on the y-axis. The buffer radii in meters used to summarize the MVC images are indicated
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Figure A12: Scatter plots with summary statistics of the Landsat MVC created with NDVI values from June (x-axis) and the
corresponding log(richness) and evenness indices on the y-axis. The buffer radii in meters used to summarize the MVC images
are indicated at the top of each panel.
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evenness ~ mean evenness ~ std dev
richness ~ mean richness ~ std dev


















Figure A13: Pattern of significant predictors of the GLMMs for Landsat layers. Top panels: predictors mean() and stdDev()
for the models with log(richness) as response variable listed in Table A1. Bottom panels: predictors mean() and stdDev() for







































































































































































































































































Figure A14: Z-score values of the Landsat based predictors explaining sub-site biodiversity. Each dot represents a model
predictor, which is significant at α = 5% if the dot is below −1.96 or above 1.96. Top row: Z-score values of the generalized
linear mixed model having the sub-site species richness as response variable and the mean (left) and the standard deviation
(right) from reflectance factors of the indicated Landsat bands extracted at the indicated buffer size (scale) as predictors.
Bottom row: Z-score values of the linear mixed model having the sub-site species evenness as response variable and the mean
(left) and the standard deviation (right) of reflectance factors from the indicated Landsat bands extracted at the indicated
buffer size (scale) as predictors.
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Figure A15: Scatter plots with summary statistics of the ASTER GDEM based slope and aspect values (x-axis) and the
corresponding log(richness) and evenness indices on the y-axis. The buffer radii in meters used to summarize the images are
indicated at the top of each panel.
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Table A1: List of the GLMMs fitted to test whether the richness index can be explained with summary statistics of reflectance
factors of a single Landsat bands. The single significant predictor at α = 5% is underlined and marked red (model 24).
no. model formula buffer radius [km] distribution
1 log(RICHNESS) ~ mean(B2) + stdDev(B2) + (1|SITE) 0.1 Poisson
2 log(RICHNESS) ~ mean(B2) + stdDev(B2) + (1|SITE) 0.5 Poisson
3 log(RICHNESS) ~ mean(B2) + stdDev(B2) + (1|SITE) 1 Poisson
4 log(RICHNESS) ~ mean(B2) + stdDev(B2) + (1|SITE) 2 Poisson
5 log(RICHNESS) ~ mean(B2) + stdDev(B2) + (1|SITE) 5 Poisson
6 log(RICHNESS) ~ mean(B2) + stdDev(B2) + (1|SITE) 10 Poisson
7 log(RICHNESS) ~ mean(B3) + stdDev(B3) + (1|SITE) 0.1 Poisson
8 log(RICHNESS) ~ mean(B3) + stdDev(B3) + (1|SITE) 0.5 Poisson
9 log(RICHNESS) ~ mean(B3) + stdDev(B3) + (1|SITE) 1 Poisson
10 log(RICHNESS) ~ mean(B3) + stdDev(B3) + (1|SITE) 2 Poisson
11 log(RICHNESS) ~ mean(B3) + stdDev(B3) + (1|SITE) 5 Poisson
12 log(RICHNESS) ~ mean(B3) + stdDev(B3) + (1|SITE) 10 Poisson
13 log(RICHNESS) ~ mean(B4) + stdDev(B4) + (1|SITE) 0.1 Poisson
14 log(RICHNESS) ~ mean(B4) + stdDev(B4) + (1|SITE) 0.5 Poisson
15 log(RICHNESS) ~ mean(B4) + stdDev(B4) + (1|SITE) 1 Poisson
16 log(RICHNESS) ~ mean(B4) + stdDev(B4) + (1|SITE) 2 Poisson
17 log(RICHNESS) ~ mean(B4) + stdDev(B4) + (1|SITE) 5 Poisson
18 log(RICHNESS) ~ mean(B4) + stdDev(B4) + (1|SITE) 10 Poisson
19 log(RICHNESS) ~ mean(B5) + stdDev(B5) + (1|SITE) 0.1 Poisson
20 log(RICHNESS) ~ mean(B5) + stdDev(B5) + (1|SITE) 0.5 Poisson
21 log(RICHNESS) ~ mean(B5) + stdDev(B5) + (1|SITE) 1 Poisson
22 log(RICHNESS) ~ mean(B5) + stdDev(B5) + (1|SITE) 2 Poisson
23 log(RICHNESS) ~ mean(B5) + stdDev(B5) + (1|SITE) 5 Poisson
24 log(RICHNESS) ~ mean(B5) + stdDev(B5) + (1|SITE) 10 Poisson
25 log(RICHNESS) ~ mean(B7) + stdDev(B7) + (1|SITE) 0.1 Poisson
26 log(RICHNESS) ~ mean(B7) + stdDev(B7) + (1|SITE) 0.5 Poisson
27 log(RICHNESS) ~ mean(B7) + stdDev(B7) + (1|SITE) 1 Poisson
28 log(RICHNESS) ~ mean(B7) + stdDev(B7) + (1|SITE) 2 Poisson
29 log(RICHNESS) ~ mean(B7) + stdDev(B7) + (1|SITE) 5 Poisson
30 log(RICHNESS) ~ mean(B7) + stdDev(B7) + (1|SITE) 10 Poisson
31 log(RICHNESS) ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 0.1 Poisson
32 log(RICHNESS) ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 0.5 Poisson
33 log(RICHNESS) ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 1 Poisson
34 log(RICHNESS) ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 2 Poisson
35 log(RICHNESS) ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 5 Poisson
36 log(RICHNESS) ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 10 Poisson
37 log(RICHNESS) ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 0.1 Poisson
38 log(RICHNESS) ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 0.5 Poisson
39 log(RICHNESS) ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 1 Poisson
40 log(RICHNESS) ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 2 Poisson
41 log(RICHNESS) ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 5 Poisson
42 log(RICHNESS) ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 10 Poisson
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Table A2: List of the GLMMs fitted to test whether the species evenness index can be explained with summary statistics of
reflectance factors of a single Landsat bands. The single significant predictor at α = 5% is underlined and marked red (model
48).
no. model formula buffer radius [km] distribution
43 EVENNESS ~ mean(B2) + stdDev(B2) + (1|SITE) 0.1 Gaussian
44 EVENNESS ~ mean(B2) + stdDev(B2) + (1|SITE) 0.5 Gaussian
45 EVENNESS ~ mean(B2) + stdDev(B2) + (1|SITE) 1 Gaussian
46 EVENNESS ~ mean(B2) + stdDev(B2) + (1|SITE) 2 Gaussian
47 EVENNESS ~ mean(B2) + stdDev(B2) + (1|SITE) 5 Gaussian
48 EVENNESS ~ mean(B2) + stdDev(B2) + (1|SITE) 10 Gaussian
49 EVENNESS ~ mean(B3) + stdDev(B3) + (1|SITE) 0.1 Gaussian
50 EVENNESS ~ mean(B3) + stdDev(B3) + (1|SITE) 0.5 Gaussian
51 EVENNESS ~ mean(B3) + stdDev(B3) + (1|SITE) 1 Gaussian
52 EVENNESS ~ mean(B3) + stdDev(B3) + (1|SITE) 2 Gaussian
53 EVENNESS ~ mean(B3) + stdDev(B3) + (1|SITE) 5 Gaussian
54 EVENNESS ~ mean(B3) + stdDev(B3) + (1|SITE) 10 Gaussian
55 EVENNESS ~ mean(B4) + stdDev(B4) + (1|SITE) 0.1 Gaussian
56 EVENNESS ~ mean(B4) + stdDev(B4) + (1|SITE) 0.5 Gaussian
57 EVENNESS ~ mean(B4) + stdDev(B4) + (1|SITE) 1 Gaussian
58 EVENNESS ~ mean(B4) + stdDev(B4) + (1|SITE) 2 Gaussian
59 EVENNESS ~ mean(B4) + stdDev(B4) + (1|SITE) 5 Gaussian
60 EVENNESS ~ mean(B4) + stdDev(B4) + (1|SITE) 10 Gaussian
61 EVENNESS ~ mean(B5) + stdDev(B5) + (1|SITE) 0.1 Gaussian
62 EVENNESS ~ mean(B5) + stdDev(B5) + (1|SITE) 0.5 Gaussian
63 EVENNESS ~ mean(B5) + stdDev(B5) + (1|SITE) 1 Gaussian
64 EVENNESS ~ mean(B5) + stdDev(B5) + (1|SITE) 2 Gaussian
65 EVENNESS ~ mean(B5) + stdDev(B5) + (1|SITE) 5 Gaussian
66 EVENNESS ~ mean(B5) + stdDev(B5) + (1|SITE) 10 Gaussian
67 EVENNESS ~ mean(B7) + stdDev(B7) + (1|SITE) 0.1 Gaussian
68 EVENNESS ~ mean(B7) + stdDev(B7) + (1|SITE) 0.5 Gaussian
69 EVENNESS ~ mean(B7) + stdDev(B7) + (1|SITE) 1 Gaussian
70 EVENNESS ~ mean(B7) + stdDev(B7) + (1|SITE) 2 Gaussian
71 EVENNESS ~ mean(B7) + stdDev(B7) + (1|SITE) 5 Gaussian
72 EVENNESS ~ mean(B7) + stdDev(B7) + (1|SITE) 10 Gaussian
73 EVENNESS ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 0.1 Gaussian
74 EVENNESS ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 0.5 Gaussian
75 EVENNESS ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 1 Gaussian
76 EVENNESS ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 2 Gaussian
77 EVENNESS ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 5 Gaussian
78 EVENNESS ~ mean(NDVI) + stdDev(NDVI) + (1|SITE) 10 Gaussian
79 EVENNESS ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 0.1 Gaussian
80 EVENNESS ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 0.5 Gaussian
81 EVENNESS ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 1 Gaussian
82 EVENNESS ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 2 Gaussian
83 EVENNESS ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 5 Gaussian
84 EVENNESS ~ mean(NDVI_JUNE) + stdDev(NDVI_JUNE) + (1|SITE) 10 Gaussian
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Table A3: List of the GLMMs fitted to test whether the species richness index or the species evenness index can be explained
with the slope extracted from ASTER GDEM data. We considered the log of the slope values as linear predictor to better
fulfill the model assumptions of the liner mixed models. None of the models had a significant predictor at α = 5%.
no. model formula buffer radius [km] distribution
85 log(RICHNESS) ~ log(slope) + (1|SITE) 0.1 Poisson
86 log(RICHNESS) ~ log(slope) + (1|SITE) 0.5 Poisson
87 log(RICHNESS) ~ log(slope) + (1|SITE) 1 Poisson
88 log(RICHNESS) ~ log(slope) + (1|SITE) 2 Poisson
89 log(RICHNESS) ~ log(slope) + (1|SITE) 5 Poisson
90 log(RICHNESS) ~ log(slope) + (1|SITE) 10 Poisson
91 EVENNESS ~ log(slope) + (1|SITE) 0.1 Gaussian
92 EVENNESS ~ log(slope) + (1|SITE) 0.5 Gaussian
93 EVENNESS ~ log(slope) + (1|SITE) 1 Gaussian
94 EVENNESS ~ log(slope) + (1|SITE) 2 Gaussian
95 EVENNESS ~ log(slope) + (1|SITE) 5 Gaussian
96 EVENNESS ~ log(slope) + (1|SITE) 10 Gaussian
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Table A4: List of the GLMMs fitted to test whether the species richness index or the species evenness index can be explained
with the aspect extracted from ASTER GDEM data. The dataset was divided into groups with small, medium, and large
slopes. The aspect was modeled with the predictors aspectNS (deviation from North), aspectNS (deviation from West), and
the interaction of both predictors. None of the models had a significant predictor at α = 5%.
no. model formula buffer radius [km] distribution slope
97 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 0.1 Poisson small
98 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 0.5 Poisson small
99 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 1 Poisson small
100 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 2 Poisson small
101 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 5 Poisson small
102 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 10 Poisson small
103 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) .1 Poisson medium
104 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) .5 Poisson medium
105 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 1 Poisson medium
106 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 2 Poisson medium
107 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 5 Poisson medium
108 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 10 Poisson medium
109 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) .1 Poisson large
110 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) .5 Poisson large
111 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 1 Poisson large
112 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 2 Poisson large
113 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 5 Poisson large
114 log(RICHNESS) ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 10 Poisson large
115 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 0.1 Gaussian small
116 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 0.5 Gaussian small
117 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 1 Gaussian small
118 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 2 Gaussian small
119 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 5 Gaussian small
120 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 10 Gaussian small
121 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) .1 Gaussian medium
122 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) .5 Gaussian medium
123 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 1 Gaussian medium
124 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 2 Gaussian medium
125 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 5 Gaussian medium
126 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 10 Gaussian medium
127 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) .1 Gaussian large
128 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) .5 Gaussian large
129 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 1 Gaussian large
130 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 2 Gaussian large
131 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 5 Gaussian large
132 EVENNESS ~ aspectNS + aspectWE + aspectNS:aspectWE + (1|SITE) 10 Gaussian large
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C Mixed effects models
We introduce the mixed effects models used to analyze the data; see, e. g. , Tables A1–A4. Mixed effects models
exhibit fixed and random effects in order to capture correlation structures in the data. We consider the simple random
effects model (without fixed effect)
Yij = µ+ αi + εij with εij
iid∼ N (0, σ2), (2)
where αi
iid∼ N (0, σ2α), and αi and εij are independent. For that model the expected value is
E(Yij) = E(µ+ αi + εij) = E(µ) + E(αi) + E(εij) = µ. (3)
The variance has the form




The covariance of two observations of the same group i is
Cov(Yij , Yik) = Cov(µ+ αi + εij , µ+ αi + εik) (5)
= Cov(αi, αi) + Cov(αi, εij) + Cov(αi, εik) + Cov(εij , εik) = Var(αi) = σ
2
α. (6)
Similarly, we can see that the covariance of observations from two different individuals is zero. Thus, we have




and Corr(Yij , Ylk) = 0, i 6= l. (7)
When fixed and random effect are combined a mixed effects model results. The definition of a linear mixed model is
Yij = Xijβ︸ ︷︷ ︸
fixed effects
+ Zijαi︸ ︷︷ ︸
random effects
+ εij , (8)
where αi
iid∼ N (0,Σ) and where Xij and Zij are known matrices of appropriate sizes. Hence, we are also capable of
discussing the between-group variability in covariate effects relative to the mean population effect. Note that one can
write the model of Equation (8) in vector form as Y = Xβ + Zα+ ε, with appropriate distributional assumptions.
Moreover, note that we used generalized mixed effects models in some analyzes, which are an extension of the mixed
effects models to non normally distributed response variables; see Bates et al. (2015) for more information.
Estimation in a mixed model is not straightforward because no closed form solutions exist. Three main approaches
exist to estimate the parameters of the model: maximum likelihood (ML), restricted maximum likelihood (REML),
Markov chain Monte Carlo (MCMC). ML estimation is based on profile likelihood and beneficial to compare dif-
ferent (nested) models but yields less stable variance component estimates than REML. The MCMC approach is
computationally demanding.
To fit the models we used the function lmer() provided through the package lme4. The specification of the
model is similar to a fixed effects model. Random effects need to be specified through a ( .| .) model term.
Table A5 gives more practical details, which help to understand the model formulas in Tables A1–A4. A more
detailed introduction can be found in Bates et al. (2015) and the references therein.
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Table A5: Formula syntax for function lmer in package lme4. This is helpful to understand the model formulas in Tables A1–A4.
Formula Model
(1 | group) random intercept within group
(x | group) random slope for x and intercept within group, with
correlation between intercept and slope
(0 + x | group) random slope for x within group, no variation in inter-
cept
(1 | group1) + (1 | group2) random intercepts for two (crossed or nested) grouping
factors
(x || group) or
(1 | group) + (0 + x | group)
uncorrelated random intercept and random slope for x
within group
D The usage of Most Likely Transformations models to relate field measurements with
satellite data
As the biodiversity and satellite data considered in this study did no show any correlation, we did not test the Most
Likely Transformations (MLT) models with the observed data. Instead, we present a simulation study showing that
MLT models are a promising statistical framework to down-scale biodiversity measurements with remotely sensed
images. More information about theoretical and practical aspects of MLT models are given in Hothorn et al. (2014,
2015), and Hothorn (2017). We use functions from the R package mlt to fit the models.
In the following, we consider a scenario where satellite observations and punctual biodiversity measurements are
available along a one dimensional transect with 1000 locations; see also Figure A16. We generated the data as
follows:
(i) the true biodiversity (green line in the lower panel of Figure A16) are simulated from a multivariate Gaussian
distribution with a covariance matrix different from the identity matrix.
(ii) the observed biodiversity measurements are the values of the true biodiversity taken at nine locations (red
crosses in the lower panel of Figure A16).
(iii) the satellite observations (upper panel of Figure A16) were simulated from a Gaussian distribution such that
large biodiversity values were positively correlated with the mean and the variance of the samples. In other
words, large biodiversity values implied large satellite observations (in average) and large variability.
The goal of the analysis is to estimate (down-scale) the true and unobserved biodiversity values (green line in
Figure A16) from the biodiversity measurements (red crosses in Figure A16) and satellite observations (upper panel
of Figure A16). To that end, we first defined nine subsets of the satellite values that were considered to contain
valuable information about each of the observed biodiversity measurements. More precisely, the subset corresponding
to one biodiversity measurement consisted of all satellite values observed within the interval of 12 values to the left
and right of the location of the biodiversity measurement. The subsets are marked with orange in the upper panel of
Figure A16. Next, we fitted nine separate MLT models to those subsets describing their distributions with coefficients
of an increasing Bernstein basis of order two. Note, that we considered only the subsets of the satellite data for this
step and none of the measured biodiversity values.
In order to predict the biodiversity value at a new location with no biodiversity measurement, we first extract
the corresponding subset from the satellite data, which includes again all values of the satellite observations within
the interval of 12 values to the left and right of the new location. In a second step we calculated the likelihood of
the values in that subset for all nine previously fitted MLT models. The biodiversity value belonging to the model
with the maximal likelihood value was taken as the predicted value. To obtain predictions for all locations along the
transect, we repeated this procedure at all location without observed biodiversity measurements (dashed black line
in the lower panel of Figure A16).
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An inspection of the fitted biodiversity values reveals that they are generally close to the true unobserved biodi-
versity values. Moreover, the predicted values are not on a smooth line and, by design, always identical to one of
the measured biodiversity values. This also explains why the large and small biodiversity values at the left and right
margins, respectively, have relatively bad predictions.
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Figure A16: Simulation study showing that MLT models are a promising tool to predict (down-scale) biodiversity estimates
from field measurements and satellite observations. The goal is to predict the true biodiversity (green line in the lower panel)
at all 1000 locations along the x-axis. Observed are the biodiversity field measurements (red crosses in the lower panel) and
the satellite observations (black and orange lines in upper panel). The predicted biodiversity values are shown as dashed black
line in the lower panel.
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Gerber, F., Mo¨singer, K., and Furrer, R. dotCall64: An efficient interface to compiled C/C++ and Fortran code
supporting long vectors. arXiv, 2017. URL http://arxiv.org/abs/1702.08188
Software
The developed open-source R, C, C++, and Fortran code is available in the following R packages.
Package Role URL CRAN release Downloads∗
spam Contributor https://cran.r-project.org/package=spam 2007-09-08 165’933
dotCall64 Contributor https://cran.r-project.org/package=dotCall64 2016-10-07 263
gapfill Creator https://cran.r-project.org/package=gapfill 2016-05-04 619
gsbDesign Creator https://cran.r-project.org/package=gsbDesign 2012-05-08 2’974
∗ Number of downloads in 2016. Only downloads from RStudio users are counted.
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Posters at conferences
Gerber, F., Furrer, R., and Schaepman-Strub, G. Linking arctic plant biodiversity measurements with landscape
heterogeneity. University of Zurich Reaseach Priority Program Global Change and Biodiversity, 2016. AGU Fall
Meeting, San Fracisco, USA
Gerber, F., Furrer, R., and Schaepman-Strub, G. Linking arctic plot scale biodiversity to a remote sensing based
landscape characterization. University of Zurich Reaseach Priority Program Global Change and Biodiversity,
2016. Conference on Global Change and Biodiversity: Integrating Mechanisms of Interactions, Feedbacks and
Scale, Monte Verita`, Ascona, Switzerland
Gerber, F., Furrer, R., Schaepman-Strub, G., and Schaepman, M. Statistical approaches to multiscale biodiversity
research. University of Zurich Reaseach Priority Program Global Change and Biodiversity, 2015. Retreat in Asp
near Aarau, Switzerland
Gerber, F., Furrer, R., Schaepman-Strub, G., and Schaepman, M. Assessing uncertainty in global change bio-
diversity research using multiscale Bayesian modeling. University of Zurich Reaseach Priority Program Global
Change and Biodiversity, 2014. Retreat in Warth, Switzerland
Gerber, F., Furrer, R., Marty, F., and Brunner, E. Image correction of repetitive distortion patterns in the output
of a SIMS experiment. University of Zurich Reaseach Priority Program System Biology & Functional Genomics,
2012. Retreat in Brunnen, Switzerland
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