Abstract: This paper presents a comparative study on the distance optimality for Distance-Preserving Mappings codes generated from different constructions. Few constructions are considered to investigate the reasons behind making codes optimum when they reach the upper bound on the sum of the Hamming distances for certain lengths of the permutation sequences. The technique of cyclic-shift prefix or suffix of permutation symbols is used to investigate the conditions making distance-preserving mappings codes optimum.
INTRODUCTION
A block code, where a cyclic shift of every codeword yields another codeword belonging to the same block code is called a cyclic code [1] . Gilbert [2] defined a cyclic-permutable code as a binary block code of block length n such that each codeword has a cyclic order n and the codewords are cyclically distinct. Later Maracle and Wolverton [3] proposed an efficient algorithm for generating these codes [4] , where all these codes are generated from binary block codes.
Using the technique of a cyclic shift of a symbol in a permutation sequence, we aim in this paper to study the reasons and conditions behind any distance-preserving mapping constructions [5] [6] [7] [8] that can reach the upper bound on the sum of the Hamming distances.
Since we are interested in the study of distance-preserving mapping codes [9] using the technique of cyclic shift of codewords symbols, we will focus in the paper only on the resultant codes from the mapping called as non-binary cyclic shift block codes.
The property of the cyclic shift symbols of a permutation sequence is based on the shift of the symbols in different positions in such a way that we create codewords from one another with different sequences. Thus the Hamming distance between the two codewords reaches the maximum.
Using this property we try to understand and analyze the reasons and conditions that can lead to the upper bound on the sum of the Hamming distances for a permutation block code. Another objective is the investigation of the conditions under which any cyclic shift of symbols in a codeword does not result in repetitive codewords in the same codebook. Hence the use of the prefix/suffix technique will help solving such a problem as it will be
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PRELIMINARY
Definition 1 A linear code C is an h-dimensional vector sub-space of Z n q , 0 ≤ h ≤ n. The elements of a code are called codewords, n is called the length and h is called the dimension, where,
• q ∈ N such that q = p h , p prime. We denote by F q the field with q elements.
• F n q forms an n-dimensional vector space over F q . 2 detailed in the following sections.
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• F n q forms an n-dimensional vector space over 10 (1) 11 (1) 11 (0) 00 (1) 10 (0) 01 ( 
DISTANCE-PRESERVING MAPPING CODES

Introduction
Distance-preserving mappings map the outputs of a convolutional code to other codewords from a permutation codebook. The code obtained will have greater error correction capability than the codebook itself.
Ferreira et al. [9] made use of distance-preserving mappings from binary sequences to permutation sequences to construct permutation trellis codes by mapping the binary convolutional output sequences to permutation sequences and also made use of the maximum-likelihood Viterbi algorithm for decoding [9, 12, 13] . They have combined the permutation trellis codes with M-FSK modulation for certain applications in power-line communication [13, 14] . Several subsequent studies have been completed in this research area regarding the combination between coding and modulation schemes [14] [15] [16] [17] .
The mappings considered are from all possible binary sequences of length n in a binary set denoted C b , with
Emphasizing the mapping technique in a better way, we present an example, where we use the convolutional code with half rate and constraint length K = 3 [18] as a base code. The output of the encoder, which is a set of binary 2-tuple code symbols, can be mapped to a set of permutation M-tuples. The corresponding state systems appear in Fig. 1 . Note that in general the information transmission rate of the resulting permutation trellis coded scheme will be bits per channel use.
Applying the definition of the Hamming distance to binary and non-binary sequences, we can denote by D = [d ij ] the distance matrix whose entries are the Hamming distances between two binary sequences x i and x j defined as follows:
Similarly for permutation sequences we denote by E = [e ij ] the distance matrix defined as follows:
The sum of all the distances in E, which is denoted by |E| plays a role in the error correcting capabilities, as was shown in [5] .
Example 1 Applying (1) and (2) for the mapping presented in Fig. 1 , the distance metrics from each state machine could be presented in a matrix form as
Taking into consideration the fact that the entries on the main diagonals are all zeros, we have e i j ≥ d i j + δ, with δ ≥ 1 for all i = j. The mapping of the outputs of the base code {00, 01, 10, 11} to the permutation set {1243, 1342, 4213, 4312}, guarantees an increase of at least one unit of distance per step between any two unremerged paths in the trellis diagram of the resulting permutation trellis code, when comparing it to the base code.
For the base code, the shortest re-merging paths in the trellis diagram, which are known to determine the free distance [18] , have different distances between each pair of branches. These branch distances have been changed with the code obtained after the mapping. It can be seen that the distances have increased, which makes our example represent a distance-increasing mapping.
2
In general, three types of DPMs [19] can be defined, depending on how the Hamming distance is preserved. In Example 1, we have |E| = 32. The value of |E| depends on the choice of the permutation set on which the construction is based. As we have mentioned before, the Hamming distance contribute in the improvement of the error correcting codes. Thus any construction that contribute in higher values of |E|, is expected to perform better than others in a channel coding scheme. An upper bound on the sum of the Hamming distances was introduced by Swart and Ferreira [5] as a means to compare between different constructions. The upper bound is defined as follows:
where α = 2 n /M and β ≡ 2 n mod M.
We have |E max | = 48. Thus we can say that our mapping in that case did not reach the upper bound on the sum of the Hamming distances since we have |E| < |E max |. To compare any distance sum of a mapping to that of the upper bound, a distance optimality [5] parameter is defined as follows:
Definition 10 The distance optimality of a mapping is given by
where |E| is the sum of the Hamming distances for the mapping and |E max | is the upper bound on the sum of the Hamming distances for the mapping.
In the case of the mapping in Example 1, we have η = 0, 67.
DPMs Constructions
Here, a brief summary of some DPMs constructions is presented, in order to show the differences between them.
Prefix construction: Ferreira and Vinck [14] presented a construction based on the use of prefix where permutation sequences of length M can be used to create an M + 1 mapping. The idea can be briefly explained as follows.
A set of binary (n + 1)-tuples can be ordered following normal lexicography, i.e. setting up the standard table of (n+1)-bit binary numbers. Note that the first 2 n (n+1)-bit binary numbers are obtained by prefixing the set of n-bit binary numbers with a most significant bit 0, and the second 2 n (n + 1)-bit binary numbers by prefixing the set of binary n-bit binary numbers with a most significant bit 1. This table can thus be partitioned according to the prefix bit into two subsets. Within each subset, the intra-distance between elements is determined by the n × n D matrix, and 
Hamming Distance Hamming Distance Decimal Distance Figure 2 : Distance presentation of a 3-cube stays the same. However, the binary prefixes of 0 and 1 account for an additional one unit of distance between two elements from the two different subsets. 
k-Cube Graph Construction:
The idea of the k-cube graph construction, denoted by Q(M, n, δ), is based on the concept of the cube distance. Fig. 2 shows different ways of presenting distances in a cube. The Hamming distance is not considered in this construction since for binary sequences or integer sequences the Hamming distances are the same. Using the absolute value of the differences between the decimal values of the edges, we found that these distances are in a geometric series of ratio 2. The distances are from 2 0 till 2 k−1 . Fig. 2 shows that when using the cube distance approach, all parallel edges are equidistant.
We can summarize the properties of a k-cube based on the cube distance as follows: The concept of the k-cube construction is based on the grouping of all pairs of symbols having same decimal distance and the swapping will be based on the these distance groupings. Tables 1 and 2 present a few results of the sum on the Hamming distances and certain codebooks of the constructed distance preserving mapping codes.
CYCLIC-SHIFT PREFIX/SUFFIX PERMUTATION CODES
It is known that cyclic shifts of codewords play an important role in coding theory. We try to present in this section the importance of this technique in the increase of the sum on the Hamming distances.
Definition 11
We denote by F sh the cyclic-shift function as presented in the following:
The definition is true for any M − 1 cyclic shift of the vectors elements. We denote by y i the i-times shift of symbols of the vector y 0 and by M M the matrix with all elements from C M , which has the following form: 
where each row is the result of a single left-cyclic shift of the row above it, and the column and the row outside the brackets represent the vectors y i with 0
Definition 12 A cyclic permutation code is a permutation code in which a cyclic shift of any codeword is also a codeword.
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Proposition 1 For any cyclic code C M of length M which is a subset of S M and consists of M codewords, we have
|S M | = (M − 1)!|C M |. 2
Proof: from Definition 5, we have |S
In general, a code C M of length M is called a cyclic code when it is invariant under any cyclic shift operation defined as follows:
Definition 13
We denote by C t M of length M, with 1 ≤ t ≤ n, the t-th subset of S M in a series of n different cyclic permutation codes C M . The corresponding matrix will be denoted as M t M .
2
Proposition 2 The union of n cyclic codes C t M of length M, with 1 ≤ t ≤ n is a subset of S M .
2
Proof:
We know that
Proposition 3 The upper bound on the sum of the Hamming distances for any set C M is M 2 (M − 1).
2
Proof: As defined previously, y i is the i-th times shift of all elements of the vector y. 
Example 2 We take the case of M = 3, with the codebook C 3 = {123, 231, 312}, where all its codewords are cyclically shifted. The sum on the distances is then, 
Proposition 4 Any set C t M is an optimum set and the sum on the Hamming distances attains the upper bound.
2
Proof:
Taking into consideration previous propositions, the proof is almost trivial. We have proven that the sum on the Hamming distances has attained the upper bound on the distances with all the designed cyclic-shift types of sets, which were constructed from cyclic shifts of their elements. Thus all the constructed sets C t M are optimum [5] - [8] .
Proposition 5 Any set G of length M and cardinality multiple of M, with G
and n = |G|/M is an optimal set where each one of its symbols appears only n times in each column. Proof: As has been defined,
Under the assumption that all sets are distinct, C t M are distinct where
We have proven that all C t M are optimum and their symbols appear only once in each of the columns. So for the set G we have each symbol appears only n times in each column. Thus G is optimum and the sum on the Hamming distances attains the upper bound. 
It is clear that the cardinality of the set G is |G| = 4 × 4. Each symbol appears only four times at each column. Thus the set G is optimum and the sum on the Hamming distances reaches the upper bound.
Applying equation (4) to this case with M = 4 gives α = 1 and β = 0, which means that |E max | = 768 and this is equal to the sum of the Hamming distance in the set G.
Proposition 6
In the general case when |G| = n 1 × M + n 2 , with n 2 < M, the number of times that each symbol will appear in each column is either (|G|/M) or (|G|/M) . 2 Proof: If each symbol is repeated in each column, then it will be only for (|G|/M) or (|G|/M) times. The resultant codebook, G, can be regrouped as follows:
M , where each of the subsets is an optimum set since all of its elements are in different positions in each column. The sign ∪ reflect the cascaded way of putting all C i M together to finalize the codebook G.
The set G is then the union of the optimum sets, which leads to the fact that G is an optimum set. This could also be seen from the fact that the sum on the Hamming distances attains the upper bound.
Example 5
We consider the example of three sets designed differently. G 4 and G 5 are optimum and have been designed respectively my using a mapping algorithm and an exhaustive search. G 5 was not optimum but generated by a mapping algorithm [21, 22] . Table 3 shows the number of appearances of the symbol "1" in each column and also the total number of it appearance in the G 4 , G 5 and G 5 sets.
Symbol "1" has appeared the same number as the cardinality of the sets G 4 and G 5 . This is expected since they are optimum on the sum of the Hamming distances. For G 5 it appears 44 times and this explain the fact that this set is not optimum.
We conclude with a summary of what we have derived from the foregoing discussion.
• Cyclic-shift of data increases the sum on the Hamming distances.
• Any set of M elements cyclically shifted leads to an optimum set.
• Any set obtained as a result of the union of optimum sets is an optimum set.
• Any set whose elements appear only a specific number of times is a an optimum set
• Each element appears as |G| in all columns of the set.
CYCLIC-SHIFT PREFIX/SUFFIX TECHNIQUE
We present in this section another technique based on the cyclic shift technique but this time for any cardinality of the subsets. We use the fact that all codewords in the same set are different to reach the upper bound on the Hamming distances and thus we need to guarantee that we do not have repetitive codewords in the same codebook or symbols at the same positions as presented previously.
The Prefix/Suffix Technique
To present the technique of addition of a suffix or a prefix we take two examples of sets of lengths M = 3 and M = 4. If we take two sequences of length M − 1 and then cyclic-shift them, we might end up with two sets of same codewords as seen in Example 6. Thus the technique of adding a suffix/prefix M to the permutation sequence of length M − 1 will avoid the repetition of codewords as shown in (6). If we take another sequences of length M − 1 and add a suffix/prefix we will have different sets as presented in (7).
Example 7 For M = 3, we have M! = 6. For M = 4, we have M! = 6 × 4. We note that adding the symbol M as a prefix will lead to the multiplication of the cardinality of the codebook with codewords length M − 1 by a factor of M.
For the case of M = 3, if we take two different codewords, y 1 = (1, 2, 3) and y 2 = (3, 1, 2) and then we add a suffix 4 to each one of them and cyclic-shift the resultant codewords M − 1 times to obtain for each the corresponding M i M as shown below: We have shown how the cyclic shifting of symbols increases the sum on the Hamming distances and how the suffix prevents the repetition of codewords without affecting the Hamming distances.
Proposition 9
The addition of a prefix or a suffix to all codewords of a codebook, of length M − 1 and cardinality n, and the cyclic shift of all its codewords will lead to an optimum codebook on the sum of the distances of length M and cardinality nM. Proof: As it was mentioned before, the cyclic-shift of a codeword of length M, generates an optimum codebook of cardinality M. If we have a codebook of length M − 1 and cardinality n, then by adding a suffix to each of its codewords and cyclic-shift them we obtain M new codewords from each of its codewords, which form separately optimum codebooks. Thus we have in total nM new codewords as the cardinality of the new codebook, which is considered to optimum on the sum of the distances since it is the union of n optimum codebooks.
Codebooks with Cardinalities of 2 n
In general a permutation codebook should have a cardinality equal to 2 n to map the outputs of a convolutional base code with a rate of R = k/n. Although we are not interested in this paper in the mapping technique but just to study the conditions that make any permutation codebook reaches the upper bound on the sum of the Hamming distances.
To explain the idea simply, we take the case of mappings with the same lengths between the convolutional outputs and the permutation sequences. We take the case of M = n, where we need to choose only 2 n /M from (M − 1)! permutation codebook. We add the suffix and use the cyclic-shift technique of the codewords. The purpose of this work is to analyze and find the reasons behind the optimality of any distance-preserving mappings construction. Using the technique of the cyclic-shift of a prefix, the upper bound on the sum of the Hamming distances is investigated and the condition on the position of any symbol in a permutation sequence that should lead to an optimum permutation set is explained.
The cyclic-shift prefix/suffix codebooks that we have designed have all reached the upper bound on the sum of the Hamming distances. For Distance-preserving mapping codes, it is required to have codes which can reach the upper bound on the sum of the Hamming distances since it can guarantee the increase of the minimum distance and thus the number of corrected errors. Therefore the error correction capability will improve.
From the study conducted in this paper, it was confirmed that the k-cube construction is optimum where the sum on the Hamming distances reached the upper bound.
It is important to mention that this research focused only on the reasons that make a code reach the upper bound on the sum of the Hamming distances. But it is possible to further investigate these types of codes and derive other decoding algorithms inspired from their fundamental properties, which is the cyclic-shifting property.
