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Abstract

Interactions of macromolecules with ions in solution have a long history of study
because of their ubiquitous nature. These interactions are essential for the stability
and function of macromolecules such as nucleic acids. Nucleic acids are involved in
many natural biochemical processes. For example, deoxyribonucleic acid (DNA)
provides more than storage of genetic information. The guanine-rich structures, at
the ends of the DNA, participate in regulating the gene expression in the living cell
by forming guanine quadruplex (G-quadruplex) structures. These structures provide a possible drug target for the treatment of cancer. Nucleic acids are polyions
under physiological pH of 7.4. Thus, DNA always associates with cations in the
living cell. These cations are essential for maintaining DNA functions and structural stability. Experimental techniques showed that alkali metal cations are either
diffused in the ionic atmosphere around the DNA duplex or are coordinated to the
nucleotide bases. However, the experimental findings might not explain the nature of the interactions between metal cations and DNA at the atomistic level.
To overcome some of the deficiencies with the experimental techniques, this thesis uses molecular modelling and simulation techniques to investigate the nucleic
acid-ion interactions in droplets and bulk solution. The thesis first examines the
charging of a poly(ethylene glycol) molecule because of its use as a typical test
macromolecule in electrospray ionization mass spectrometry (ESI-MS), to obtain
an understanding of the charging mechanism of the macroions in droplets. The
analyses of the nucleic acid-solvent interactions and nucleic acid-ions interactions in
droplets provide insights into the ESI-MS experiments on DNA complexes. In the
bulk solution, free energy calculations examine the binding of individual sodium
and potassium ions to guanine quadruplexes; the thesis reports the values of the
Gibbs free energy and the binding constants of each cation. Additionally, the free
energy calculations examine the effect of the guanine quadruplex flexibility on the
binding of cations.
i
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Thesis Overview
This thesis is organized in an integrated-article format where each of the main
chapters is based on a published article.
The thesis starts with an introductory chapter and a chapter on the computational
methods:
• Chapter 1. Introduction and Theoretical Background
• Chapter 2. Molecular Modelling and Computational Methods
The thesis includes four main chapters that are based on published articles (a
reference to each article is indicated under the corresponding chapter):
• Chapter 3. Poly(ethylene glycol) as a simple model for a macromolecule
ionization in droplets
– Mahmoud Sharawy; Styliani Consta. Effect of Counterions on the Charging Mechanisms of a Macromolecule in Aqueous Nanodrops. J. Chem. Phys.
2014, 141 (10), 104321. [11 pages]
• Chapter 4. Dissociation of a DNA Duplex in Charged Droplets
– Mahmoud Sharawy; Styliani Consta. How Do Non-Covalent Complexes
Dissociate in Droplets? A Case Study of the Desolvation of dsDNA from a
Charged Aqueous Nanodrop. Phys. Chem. Chem. Phys. 2015, 17 (38),
25550–25562. [13 pages]
• Chapter 5. Characterization of ‘Star’ Droplet Morphologies Induced by
Charged Macromolecules
– Mahmoud Sharawy; Styliani Consta. Characterization of “Star” Droplet
Morphologies Induced by Charged Macromolecules. J. Phys. Chem. A,
2016, 120 (44), 8871–8880. [10 pages]
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• Chapter 6. Free Energy of Binding Na and K Ions to Guanine Quadruplexes
– Mahmoud Sharawy; Styliani Consta. Effect of the chemical environment
of the DNA guanine quadruplex on the free energy of binding of Na and K
ions. J. Chem. Phys. 2018, 149 (22), 225102.
The final chapter relates all of the different studies, provides broader conclusions
and put forth future outlook:
• Chapter 7. Concluding Remarks and Outlook
Appendices and a curriculum vitae are presented in the last part of this thesis:
• Appendix A. The Debye-Hückel Theory
• Appendix B. Derivation of the Virial for Real Gases and Liquids
• Appendix C. Molecular Dynamics Simulation Program for Argon-Type Atoms
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Chapter 1

Introduction and Theoretical Background
This chapter presents a review of the literature and provides the theoretical background to topics reported in this thesis. The chapter surveys three main topics:
droplets that carry an electric charge, the electrospray ionization method, and the
electrostatic properties of DNA in bulk solutions.

1.1 Droplet with an electric charge
1.1.1 Historical overview of the electrospray ionization development
Charged droplets are found in atmospheric aerosols and industrial applications;
such as in electrostatic inkjet printing [1], electrostatic painting [2], electrostatic
crop spraying [3], and deposition [4–7]. Controlling the morphology of a droplet,
generated by electrospray, has been applied for the fabrication of drug-delivery
systems with specific sizes and morphologies [8, 9]. Additionally, charged droplets
are found in analytical methods. The most valuable analytical application for the
charged droplet is in the electrospray ionization.
Long before the development of electrospray ionization (ESI) methods, the first
genuine experiments on charged water drops were performed in the mid 17 hundreds by Abbé Jean-Antoine Nollet [10]. Nollet dedicated his career to research on
the causes of electrical phenomena which led him to the investigation of the electrospray; he has been regarded as the ‘father’ of experimental electrospray ionization
[11]. One of Nollet’s experiments demonstrated the ‘spraying’ of solution from an
electrified metal container; a phenomenon that is known today as ‘electrospraying’.
About 150 years before Nollet’s work, the English physician William Gilbert [12]
reported his observation on the cone formation by amber when placed near the
1
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surface of a water drop.1 However, Nollet was the first to reproduce, develop, and
record true experiments using electrospray. Nollet postulated that an electrified
body spray electrified matter into the air or other neighbouring bodies.
In 1882, Lord Rayleigh published a paper on conducting liquid drops charged
with electricity. Lord Rayleigh estimated the maximum charge a liquid drop can
carry before it breaks up into a fine jet of charged progeny droplets [13]. The
condition for the instability is now known as the ‘Rayleigh limit’. In the 1910s,
John Zeleny described the behaviour [14] and surface instability [15] of electrified
fluid emitting from a needle. In the 1920s, Wilson and Taylor investigated the
formation and bursting of soap bubbles in a uniform electric field [16].
It was not until the 1960s that Malcolm Dole demonstrated the potential use of
electrospray ionization in analytical chemistry. Dole coupled a mass spectrometer
to an electrospray ionization instrument to produce gas phase macroions and measure their mass-to-charge ratio [17]. In 1976, Iribarne and Thomson published their
work on the evaporation of small ions from charged droplets [18] and evaluated the
energy barrier for ion evaporation. John Bennett Fenn further developed the ESIMS for biological macromolecule in the 1980s [19, 20]; for his work, Fenn received
the 2002 Nobel Prize in Chemistry. Fenn’s work was similar to that of Dole’s,
but the significant contribution was the use of nitrogen gas flow to remove solvent
vapour. The modification by Fenn resulted in ‘clean’ and rather high-resolution
mass spectra.
In addition to the contributions to experiments, Fenn and co-workers were
among the first scientists who tried to understand the relation between the charge
of the macroion and the structure of a droplet. Fenn and co-workers devoted considerable efforts to devise possible mechanisms that could explain the MS observations. Fenn [21] and de la Mora [22] suggested that linear macroions, in particular
poly(ethylene glycol) (PEG), extrudes from a droplet when charged. Molecular
simulations by Consta et al. supported the extrusion of the PEG molecule from
a droplet [23–27]. Besides, molecular simulations showed that the mechanism of
PEG extrusion is different from that proposed by Fenn. Fenn, de la Mora, and their
co-workers also attempted to explore how the droplet deformations could affect the
charge state of a macroion [22, 28]. They proposed that Coulomb repulsion causes
the extension of the macroion and as a result; the droplet becomes elongated with
1 Gilbert

used the term ‘electricus’ to refer to the electrical force produced by amber; it is called
‘elektron’ or ‘electron’ in Greek and ‘electrum’ in Latin. Thalis of Militus (600 BC) noticed the
attraction with amber upon friction.
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conical (sharp) ends that accumulate the charge density. Simulations by Consta
have shown that the interactions of highly charged macroions with solvent are more
complicated and they lead to multi-point solvent protrusions when the charge of
the droplet is above a threshold value.

1.1.2 Forces in a droplet
The forces acting on the surface of a droplet influence its behaviour. The surface of
a droplet is the thin interface between the liquid of the droplet and the surrounding
gas or vapour. More generally, the surface is the interface between two media. In
a continuum model, such as the Rayleigh model, the interface of the droplet has
essentially zero thickness; however, in the molecular picture, the interface has a
defined thickness [29–31].
The study of the interfaces between the liquid in a droplet and the surrounding
air or vacuum is part of a larger field of studies known as ‘capillarity’ [32, 33].
The distinct phenomena associated with any surface is its surface tension. Surface
tension, γ, is defined as the force acting per unit length across an imaginary line
on the surface: γ ≡ F/L. The units of surface tension as a force per unit length
is commonly reported in cgs or SI units: γ = 1 dyn · cm−1 = 0.001 N · m−1 . With
this definition, surface tension’s net effect is an inward force that holds the liquid
in the droplet as if a membrane covers the droplet [34].
To distort a liquid by increasing it surface, work must be done. The infinitesimal
amount of work δW , also known as surface work [33] or surface free energy, is
proportional to the infinitesimal change in surface area δA:
δW = γδA.

(1.1)

In terms of energy, surface tension γ (also known as surface energy density) can be
defined as the work δW required to increase the surface area A by δA: γ = δW/δA
(in SI units of J · m−1 ). For a droplet to reach a state of mechanical equilibrium,
it tends towards minimum surface free energy. At equilibrium, surface tension
opposes any distortion of the surface. Consequently, a droplet of liquid assumes
the geometrical shape of the smallest ratio of surface-area-to-volume: the sphere.
Another force that influences the geometry of a droplet is the pressure difference
across the surface. Consider the simple model in Figure 1.1. If we take a rubber
membrane and stretch it on one end of a hard tube while keeping the other end
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open to atmospheric air, the membrane will remain planar because the pressure is
equal on both sides of the membrane. If we blow air through the open end of the
tube, the membrane will curve outward because the pressure inside is higher than
outside pressure. Finally, if we withdraw air from the open end, the membrane will
curve inward because the pressure inside the tube is lower than outside pressure.
Laplace’s formula defines a relation between the pressure difference ∆P across the
membrane and the curvature of the surface:




1
1 
∆P = γ 
+
R1 R2

(1.2)

where R1 and R2 are the principle radii of curvature at an arbitrary point on
the surface. R1 and R2 are positive if drawn into medium inside the interface.
(Laplace’s formula is also known as Young-Laplace equation.) In a spherical
droplet the principle radii of curvature are equal: R1 = R2 . At equilibrium,
Laplace’s formula reduces to
2
(1.3)
∆P = γ .
R

Figure 1.1: Model of pressure across interface. The model shows the effect of
pressure difference across a stretched membrane [35]. The membrane (red line)
represents an interface between the inner pressure Pin and the outer pressure Pout .
Laplace’s formula explains three effects concerning the geometry of a droplet.
First, from the geometry of the droplet we can determine the pressure difference
across the surface, ∆P = Pin − Pout . Second, in the absence of an external electric
or magnetic field, the pressure is constant everywhere in the droplet [35]. Consequently, the pressure difference and the curvature is the same everywhere in the
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droplet. In contrast, if the pressure and the curvature are variable, the molecules
of the liquid would flow from regions of high to low pressure. Third, in principle,
if the pressure difference is known, we can determine the geometry of a droplet
surface at equilibrium where the shape is described by a function f = f (x, y) in the
cartesian coordinate system [35]. However, the analytical function requires solving
second-order partial differential equations with respect to the coordinates [35] to
obtain the principal radii of curvature in Equation (1.2).

1.1.3 Charged droplet and the Rayleigh limit
Theoretical investigations into the stability of a charged liquid droplet began after
Lord Rayleigh published his pioneering work on electrified liquid droplets in 1882
[13]. Rayleigh’s work on charged droplets was extended by Zeleny [15] and Taylor
[36].
The Rayleigh model is based on three assumptions. First, the model considers
a conducting droplet where the net charge resides on the surface. Consequently,
the electrostatic potential on the droplet surface is constant. Second, the model is
applicable only to spherical droplets. However, the spherical droplet may undergo
small shape perturbations. Third, the droplet in the Rayleigh model maintains a
constant volume but may change its surface area.
In Rayleigh’s model, the free energy Edrop of a conducting droplet that carries a
charge can be expressed as the sum of the surface free energy and the electrostatic
energy:
1
(1.4)
Edrop = γA + Qφ
2
where γ denotes the surface tension density; A, the surface area; Q, the droplet
charge; φ, the electrostatic potential on the surface of the droplet.2 Rayleigh gave
an expression for the angular frequency ω of an oscillating conducting-mass of a
charged liquid drop:


2
l(l
−
1)
Q
(l + 2)γ −

ω2 =
(1.5)
ρR3
4πR3
where l denotes the oscillation mode; ρ, the density of the liquid in the droplet; R,
the radius of the spherical droplet; γ, the surface tension; Q, the net charge of the
droplet. The physical units in Equation (1.5) are in the cgs system. (To convert
2 The

factor 1/2 in the electrostatic energy term,
each charge pair.

1
2 Qφ,

corrects for the double counting of
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√
to SI units, multiply the charge Q by the conversion factor 1/ 4πε0 .) In the SI
unit system, Equation (1.5) translates into




l(l − 1) 
Q2

ω =
(l
+
2)γ
−
ρR3
16π 2 ε0 R3
2

(1.6)

where ε0 denotes the permittivity of vacuum.
The l in Equation (1.6) represents the polynomial degree of the spherical harmonic functions Ylm (θ, φ) = Plm (cos θ)eimφ where Plm are the Legendre polynomials. The spherical harmonic functions appear in solutions of second-order partial differential equations corresponding to the wave function of an oscillating
droplet. The l values are any integer from zero onward while the m values are
0, ±1, ±2, ..., ±l. Only l, not m, remains in the final expression in Equation (1.6),
i.e. the frequency of oscillation depends only on l. However, the solution for the
wave function is dependent on both l and m. Thus, for every l there are 2l + 1
different oscillations having the same frequency w: the 2l + 1 oscillations are degenerate.
The expression in Equation (1.6) gives a frequency for values of l ≥ 2. For l = 0
and l = 1, the oscillation frequency vanishes. The value l = 0 corresponds to symmetrical radial oscillation, but because the liquid in the droplet is incompressible,
this oscillation is infeasible. The value l = 1 corresponds to the translation motion
of the whole droplet. Thus, the minimum oscillation frequency corresponds to the
l = 2 vibration mode [37]. Substituting l = 2 into Equation (1.6) gives




Q2
2 
.
4γ
−
ω =
ρR3
16π 2 ε0 R3
2

(1.7)

For the expression in the bracket to be positive
Q2
γ>
64π 2 ε0 R3

(1.8)

Q2 < 64π 2 ε0 R3 γ .

(1.9)

or

Thus, the Rayleigh limit that determines the onset of stability of a charged droplet
is given by
Q2R = 64π 2 ε0 γR3
(1.10)
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where QR indicates the critical charge at the Rayleigh limit. Thus, the Rayleigh
model describes the conditions of the instability, but not its manifestation.
Two detailed derivations of Equation (1.6) were produced [38, 39]. Consta and
Malevanets [39] have derived the expression for the oscillation from the perturbation of a spherical droplet. In their derivation, they have expressed the total energy
of a conductive charged droplet in terms of the perturbation from the spherical
geometry, where the total energy was given by Equation (1.4). The expansion of
the perturbations in terms of spherical harmonics was then used to solve for the
electrostatic potential. Lengthy calculations followed these steps to derive the final
expression of Equation (1.6) and subsequently the expression of Equation (1.10).
For a dielectric droplet, however, the electrostatic potential must be modified to
derive a suitable model [40].
Lord Rayleigh proposed that if the charge of a conducting droplet is near the
critical value, the droplet ruptures into fine jets [13]; however, he did not describe
the behaviour of the droplet. In other words, Rayleigh’s model defines the ‘onset’
of the instability in a charged droplet; it does not describe the manifestation of
this instability [23–27, 39–51].
The critical charge QR described by the Rayleigh expression (Equation (1.10))
for a conducting droplet can be regarded as the balance between the force associated with surface tension and the force on the droplet produced by the electric
charge [52]. The force associated with surface tension tends to restore the spherical shape of equilibrium while the electric force operates in the opposite direction
towards instability. Solvent evaporation leads to a reduction in droplet size and
an increase in the electrostatic repulsions between the charges of similar polarity.
This increase in the electrostatic repulsion leads to droplet fission [23–27, 41, 42,
46].
Dielectric droplets, such as the droplets that comprise a single DNA molecule,
cannot undergo charge separation [26, 40, 44, 46, 48, 49, 51]. Thus, the manifestation of the instability of a dielectric droplet ought to be different from that of a
conducting droplet. A conducting droplet ruptures and ejects some of its mobile
charge carriers when it becomes unstable. In contrast, a dielectric droplet has no
mobile charges; hence it does not rupture. Instead, the surface area of the unstable dielectric droplet changes to give rise to a remarkable set of morphologies
(Chapter 5).
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1.2 Electrospray ionization
1.2.1 Electrospray ionization and its applications
Electrospray ionization (ESI) methods transfer molecules from bulk solution to
ions in the gas phase. In a typical ESI process, the molecules (analytes) are
transferred by spraying the solution electrostatically into a fine mist of droplets.
The solvent from the droplet evaporates and releases the gas phase ions. When
coupled to a mass spectrometer, an analyzer sorts the ionized analytes by their
masses while the detector measures the frequency of each mass-to-charge value.
The mass spectrometer provides a spectrum of the abundances of all the detected
species. This combination of the electrospray ionization and mass spectrometry
methods is abbreviated ESI-MS.
Although ESI-MS can handle a variety of analytes, it has been employed successfully in analyzing some molecules but failed in others. It has been an ideal tool
for examining proteins [53], carbohydrates [53], lipids [54], polymers [55], drugs
[56], and oligonucleotides [57]. The analyte in the sprayed solution can be a compound that is either an ion (cation or anion) or a neutral species. A neutral analyte
can gain a charge by association with other ions present in the solution. For example, polyethylene glycols gain a positive charge by non-covalent association with
the metal ions M+ and M2+ in solution.
The overall process to produce gas phase ions has three major stages. Figure 1.2
shows a schematic representation of a typical electrospray ionization process. The
first stage involves the production of charged droplets. This process occurs at
the tip of the ESI capillary. In a positive ion mode experiment, the droplets
generated carry positive charges while in negative ion mode the droplets carry
negative charges. In the second stage, the charged droplets shrink due to the
evaporation of solvent. Near a critical size, the droplets disintegrate into a progeny
of droplets that travel to the next stage. The third stage involves ‘clean-up’ of the
solvent vapour. The clean-up can be achieved by running a counter flow stream
of N2 gas. These three stages are carried out in an atmospheric pressure region
of the ESI instrument [58]. The third stage is essential for mass spectrometry to
produce simple spectra [19]. After the clean-up, the produced gas phase ions are
forced by the counter electric potential to flow out of the ESI instrument leading
to a region near vacuum. From here, other instruments can be coupled to the ESI
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Figure 1.2: Schematic of an electrospray process. The polarity of the applied
electric field determines whether the ionization mode is positive or negative. The
liquid that appears from the capillary deforms and fragments [17, 19, 20]. The
deformation of the liquid at the tip of the capillary forms a Taylor cone [36]. The
droplets that are created evaporate and fragment when their charge reaches a
critical value. A stream of N2 gas removes solvent vapour. Produced gas phase
ions flow out to other coupled instruments such as a mass spectrometer.
instrument.
The coupling of an ESI instrument to a pre-separation technique (e.g. liquid
chromatography) or to a post-gas-phase technique (e.g. mass spectrometry) has
extended the application of ESI into the field of biochemistry. ESI is commonly
used in investigations of protein folding [59], protein identification [60], and in
every step in the drug discovery process [61]. Although there have been great
advances in the application of ESI, the problem of non-covalent interactions is less
understood [62].

1.2.2 Solvent evaporation from charged droplets
Near the tip of the ESI capillary, a jet of liquid is formed that breaks into charged
droplets. The thermal energy of air in this region causes evaporation of the solvent
in the droplet. The charge in these droplets remains constant while the solvent
evaporates and the droplet shrinks. While the size of the droplet decreases, the electric forces caused by the excess charge on the droplet surface give rise to coulombic
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instability. The size of the droplet, determined by its radius, at which the onset of
instability occurs is described by the Rayleigh limit given in Equation (1.10). This
instability near the Rayleigh limit causes coulombic fission and ejection of smaller
progeny droplets [63–65].
Two major experimental methods have been used to measure the size and charge
of sprayed droplets during the evaporation of the solvent. One method allows the
determination of the droplet size and charge. This method uses an electrodynamic
balance (EDB) technique to suspend a charged droplet in space while being observed and analyzed by laser light scattering [63]. However, this method is not
suitable for volatile solvents. Thus, the EDP technique is not useful for the study
of solvents that are commonly used in ESI such as water and methanol. Another
limitation of the EDB is that the charge of a droplet is obtained theoretically from
the balancing electric potential [63]. Another method is based on the analysis of
electrospray generated droplets and relies on phase Doppler anemometry (PDA) to
measure the size of the droplet during evaporation [64]. This method is suitable for
a volatile solvent. The PDA system determines the velocity and size of the droplet
from the frequency of light scattered by the laser beam. However, the charge of
the droplet must be inferred. Instead of direct measurement of individual droplet
charge the average charge is computed by dividing the electric current of spray
core by the flow rate of the spray. Here, the assumption is that the spray has a
uniform size distribution.
Both methods, EDB and PDA, were able to verify that fission of charged
droplets occurs when the charge is less than the charge of the determined by the
Rayleigh limit. However, these experimental methods cannot measure the charge
of the droplet directly or without an assumption.

1.2.3 Mechanisms of the formation of gas phase ions
Two models have been proposed from experimental investigation to describe the
mechanism of the formation of gas phase ions from charged droplets: the ‘Ion
Evaporation Model’ (IEM) and the ‘Charged Residue Model (CRM)’ (Figure 1.3).
Both models have shown some success in describing the mechanism of ion formation, but they are only applicable to specific classes of analytes. In addition to the
IEM and CRM, other mechanisms have been proposed [25, 66, 67].
Iribarne and Thomson [18] proposed the IEM mechanism based on their investigations on the production of gas phase ions from charged droplets that comprised
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Figure 1.3: Schematic representations of major mechanisms for the formation of
gas phase macroions from charged droplets. Two major mechanisms explain the
formation of gas phase macroions from charged droplets: the ion evaporation model
(IEM) for small ions [18] and the charged residue model (CRM) for globular macromolecules [17, 22]. The small spherical charges represent small ions whereas the
folded strands represent globular macromolecules.

inorganic salts such as NaCl. The charged droplets were produced by a pneumatic
atomization method where some droplets gain a charge from the statistical imbalance of the positive and negative electrolytes distribution. Accordingly, some
droplets are positively charged, some are negatively charged, and the remaining
droplets are electrically neutral. The IEM suggests that droplets emit some small
ions into the gas phase as the radii of the droplet decrease to a given value. The authors [18] also provided a relation for the rate of ion evaporation from the charged
droplet:
kB T −∆G‡ /kB T
e
(1.11)
kevap =
h
where h is Planck’s constant, kB is Boltzmann’s constant, and ∆G‡ is the activation
free energy. The authors chose a transition state, the top of the energy barrier,
that corresponds to a state under opposing electrostatic forces: the attraction
force between the evaporating ion and its equivalent counterion (an ion of opposite
polarity); the repulsion force between the evaporating ion and its equivalent co-ion
(an ion of similar polarity) on the surface of the droplet. In addition to these
electrostatic forces, the activation energy includes terms for the free energy of
ion desolvation, ∆Gdesolv . According to this model, ions of large desolvation free
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energy in water, such as alkali metal, evaporate from the droplet with some water
molecules. For example, because the ∆Gdesolv of Li+ is larger than that of Cs+ ,
Li+ ions evaporate from the droplet as Li+ · 7H2 O whereas Cs+ ions evaporate as
Cs+ · 5H2 O [68].
Although the ion evaporation mechanism was qualitatively proved valid, it may
not be possible for an experiment to observe the evaporation mechanism directly.
Also, subsequent investigations to test the validity of the IEM have been limited
to the study of small ion evaporation [69]. Relatively large organic molecules can
be surface active (surfactant) which is expected to affect the rate of evaporation
given by Equation (1.11). Surface active ions have hydrophobic groups causing the
large ions to diffuse to the surface of the droplet where the hydrophobic groups
are less solvated. Consequently, the surface active ions will have lower desolvation
energy ∆Gdesolv than small ions. Thus, according to the IEM relatively large
organic ions with high surface activity will have a higher ion evaporation rate.
The complications made by the surface activity of the solute limits the scope of
the IEM in describing the mechanism of ion formation in the gas phase.
Computational studies by Consta and co-workers offered detailed accounts of
the free energy profile and the evaporation mechanism of poly(ethylene glycol) by
the IEM [23–25, 27]. In one study, Consta computed the free energy associated
with the disintegration of charged droplets [41]. In other computational studies,
Consta and co-workers investigated the mechanism by which charged droplets that
comprise small ions disintegrate [42, 43].
Dole et al. proposed the CRM mechanism (Figure 1.3) based on their examinations of the formation of polystyrene macroions by electrospray [17]. According
to this model, a droplet comprising a globular macromolecule remains spherical
during the solvent evaporation. As the droplet undergoes a Coulombic explosion, however, the droplet may deviate briefly from the spherical shape. After a
Coulomb explosion, the macromolecule remains in the interior of the now smaller
spherical droplet. As the droplet approaches complete evaporation of the solvent,
the macromolecule holds the charge of the droplet and becomes a charged residue.
This mechanism is Dole’s charged residue model [17].
An experimental investigation by de la Mora on Dole’s CRM suggested that the
maximum charge (zmax ) of a globular protein can be determined from the charge
of the droplet at an instant before the complete evaporation of the solvent [22].
Assuming a globular protein that preserves its native conformation throughout the
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evaporation process, this investigation predicted that the charge of the ionized protein is between 60% and 110% of the Rayleigh limiting charge, QR , of the droplet.
Subsequent experimental data agreed with de la Mora’s findings concerning the
charge of an intact globular protein[58, 70].
Gas phase macroions, such as proteins and dendrimers, are most likely produced
by the mechanism described by the CRM. In positive-ion mode ESI, a protein is
charged by H+ where the peaks on the mass spectrum correspond to the molecular
mass-to-charge ratio (m/z). If the CRM holds, one or more macromolecules could
be in one droplet. Experimental investigations provided evidence that charged
proteins are produced by CRM [71]. Investigators [71] observed high-intensity
peaks of charged monomers and much smaller peaks of dimers and trimers. Subsequent study [22] has provided a theoretical relation between the number of the
elementary charge z and the molecular mass m of the protein:
πγε0
z=4 2
e NA ρ

!1/2

m1/2

(1.12)

where γ is the surface tension, e is the elementary charge, NA is the Avogadro
constant, and ρ is the density of the non-denatured protein (approximated to the
density of water). There are two approximations in this relationship: the protein
is assumed to be spherical and that the charge on the droplet will be transferred to
the protein. These approximations predict that the charge of the protein in the gas
phase is close to the charge determined by the Rayleigh limit (Equation (1.10)).
The approximations associated with the CRM, specifically the spherical assumption, limits its application to globular proteins or dendrimers. Thus, the
charging mechanism of a non-globular macromolecule, such as a DNA duplex or
protein that deviates from the spherical shape, cannot be accurately deduced from
the relation given in Equation (1.12).
In summary, the IEM and CRM mechanisms of producing gas phase macroions
from charged droplets can only predict a limited class of ions. The difficulty
arises from the inherent limitation of the experimental methods which makes it
challenging to observe the charging mechanism. Alternatively, molecular dynamics
simulations can be a useful tool for investigating the mechanism of generating
macroions, with diverse sizes and shapes, from charged droplets.
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1.3 Electrostatics of DNA in bulk solutions
Solutions of electrolytes and polyelectrolytes deviate significantly from ideal behaviour. In general, ions experience electrostatic interactions that are long-ranged,
decaying much slower than van der Waals forces. In salt solutions, the electrostatic
interactions between ions of the same charge polarity are less pronounced due to
the screening effect of the counterions. Debye and Hückel, in the 1920s, developed an approach to describe the deviation of an electrolyte solution from ideal
behaviour [72]. Their approach was only valid in dilute solutions which allowed
the linearization of the nonlinear Poisson-Boltzmann (NLPB) equation [73, 74] to
find an analytical solution for the electrostatic potential around a small ion. For
polyelectrolytes, the advancements began after the development of the rod-like
model [75]. However, the lack of finding analytical solutions for the NLPB equation limited subsequent progress. The ‘counterion condensation’ phenomenon [76]
provided a simpler description of the charge distribution around a polyelectrolyte.
The aim of this section is to review some significant advances in the area of
electrolytes and polyelectrolytes in the framework of electrostatics. Also, this
section outlines the derivation of the electrostatic potential in strong electrolyte
solutions and discusses the electrostatic properties for linear polyions.

1.3.1 Strong Electrolyte Solutions
A good starting point to understand the physical and chemical properties of polyelectrolytes is to review the properties of strong electrolytes.
Strong electrolyte solutions are important systems in physical chemistry and
biophysics. Even in dilute conditions, strong electrolyte solutions exhibit deviation
from ideal solution behaviour. The reason for this deviation is that the interaction between ions is long-ranged, decaying much slower than the van der Waals
interactions.
The primitive model presented here was developed by Debye and Hückel in the
1920s [72]. This model, which is presented schematically in Figure 1.4, is valid only
for very dilute solutions of electrolytes. The simplest example that can be treated
is the 1-1 electrolytes (e.g. salts of monovalent ions such as NaCl) that dissociate
completely in water. The cation and anion have charges of q+ = +e and q− = −e,
where e is the elementary charge, and placed in a continuum medium with the
permittivity of the dielectric ε. Because of the charge neutrality of bulk solution,
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the cations and anions have an equal bulk number density denoted by nb . This
model also assumes that the ions have a hard-core diameter a. When we assume
that the cations and anions have equal diameters, the model is called ‘restricted
primitive model’ in which no two ions can come closer than the diameter a.

Figure 1.4: Primitive model of electrolytes in solutions. The model was developed
by Debye and Hückel in the 1920s [72]. The solvent in the background is modelled
as a continuum medium with the permittivity of the dielectric ε. The closest
distance a counterion can approach the central ion is a. The charges are in the
units of e, the elementary charge unit.

The major energetic contribution between ions is electrostatic. Consider an ion
i in the model presented in Figure 1.4. An ion i can interact with a neighbouring
ion j through the electric potential energy,
U (rij ) =

1 qi qj
4πε rij

(1.13)

where rij is the separation distance between the charge qi and the charge qj ; ε is the
permittivity of the dielectric medium. The total electrostatic potential energy on
i due to all other ions can be expressed by applying the principle of superposition.
The principle states that the interaction between two charges is unaffected by the
presence of other charges. Thus we can express the total electrostatic potential
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energy on qi by summing up the contributions from the N -j charges on qi :
U (ri ) =

N
X
1 qi qj
j=1 4πε

(1.14)

rij

where ri is the spatial vector of ion i. A more useful expression is to write Equation (1.14) in terms of the electrostatic potential φ:
U (ri ) = qi φ(ri ).

(1.15)

From Equation (1.14) we find that the expression
φ(ri ) =

1 X qj
4πε j rij

(1.16)

is the electrostatic potential at the position of qi .
A fundamental equation of electrostatics that relates the electrostatic potential
to the charge density is the Poisson equation:
∇2 φ(r) = −

ρ(r)
ε

(1.17)

where ∇2 is the Laplacian operator,3 and the charge density ρ(r) represents the
excess charge per volume at location r in the solution. For a set of point charge
P
ions, the charge density can be expressed by ρ(r) = i qi δ[r − ri ] where the Dirac
δ-function restricts the summation to the charge qi at the point ri .
Another fundamental law in electrostatics is Gauss’s law:
Z
S

E · da =

1X
qi
ε i

(1.18)

where S is a closed surface and the sum over the qi corresponds to the total
enclosed charge. Here, the integrand is a scalar quantity representing the ‘flux’
of the electric field E through a small area da on the surface. In this model, the
whole surface is divided into infinitesimally small patches represented by vectors
aj normal to the surface and have magnitudes equal to the area of the patch. On
a spherical surface enclosing a point charge, the electric field due to this charge
is perpendicular and also constant everywhere on the surface. Thus, integrating
3 The

expression of the Laplacian operator in Cartesian coordinates is given by

∂2
∂x2

2

2

∂
∂
+ ∂y
2 + ∂z 2 .
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Equation (1.18) gives
Z

Z

E · da = E da ,
S
S
q
= 4πr2 E
ε

(1.19)

where in the second line, the integration over a spherical surface of radius r gives
the surface area 4πr2 .
Owing to the Coulomb interactions, the region surrounding an ion in salt solution will be enriched in counterions. If we consider Figure 1.4, the region near the
central cation will have an excess negative charge. This region is called the ‘ionic
atmosphere’. Here, under the assumption that all ions have the same diameter
value a, no ions can be closer than r = a to the central ion. Thus, in the region
where r < a the charge density ρ = 0.
The Debye-Hückel (DH) theory gives an accurate account for the deviation
from ideal behaviour in dilute electrolyte solutions. However, the DH theory was
developed based on a number of approximations. First, the theory is only accurate
in dilute solutions where the neighbouring ions are far apart that the electrostatic
repulsion is null. Here, we can approximate a spherically symmetric charge distribution of the counterions in the ionic atmosphere. Thus, the favourable electrostatic potential will be spherically symmetric between the central ion and the
counterions in the ionic atmosphere. It is convenient to express Equation (1.17) in
the spherical coordinate system,
ρ(r)
1 d 2 dφ
r
=−
∇ φ(r) = 2
r dr
dr
ε


2



(1.20)

where r is the distance from the central ion. The second approximation assumes
that the concentration of counterions surrounding the central ion is low so that the
electrostatic repulsions between the neighbouring counterions are negligible. This
approximation allows the use of Boltzmann statistics to express the population of
the number density of the counterions, n− , relative to the bulk number density of
ions, nb . A detailed derivation of the solution is given in Appendix A.
From the linearized Poisson-Boltzmann equation given in Appendix A for any
number s of ionic species, we re-write the constant κ2 as
κ2 =

s
1 X
q 2 ci
εkB T i i

(1.21)
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where s is the number of ionic species and ci is the concentration of species i
(ci = nb,i ). Equation (1.21) relates directly to the ionic strength I by
I=

s
1X
q 2 ci .
2 i i

(1.22)

The constant κ−1 is the ‘Debye length’; it plays an important rule in the DH
theory. The Debye length measures how far the electrostatic effects of a charge in
solution persists. For other types of electrolyte solutions besides the 1-1 type, the
Debye length can be simply modified and then applied to the linearized PoissonBoltzmann equation (Equation (A.8)).
The linearized Poisson-Boltzmann equation can be solved for the electrostatic
potential φ in the spherical coordinate system. A detailed derivation of the solution
is given in Appendix A. where the final expression for the electrostatic potential
is given by



q
q
κa


−
0<r<a



4πεr
4πεa
1
+
κa


(1.23)
φ(r) = 



q exp[−κ(r − a)]



r>a .
4πεr
1 + κa
We can now use the Poisson equation with the definition of the potential for
r > a to find the charge density surrounding the central ion:
ρ(r > a) = −ε∇2 φ(r) = −

qκ2 exp[−κ(r − a)]
4πr(1 + κa)

(1.24)

As we expect, the charge density surrounding a cation is negative, reflecting the
excess negative charge in the ionic atmosphere.
The charge surrounding the central ion can be calculated from the following
integral:
Z ∞
ρ(r > a)4πr2 dr
(1.25)
a

in the spherical coordinate system. Substituting Equation (1.24) for ρ gives
−

q Z ∞ κ2 exp[−κ(r − a)]
4πr2 dr = −q .
4π a
r(1 + κa)

(1.26)

This result shows that the charge in the ionic atmosphere is exactly equal and
opposite to the charge of the central ion. Thus, outside the ionic atmosphere
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the net charge is zero, effectively ’screening’ the charge of central ion. For a 11 electrolyte solution at 25◦ C and a salt concentration of c = 0.01 mol/L, the
Debye length κ−1 = 3.04/c1/2 Å [77]. Thus, κ−1 ≈ 30 Å and corresponds to the
radius of the ionic atmosphere. In contrast to the van der Waals interactions that
decay rapidly with distance, the electrostatic interactions are dominant at a short
distance.
Screening is a distinct feature of electrolyte solutions. The form of Equation (1.23) shows that the electrostatic potential decays exponentially. Thus, the
electrostatic potential in electrolyte solutions is a short-range interaction that decays much faster than the Coulomb potential that decays as r−1 . This trend
can help explains some phenomena associated with macroions, such as DNA, in
a charged droplet. These phenomena are discussed in Chapter 3, Chapter 4, and
Chapter 5.

1.3.2 Polyelectrolytes
Polyelectrolytes are polymers having many ionizable groups. They are commonly
investigated in biochemistry and molecular biology because nucleic acids and proteins are polyelectrolytes. In solution, they dissociate into polyvalent macroions
and many small ions of opposite charge polarity (counterions). The charge of the
macroion produces a strong electric field that attracts the counterions. The interaction of the macroion and its counterions in solution is an important factor of
the characteristic properties of polyelectrolytes [78]. Poly(acrylic acid) (PAA) was
the first synthetic polyelectrolyte. PAA has many ionizable groups (-COOH) on
each of its monomers (Figure 1.5(a)). DNA duplex is an example of highly charged
polyanion (Figure 1.5(b)). A DNA internal phosphate diester has an ionizable hydroxyl group with a pKa (the negative logarithm of the acid association constant)
value of nearly zero [79]; it completely ionizes in a pH range from 4.0 to 10.5 and
has one negative charge. A terminal phosphate has two hydroxyl groups and has
two negative charges for pH > 7.
The theoretical description of a fully ionized electrolyte initiated with the
derivation of the non-linear Poisson-Boltzmann (NLPB) equation for the electrostatic potential surrounding an ion in solution [72]. The theory of a uniformly
charged rod-like polyion commenced later following the analytical solutions of
the NLPB equation [73, 74]. However, these analytical results were based upon
polyions in the absence of added salt. As a result, subsequent progress was limited
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Figure 1.5: Examples of the chemical structures of polyelectrolytes and typical
counterions. (a) Poly(acrylic acid); (b) Adenosine nucleotide. Metal ions such as
Na+ and K+ are common counterions for the negatively charged polyions.
by the lack of analytical solutions of the NLPB equation under general conditions,
such as realistic shape, charge distribution, and the present of salt. Under such
conditions, analytical solutions of the NLPB equation are formidable to obtain.
Alternatively, numerical solutions of the NLPB equation were required. A simpler
theoretical approach that provides insight on polyions properties is counterion condensation (CC) [76]. Counterion condensation can predict some polyion properties
of DNA. Despite its simplicity, CC theory continues to provide valuable insight into
the properties of DNA in bulk solutions.
Important questions have sparked interest in studying the properties of polyelectrolytes. How do the theories for strong electrolyte solutions compare to theories for polyelectrolyte solutions? How to model linear polyions in molecular
simulations? How are the densities of the intrinsic charge and the ionic strength of
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the solution affects the morphology of the polyelectrolyte? The mechanisms of the
interaction between polyelectrolytes, or between polyelectrolytes and the charged
cell membrane, are not fully understood. For example, one question that has been
puzzling is why two like-charge macroions, such as DNA, should attract each other
and form stable complexes in solutions.

1.3.3 Non-covalent nucleic acid-ion interactions
Non-covalent, reversible, interactions between biological molecules control most
processes taking place in the cell. Nucleic acids’ packaging and their structural stability rely on the reversible interactions of DNA-protein and DNA-small molecules.
Biological processes such as gene expression (production of protein from a gene sequence) and DNA replication also rely on the numerous reversible interactions with
other biological molecules [80–82]. These interactions are well understood. More
subtly, nucleic acids interactions with water and ions also take part in the structural integrity and cellular processes that include nucleic acids. Considering their
central role in gene expression and DNA replication, nucleic acids have become
attractive targets for small drug molecules [83–88]. These therapeutic molecules
are designed to control the malfunction of nucleic acids in a biological cell and
aimed to treat major diseases such as cancer. Generally, DNA is a more attractive anticancer-drug target than RNA. Thus, it is more rewarding to study the
reversible interactions of molecules with DNA.
Small cations are always bound to negatively charged nucleic acids in biological
cells. For a therapeutic molecule to interact effectively with nucleic acids, therapeutic molecules must have a stronger affinity with nucleic acids than the non-covalent
bound ions. Thus, understanding the reversible interactions between nucleic acids
and small ions is essential for the design of effective therapeutic molecules to treat
cancer.
X-ray and NMR techniques may provide the structure of DNA complexes with
various molecules and ions. However, knowledge of the conformation alone may be
insufficient to understand the formation of DNA complexes. Some small molecules
interact with DNA to form complexes that may have similar structures but may
have different driving forces towards their formation. Therefore, to understand the
factors that affect the formation of the DNA complexes, we must determine the
underlying forces (Chapter 4) and relevant thermodynamic quantities (Chapter 6).
There are three known modes by which small cations interact with DNA [89–
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94]. Edge binding: This involves the binding of cations such as Na+ and Mg2 +
with the outside phosphate-backbone of DNA (Figure 1.6). This mode of binding
is non-specific and predominantly electrostatic in nature. Groove binding: In the
major and minor grooves of DNA, small cations bind to the protruded functional
groups from the DNA bases (Chapter 4). Helical axis binding: In addition to the
edge and groove binding modes, higher order DNA structures have, exclusively,
a third binding mode. DNA triplexes and quadruplexes have a single channel
along their helical axis enriched with electronegative carbonyl-oxygen atoms. This
electronegative environment is an attractive target for the binding of small cations
such Na+ or K+ (Chapter 6).

Figure 1.6: Representations of major binding modes for cation-DNA [89–94]. (a)
Edge binding of cations (in red) to DNA duplex. (b) Groove binding of cations to
DNA duplex. (c) Helical axis binding of cations to a DNA quadruplex.
Nucleic acids are ideal examples of highly charged polyanions. Their polyanionic nature plays a central role in the binding of small ions that affects the folding,
structural integrity, and ion condensation. Nucleic acids are fully charged over a
pH range from 4.0 to 10.5. In such a solution, each phosphate group along the
chain contributes a single electronic charge. These charges are intrinsic, covalently
bound, to the DNA. In the B-DNA conformation, the distance between the base
pairs is about 3.4 Å. Thus, the free energy cost of packing so many charges in
a small space would be prohibitive. Hence, in solutions, a DNA duplex is usually accompanied by positive counterions to neutralize the negative charges of the
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phosphate groups.
The electrostatic potential around a polyion in salt solution of 1-1 valency at a
salt concentration of cs can be ‘approximated’ by solving the non-linear PoissonBoltzmann equation,
ρ(r)
∇2 φ(r) = −
(1.27)
ε
where ρ is the charge density at position r given by
ρ(r) = ecs (e−eφ(r)/kB T − eeφ(r)/kB T ) .

(1.28)

The expression for ρ is based on Gaussian statistics to account for the freedom of
movement of ions in solution,
ci = cs e−Wi /kB T

(1.29)

where ci is the ion concentration at a local point; cs is the salt concentration in
bulk; Wi is the work required to move an ion to the local point from infinity.
The solution of the non-linear Poisson-Boltzmann for a polyion is based on
the approximation that Wi in Equation (1.29) can be replaced by eφ(r) (Equation (1.28)). However, the Debye-Hückel approximation is inapplicable to highly
charged polyelectrolytes [95]. Exact analytical solutions of the NLPB equation are
available in absence of salt. For infinite uniformly charged cylinders in the presence
of salt, a variety of numerical integration schemes have been reported [96, 97].
The ionic atmosphere of a DNA in a salt bath has an excess of counterions and a
deficit of co-ions. The concentrations of the small ions within the ionic atmosphere
approach their respective bulk values as their distance from the DNA molecule
increases. Accordingly, a hypothetical surface of the ionic atmosphere defines the
distance from the polyion surface beyond which the concentrations of the small ions
are that of the bulk values. Within the ionic atmosphere, then, the charge density
at any point is the difference between the charge concentrations of the counterions
and co-ions at that point. For example, in a solution of NaCl, the concentrations
of the Cl – and Na+ ions are equal. In the ionic atmosphere of the DNA, the net
density of the positive charge at any point is given by the elemental charge (e)
times the concentration of excess Na+ ions. Integration of the net charge density
inside the ionic atmosphere gives the total positive charge that compensates the
intrinsic charge on the DNA. However, measuring the concentrations of the small
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ions everywhere within the ionic atmosphere is difficult. This problem is an active
area of research where MD simulations provide useful results.
DNA and other polyions in salt solution exhibit the so-called counterion condensation (CC) phenomenon[98–100]. The phenomenon hypothesizes that counterions condense onto polyions until the linear charge density along the chain reduces
to a certain value. A duplex of DNA in a dilute (about 10−4 M) monovalent salt
solution exchanges only about 25% of the neutralizing counterions with the those
in the bulk. Consequently, a significant fraction of the neutralizing counterions
remains associated with the DNA. Consequently, a large ‘condensed’ fraction then
does not participate in the colligative properties. The interaction between counterions and DNA is referred to as ‘condensation’ because the counterions form an
ionic cloud around the DNA without having a preference for binding to a specific
site. In other words, the counterions are constrained to DNA, yet they are free to
move along the DNA surface within an ionic atmosphere.
Counterion condensation reduces the net negative charge on the DNA. This
effect results in changes in the colligative properties of the solution, binding of
ligands, and stability of the DNA structure. The condensation of counterions on
the DNA reduces the concentration of the bulk salt which results in changes in
solution properties. The overall free energy of binding can be regarded as the
balance between the entropically favourable release of condensed counterions to
the bulk solution and the enthalpically favourable constraint of counterions in
the ionic atmosphere. The entropic effect of releasing counterions may result in
denaturation (destabilization of the native conformation) of the DNA. The release
of counterions will also lead to an increase in the effective charge of the DNA and
an increase its affinity to counterions.
The linear charge density governs the release of the neutralizing counterions.
For a linear polyion in dilute solution, Manning’s formula of condensation [78, 98]
is described by the dimensionless parameter ξ (the Manning-Oosawa parameter):
ξ=

λB
|zc | b

(1.30)

where zc is the valency of the counterion and b is the average axial spacing between
the neighbouring intrinsic charges along the polyion. The numerator represents the
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‘Bjerrum length’. The Bjerrum length is given by
λB =

e2
4πεkB T

(1.31)

where ε is the permittivity of the bulk solution, e the elementary charge, and kB is
the Boltzmann constant. The physical interpretation of the Bjerrum length is that
it provides a measure of the separation length at which the electrostatic interaction
between two elementary charges is equal to the thermal energy, kB T .

Figure 1.7: Physical and rod-like models of DNA. (a) Molecular structure of DNA
shows the atomistic feature of a double-stranded DNA surrounded by counterions
in water. (b) Schematic of a DNA duplex illustrates the rod-like model.
The Maning theory states that, when ξ > 1 the average fraction f of counterions
condensed on each charge of the polyion is given by
f = 1 − ξ −1 .

(1.32)

For B-DNA modelled as rodlike polyion [75] (Figure 1.7), the separation distance
between base pairs (two phosphates, one on each backbone) is 3.4 Å; the axial
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charge separation b is equal to 1.7 Å. In a solution of water at T = 298 K, λB is
about 7.1 Å. Thus, for DNA in monovalent salt solution, the Manning parameter
ξ ≈ 4.2 which indicates that condensation will occur. Accordingly, for B-DNA a
fraction f ≈ 0.76 of monovalent cation associate with each negative phosphate due
to condensation. This estimation is valid for concentrations of bulk salt up to 0.001
M. At higher concentrations, the fraction of the condensed counterions starts to
decrease[101]. When ξ < 1, all the counterions in the ionic atmosphere are free to
exchange with the counterions in the bulk solution.
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Chapter 2

Molecular Modelling and Computational Methods
The term ‘molecular modelling’ refers to the simplified description of molecular
systems by mathematical expressions devised to predict the chemical and physical
properties of the system. Idealized models offer a way to determine the properties
of ‘simple’ systems by using analytical expressions. In contrast, realistic models
require a different approach to predict the properties of systems with complex
potential energy functions and electrostatics.
Molecular simulations are computational methods broadly used to predict the
properties of molecular models of varying complexities. The field of molecular simulations is made up of methods distinguished by the degree of details of the model
used to describe the molecular system. Quantum mechanical, or ab initio, methods
[1] model atoms as electron clouds and extract the properties of molecular systems
by solving Schrödinger’s equation for the electronic model numerically. Molecular
mechanical methods, such as classical (non-ab initio) molecular dynamics [2, 3]
and Monte Carlo [4, 5], model atoms as point sites and predict the properties of
molecular systems by sampling the important configurational space. At a lower
level of details, the ‘coarse-grained’ method [6–10] models molecules by lumping
multiple atoms into point sites called ‘pseudoatoms’. These methods have different
scopes depending on the level of accuracy required or the size of the molecular
system.
This chapter presents some fundamental concepts in molecular dynamics simulations and a brief introduction to the alchemical transformation technique in
free energy calculations. A comprehensive introduction for molecular simulations
methods can be found in some outstanding books [11–19] that deal with this topic
in the context of the broader subject of computational chemistry.
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2.1 Models for the empirical force field
Computational chemistry methods can handle a variety of system sizes. Quantum
mechanical methods deal with electrons and are limited by the available computational resources to model small systems, typically composed of up to 103 atoms
and capable of simulation time of up to 10−10 s. However, many of the problems
that we would like to study are too large to be modelled by quantum mechanical
methods. Atomistic molecular mechanics can tackle considerably larger systems,
typically composed of up to 106 atoms and capable of longer simulation time of
up to 10−6 s [20]. Indeed, biological systems such as proteins and nucleic acids
can be modelled using force field methods. Moreover, these biomolecules can be
modelled in explicit water models to predict the physical and chemical properties
in physiological conditions.

2.1.1 A simple force field
Molecular mechanics is based on several approximations. One approximation is
that molecular mechanics deals with the nuclear coordinates and ignores electrons.
This assumption is a utilization of the Born-Oppenheimer approximation which
separates the electronic and nuclear motions. Consequently, the energy of a molecular system can be determined from the nuclear positions only. Because electrons
are ignored, molecular mechanics can be applied to a system of a considerable number of ‘atomic sites’. (The term ‘atomic site’ is a more accurate definition for the
coordinates than the term ‘atom’ because molecular mechanics deals with nuclear
position only. In the literature on molecular mechanics, the two terms are used
interchangeably.) Another approximation is the use of simple models to describe
interactions in the system. For example, most force fields describe bond stretching
and angle bending using Hooke’s law. Despite the simplicity of such models, force
fields can produce considerably accurate calculations.
The force field energy is the sum of the energetic contributions from the bonded
and non-bonded terms. These terms describe the intra- and inter-molecular forces
within the modelled system. The sum of the contributions can be written as
U = Ubond + Uangle + Udih + Uvdw + Uelec

(2.1)

where Ubond is the energy associated with bond stretching; Uangle is the energy
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associated with angle bending; Udih is the energy associated with the dihedral
torsion. Together, these energies are the bonded contributions. The Uvdw energy
is associated with the van der Waals interactions and Uelec is the energy associated with the electrostatic interactions. Some force fields may include additional
terms to account for other contributions but most force fields include these five
contributions.
A simple molecular mechanics force field can be represented by a few models that describe the energetic contributions from the intra- and inter-molecular
interactions. Schematic representations of the various contributions to the total
energy of the system are presented in Figure 2.1. Each contribution has an associated ‘reference’ value such as an equilibrium bond length, angle, and dihedral
angle. Deviation from the reference values is associated with energetic penalties.
To compute these energetic penalties, each contribution is represented by a function that models the interaction and describes the change in energy as the molecule
deviates from the associated reference value.

Figure 2.1: Schematic representation of the five major contributions to a force
field. The top representations are the contributions from the bonded interactions:
bond stretching, angle bending, and bond rotation (torsion). The bottom representations are the contributions from the non-bonded interactions: electrostatic
and van der Waals [21].
The functional form of a typical force field describes the sum of the energetic
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contributions from the various models that describe the system. A simple force
field [21] can be written as




U rN =

X
bonds

+

X ki
ki
(li − li,0 )2 +
(θi − θi,0 )2 +
2
2
angles

N X
N
X
i=1 j=i+1
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σij
rij
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−

σij
rij

!6 
+

N X
N
X

X
torsions

Vn
(1 + cos(nω − τ ))
2

qi qj
i=1 j=i+1 4πε0 rij

(2.2)

where U (rN ) refers to the potential energy as a function of the vector positions
rN (vectors are indicated by bold symbols). The notation rN is a reminder that
the system contains an N -position vectors: {r1 , r2 , ..., rN }. The first term models
the bond stretching (oscillation) between a pair of atoms (pair ij) by a harmonic
potential model. Deviation of the bond length li from the reference length li,0 is
associated with an increase in energy. The energy contributions are summed over
all pairs of bonded atoms. The second term models the angle bending between
three bonded atoms. The angle bending is also models by a harmonic potential
where a deviation of the angle θi from its reference value θi,0 increases the potential
energy. Summation over all the angles gives the total contribution from angle
bending. The third term describes the energetic penalties associated with torsions.
This model represents a Fourier series expansion that describes the rotation of the
dihedral angle ωn . In this term, Vn denotes the rotation barrier (the energy required
to rotate about a bond); tau represents the phase shift (0◦ or 180◦ ). Together, these
three models describe the bonded interactions.
The fourth and fifth terms in Equation (2.2) describe the non-bonded interactions. The fourth term models the short-range repulsion and van der Waals
interaction between pairs of atoms by the Lennard-Jones function [11–13, 22–24].
The summation is carried out over all pairs of non-bonded atoms i and j. The
double summation indicates that the interaction between the pair i and j is computed once. The Lennard-Jones term is a function of the separation distance rij
where εij denotes the depth of the potential well and σij denotes the collision
diameter of the ij atom pair. The fifth term in Equation (2.2) models the electrostatic interaction between pairs of charges, qi and qj , using a Coulomb potential.
The charges are commonly located at the atomic sites. Although these two terms
describe non-bonded interactions, they are also used to compute the interactions
between atoms within a molecule but separated by three or more bonds. This type
of interaction is the so-called ‘1-4 interaction’: an interaction between atoms 1 and

Chapter 2 / Molecular Modelling and Computational Methods

36

4 within a molecule.

2.1.2 Features of a force field
Different force fields may have identical functional forms; however, they usually
use different parameters. The parameters are the various constants and reference
values appearing in the force field function such as εij , Vn , li,0 , θi,0 , and σij . For
example, AMBER [25–29] and CHARMM [30–38] are two popular force fields for
molecular modelling and simulations of proteins and nucleic acids. The two force
fields have similar functional forms, but the parameters they use are considerably
different. Yet, both force fields produce comparable results. It is important to
note that the functional form and the parameters of a force field act as a single
unit aimed for computing the system energy; parameters from one force field are
not compatible with another. Thus, determining the parameters is an important
step in the development of a force field.
An essential feature of a general force field is the ‘transferability’ of parameters. Rather than defining a new set of parameters, existing parameters can be
used, transferred, to model a related molecule. This feature allows force fields
to be applied to many molecules without the need for the complicated and timeconsuming task of parameterization. For example, a general set of parameters for
nucleic acids can be used to model nucleic acids of various sequences and lengths.
For more precise calculations, it is necessary to define a new set of parameters.
The development of parameters is a complex task; it includes fitting the results
with data from experimental results or quantum calculations. For this reason,
force fields are ‘empirical’. The development of a force field attempts to reach a
compromise between accuracy and efficiency. Accuracy can be obtained by developing parameters that reproduce the available experimental data or quantum
mechanical calculations. Efficiency can be achieved by using a simple functional
form of the force field. Therefore, most force fields assume simple functional forms.
Molecules that involve different atom types would require numerous parameters
for the van der Waals interactions. For example, a system consisting of diatomic
molecules of two different atom type, say A and B, would require determining
six parameters for the Lennard-Jones potential: σAA , εAA , σBB , εBB , σAB , and
εAB . Such a process is complex and time consuming. Fortunately, the cross
intermolecular parameters between the atom type A and B can be determined by
using the ‘mixing rules’ (also called the ‘combining rules’). The collision diameter
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σAB can be determined from the arithmetic mean of the two pure atom types:
σAB =

1
(σAA + σBB )
2

(2.3)

whereas the well depth is obtained by calculating the geometric mean:
εAB =

√
εAA εBB .

(2.4)

Some force fields such as the OPLS [39] uses the geometric mean to determine
the collision diameter σAB . An obvious advantage of using a mixing rule is the
considerable reduction in time required for developing parameters for the cross
atom types interactions.
The term ‘atom type’ specifies an atom in molecular mechanics force fields.
Each atom type specifies the atomic number, the hybridization state, and the local
environment of an atom. For example, force fields can have three atom types sp3 -,
sp2 -, and sp-hybridized carbons. Additionally, most force fields distinguish between
atoms in different environments. For example, AMBER and CHARMM force fields
assign different atom types for the carbon atoms [27–29] in a five-membered ring,
in a six-membered ring, and for carbon atoms between fused aromatic rings (e.g.
carbons in purines).

2.1.3 Models for liquid water
Water is an essential solvent molecule for biomolecular simulations. It is also
the most challenging to model by molecular mechanics force fields. The difficulty
emerges from two molecular properties that give rise to unique macroscopic properties of water: proton tunnelling and strong hydrogen bonding between water
molecules. The presence of the low-mass hydrogen atoms gives rise to the quantum effect of ‘proton tunnelling’. (Tunnelling is a quantum mechanical phenomenon
refer to the displacement of quantum particles, such as electrons, between small
barriers.) Although a proton has about 2000 times the mass of an electron, proton tunnelling may still occur [40]. The strong hydrogen bonding between water
molecules leads to ‘charge transfer’. These molecular properties give rise to some
unusual properties of water which are mostly phase related: volume expansion of
the solid, various crystal structures, and high heat of vaporization.
Parametrization is aimed to reproduce the water properties. However, an ac-
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curate description of the water properties would require a computationally expensive model. Furthermore, the large portion of the system is composed of water
molecules; thus, computational efficiency must be considered when developing a
model for water simulations. In general, the parametrization of water should balance between accuracy and computational efficiency.
Water models for molecular mechanics can be classified by their number of
interaction sites, flexibility, or polarizability. As shown in Figure 2.2, simple water
models use between three and five interaction sites. The ‘simple point charge’
(SPC) water model [41] and the ‘transferable intermolecular potential 3 point’
(TIP3P) water model [42] use three sites for the Coulombic interactions and a
single site for the Lennard-Jones interactions. An updated variation of the SPC
model is the so-called SPC/E [43] where E stands for ‘extended’. The SPC/E model
has larger partial charges on the oxygen and hydrogens than in the SPC model to
simulate self-polarization. The TIP3P model has positive partial charges on the
hydrogens and a negative partial charge on the oxygen (qO = −2qH ), but uses a
single site for the Lennard-Jones interactions positioned on the oxygen site. The
potential function that describe the interaction between a pair of TIP3P molecules,
m and n, can be written as
Umn =

m X
n
X
qi qj e2
i

j

rij

+

A
12
rOO

−

C
6
rOO

(2.5)

where A and C are the Lennard-Jones parameters for the intermolecular interactions between the oxygen sites. The CHARMM water force field, however, uses
three van der Waals interactions between the three atomic sites of the TIP3P
model. The TIP4P model [37] has four atomic sites; it places an atomic site positioned on the oxygen for the Lennard-Jones interactions and two atomic sites on
the hydrogens for the Coulombic interactions. The fourth atomic site is moved
from the oxygen atom to a position along the H–O–H bisector where it carries a
partial negative charge. The TIP5P model [44] places two partial negative charges
at the oxygen lone pair sites. These water models can have their bonds and angles
rigid or flexible. Naturally, flexible models require considerably high computational
effort than the fixed models.
The simple models in Figure 2.2 can yield good approximations of many of the
water properties. For more precise work on a small system, however, it is more
appropriate to use a polarizable water model. A polarizable water model includes
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Figure 2.2: Schematic representations of some simple water models [37, 41–44].
The M denotes a dummy atom that carry a partial negative charge; the LP denotes
a dummy atom representing a lone pair of electrons. The TIP5P model has a
tetrahedral-like geometry.

explicit terms that account for the polarization effect. Polarization is caused by
the interactions that give rise to change in the charge distributions. For example, a
molecule that acts as a source of the electric field can induce a dipole moment in a
neighbouring molecule. Accordingly, the induced dipole modifies the electrostatic
interactions between molecules. There are several ways to include the polarization
effects. One approach models the induced dipole at the atomic level [45]. Another
approach to model the polarization effects is to change the charges dynamically
during the simulation [46]. In this model, the charges are treated as variables that
must be computed at every step of the simulation. Naturally, a common problem
with the polarizable models is the considerably high computational cost.
One advantage of the polarizable models is the ability to reproduce the properties of water in various phases. This advantage is useful for simulations that
undergo a phase transition. A good test for a polarizable water model is to compute the dipole moment of an isolated water molecule. The dipole moment of an
isolated polarizable-water molecule should be similar to the dipole moment of water
in the gas phase. In contrast, a similar test on an isolated simple-water molecule
would only give the dipole moment value of water in the liquid phase. Most of
the investigations, however, simulate the behaviour of water in bulk solutions and
condensed clusters such as in droplets. Thus, the computation cost associated with
the use of polarizable models cannot justify their use in most simulations.
An isolated water molecule has a dipole moment of 1.85 Debye, but in a condensed phase, the dipole moment is about 50% higher at 2.85 Debye. This increase
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in the dipole moment of water in a condensed phase is due to the electronic polarization. Polarizable models can reproduce these values, but they are only useful for
calculations involving small condensed-phase systems. Alternatively, simple water
models such as SPC/E and TIP3P are optimized to approximate the polarization
effect without the use of additional terms in the force field. This goal is achieved
by increasing the values of the partial charges, effectively increasing the dipole
moment of the water molecule. Therefore, it is more common to use simple water
models such as SPC/E or TIP3P than to use polarizable models.
The quality of a water model can be assessed by computing physical and thermodynamic properties using the model and comparing the results with values
obtained from experiments. For example, most assessments compare the melting
temperature, density, heat of vaporization, heat capacity Cp , and dielectric constant. The results may vary considerably among the various models. Some water
models perform better than other models in predicting some properties but perform
poorly in predicting other properties. Specifically, the prediction of the dielectric
constant value of water (ε = 78) can vary significantly among the non-polarizable
models ( ε = 50–94) [47].

2.2 Molecular dynamics simulation methods
Molecular dynamics (MD) is one of the primary tools of computational chemistry.
It grew out of the need to understand the dynamical properties of the fluids by
using hard sphere models [2]. In bulk simulations, periodic boundary conditions
(PBC) allow the use of a small number of particles in a box, in a way that mimics
an infinitely large volume. The fundamental principle of MD simulations is to
generate successive configurations of the system by numerically solving Newton’s
equations of motion. The propagation of configurations forms a trajectory that
describes the evolution of the velocity and position of the particles in the system.
Thus, an MD simulation propagates the molecules in time to explore the phase
space of the system.

2.2.1 Newton’s equation of motion
A typical MD simulation starts by defining the initial ‘state’ of the system. This
initial state is a list of the coordinates that define the positions, x, and their conjugate momenta, p, of all the particles in the system. For N particles there are 3N
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position coordinates and 3N conjugate momenta. Thus, a state of the system can
be defined by the 6N -dimensional vector Γ = {x1 , y1 , z1 , ..., zN ; px1 , py1 , pz1 , ..., pzN }.
From the initial state, the particles are moved forward as described by the solution
of the equation of motion.
The trajectory of the particles can be obtained by solving the classical equation
of motion expressed in Newton’s second law:
Fxi = mi axi
Fxi = mi

d2 xi
dt2

(2.6)

where Fxi denotes the force component in the x direction acting on the particle i of
mass m that accelerates with a value of ax . Analogous equations to Equation (2.6)
are written in terms of the y and z coordinates. The solution for this equation
describes the motion of the particle as a function of time. Because forces depend
on the relative positions of the particles in the system, the motions of the particles
are coupled. Thus, an analytical solution of Equation (2.6) is impossible to obtain
for large numbers of particles. Alternatively, numerical solutions are commonly
used to describe the motions of the particles.

2.2.2 Finite difference methods
One way to solve the equation of motion and generate MD trajectories is to use
a ‘finite difference’ method. There are many finite difference algorithms, but they
all share the same essential idea of solving the equation of motion after every fixed
time step ∆t. The algorithms share common steps: the calculation of the total
force on each particle at a time t which is equivalent to finding the acceleration
a(t) = F(t)/m; the combination of the acceleration at time t with the position
vector r and velocity vector v at time t. From the three vectors at time t, F(t), r(t),
and v(t), one can determine the position and velocity at time t + ∆t: r(t + ∆t), and
v(t+∆t). The same calculations are carried out for all particles in the system. This
procedure is then repeated to find new positions and velocities at times t + 2∆t,
t + 3∆t, and so forth.
The simplest numerical solver for the equation of motion is the Verlet algorithm
[48]. The algorithm combines Taylor expansions for positions with respect to time
in the forward and backward directions. The second-order Taylor expansion for a
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particle position forward, from time t to t + ∆t, can be written as
1
r(t + ∆t) ≈ r(t) + ṙ(t)∆t + r̈(t)∆t2
2

(2.7)

where ṙ(t) = v(t) (velocity) and r̈i (t) = F(t)/m (Newton’s second law). Substituting the expressions for ṙ(t) and r̈(t) into Equation (2.7) yields
r(t + ∆t) ≈ r(t) + v(t)∆t +

1
F(t)∆t2
2m

(2.8)

where the force F(t) on the particle is a function of the positions of all other
particles in the system. The Taylor expansion for the position backward, from
time t to t − ∆t, can be written as
r(t − ∆t) ≈ r(t) − v(t)∆t +

1
F(t)∆t2 .
2m

(2.9)

Adding Equation (2.8) to Equation (2.9) gives
r(t + ∆t) + r(t − ∆t) = 2r(t) +

1
F(t)∆t2 .
m

(2.10)

Rearrangement of Equation (2.10) one obtain the ‘Verlet algorithm’ for positions:
r(t + ∆t) = 2r(t) − r(t − ∆t) +

1
F(t)∆t2 .
m

(2.11)

The Verlet algorithm (Equation (2.11)) is a ‘velocity-independent’ scheme: it
generates a new position at time t + ∆t from the current position r(t), the previous
position r(t − ∆t), and the total force F(t) acting on a particle at the current
position. Velocities do not explicitly appear in this algorithm, but can be calculated
from the forward and backward positions using the first-order ‘central-difference’
approximation:
r(t + ∆t) − r(t − ∆t)
v(t) =
.
(2.12)
2∆t
Thus, the Verlet algorithm does not generate new velocities. Additionally, velocities are not obtained until the next step that provides the positions r(t + ∆t).
Another drawback of using the Verlet algorithm (Equation (2.11)) is the reduction
in precision. The new positions r(t + ∆t) are obtained by adding the smaller quantity F(t)∆t2 to the difference of two larger quantities 2r(t) and r(t − ∆t). Taking
the difference of two large quantities may lead to loss of precision in estimating
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the new positions.
A variant of the Verlet algorithm that addresses some of its disadvantages is
known as the ‘leap-frog’ algorithm [49]. The leap-frog algorithm generates new
positions and velocities using the following relationships:
r(t + ∆t) = r(t) + v(t + 12 ∆t)∆t

(2.13)

1
F(t)∆t.
(2.14)
m
In this procedure, the velocities are calculated first at time t − ∆t along with the
forces at time t to give the velocities at time t + 21 ∆t. The result is then used
in Equation (2.13) to generate the positions at time t + ∆t. Thus, the velocities
‘leap-frog’ over the positions, while the positions ‘leap-frog’ over the velocities (Figure 2.3). The velocities at time t can be calculated using an additional relationship:
v(t + 12 ∆t) = v(t − 12 ∆t) +

v(t + 12 ∆t) + v(t − 12 ∆t)
.
v(t) =
2

(2.15)

Two advantages of using the leap-frog over the Verlet algorithm: the leap-frog
generates new velocities explicitly, and it does not include a difference between
large quantities. Thus, the leap-frog algorithm is more robust and precise than
the Verlet algorithm. One obvious drawback, however, is that the positions and
velocities generated by the leap-frog algorithm are not synchronized. Therefore, it
is not possible to compute the potential and kinetic energies, the contributions to
the total energy, at the same time.

Figure 2.3: A depiction of the leap-frog algorithm. In the leap-frog algorithm [49],
the positions ‘leap-frog’ over the velocities while the velocities ‘leap-frog’ over the
positions.
Another variant of the Verlet algorithm known as the ‘velocity Verlet’ algo-
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rithm[50] generates new positions and velocities. For positions, the Taylor expansion for the forward position is used:
r(t + ∆t) ≈ r(t) + v(t)∆t +

1
F(t)∆t2 .
2m

(2.16)

To derive the expression for the velocities, one writes the Taylor expansion for the
positions about time t + ∆t:
r(t) = r(t + ∆t) − v(t + ∆t)∆t +

1
F(t + ∆t)∆t2 .
2m

(2.17)

Then, substituting Equation (2.16) for r(t + ∆t) into Equation (2.17), and rearranging, gives the velocity form of the Verlet algorithm:
v(t + ∆t) = v(t) +

1
[F(t) + F(t + ∆t)] ∆t.
2m

(2.18)

Together, Equation (2.16) and Equation (2.18) are used in the velocity Verlet
algorithm. The algorithm is a three-step procedure. The first step generates new
positions at time t+∆t from Equation (2.16) using the velocities and forces at time
t. The second step computes the forces at time t + ∆t. Finally, the new velocities
at time t + ∆t are generated according to Equation (2.18).
The Verlet and velocity Verlet algorithms are time-reversible. Equations (2.11),
(2.16), and (2.18) are invariant by reversing time from ∆t to −∆t. When timereversible algorithms are used, they lead to relatively small drifts in the total
energy. This property is important for obtaining an accurate trajectory for longtime simulations.
Appendix C provides details of a molecular dynamics simulation program, developed by the author, that was written in C++ to simulate the properties of
Argon-type atoms. The program uses the leap-frog algorithm to solve the equation of motion and uses periodic cells to predict the bulk properties of the system.

2.3 Calculations of properties
Computer simulation methods allow us to study macroscopic systems by considering small representative systems. Macroscopic systems contain a substantial
number of particles (of the order of 1023 ) with an enormous number of configurations and complex energy surface. Thus, it is impossible for a computational tech-
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nique to produce the entire energy surface. To overcome this problem, computer
simulation methods use a small representative replica of the macroscopic system.
The small replica system samples configurations that can be used to predict the
structural and thermodynamic properties. Additionally, molecular dynamics simulations produce trajectories of configurations that provide a detailed description
of the way atoms and molecules change with time.

2.3.1 Ensemble averages
The primary goal of computational simulations is to calculate structural and thermodynamical properties (e.g. energy, pressure, free energy) of a system from its
atoms or molecules. A macroscopic system (of the order of 1023 molecules) can be
specified with few parameters such as volume, density, and temperature. A microscopic system, however, can have an enormous number of states that correspond
to the same macroscopic properties. Thus, the knowledge of the microscopic states
is essential for the estimation of the various thermodynamic properties. Unless the
system contains few atoms, it is impossible to determine all the microscopic states.
Let A be a property that depend on the positions rN and momenta pN of
the N particles that make up the system. The instantaneous value of A is timedependent; it can be written as A(rN (t), pN (t)). As the system evolves in time,
the instantaneous value fluctuates. Experimentally, the ‘time average’ Ātime is
measured over the instantaneous values A(rN (t), pN (t)) for a long enough time
interval τ :

1Z τ  N
A r (t), pN (t) dt.
(2.19)
Ātime = lim
τ →∞ τ 0
This equation, or a numerical equivalence, suggests that the macroscopic property
A would be computed by simulating the system for an infinitely long time; calculating the instantaneous values of A(t) and determining the time average Ātime .
In reality, this approach is impossible because of the extremely long time. Instead, statistical mechanics can be used to approximate the average value of a
macroscopic property in a manner that is computationally feasible.
J. Willard Gibbs introduced the concept of a statistical ‘ensemble’. An ensemble is a collection of numerous virtual replicas of a system that are considered
simultaneously. Each ‘member’ of the ensemble represents one possible microstate
that has a specific set of positions and momenta. The ensemble is constructed in
a manner to include microstates that replicate the conditions of the macrostate
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such as the total energy E, the volume V , or the number of molecules N . Each
possible microstate has a probability that corresponds to the likelihood of finding
a member of the ensemble in a particular microstate. The microstate probabilities
would change if any of the macrostate conditions were changed. At equilibrium,
however, those probabilities would not change over time.
In statistical mechanics, the time average of an observable A(rN , pN ) is replaced
by the ‘ensemble average’:
hAi =

ZZ









A rN , pN P rN , pN drN dpN

(2.20)

where the angle brackets h· · · i indicate an ensemble averaging; A(rN , pN ) represent
the value of the observable A for the microstate associated with the set of positions
and momenta (rN , pN ); P(rN , pN ) is the probability density associated with the
same microstate. A numerical form of Equation (2.20) can be written as
hAi =

X









A rN , pN P rN , pN .

(2.21)

all microstates

According to the ‘ergodic hypothesis’ the ensemble averages are equal to the time
averages:
hAi = Ātime .
(2.22)
This hypothesis says that the time average of an observable can be determined
without the knowledge of the detailed time-history of the positions and momenta.
Instead, from the probability densities of the various microstates, the time average
can be estimated by computing the ensemble average.

2.3.2 Calculations of simple properties
In a typical molecular dynamics simulation, the initial positions and velocities of
atoms may not be representative of the target macrostate conditions. It is often
essential to ‘equilibrate’ the system at the beginning of the simulation. Equilibration of the system can be achieved by running a molecular dynamics simulation
for a long enough time for the system to reach the target conditions (e.g. energy,
temperature, pressure). At equilibrium, time-dependent properties will fluctuate
about their average ensemble values. The time required for the system to reach
equilibrium is not clearly predetermined; some systems may require extremely long
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equilibration runs (of the order of 10−9 s). After equilibration, one can use the
simulation data to study the system. This part of the simulation is commonly
known as the ‘production’ stage.
During the production stage, each step of the simulation is considered a microstate. The values computed at each step (usually 1.0 fs between consecutive
steps) are the instantaneous values of associated with the various observable in
the system. After M time steps, one can compute the average of an observable A
using the numerical integration
hAi =

M


1 X
A rN , pN .
M i=1

(2.23)

For example, the potential energy of the system can be computed as an ensemble
average over the microstates explored during the production stage:
M
 
1 X
hU i =
U rN .
M i=1

(2.24)

The temperature of the microcanonical ensemble, one with constant (N,V,E),
fluctuates whereas in the canonical (N,V,T) and the isobaric-isothermal ensembles
the temperature values are constants. The temperature can be calculated from the
average kinetic energy K:
hKi =

N
X
|pi |2
i=1

2mi

= (3N − Nconstr )

kB T
2

(2.25)

where pi is and mi are the momentum and the mass of atom i, respectively.
The factor in brackets is equal to the degrees of freedom in the systems where
N is the number of atoms and Nconstr is the number of constraints. The total
momentum of the system has a value of zero; Nconstr has a value equals to 3. Solving
Equation (2.25) for T , one obtains a simple estimate of the average temperature,
T=

2hKi
.
(3N − Nconstr )kB

(2.26)

The pressure of a conical ensemble can be computed from the ‘virial theorem’.
The ‘virial’ is defined as the sum of the products of the positions and forces of all
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atoms. The symbol W commonly denotes the ‘virial’,
W≡

N
X

ri · Fi

(2.27)

i

where ri is the position vector of atom i and Fi is the total force acting on it.
According to the virial theorem, the virial is equal to −3N kB T . In an ideal gas, the
only forces present in the system are those between the atoms and the wall of the
container; there are no forces between the atoms. For an ideal gas (P V = N kB T ),
the virial becomes
W = −3P V = −3N kB T.
(2.28)

Figure 2.4: Evolution of the system properties in a typical molecular dynamics
simulation. Equilibration stage at the beginning of the simulation is characterized
by rapid changes to the system properties such as the potential energy (U ), the
temperature (T ), and pressure (P ). The system reaches an equilibrium state after
a time long enough for the system to lose memory of its initial configuration and
velocities.
In ‘real’ gases or liquids, however, atoms interacts. This interaction is due
to forces between the atoms. Thus, the virial for a real gas or liquid adds the
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contributions from the forces between the atoms to the virial definition for an
ideal gas (Equation (2.28)). The virial of a real gas or liquid is given by
W = −3P V +

N X
N
X

rij Fij = −3N kB T

(2.29)

i=1 i=i+1

where rij denotes the separation distance between atoms i and j; Fij is the force
due to an interaction between them. (Detailed derivation of the real gas or liquid
contribution is provided in Appendix B.) Rearranging this equation and solving
for the P , one obtain the expression for the pressure of real gases and liquids:




N X
N
1
1X
P = N kB T −
rij Fij  .
V
3 i=1 j=i+1

(2.30)

An example for the calculations of simple properties is provided in Figure 2.4.
The temperature and pressure of the dynamic system can be controlled to
maintain specific values during the simulation. One way to control the temperature is by scaling the velocities of particles in the system [51]. Alternatively, the
temperature can be maintained by coupling the system to an external ‘heat bath’
that acts as a source or sink for the thermal energy of the system [52]. In analogous
to the methods for temperature control, pressure can be maintained by scaling the
volume or by coupling the system to a ‘pressure bath’ [52].
Molecular dynamics and Monte Carlo simulations have some advantages and
disadvantages. Molecular dynamics can be used to calculate time-dependent properties such as transport coefficients and to explore the dynamics of the system.
However, molecular dynamics suffers from deficient temperature and pressure control methods where the fluctuations can be considerably large. Monte Carlo is
more suitable for ensembles that require temperature control and grand canonical
ensemble where the number of particles changes. However, the classical Monte
Carlo technique is not appropriate for the calculations of time-dependent quantities nor appropriate for the examination of dynamic systems such as the solvent
evaporation from a droplet.

2.3.3 Calculations of the free energy
Perturbation theory is one of the most useful technique for the free energy calculations. Fee energy perturbation (FEP) [53, 54] in combination with the method
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of ‘alchemical transformations’ [55–72] are commonly used for some of the most
challenging applications such as protein-ligand interactions [73–82]. The term ‘alchemical transformation’ originates from the alchemist’s endeavour to ‘transform’
matter.
The expression for the free energy difference between the target and reference
state was given by Zwanzig [54]. This expression is obtained from the perturbation
of the Hamiltonian and the partition function of the canonical ensemble [54, 60].
The perturbation of the Hamiltonian of the target state is given by
H1 (x, px ) = H0 (x, px ) + ∆H (x, px )

(2.31)

where H(x, p) is the Hamiltonian of the system in terms of the position vectors x
and the momenta vectors p. The subscripts 1 and 0 denote the target and reference
state, respectively. In this expression, ∆H(x, p) represents the perturbation.
In the canonical ensemble, the difference in the Helmholtz free energy, ∆A
between the target and reference state is given by
1 Q1
∆A = − ln
β Q0

(2.32)

where β = kB T , Q1 and Q0 are the partition functions of the target and reference
states, respectively. Substituting the definition of the canonical partition function
in Equation (2.32) yields
RR

exp [−βH1 (x, p)] dxdp
1
.
∆A = − ln RR
β
exp [−βH0 (x, p)] dxdp

(2.33)

Substituting Equation (2.31) for H1 into Equation (2.33) gives
1
∆A = − ln
β

RR

exp [−β∆H (x, p)] exp [−βH0 (x, p)] dxdp
RR
.
exp [−βH0 (x, p)] dxdp

(2.34)

Using the definition of the probability density for the reference state P0 :
P0 (x, p) = RR

exp [−βH0 (x, p)]
exp [−βH0 (x, p)] dxdp

(2.35)

and substituting into Equation (2.34), the expression for ∆A becomes
1 ZZ
∆A = − ln
exp [−β∆H (x, p)] P0 (x, p) dxdp.
β

(2.36)
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This integral is equivalent to the ensemble average hexp [−β∆H (x, p)]i0 where
h· · · i0 denotes an ensemble average over configurations sampled from the reference
state 0. Substituting this average into Equation (2.36) gives the expression for the
difference in Helmholtz free energy between the target and reference states:
1
∆A = − ln hexp [−β∆H (x, p)]i0 .
β

(2.37)

In the framework of the FEP and alchemical transformations, the difference
in the Gibbs free energy between two states is calculated by summing the free
energy difference between two successive intermediates. The intermediates are
introduced by using decoupling parameters λi that gradually control the strength
of the various interactions in the system. The transformation between two physical
endpoints, A and B, is described by the values of the decoupling parameter λ as a
transformation between λ = 0 and λ = 1. To achieve convergence, a series of nonphysical intermediates are defined between the endpoints using λ values between
0 and 1. The spacing between these intermediates can be either uniform or nonuniform. Consequently, the transformation between the physical points at λ = 0
and λ = 1 gradually mutates, creates, or annihilates a subset of atoms in a series of
N intermediate steps. The description of the Helmholtz free energy difference ∆A
for the canonical ensemble (N V T ) can be generalized to the isobaric-isothermal
(N P T ) ensemble and the Gibbs free energy difference ∆G. The Gibbs free energy
difference between the reference state A and the target state B is computed by the
following summation:
−1
1 NX
ln exp − β[H(x, p; λi+1 ) − H(x, p; λi )]
=−
β i=0



∆GA→B





(2.38)
λi

where the h...iλi indicates that we evaluate the ensemble average of the quantity
enclosed within the brackets from states of the intermediate λi . When the mass
difference between the reference state (i) and the target state (i + 1) is negligible, the kinetic energy terms cancel out. Therefore, the Hamiltonian in Equation
2.38 reduces to the potential energy function U (x). Substituting the Hamiltonian
H(x, p) in Equation 2.38 with the potential energy function gives
−1
1 NX
=−
ln exp − β[U (x; λi+1 ) − U (x; λi )]
β i=0



∆GA→B





.
λi

(2.39)
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Alchemical transformations involve three subsets of atoms, (i) a group of atoms
that do not change, (ii) atoms that transform from the reference state A to (iii)
atoms of the target state B. During mutation transformations, atoms of the reference state and target state must not interact with each other. This setup is
commonly known as ‘dual topology’ where both the reference and target atoms
are present in the topology. To transfer state A to B smoothly, the potential
energy of the system is expressed as a function of the coupling parameter λ:
U (x; λ) = U0 (x) + fA (λ)UA (x) + fB (λ)UB (x)

(2.40)

where U0 is the potential energy function describing the atoms that do not undergo
transformations, UA describes reference atoms, and UB describes the target atoms.
The coefficients fA and fB are scaling functions. The choice of the switching functions must reduce Equation (2.40) to the potential of the reference topology when
fA (0) = 1, fA (1) = 0 and reduces to the potential energy of the target state when
fB (0) = 0, fB (1) = 1. A simple choice for the switching functions is fA (λ) = 1 − λ
and fB (λ) = λ . In such functions when λ = 0 Equation (2.40) describes the interactions of the reference state topology. In contrast, when λ = 1 the transformation
is complete, Equation (2.40) describes the target state topology.
Linear scaling of the standard Lennard-Jones function produces singularity at
the endpoints of vanishing or appearing atoms [83, 84]. This scenario is called the
‘endpoint catastrophe’. Consider a system where a solute atom in the solvent is
gradually vanishing throughout the transformation path from λ = 0 (presented by
a real atom) to λ = 1 (presented by a dummy atom). The scaling of the LennardJones potential transforms the solute atom by decoupling its interatomic interactions with solvent molecules. One problem with linear scaling is poor sampling
near the endpoint. Initially, the solute atom is inaccessible by solvent molecules
and remains inaccessible even as λ approaches 1. At state λ = 1, the solute atom
becomes completely accessible atoms as it becomes a non-interacting dummy atom.
Consequently, the very last steps correspond to high-energy difference and negligible Boltzmann factor contributions to the free energy difference (Equation 2.39).
The second problem arises when creating an atom in solute: the reverse transformation, from λ = 1 to λ = 0. At the very first step, the solute is a non-interacting
dummy atom. The creation of the atom by introducing the Lennard-Jones potential at random positions in a box of solvent induces large forces on the solvent
molecules. Such instability causes numerical instability in the molecular dynamics
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simulation.

Figure 2.5: Schematic representation of a thermodynamic cycle to calculate the
free energy difference for the binding a cation to a G-quadruplex DNA. The direct computation of the free energy of binding, ∆Gbind is prone to large error.
Instead, the alchemical transformations for dehydration (∆Gdehyd ) and coordination (∆Gcoord ) are computationally accessible. Contributions for restraining the
cations to their coordination site ought to be included in the thermo dynamic cycle
(∆Grestr ).
The singularity problem can be reduced by the use of the so-called "soft-core"
potential [85] or ‘shift’ potential [86], aimed to scale the non-covalent interactions
in a non-linear way. For an atom i that vanishes as λ approaches 1 and an altered
atom j , the modified Lennard-Jones potential between i and j takes the form




Uij = (1 − λ)n 4εij  

1



2

α (λ) + (rij /σij )

6

2 −

1
2

α (λ) + (rij /σij )



6

(2.41)

where rij is the interatomic distance, σij is the Lennard-Jones coefficients, εij
the depth of the potential well, and α is a shift coefficient. At the initial state
of λ = 0, this function reduces to the exact Lennard-Jones potential. Effectively,
Equation 2.41 shifts the interatomic distance in the Lennard-Jones potential for the
intermediate λ windows between 0 and 1. When the Lennard-Jones coefficients of
the vanishing atom gets too small as λ approaches 1, the shift coefficient guarantees
that the effective r value does not get too small, consequently, the potential energy
does not get too large. In other words, the modified potential removes singularity
and allows reliable free energy estimations.
The thermodynamic cycle is central to the application of FEP. A cycle is a
sequence of transformations of the system constructed such that the initial state
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is restored and, therefore, the total change of free energy in the cycle is zero (Figure 2.5). Although the binding transformation associated with ∆Gbind is physically possible, it is computationally prone to large errors. However, the annihilation transformations of removing an ion from water, (∆Gdehyd , and from the
G-quadruplex coordination sites, −∆Gcoord , are computationally accessible. Thus,
double annihilation refers to the annihilation of an ion in two states: annihilation
from the solvent and annihilation from the bound state to the macromolecule.
Because the coordinating ions are restrained, the contributions of the restraint
(∆Grestr ) must be added to the thermodynamic cycle. This cycle yields the free
energy difference : ∆Gbind = ∆Gdehyd + ∆Gcoord − ∆Grestr .
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Chapter 3

Poly(ethylene glycol) as a simple model for a macromolecule ionization in droplets
Poly(ethylene glycol) (PEG) is a polymer of ether with numerous applications
in the cosmetics and medical industries. The structure of PEG is expressed as
H – (O – CH2 – CH3 )n – OH where n corresponds to the number of the repeated
ethoxy group.1 In an electrospray ionization experiment, PEG chains are produced in the gas phase as cations that gain their charges via coordination with
alkali or alkaline metals. A typical metal that coordinate with the PEG is sodium.
In this study, a sodiated PEG is used as a general model for investigating the
principles of the charging mechanism of a macromolecule.
This chapter reports the first molecular dynamics study on the effect of counterions on the charging mechanisms of a macromolecule found in an aqueous droplet
that contains excess charge. Also, this chapter reports the mechanism by which a
poly(ethylene glycol) molecule with 64 monomers (PEG64) is ionized and released
from variously charged droplets to the gas phase. The droplets under study are
composed of a PEG64 embedded in an aqueous droplet where the charge carriers
are sodium and chloride ions. We study the effect of counterions by varying the
temperature of the droplets and the concentration of the chloride ions.

3.1 Introduction
Nanodrops that carry excess charge play a critical role in electrospray ionization
(ESI) processes [1–6]. These droplets constitute an aerosol and are composed of solvent and charge carriers that may be simple ions such as alkali and hydronium ions
1 The

word ‘ethylene’ refers to the preparation of PEGs by polymerization of ethylene oxide.
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or macromolecular ions (macroions). In a series of articles, Consta and coworkers
have reported molecular simulations and an analytical theory of the fragmentation of droplets that contain simple ions [7–10] and the classification of charged
induced instabilities in droplets that contain solvent and charged macromolecules
[10–14]. In these studies, all the charged species carried a charge of the same
polarity. In this study, however, we examine the effect of counterions in the charging mechanisms of a poly(ethylene glycol) (PEG) molecule in an aqueous droplet
that contains sodium and chloride ions. The chloride ions partially neutralize the
charge in the droplet.
To identify the release mechanisms of macromolecules from droplets, we chose
a PEG. There are several reasons for choosing a PEG in our simulations, among
them are the simplicity of the polymer and the availability of the experimental
data which allow the comparison and validation of our simulations [10–12]. PEG
offers the advantage relative to more complicated macromolecules such as proteins
that it allows for monitoring of its charging mechanism at the atomistic level. To
calculate the protonation state of peptides, in principle, one has to perform quantum chemistry modelling of the hydronium ions, and water molecules combined
with lengthy molecular dynamics or Monte Carlo runs. Nowadays, these calculations are still not feasible for systems that contain macromolecules in nano or
microdroplets. One way to tackle this challenging problem is to perform stochastic
modelling of the protonation of solvated proteins in droplets using the experimental equilibrium constants for the basic sites of the protein. Using this methodology
the effect of the counterions in the charge states of proteins in droplets has been
discussed in stochastic modelling of ubiquitin and lysozyme at varying values of
pH [14]. On the other hand, PEG can be used as a model macromolecule to obtain insights into the principles of the charging mechanisms of macromolecules in
droplets since the charge carriers such as sodium ions may be described well by
classical mechanics.
PEG exhibits unique behaviour in its solvation properties and conformational
changes that has been extensively discussed in the literature [15, 16]. Moreover, in
the salting-out of PEG, the order of the effectiveness of the ions is similar to that
of the Hofmeister series for proteins [17, 18].
A simple theoretical model that provides a criterion for the stability of a charged
droplet is Rayleigh’s model [19]. As it has been introduced in Section 1.1.3, the
Rayleigh model associates the stability of a droplet with two competing factors:
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the surface tension force that holds the droplet intact and the Coulomb repulsion
between charges of the same polarity that tends to fragment the droplet. Theoretical studies have shown that the stability of the droplet with respect to small
fluctuations is determined by the ratio of the square of the charge to the droplet
volume [19, 20]. The critical value of the parameter where the two competing
factors compensate each other is known as the ‘Rayleigh limit’, which reads as
Q2R = 64π 2 ε0 γR3

(3.1)

where QR denotes the charge of the droplet, ε0 the vacuum permittivity coefficient,
γ the surface tension and R the radius of the droplet.
The Rayleigh limit is based on the assumptions that the droplet is a conductor
and that the volume of the droplet is constant, but its surface area may change.
The former assumption implies that in the molecular model, either the ions are mobile or the solvent has a high dielectric constant; therefore, the charge moves to the
surface. When the surface interactions are dominant (the droplet is found below
the Rayleigh limit), the droplet evolves through evaporation of solvent molecules
until repulsive interactions overcome the surface tension forces (then the droplet
is found above the Rayleigh limit). At that moment the charged species are released to remove the excess charge. This cascade of evaporation and fission events
continues until the droplet disintegrates completely. Rayleigh’s model has been
employed to model nuclear fission [21] and disintegration of droplets in electrospray and naturally occurring aerosols [2, 6, 22]. Also, Rayleigh’s model might
help explain the conformation of hydrophobic polyelectrolytes [23–25].
Theoretical methods have studied the effect of counterions in charged droplets
for over a decade in the context of colloidal solutions [26–28]. In these systems, an
ensemble of charged droplets in a fluid that contains the counterions is considered.
The overall system is neutral. The Rayleigh instability determines the formation
of the charged droplets in the fluid, and the counterions modify the Rayleigh limit
predictions in different manners depending on whether the counterions remain on
the surface of the charged droplet or penetrate into the droplet [26]. Our study
is different from the studies in colloids in that we deal with a single droplet in
the vacuum and that the counterions are located within the droplet. Moreover,
the droplet has an overall net charge. In aerosols, the role of counterions in the
charging mechanism of macromolecules is entirely unknown because their effect
cannot be detected readily in electrospray mass spectrometry experiments [29].
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In this study, we compare the charging mechanisms and final charge states of
a PEG macromolecule with 64 monomers (PEG64) in an aqueous droplet that
contains Na+ only (no counterions) with those that also contain Cl− . The Cl−
partially counterbalance the effect of the Na+ ions. We compare these systems at
different temperatures and [Cl− ]/[Na+ ] ratios. We find that the temperature plays
a critical role in determining the amount of charge that a PEG of this specific length
can attain in contrast to our previous findings [11, 12] for different lengths of PEG.
Regardless of the concentration of the counterions the maximum amount of charge
is attained at low temperature, while at a moderately higher temperature, PEG64
carries the same amount of charge as from droplets with no counterions. At an even
higher temperature, PEG64 carries higher charge in the presence of counterions in
droplets than with no counterions. Therefore, the effect of the counterions on the
charge state of PEG64 is more prominent at a very high temperature.

3.2 Model and computational methods
We simulated a PEG64 in an aqueous droplet in two simulation settings: (a) in the
presence of Na+ , and (b) in the presence of Na+ and Cl− , where the Cl− partially
neutralized the positive charge of the Na+ . Simulations were carried out using
GROMACS [30, 31] version 4.5.5 molecular simulation program. Visual Molecular
Dynamics (VMD) [32] was used for all the visualizations. The PEG molecule and
ions were modelled using the OPLS-AA force field [33–35]. The PEG ends were
‘capped’ by methyl groups and all hydrogen atoms were explicitly represented. The
parameters for the atomic sites of PEG were taken from the database for ethers.
This force field includes optimized potential terms for bond-stretching and anglebending vibrations, which are described by an ideal harmonic oscillator, as well
as torsional strains, Coulombic electrostatic interactions, and Lennard-Jones (LJ)
interactions. The cross-interactions between two sites i and j are estimated by the
combining rules ij = (i j )1/2 and σij = (σi σj )1/2 , where i and σi denote the depth
of the LJ potential function and the diameter of the atomic species i, respectively.
The water molecules were represented by the transferable intermolecular potential
function [36] (TIP3P) with flexible bonds and angle bending. The use of a flexible
water model improves the prediction of the properties of real supercritical water
than rigid models [37]. For testing of the sensitivity of the results on the force field
parameters, a few simulations were also performed with the TIP4P water model
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[36], also with flexible bonds and angle bending. The droplets were modelled in
the vacuum. For the treatment of the electrostatic interactions, no cut-offs were
used.
Constant energy simulations were performed using different initial conditions
at three temperatures, which were approximately T = 280–273 K, 300–293 K and
350–340 K. We report a temperature range because our simulations started from
the highest temperature in the range but during the constant energy run the droplet
cooled down due to the evaporation of solvent molecules and solvated ions. For
comparison purposes simulations were also performed for systems that did not
contain any counterions. In particular at T = 280–273 K, simulations of droplets
that contained Na+ only were performed. Initially, the systems were thermalized
for 1.0 ns using the velocity rescaling in order to reach the desired temperature.
The transient time of 1.0 ns was sufficient to allow a droplet to reach a natural
configuration and a mixed distribution of the ions in the droplet. After 1.0 ns,
the heat-bath was switched-off to allow for the natural evolution. Constant energy
simulations were performed using the leap-frog algorithm (Section 2.2.2).
At T = 350 K the initial configurations of the droplets were composed of a
single PEG64 molecule and (a) 6,900 H2 O molecules and 32 Na+ ; (b) 6,900 H2 O
molecules, 43 Na+ , and 11 Cl− ([Cl− ]/[Na+ ] = 25%); (c) 6900 H2 O molecules, 64
Na+ , and 32 Cl− ([Cl− ]/[Na+ ] = 50%). At T = 300 K, the initial configurations
of the droplets were composed of a single PEG64 and (a) 1,500 H2 O molecules
and 10 Na+ ; (b) 1,500 H2 O molecules, 14 Na+ , and 4 Cl− ([Cl− ]/[Na+ ] = 28%);
(c) 1,500 H2 O molecules, 20 Na+ , and 10 Cl− ([Cl− ]/[Na+ ] = 50%). At T = 280
K, the initial configuration was composed of a single PEG64 molecule, 480 H2 O
molecules, and 5 Na+ . We determined the concentrations of the counterions by
keeping the overall charge of the initial configurations the same in all the runs at the
same temperature range. At lower temperatures, the simulations were performed
in smaller systems because of the long evaporation time required to complete the
runs. In the course of the simulations, the percentage of the Cl− was increased
during the shrinking of the droplet because only Na+ ions were released from the
droplet.
Evaporated water molecules and (solvated) Na+ were removed from the runs
when they were located outside a ‘virtual’ cube of 20.0 nm side length. At the
beginning of each run, the rate of evaporation was generally high and evaporated
molecules, as well as the solvated ions, were removed more frequently (every 200
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ps) than later in the run. As the system temperature naturally declined and
reached a plateau, the rate of evaporation became constant; the evaporated water
molecules were removed every 0.5 ns to 1.0 ns later in the run. The release of the
solvated ions lowers the potential energy of the system. This decrease in potential
energy is compensated in the constant energy runs by the increase in the kinetic
energy of the molecules. Every time that the evaporated species were removed, the
simulation was resumed by randomly assigning velocities to the atomic sites from
the Maxwell-Boltzmann distribution that corresponded to the average temperature
of the system before the removal of water. Because of the high solvent evaporation
rate, the temperature of the core droplet cooled down relatively faster at the initial
stage of the run than later. During the initial stage of each run, the temperature
continued to decrease, by about 10 K, and then it continued falling slowly.
The time step used in all the runs was 0.5 fs, that is 13 times smaller than the
fastest O-H vibration in the system. In most of the realizations, the time length of
the runs ranged between 3.0 ns and 75.0 ns. The simulations’ length of the aqueous
droplets with PEG64 and Na+ at T = 280 K was 0.166 µs. The long simulation
time was required because of the slow evaporation of the H2 O molecules.

3.3 Results and Discussion
3.3.1 Maximum charge state of PEG64
We performed simulations of a single PEG64 with ions and found that the maximum charge that PEG64 can sustain is +5e (where e is the positive unit charge);
5 Na+ carry this charge. In order to demonstrate that in an aqueous droplet
PEG64 can acquire charge +5e at low temperature, we performed simulations of
a droplet composed of a PEG64 molecule, 480 H2 O molecules, and 5 Na+ ions at
T ≈ 280–273 K. This droplet contained a charge below the Rayleigh limit. The
maximum charge state of PEG64 is compared with the experimental data of Fenn
and co-workers [38] shown in Figure 3.1. Also, Figure 3.1 includes the maximum
charge states of PEG54 and PEG96 that were found in previous simulations [11,
12]. Results from simulations are in excellent agreement with the experimental
data. This agreement between the experimental data and the simulations shows
that the intermolecular interactions are described well in our systems.
In previous simulations of the sodiation of PEG54 and PEG94 it was found
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Figure 3.1: Maximum number of Na+ attached to PEG found in experiments of
Fenn and co-workers [38] (black dots) and current (PEG64) and previous (PEG54
[12], PEG96[11]) simulations (red squares). The straight blue line is included for
guiding the eye.

that both attain their maximum charge state with 4 Na+ and 7 Na+ (Figure 3.1),
respectively, in droplets at various temperatures in the range of 300–350 K. Differently from those outcomes, PEG64 requires more time in contact with the aqueous
environment in order to attain its maximum charge state of +5e. We attribute
this result by the fact that the 5 Na+ on PEG64 are distributed on the average
as one ion per 12.8 monomers while in PEG54 and PEG94 they are distributed as
one ion per 13.5–13.7 monomers. The capture of the maximum number of Na+ by
PEG54 and PEG96 was more facile than that of PEG64 simply because there was
more monomers available per every Na+ .
Typical steps in the capture of the ions by PEG64 are shown in Figure 3.2. In
this simulation, the initial configuration contained PEG64 and 2 Na+ , denoted by
[PEG64 + 2Na]2+ (Figure 3.2 (a)). In a later stage, [PEG64 + 2Na]2+ is wrapped
around the small droplet and released the two Na+ into the water portion of the
droplet (Figure 3.2 (b)). In the later stages, PEG64 captured the 5 Na+ in a
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Figure 3.2: Typical snapshots of the charging of PEG64 in an aqueous droplet at
T ≈ 273 K. The Na+ are depicted by blue spheres that have been enlarged relative
to the water and PEG64 atomic sites for visualization purpose. The simulations
start from a slightly larger droplet than that shown in (a).
drying-out process (Figure 3.2 (b)–(f)). The capture of the fourth and fifth Na+
(Figure 3.2 (e)) required considerable time because the charge distribution has
to reorganize along the chain in order to accommodate the fourth and fifth ion.
The role of the small water cluster that remained (Figure 3.2 (d)–(e)) was to
transport the last two Na+ along the body of the chain until the potential energy
minimum was found. We note here that the drying-out process may not be the way
that [PEG64 + 5Na]5+ (PEG64 and its maximum charge) emerges from a larger
aqueous droplet. Since the droplets start from much larger sizes, [PEG64 + 5Na]5+
may form and escape from the droplet at an earlier stage [12].
The presented simulations only demonstrate the maximum charge state that
PEG64 can attain. In the presence of counterions, we expect that the charging
of PEG64 with its maximum charge will be even more facilitated and this is supported by the results that are discussed in Section 3.3.2 and Section 3.3.3. These
simulations have several features. Differently from the simulations of PEG64 at
T = 300–350 K, where the macromolecule escapes the charged droplet by carrying
a charge of +3e or +4e, the PEG64 at T = 273 K stays attached to the droplet
till it dries out. In other words, the mechanism of formation of the gas-phase ion
[PEG64 + 5Na]5+ is in agreement with the charged residue model (CRM). (The
CRM mechanism has been described in Section 1.2.3.)
Whether the macromolecule will attain its maximum charge state depends
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strongly among other factors on the length of the macromolecule as well as the
temperature and the concentration of the counterions. For a certain length of the
macromolecule, very slow solvent evaporation (low temperature of the droplet) will
allow for the macromolecule to capture the maximum charge.

3.3.2 Effect of counterions at a temperature of 350 K
Initially droplets composed of 6,900 H2 O molecules, a PEG64 molecule, and various
[Cl− ]/[Na+ ] ratios were thermalized at T = 350 K. The net charge of the droplet
versus the number of water molecules at various ratios of [Cl− ]/[Na+ ] during the
lifetime of a droplet is shown in Figure 3.3. The runs were terminated when the
sodiated PEG64 escaped from the droplet. In Figure 3.3, the points denote the net
charge of the droplet. Between two successive points, the charge of the droplet is
maintained to the value of the preceding charge until the following fragmentation
event. Figure 3.4 shows the average of the runs of Figure 3.3 for comparison
purpose. In Figure 3.4 the average charge values of the runs for a given initial
ratio of [Cl− ]/[Na+ ] are computed up to the number of H2 O molecules where all
the runs are present, consequently, not the entire evolution of a droplet is shown
as it is described in detail by the raw data in Figure 3.3.
At T = 350–340 K the Rayleigh limit prediction for the critical charge that
is contained in a droplet of 6,900 H2 O molecules is 26e using the experimental
surface tension of bulk water (0.06322 N/m) [39] and 22e using an approximate
value of 0.0432 N/m for the surface tension for the bulk TIP3P water model [40].
In Ref. [40], the surface tension of bulk water using the TIP3P and TIP4P models
are reported. The values for TIP3P have been computed at temperatures 300 K
and 450 K only while those for TIP4P at intermediate temperatures as well. In
the Rayleigh limit expression at T = 350 K for TIP3P, we use the value that we
found by the linear fitting between the surface tension values at 300 K and 450
K. Moreover, the surface tension values of TIP3P and TIP4P are close; therefore,
even if one uses the TIP4P values of the surface tension, the results that arise from
the Rayleigh limit do not change significantly. We start the runs with 32 Na+ in
6,900 H2 O, which is above the Rayleigh limit.
It is expected that droplets with excess single charges above the Rayleigh limit
are not stable; therefore, they cannot be found in nature. However, we chose to
start from systems above the Rayleigh limit in order to not make any assumption
on the amount of charge that a droplet can sustain. We started this set of runs
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Figure 3.3: Net charge of a droplet versus size, in terms of the number H2 O
molecules, during the shrinking of the droplet by release of solvated Na+ and
solvent evaporation at approximately T ≈ 350–340 K. (a) with no counterions;
(b) and (c) with counterions. The percentage of counterions is indicated in the
panels as well as their increase during the evolution of the droplet. The different
coloured symbols correspond to constant energy runs starting from different initial
conditions. The lines have been used for guiding the eye. In panel (c) the purple
line was calculated using the TIP4P model of water. It is noted here that the net
charge of the droplet does not contain the charge that has been captured by the
extended segment of PEG64 found out of the droplet.

from quite large droplets; therefore, their sizes allow for Coulomb fissions and
evaporation events before they reach the regime of a slower ion release.
The rapid release of the first ten ions indicated that the system is indeed above
the Rayleigh limit and that the simulations are in agreement with the theoretical prediction (Figure 3.3). Massive initial fissions take place for various initial
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conditions that differed in the locations of the ions and geometry of the droplet;
therefore, we inferred that the fission events result from the charge instability and
they do not depend on the choice of the initial configuration.

Figure 3.4: Average net droplet charge versus number of water molecules estimated
from the runs shown in Figure 3.3. The shaded areas show the standard deviation.
In the legend the [Cl− ]/[Na+ ] ratio corresponds to that of the initial configuration.
In the course of the simulations the concentration of Cl− increases as it is indicated
in Figure 3.3.
Figure 3.3, and consequently, Figure 3.4 show an initial transient period characterized by frequent fission events until the droplets acquired charge in the range
of 22–19e in a 6,400–6,000 H2 O-molecule droplet. For instance, in droplets with
no counterions, the Rayleigh limit prediction at 6,000 H2 O molecules (T = 350
K) is 20e using our approximated surface tension value of 0.0432 N/m for the
bulk TIP3P model [40] versus on the average 20e found in our simulations. In
principle, it is expected that the Rayleigh limit prediction cannot be exact due
to the ambiguity between the value of the surface tension, γ, that is used in the
Rayleigh expression and the definition of the radius of a droplet composed of discrete molecules. This remarkable agreement between the Rayleigh prediction and
simulations is consistent among all the runs starting from the four different initial
conditions for droplets with no counterions (Figure 3.3 (a)). The rapid decay of
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the charge in droplets with no counterions and with counterions shows that the
net charge determines the release of the charge in the droplet. Therefore, the
droplets with counterions, Cl− , can sustain overall more Na+ than the droplets
with no counterions. We note here that no Cl− evaporate during the lifetime of
the droplet. As we are going to demonstrate in the following discussion this higher
concentration of Na+ affects the charge state of the macromolecules. These data
show that despite the simplicity of the Rayleigh model, it is built on appropriate
physical ideas and can provide a reasonable prediction of the critical charge.
The simulations also show that in the most of the runs there is a rapid decay
of the charge close to the termination point of the run (Figure 3.3). This rapid
decay is attributed to the capture of the Na+ by PEG64. These ions are not
counted as part of the charge in the droplet when they are detached from the
main body of the droplet by the partial or total release of PEG from the droplet.
Figure 3.4 shows that the droplets with counterions overall sustain lower net charge
than the droplets without any counterions and the difference tends to increase as
the runs progress. This trend is consistent for both sets of runs with counterions
([Cl− ]/[Na+ ] = 25% and 50%). We attribute this trend to the capture of the Na+
by PEG64 in larger droplets in the presence of counterions than in droplets with
no-counterions.
In the presence of counterions we find that the droplet may contain complexes
of ions that are composed of one Cl− interacting with two Na+ (Figure 3.5).
These species undergo interconversion reactions between single and double solventseparated complex species formed from ionization of double-contact ion complexes
[41]. Because of the high temperature of the systems and the concentration of the
Na+ and Cl− , the solvent separated species and the fully dissociated complexes
dominate; thus, the Na+ are distributed everywhere in the droplet. The formation of the complexes is dynamic; we monitored that the ions continuously form
complexes and dissociate. PEG64 can compete against the Cl− for the Na+ since
the Na+ are abundant in the entire droplet. This behaviour is in contrast to the
behaviour in smaller droplets with counterions as described in Section 3.3.3.
We also infer that the increase in the volume of the droplet due to the volume
of the Cl− ions does not play a role in the amount of charge that the droplet can
sustain. If the volume of the Cl− was playing a role then for the same number
of water molecules a droplet with counterions should sustain more charge than a
droplet with no counterions, but we see the opposite effect.
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Figure 3.5: Formation of NaCl aggregates and complexes of [Na2 Cl]+ . The droplet
is composed of 1,500 H2 O molecule, Na+ (blue spheres), and Cl− (green spheres)
ions. The simulation was thermalized at T = 300 K. An aggregate of NaCl chain
and a complex of [Na2 Cl]+ are encircled.

Regardless of the concentration of the counterions, PEG64 is always located on
the surface, and it is also where the sodiation takes place. This finding is always
true even though the initial configurations included PEG64 solvated in the interior
of the droplet. During the transient thermalization period and later in the runs,
however, PEG64 diffused from the interior of the droplet to its surface. At T ≈
350-340 K in droplets with no counterions, we find that PEG64 is released by
carrying three Na+ (Figure 3.6 (a)). The charge state of PEG64 is lower than its
maximum. We observed that in the released PEG64-3Na+ the distribution of the
ions is not uniform along the chain. By following the evolution of the dry PEG643Na+ we found that the Na+ reorganize their positions in the chain and that
the single chain undergoes conformational changes between compact and partially
compact forms. PEG64 is released with 3 or 4 Na+ from droplets with the ratio
[Cl− ]/[Na+ ] ≈ 25–47% (Figure 3.6 (b)) and with 4 Na+ from droplets with the
ratio [Cl− ]/[Na+ ] ≈ 50–74% (Figure 3.6 (c)).
The higher charge state of PEG64 in the presence of counterions in large
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Figure 3.6: The charging states of PEG64 at T = 350–340 K in an aqueous droplet
at various [Cl− ]/[Na+ ] ratios. (a) for Na+ only; (b) [Cl− ]/[Na+ ] ≈ 25-47%; (c)
[Cl− ]/[Na+ ] ≈ 50–74%. The temperature range is shown from the higher value
(temperature of the initial configuration) to the lower value because the droplets
cool down during the run. The green spheres represent the Cl− . The spheres that
represent the Na+ and Cl− have been enlarged relative to the H2 O and PEG64
atomic sites for visualization purpose.

droplets is attributed to the higher effective concentration of Na+ in the droplet
that increases the probability of PEG64 to be charged. In summary, our runs indicate that PEG64 is released with a charge of +4e when [Cl− ]/[Na+ ] ≈ 50–74%,
which is higher than that when there are no counterions and on the average higher
than that of droplets with a smaller percentage of counterions.
Another general feature, regardless of the concentration of Cl− , is that the
sodiated PEG64 is released from a Taylor cone [42] formed on the surface of the
droplet. A typical snapshot that demonstrates the formation of a cone and the
release of sodiated PEG64 is shown in Figure 3.7. This shape fluctuation plays
an essential role in the attachment of the last Na+ to PEG64 before it is released.
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Figure 3.7: (a) A typical snapshot of the sodiation of a PEG via the Taylor cone
and the release from an aqueous droplet. The runs were at T ≈ 350–340 K. (b)
Magnification of the framed region in (a), that shows the transport of Na+ through
the cone. The hydrogen bonds are indicated by the thin pink lines. Electrostatic
potential surface (EPS) surrounding PEG64 is shown. The blue region on the EPS
indicates higher potential than the red region.
The Taylor cone channels the Na+ onto the PEG. The Taylor cone fluctuation has
the features of a transition state between the droplet that contains a PEG64 fully
attached to it and the droplet separated from the PEG. At the Taylor cone point,
the sodiated PEG64 may attempt to be released and then it may return to the
fully attached PEG64 on the droplet by recrossing the transition state. Since the
charge of the droplet is positive, the Hydrogen sites of the H2 O molecules point
outwards from the droplet. When a shape fluctuation pushes PEG64 out of the
droplet, these Hydrogen sites also form H-bonds with the oxygens of PEG forming
a cone (Figure 3.7). This cone provides the electrostatic gradient for channelling
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the Na+ onto the PEG. Therefore, the PEG may be extruded with less charge (3
or 2), but it is the gradient that facilitates the charging of PEG64 with the last
Na+ . PEG64 is released from the droplet, even with the low charge, because of the
droplet fragmentation close to the Rayleigh limit. The sodiated PEG is a charged
entity that lies on the surface of the droplet, therefore, an excellent candidate to
be released. Once the Na+ is transported onto the PEG64, the hydrogen bonding
breaks and reforms the surface of the droplet. However, more Na+ may be released.
The release of the ions takes place via Taylor cones as it is shown in Figure 3.7.
A cone is favourably formed in the attachment of the droplet with a PEG because
of lower surface tension. This cone is where the Na+ is channelled into the PEG.
It is a coordinated transport of Na+ between the partially released PEG and at
the same time the formation of a cone at the point of release because of reduced
surface tension.
In contrast to the CRM that we observed for the evaporation of the sodiated
PEG from smaller droplets and at a lower temperature, the evaporation of the
sodiated PEG from larger droplets seems to agree with the ion evaporation model
(IEM). (The IEM mechanism has been described in Section 1.2.3.)

3.3.3 Effect of counterions at a temperature of 300 K
Droplets composed of 1,500 H2 O molecules, a single PEG64 molecule, and various concentration ratios [Cl− ]/[Na+ ] were initially thermalized at T = 300 K.
The initial number of 1,500 H2 O molecules is sufficient to solvate PEG64 entirely.
Droplets of this size and concentration of ions can arise naturally in the course of
a more substantial droplet disintegration.
The disintegration of a droplet at T ≈ 300 K is shown in Figure 3.8 in a similar
manner as that shown in Figure 3.3. The initial configurations contain net charge
below the Rayleigh limit; therefore, we do not observe the rapid fissions that are
shown in Figure 3.3. Figure 3.9 shows the average net charges of the droplet versus
the number of water molecules in a similar manner as that shown in Figure 3.4. The
charging channels at T ≈ 300 K at various [Cl− ]/[Na+ ] are shown in Figure 3.10.
We note that such a small size of the droplet might never be reached in the
natural evolution of a charged droplet before the sodiated PEG escapes from the
droplet. This small size may be reached if the PEG is charged during the dryingout [11] of the droplet. However, the charging of PEG64 in these smaller systems
indicates that even at high concentration of Na+ the PEG does not attain charge
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Figure 3.8: Net charge of a droplet versus size, in terms of the number H2 O
molecules, during the shrinking of the droplet by release of solvated Na+ and
solvent evaporation at approximately T ≈ 300 K.

beyond +4e. Therefore, it is the effect of the temperature that to a great extent
determines the maximum charge of the sodiated PEG64 macroion.
We find that in the presence of the counterions the sodiated PEG64 is released
from the droplet when the ratio of [Cl− ]/[Na+ ] is close to that at T ≈ 350 K. Figure
3.9 indicates that overall the droplets with counterions may hold a higher amount of
net charge than the droplets with no counterions. We attribute this difference in the
competition between PEG and Cl− for the capture of the Na+ . Because of the high
concentration of Na+ and Cl− in the smaller droplets (twice that in the droplets
of approximately 6,000 H2 O presented in Section 3.3.2), [Na2 Cl]+ complexes [41]
and crystallites of NaCl are formed. The formations of the complexes and the
crystallites are shown in Figure 3.10(b) and (c). The formation of the crystallites
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Figure 3.9: Average net droplet charge versus number of water molecules estimated
from the runs shown in Figure 3.8. The shaded areas show the standard deviation.
In the legend the [Cl− ]/[Na+ ] ratio corresponds to that of the initial configuration.

Figure 3.10: The charging states of PEG64 at T = 300 K in an aqueous droplet
at various [Cl− ]/[Na+ ] ratios. (a) for Na+ only; (b) initial [Cl− ]/[Na+ ] ≈ 25%; (c)
initial [Cl− ]/[Na+ ] ≈ 50%.

Chapter 3 / Poly(ethylene glycol) as a simple model for a macromolecule ionization in droplets

78

promotes the capture of the Na+ ; therefore, the droplet has to shrink considerably
in order for PEG64 to capture Na+ .

Figure 3.11: Density maps over time for the projection of the atomic sites on the
xy plane for droplets that contained initially [Cl− ]/[Na+ ] = 50% in a 1,500 H2 O
droplet. The colour-bar shows the number density ranges. (a) The density of water
molecules; (b) the density of PEG64; (c) and (d) the densities of the Na+ and Cl−
ions, respectively.
The locations of the various atomic sites are shown in the density maps in
Figure 3.11. The density map in Figure 3.11(b) indicates that PEG64 is most
likely located on the surface of the droplet where it interacts with the Na+ ions. In
Figure 3.11(c), Na+ ions appear to be distributed in both the aqueous portion of the
droplet and near the PEG molecule. This behaviour arises from the energetically
favourable solvation of Na+ in water and the energetically favourable interactions
with the PEG molecule. Naturally, as shown in Figure 3.11 (d), there is a less
favourable interaction between PEG64 and the counterions, the Cl− ions. Thus,
the Cl− are strictly found in the solvent portion away from the PEG.
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3.4 Conclusion
Our work reveals that the temperature plays a critical role in determining the
amount of charge that a PEG of this specific length can attain in contrast to our
previous findings for different lengths of PEG. Regardless of the concentration of
the counterions the maximum amount of charge is attained at low temperature,
while at a moderately higher temperature, the PEG carries the same amount of
charge as from droplets with no counterions. At an even higher temperature, the
PEG carries higher charge in the presence of counterions in the droplet than with
no counterions. Therefore, it is at the very high-temperature regime that the effect
of the counterions becomes prominent.
We found that PEG64 is released with a higher charge state from a large
droplet, at a high temperature, than from a droplet with no counterions. The
higher charge state is obtained in droplets that are larger than those with no
counterions. This finding can be attributed to the ‘effective’ Na+ concentration
that is available for PEG64. Even though ion complexes are formed in droplets
with a ratio of [Cl− ]/[Na+ ] = 30–74 %, the concentration of the ions is such that
the sodiation of PEG64 proceeds readily. Naturally, the larger droplets will evolve
in smaller droplets that will be cooler than the initial larger droplets, and also
the concentration of the ions will be higher. We found that in the smaller colder
droplets the sodiated PEG64 is released from smaller droplets than those with
no counterions. We attribute that to the formation of crystallites inside these
droplets that prevent Na+ to be readily available to PEG64. The droplets have
to shrink more relative to the droplets with no counterions for the PEG64 to have
access to the Na+ . The charge state of the released PEG64 is not affected by the
presence of the counterions. Overall, we found that the effect of the counterions
is more pronounced in the charge state of PEG64 at the very high-temperature
regime. Regardless of the concentration of the counterions, the temperature plays
a critical role in the nature of the droplet shape fluctuations that are responsible
for the charging and emergence of PEG out of the droplet.
We also found that regardless of the concentration of the counterions the maximum charge state of PEG64 is attained at a very low temperature. This charge
state is in excellent agreement with the experimental data of Fenn and co-workers
[38]. The macromolecule attains its maximum charge state at special conditions
because of its length. At this particular length, the Na+ ions are distributed more
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densely at the maximum charge state than in other lengths of PEG that we have
studied, such as PEG54 and PEG96.
We found that both the temperature and the concentration of the counterions
play a significant role in the charging mechanism of the macroion. At a moderately
higher temperature, PEG64 carries the same amount of charge as from droplets
with no counterions. At an even higher temperature, the PEG carries higher
charge in the presence of counterions than with no counterions. Therefore, the
effect of the counterions is more prominent at higher temperatures. We examined
the invariability of our results using a different model of water, and we found
that the findings are insensitive to the details of the force field. It is possible
that different force fields namely, a polarizable force field, may alter the outcomes;
however, all the effects as mentioned above are general features that will remain
robust regardless of the fine details of the force field.
As a continuation of this research, one may attempt to estimate the activation
barrier that is involved in the release of a macromolecule from a droplet [13, 43,
44].
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Chapter 4

Dissociation of a DNA Duplex in Charged Droplets
Dissociation properties of non-covalent complexes play an essential role in the analyses of protein and nucleic acid complexes in analytical chemistry. This chapter
presents a study on the desolvation process of a double-stranded oligodeoxynucleotide (dsDNA) from an aqueous nanodrop using atomistic molecular dynamics
methods. The central theme of this study is the stability of a non-covalently
bound complex, in general, and that of a dsDNA in particular, in the droplet environment. Among the factors that may affect the stability of a complex in an
evaporating droplet, we examine the increase in ion concentration and the distinct
droplet morphologies arising from the charge-induced instability. An experimental
investigation [1] has later confirmed some of the physical insights that we report
in this chapter. For example, the ESI-MS experiments have later confirmed our
theoretical predictions concerning the effect of the counterions concentration on
the conformations of the desolvated dsDNA (Section 4.6.1).
This chapter explores in detail a broad set of aqueous nanodrops with excess
negative charge, which contains a dsDNA, Na+ and Cl− ions at various concentrations.

4.1 Introduction
Detection of the non-covalent interactions within a protein-ligand, a protein-nucleic
acid and a nucleic acid complex has attracted considerable attention over the past
twenty years [2–5]. Study of the association properties of biological macromolecules
is important for the understanding of cell functions. Moreover, association properties play an important role in the analyses of protein and nucleic acid complexes in
analytical chemistry. A broadly used experimental technique to study these inter83
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actions is electrospray ionization mass spectrometry (ESI-MS) [5–14]. Electrospray
ionization transfers macromolecules from a bulk solution into the gas phase via the
generation of droplets. In nano-ESI the solution is dispersed into a fine aerosol
of nanodrops, which have initially a radius of approximately 150 nm and contain
an excess of thousands of elementary charges [15]. In these droplets, the solvent
is usually water while the ions are ammonium, acetate, and impurities such as
sodium and chloride [16]. Once the nanodrops had been generated, they decrease
in size by the emission of excess charged species and by solvent evaporation. This
constantly evolving droplet environment is different from that of the mother bulk
solution or that of a neutral droplet with a low concentration of ions. The reason for the difference is that an electrosprayed droplet is characterized by a high
concentration of ions relative to that of the bulk solution; strong electric field due
to the presence of charged macromolecules or complexes; large surface-to-volume
ratio, which is, in general, the main difference between bulk and finite sized systems [17–21]. This new environment may affect the association properties within a
complex differently from the bulk solution. Unfortunately, the effect of the droplet
environment during desolvation on the non-covalent interactions cannot be readily
detected in experiments. Because of the still unresolved droplet effects, the preservation of the complex interactions in its journey from the bulk solution to the gas
phase has been debated among the scientists who use ESI [6, 7, 9].
It has been recognized that two major factors affect the association of units in
a complex: the evaporation rate and the finite size of the droplet [2, 22]. The latter
one infers that the two species can be brought together even though they may be
separated in the bulk solution. These two effects have been identified indirectly
by experimental investigation. Effects that have not been considered so far in
understanding the manner that the desolvation affects the association of the units
in a complex are the increase in the concentration of ions in evaporating droplets
and the distinct droplet morphologies arising by the charge-induced instability.
These are the two effects that are examined in the present study.
In this study, we examine the stability of a double-stranded DNA duplex (dsDNA) in an evaporating aqueous droplet by using atomistic molecular dynamics
simulations. The dsDNA is used as a paradigm of a complex of macromolecules
to helps us understand the principles of desolvation that hold for numerous complexes and macromolecules. The dsDNA was used in our study for the following reasons. The dsDNA is a naturally charged complex of macromolecules with
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charge –2e (where e denotes the elementary positive charge) per base pair, therefore, the charge distribution is well defined along the macromolecules in moderate
to high pH. The dsDNA complex is relatively stiff; therefore, the problem of sampling the conformations is less severe than that for flexible macromolecules such
as poly(ethylene glycol) [23]. The third reason is the significant practical applications of DNA in general. It is well known that DNA plays a critical role in biology
and medicinal research. Synthetic oligodeoxynucleotides have been used as gene
probes, in complementary DNA hybridization experiments and in gene therapy
[24–27]. As with any other biological molecule, it is important to characterize synthetic oligodeoxynucleotides upon their preparation. ESI-MS is one of the most
commonly used methods to characterize oligodeoxynucleotides.
Light-Wahl et al. [28], who first observed the dsDNA complex by ESI-MS, have
already investigated the fundamental questions regarding the origin of the signals
in the mass spectrum. In their experiments, mild electrospraying and desolvation
conditions led to the observation of the dsDNA signal. At the same time, signals
of the monomeric constituents were also identified. In ESI-MS experiments it has
also been found that the intact duplex was not observed when dsDNA was sprayed
from the distilled deionized water. The natural questions that arise are how the
desolvation process affects the stability of the dsDNA and how the ions affect the
duplex stability.
Molecular simulations may provide insight into the stability of dsDNA in droplets.
We found that, so far, the number of computational studies is minimal. The computational studies of dsDNA dynamics and interactions have been restricted to
either one of the two cases, bulk solvent [29–31] or gas phase[32]. Many of the
previous studies on dsDNA have not adequately addressed the following questions:
the morphologies of a charged nanodrop containing DNA, the complete process of
solvent and ion evaporation, a complete description of the charge states of dsDNA
in the gas phase, and the minimum concentration of cations required to stabilize
the duplex state of dsDNA in the gas phase.
To answer these questions, we perform atomistic molecular dynamics simulations of the 11-mer all adenine-thymine (A · T) DNA duplex in aqueous nanodrops
with various concentrations of sodium and chloride ions. We examine two settings
of aqueous droplets that contain a [dsDNA]20− . In the first set of simulations, the
droplets are composed of water and a sole [dsDNA]20− , which renders the droplet
its negative charge. In the other setting the aqueous droplet contains [dsDNA]20−
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and ions (Na+ and Cl− ). The principles of the desolvation found in our studies
are not restricted to the particular [dsDNA]20− complex. Nucleic acids but also
peptides[33] may show a similar desolvation behaviour, which enables us to find
universal patterns of desolvation.
Theoretically, the emission of single charged species has been explained by
Rayleigh’s model [21, 34] and the ion-evaporation mechanism [35, 36]. In Rayleigh’s
model, the stability of a droplet is determined by two competing factors: the surface tension force that holds the droplet intact and the Coulomb repulsion between
the charges of the same sign that tends to fragment the droplet. The Rayleigh
model dictates that the stability of the droplet with respect to small fluctuations
can be determined by the ratio the square of the charge to the droplet volume.
The critical value of this ratio where the two competing factors compensate each
other is known as the Rayleigh limit, which reads:
Q2R = 64π 2 ε0 γR3

(4.1)

where QR denotes the charge of the droplet, ε0 the vacuum permittivity coefficient,
γ the surface tension and R the radius of the droplet. When the surface interactions are dominant (the droplet is said to be below the Rayleigh limit), the droplet
evolves through evaporation of solvent molecules until it reaches the Rayleigh limit.
At that moment the charged species are released to remove the excess charge. The
droplet is found once more below the Rayleigh limit. This cascade of evaporation and fission events continues until the droplet disintegrates completely. We
want to emphasize at this point that Rayleigh’s model deals with mobile charges.
When the charge is bound on a macromolecule or in complexes of macromolecules,
the validity of Rayleigh’s model becomes questionable. Simulations have revealed
that a charged macromolecule [33] or complexes of macromolecules may induce
instabilities that cannot be described by the conventional description of the surface energy as the product of surface tension times surface area. In the present
study, we examine the various manners that the charge-induced instability of the
droplets is manifested during desolvation. In the analysis of the data, we compare
the simulation findings with Rayleigh’s model, and we address its validity.
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4.2 Model and computational methods
To study the stability of a dsDNA in aqueous droplets, we simulated droplets that
were composed of (i) water and a sole [dsDNA]20− and (ii) water, [dsDNA]20− ,
Na+ and Cl− ions. The [dsDNA]20− that we used in this study was the 11-mer
A · T dsDNA (d(ApApApApApApApApApApA)2 ). The 50 ends lack a phosphodiester linkage at the 50 positions and are terminated by a hydroxyl group. The
20 phosphodiester linkages were fully de-protonated and gave a total charge of
−20e. The helical structure was initially in B-tract conformation and made one
turn. The [dsDNA]20− was solvated by water molecules modelled by the transferable intermolecular potential function (TIP3P) [37] with flexible bonds and angle
bending. Hereafter, we use the O1P and O2P notations to denote the two oxygen
atoms of the phosphodiester linkages. A typical snapshot of the system is shown
in Figure 4.1.

Figure 4.1: Representation of a typical water droplet composed of the 11-mer A · T
dsDNA and ions. The ribbons represent the backbone of DNA. The sizes of the
water molecules, Na+ (purple), and Cl− (green) ions are rescaled for clarity.
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We used the GROMACS[38] version 4.6.5 computational package for the molecular simulations and Visual Molecular Dynamics (VMD)[39] for the visualizations
of the simulations. The DNA and ions were modelled using AMBER99SB-ILDN
[40] whereas water was modelled using TIP3P [37] molecules. The AMBER99SBILDN force field includes optimized potential terms for bond-stretching and angle
bending vibrations, which are described by an ideal harmonic oscillator, as well
as torsional strains, Coulombic electrostatic interactions, and Lennard-Jones (LJ)
interactions. The cross-interactions between two sites i and j are estimated by
the combining rules ij = (i j )1/2 and σij = (σi σj )1/2 , where i and σi denote the
depth of the LJ potential and the diameter of the atomic species i, respectively.
To create a series of systems with various net charges and ion composition, we
solvated the dsDNA in TIP3P water and then added the Na+ and Cl− ions at
random positions in the droplet. For every concentration of ions, we created a set
of two initial conditions. The initial compositions of the duplicates are presented
in Table 4.1.
Table 4.1: Initial composition of aqueous droplets containing [dsDNA]20− . The
droplets composed of 6,500 H2 O were simulated with and without temperature
control to test the outcome of the Nosé-Hoover algorithm.
System
[dsDNA]20−
[dsDNA]20− + 10Na+
[dsDNA]20−
[dsDNA]20− + 5Na+ + 5Cl−
[dsDNA]20− + 10Na+ + 10Cl−
[dsDNA]20− + 5Na+
[dsDNA]20− + 10Na+ + 5Cl−
[dsDNA]20− + 15Na+ + 10Cl−
[dsDNA]20− + 10Na+
[dsDNA]20− + 15Na+ + 5Cl−
[dsDNA]20− + 20Na+ + 10Cl−
[dsDNA]20− + 15Na+
[dsDNA]20− + 20Na+ + 5Cl−
[dsDNA]20− + 25Na+ + 10Cl−

Net Charge/e

H2 O

−20
−10
−20
−20
−20
−15
−15
−15
−10
−10
−10
−5
−5
−5

6500
6500
1500
1500
1500
1500
1500
1500
1500
1500
1500
1500
1500
1500

Conc./mM
Na+ Cl−
0
0
77
0
0
0
141
141
281
281
141
0
281
141
422
281
281
0
422
141
563
281
422
0
563
141
704
281

Simulations were performed using the molecular dynamics (MD) Velocity Verlet
algorithm. The droplets were modelled in vacuo and in the treatment of the
electrostatic interactions no cut-off was used. The simulations were carried out
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in a series of 0.5 ns constant temperature runs. Because the evaporated ions and
water molecules that are far from the dsDNA have weak interactions with it, the
evaporated water molecules and ions were removed every 0.5 ns when they were
located outside a radius of 70 nm from the dsDNA. The time step used in all the
simulations was 0.5 fs, that is 13 times smaller than the fastest O-H vibration in
the system. The simulations were terminated when the dsDNA was in gas phase
or when the two strands were separated. In the most of the realizations, the total
time length of the runs ranged from 5.0 ns to 42.0 ns.
To maintain a constant temperature, the systems were thermalized using the
Nosé-Hoover thermostat. A transient time of 2.0 ns was sufficient to allow for a
droplet to reach a natural configuration and a mixed distribution of the ions in the
droplet. The effect of the Nosé-Hoover algorithm on the simulation findings was
tested on the two large nanodrops composed of 6,500 water molecules (Table 4.1).
In these tests, we thermalized one from each system duplicate at T = 350 K for
2.0 ns, decoupled it from the thermostat and then we continued the simulation
without temperature control. The dynamics of the system was compared with
the second duplicate that was simulated at constant temperature until the dsDNA
was in the gas phase. An expected difference in the dynamics between the systems
with and without temperature control was the cooling of the droplets without the
thermostat. The decrease in temperature had no profound effect on the results
we report here regarding the manners that the charge-induced instabilities are
manifested and the role of the ions in the stability of the dsDNA. In this study,
we report the results of the constant temperature simulations at T = 350 K.

4.3 Desolvation of dsDNA from a charged aqueous nanodrop
At first, we study the desolvation of a dsDNA with charge −20e from an aqueous
droplet. Figure 4.2 shows typical snapshots of the dsDNA desolvation starting
from a droplet of 6,500 H2 O molecules (which has radius ≈ 4.0 nm). The initial
state of the nanodrop (Figure 4.2(i)) shows clear stability demonstrated by its
spherical shape. Rayleigh’s critical charge for this droplet size is −22e, therefore
the nanodrop is found below the Rayleigh limit. This critical charge was estimated
by Equation (4.1) where the surface tension of value 0.0432 N/m at T = 350 K for
TIP3P water model [41] was used as in our previous studies [42]. As the nanodrop
volume decreases, because of water evaporation, the nanodrop enters the charge-
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induced instability regime (Figure 4.2(ii)–(v)). In this regime, the droplet shape
deforms. The deformation starts when the droplet has approximately 4,820 H2 O
molecules. In this number, we may add other 310 H2 O molecules to account for
the size of the dsDNA that it is included in the droplet. Therefore, simulations
indicate that a droplet with charge −20e will deform at 5,130 H2 O molecules vs.
5,940 predicted by Rayleigh. A small change in the surface tension from 0.0432
N/m to 0.05 N/m may account for this difference in the number of molecules.
Given the simplicity of Rayleigh’s model, its prediction is close to the simulation
findings. In contrast to the case of separated charged species in a droplet, the
dsDNA is not mobile; therefore, Rayleigh’s assumption for a conductive droplet is
no longer valid. This breakdown may be another reason for the small discrepancy
between the theoretically predicted and simulation value.
Here, we comment on typical stages of the desolvation process where the droplet
morphologies change dramatically. For instance, when the droplet contains 3,900
H2 O molecules (Figure 4.2(ii)) the Rayleigh critical charge is −19e; therefore, the
nanodrop is above the Rayleigh limit. Since the charge carriers are covalently
bonded within the dsDNA, the charge-induced instability cannot be manifested by
droplet fragmentation. [17, 18, 20] Instead, the nanodrop deforms by forming two
conical ends at the termini of the duplex (Figure 4.2(ii)). The tips of the conical
ends are 15.5 nm apart, and the radius of the middle region is approximately 2.3
nm. The dsDNA still maintains its initial length (≈ 3.7 nm). Further evaporation
of water increases the instability of the nanodrop and results in the division of one
of the sharp ends into two ‘spikes’ (Figure 4.2(iii)). At a later stage, evaporation
leads to the appearance of a fourth spike stemming from the division of the conical
end at the other pole (Figure 4.2(iv)). As two spikes are formed on either end
of the duplex, they are located on opposite sides a plane that passes through the
helix axis forming a staggered arrangement. This staggered conformation counteracts the electrostatic steric interactions between the two spikes. The number of
spikes increase gradually (Figure 4.2(i) to 4.2(v)), as the volume of the nanodrop
decreases by the water evaporation. In the final stage, the dsDNA dissociates into
two strands; each strand is surrounded by water that also forms spiky structures
(Figure 4.2(vi)).
The evolution of the end-to-end distance of the dsDNA starting from a droplet
of 6,500 H2 O molecules is shown in Figure 4.3. The [dsDNA]20− maintains its
length in a droplet of size range between 6,500 and 2,000 H2 O molecules (panels
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Figure 4.2: Desolvation of a droplet composed of 6.500 H2 O and dsDNA. The
overall charge of the droplet is –20e and it is carried by the dsDNA. This charge
remains constant throughout the desolvation. The droplet size during the droplet
evolution is indicated in every panel. At T = 350 K (constant temperature runs)
the approximate relative times (by setting the time origin to zero in the snapshot
(i)) that the instabilities appear are (i) t = 0; (ii) 6.2 ns; (iii) 9.1 ns; (iv) 12.5 ns,
(v) 13.1 and (vi) 17.5 ns.
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(i) and (iii) in Figure 4.2) even though the droplet is found in the charge-induced
instability regime. The [dsDNA]20− extends and unwinds at the latest stage of
solvent evaporation at a droplet size of approximately 1,500 H2 O molecules. The
study of the unwinding of the dsDNA in the droplet shows that the droplet deformation precedes the change in conformation of the dsDNA.

Figure 4.3: End-to-end distance of dsDNA vs. time in the course of the droplet
evaporation. The initial droplet was composed of 6,500 water molecules. The
evolution of the dsDNA end-to-end distance is that that corresponds to the droplet
evaporation shown in Figure 4.2. The length of an 11-base pair B-DNA that has
been reported [43] is 3.74 nm, which is in agreement with the initial length of the
dsDNA in the droplet of 6500 water molecules. At 12.0 ns, the droplet contained
approximately 1,800 H2 O molecules and at this point the unwinding of the dsDNA
started to be noticeable. This conformation of the dsDNA corresponds to the
droplet in Figure 4.2(iv). At 17.0 ns the end-to-end distance corresponds to the
droplet in Figure 4.2(v).
The overall picture that arises from the simulations is that the droplet evolution during the desolvation of the DNA has several distinct features: The first
prominent feature is the change in the droplet morphology from spherical, when the
system is below the Rayleigh limit, to spiky when the system is above the Rayleigh
limit. The origin of the dramatic shape change is addressed in the following Section
on the ‘Electrostatics of dsDNA’. The second feature is that the spiky morphology
increases the surface area of the droplet and this, in turn, affects the evapora-
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tion mechanism. This feature is discussed in the following Section on the ‘Solvent
evaporation’. The third feature is that in the spiky droplets there is a high degree
of solvent ordering because of the strong electric field of the complex [33]. This
ordering can be realized by visual inspection. In this new environment, solvation
of the dsDNA or in general any other biological molecule is dramatically different
from that in the bulk solution. Depending on the evaporation rate, the highly
ordered droplet environment may affect the conformation of a macromolecule, the
stability of a complex of macromolecules, or their charge state differently from that
of the bulk solution. This third feature is not discussed in this manuscript. Given
the variety of systems that are found in a droplet environment in ESI, this feature
deserves a separate study.
Our studies on the stability of the [dsDNA]20− in pristine aqueous droplets
demonstrated that the [dsDNA]20− might be stable within the instability regime
in the larger droplets. As long as there is a sufficient amount of solvent to accommodate the instability the association of the macromolecules and their conformation
may stay intact. The charge-induced instability is accommodated by the spiky
formation of the solvent in the larger droplets, and it is only in the last stage of
the droplet lifetime that the dsDNA unwinds and separates into the two strands.
The stability of dsDNA in the larger droplets might be realistic, but we cannot
also exclude the possibility that it may be a force field dependent. Therefore, one
should view this finding as a proof of concept rather than as an exact result. The
key point is that regardless of the true origin of the [dsDNA]20− stability in large
droplets, we demonstrated that it is possible to have a charged macromolecule or
a complex of macromolecules in a highly charged droplet without conformational
changes.
At this point, a discussion is in order about the relation of the simulations to
experiments. DNA in deionized distilled water is expected to be denatured because
of the low ionic strength of the solution. [44–49] The low ionic strength reduces the
screening of the negative charges on the phosphate groups and leads to the dissociation of the dsDNA. In ESI-MS experiments [CH3 COO] – [NH4 ]+ is often used in
the bulk solution that contains the dsDNA. If a nanospray operates in the negative
ion mode, the initial droplets are expected to have an excess negative charge. The
negative charge stems from the negatively charged dsDNA and CH3 COO – ions.
For instance, an initial droplet of 150 nm radius (which is the typical droplet size
in nanospray) is expected to be composed by approximately a half billion water
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molecules, and 7,320e. For a concentration of about 1.0 ×10−4 M (used in the
experiments of Light-Wahl et al. [28]) of single-stranded oligonucleotides in the
bulk solution, it is expected that the initial droplet will contain in the order of
1000 single-stranded oligonucleotides. Thus, a substantial amount of the negative
charge will be carried by the DNA strands. It is also expected that the droplets
will contain a few NH4 + or Na+ counterions. From the concentration of the bulk
solution, one infers that the majority of the smaller droplets with a radius of a few
nanometers will carry a single strand and possibly several droplets may hold at
most two strands of DNA. Were the simulations started from two separate strands
of DNA in a droplet, it is expected the droplet to separate into two sub-droplets
each carrying a DNA strand. Even if the droplet ‘cage’ forces the association of the
strands, the duplex will dissociate at the latest stage of desolvation. It is also likely
that some droplets will carry a DNA duplex. We showed that the duplex would
also dissociate. These findings are in agreement with the ESI-MS experiments of
Light-Wahl et al. [28], who detected only the single strands by electrospraying
dsDNA in distilled deionized water.
Regarding the mechanism of desolvation, spiky droplet morphologies will also
appear during the desolvation of the single strands. The distinct features of
the droplets concerning its electrostatics, the evaporation rate, and the reactivity within the droplet will also be present for the single strands. These features
will be maintained regardless of the length of the DNA.

4.4 Electrostatics of dsDNA
Analysis of the electrostatics in a droplet was used to understand the formation
of spikes in the dsDNA-H2 O droplet. Comparison between Figure 4.2(i) and (ii)
shows that when the droplet is in the charge-induced instability regime, the amount
of H2 O around the backbone of the dsDNA decreases, but it increases near the
termini of the duplex. Clearly, an amount of water migrates from the region near
the backbone to the termini of the DNA duplex. During the droplet deformation
from the spherical shape, the dsDNA unwinds into a rod-like shape as shown in
Figure 4.4(a). We can create a simple model of the DNA duplex as being a finite
length charged-rod. Thus, we calculated the electrostatics of the dsDNA, using
the Adaptive Poisson-Boltzmann Solver (APBS) software [50]. In Figure 4.4(a), a
snapshot of [dsDNA]20− surrounded by ∼ 1,700 H2 O molecules is shown with the
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electric field lines generated by the [dsDNA]20 – alone. By far, the strongest electric
field lines are close to the middle of the dsDNA backbone, and the weakest field
lines are near the termini. This electric field pattern is typical of a finite length
charge rod (Figure 4.4(c)). Contrary to the intuitive expectation that the number
of H2 O molecules will be higher in the regions of the strong electric field, we find
that the H2 O molecules accumulate at the termini. The formation of the spikes
at the dsDNA pole indicates that the droplet attains morphologies that disperse
the charge as far as possible from the charged backbone. The formation of spikes
is a cooperative effect that cannot be predicted by the location of a few water
molecules around the dsDNA.
A possible explanation for the formation of the spikes at the termini is the
following: Because of the fast diminishing electric potential near the termini of the
duplex, the H2 O molecules have more freedom to build stronger H-bonds among
them. In contrast, near the centre of the backbone where the electric potential is
the strongest, the dipole moment of the H2 O molecules there are strongly aligned
with the electric field. The substantial alignment restricts the H2 O freedom to
build a strong H-bond network near the backbone. As a result, the H2 O molecules
in the outer water-shells near the backbone migrate to the termini of the duplex
where they construct large surfaces in the form of spikes.
Even though the most of the H2 O molecules are accumulated in the termini
further into the instability regime, a shell of H2 O still surrounds the middle region
of dsDNA as shown in Figure 4.4(a). The H2 O molecules in the first coordination
shell of dsDNA form H-bonds with the O1P and O2P atoms on the backbone (Figure 4.4(b)). The analysis of the H-bonding between the first-shell H2 O molecules
and the oxygen atoms on the dsDNA backbone did not reveal any significant difference between the number of donated H-bonds in different charge states of nanodrops. The average number of H-bonds per O1P or O2P atoms, HOH···OP, is 2.8
in the aqueous nanodroplets that comprise [dsDNA]20− , [dsDNA]20− and 10 Na+
ions, [dsDNA]20− and 15 Na+ ions. Thus, it appears that the H-bonding between
the first-shell H2 O and the backbone is independent of the dsDNA conformation,
uncoiled or coiled.
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Figure 4.4: (a) Solvated [dsDNA]20− in the instability regime with the electric field
lines calculated for the bare [dsDNA]20− . The intensity of the colour indicates the
strength of the electric field. The field is stronger (red lines) near the middle of the
backbone than that near the termini of the [dsDNA]20− where the intensity of the
line colour decreases rapidly. In the region of [dsDNA]20− where the electric field is
the strongest (middle region), the number of water molecules is smaller. (b) Inset
for a zoomed-in region in (a) shows the H-bonds (pink lines) between the water
and the oxygen atoms of the phosphate groups O1P and O2P (purple end-caps).
(c) Schematic picture of the electric field surrounding a finite negatively charged
rod.

4.5 Solvent evaporation
The evaporation of water is a central process in the desolvation studies. We compare the evaporation rate of the charged droplet with that of a water droplet that
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contains a dsDNA with charge −20e and 10 Na+ (overall charge of the droplet
−10e). In all the simulations, the initial droplet was composed of 6,500 water
molecules, and the temperature was maintained at 350 K. The comparison of the
evaporation rates of the two systems is shown in Figure 4.5. We calculated the rate
of water evaporation in the linear regime from 0 to 10.0 ns for both nanodrops.
We found that the evaporation rate of water molecules in the [dsDNA]20−
nanodrop is 25% faster than the evaporation rate of water from the [dsDNA +
10 Na+ ]10 – nanodrop. The faster rate of evaporation and the formation of spikes
in a highly charged nanodrop are likely to be related. Because of the increased
surface area created by the spikes, there is a relatively large number of water
molecules located on the surface which are more likely to evaporate. The initial
linearity in the rate of evaporation has been described by experimental studies on
water drops that were placed on a solid surface [51, 52]. Our results are consistent
with those studies but merely during the initial desolvation of the dsDNA. We
explain the initial linearity of the rate of water evaporation in the nanodrops that
comprise the dsDNA by the different interactions among the water molecules in
the coordination shells of the dsDNA. The H2 O molecules found in the outershells (far from the dsDNA) have weaker interactions with the dsDNA because of
the screening effect of the inner-shell H2 O molecules and the separation distance
from the dsDNA. Thus, the H2 O molecules in the outer-shells resemble those in a
pure drop: their rate of evaporation is constant. In contrast, the inner-shell H2 O
molecules have a relatively strong interaction with the dsDNA which dampens
their rate of evaporation. The slowing down of the evaporation starts earlier in
the droplet of charge −20e than the droplet with charge −10e.

4.6 Effect of ions on the desolvation of dsDNA from aqueous
nanodrops
4.6.1 DNA duplex in droplet: initial net charge of -20 e
In a set of simulations, we examined the effect of an initial equal concentration of
Na+ and Cl− ions on the desolvation of dsDNA. In particular, we studied [dsDNA+
xNa+ + xCl− ]20− (x = 5, 10) in droplets of 1,500 H2 O molecules. These droplets
were prepared in the charge-induced instability regime. The systems with x = 5
and 10 behave similarly during the desolvation process. We find that at the early
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Figure 4.5: Evaporation rate of water during the desolvation of dsDNA. The plot
shows the number of water molecules remaining in the nanodrop at a given time.
Linear fitting (from 0 to 10 ns) at T = 350 K shows that the desolvation rate of
the nanodrop with a larger net negative charge (red squares) equals −405 H2 O
molecules per ns; whereas, the desolvation rate of the nanodrop with a smaller net
negative charge (blue circles) is −311 H2 O molecules per ns. Denaturation of the
DNA duplex in the highly charged nanodrop is indicated by a star at 17.5 ns.
stage of droplet evaporation Cl− ions are released sequentially from the droplet.
At the late stage of the desolvation process, the dsDNA is surrounded by water
molecules that formed spikes. The Na+ ions remained in the droplet in the latest
desolvation stage; they were bound to the dsDNA. In the systems that contained
5 Na+ ions, the dsDNA denatured by separation of the two strands, while in
the systems with 10 Na+ ions the dsDNA remained bound with the two strands
sliding against each other. A more thorough discussion of the sliding is presented
in the following section: ‘Characterization of the DNA structure in the gas phase’.
Because of the similarities in the two systems we present here only the desolvation
of [dsDNA + 5Na+ + 5Cl− ]20− (Figure 4.6(a)).
In Figure 4.6(a)(i) the prominent feature is the formation of spikes because of
the high charge. Differently from the spiky droplet morphologies that were shown
in Figure 4.2, the spikes in Figure 4.6(a)(i) are transient and emerge throughout
the entire droplet. From those solvent extrusions, the Cl− ions are released. The
ejection of Cl− ions demonstrates this relatively high instability from the nanodrop

4.6. Effect of ions on the desolvation of dsDNA from aqueous nanodrops

99

Figure 4.6: Desolvation of dsDNA from a droplet that contains 1,500 H2 O
molecules, Na+ and Cl− ions. The initial nanodroplet carries a negative charge
that may change during desolvation. The snapshots in each column show (i) the
initial state of the droplet, (ii) an intermediate state, and (iii) the dsDNA at the
latest stage of the desolvation, where it is almost bare of water molecules.

despite the presence of Na+ ions. The release of the Cl− ions is discussed in the
following section: ‘How does a charged droplet accommodate the instability’.
Since the co-ions evaporate, the net charge of these nanodrops becomes less
negative (Figure 4.6(a)(ii)). The extent of the stability gained by the loss of the
co-ions depends on the remaining concentration of the counterions. For instance,
the ejection of the five Cl− ions from the [dsDNA + 5Na+ + 5Cl− ]20− droplet
reduces the net negative charge from –20e to –15e. However, as a result of
the relatively low concentration of the counterions, the duplex ‘unzips’ (denatures) into two strands (Figure 4.6(a)(ii),(iii)). Similarly, the 10 Na+ ions in the
[dsDNA + 10Na+ + 10Cl− ]20− nanodrop remain non-covalently bound to the dsDNA after the ejection of the 10 Cl− ions and a substantial solvent evaporation.
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The composition of the final desolvation product of the droplet and its charge
state are presented in Table 4.2 for all the systems that have been examined in
this article.

4.6.2 DNA duplex in droplet: initial net charge of -15 e
These systems show increased stability over the nanodrops with the initial charge
of −20e. Initially, the droplet is found in the instability regime (Figure 4.6(b)(i))
as it is evidenced by the formation of spikes on the surface of the droplet. In
Figure 4.6(b)(i),(ii), there is a clear trend of a decreasing number and length
of the spikes. Since the droplets with a charge of 12e are close to the stability
regime not all the Cl− ions are released readily from the aqueous droplet of dsDNA (Figure 4.7). We find that that the release of Cl− ions ceases when the
net charge of the nanodrop, of any volume, is less negative than 10e, which is
50% of the dsDNA charge. This rather intriguing finding might be due to the
relatively high concentration of Na+ ions in these nanodrops. For example, seven
Cl− are ejected from the [dsDNA + 15Na+ + 10Cl− ]15− nanodrop; its final state
in the gas phase is [dsDNA + 15Na+ + 3Cl− ]8− . Whereas, all the Cl− ions in
[dsDNA + 10Na+ + 5Cl− ]15− are ejected from the nanodrop; its final state in the
gas phase is [dsDNA + 10Na+ ]10− . In the latest stage of desolvation, in all cases of
the set of runs with droplet charge 15e, the dsDNA maintains the double-stranded
state in the gas phase, and it is surrounded by Na+ ions (Table 4.2).

4.6.3 DNA duplex in droplet: initial net charge of -10 e
The effect of the net charge on a nanodrop stability is more pronounced in the 10
and 5e nanodrops. Comparison of the snapshots in Figure 4.6(c),(d) with those in
Figure 4.6(a),(b) shows that the nanodrops with smaller net charges have smoother
surfaces than the nanodrops with larger net charges. In the 10e and 5e nanodrops,
the majority of the Cl− ions are not ejected. The consequence of having Cl− in
the nanodrop is the formation of NaCl aggregates (Figure 4.6(c)(ii), (iii),(d)(ii),
(iii)).
The formation of salt aggregates in the nanodrops increases during the desolvation process. It is apparent from the desolvation snapshots in Figure 4.6(c), (d)
that the salt aggregation increases gradually in the nanodrop, for the nanodrop size
decreases throughout the desolvation of the dsDNA. We observe ‘transient’ aggre-

4.7. How does a charged droplet accommodate the instability?

101

gations of NaCl. Some of these aggregations are in the form of [Na+ Cl− Na+ ]+ in
the nanodrops that are composed of about 600 H2 O (Figure 4.6(c)(ii),(d)(ii)); then,
permanent dissolution of NaCl in the smaller nanodrops (Figure 4.6(c)(iii),(d)(iii)).
Similar aggregation has been found in our previous study (Chapter 3) on the effect of counterions on the charging of a macromolecule [42]. In particular, we
have found that the [Na+ Cl− Na+ ]+ complexes are formed in large droplets where
the concentration of Na+ and Cl− ions are low. Then, larger aggregates were increasingly formed, as the concentration of the ions increased. The increase in ion
concentration was a result of the continued decrease in droplet volume.

4.7 How does a charged droplet accommodate the instability?
In the previous sections we demonstrated that the charge of the droplet in the
instability regime is dispersed via three mechanisms: (i) the release of charged
species when the charged species found in the droplets are non-covalently bound
to macromolecules; (ii) the formation of spikes from the solvent molecules when the
charged species are covalently bound to macromolecules; and (iii) the unwinding
of the dsDNA when the solvent surface is not sufficient to disperse the charge away
from the charged macromolecule. In our studies, examples of (i) are the release
of the Cl− ions from droplets containing dsDNA and the separation of the two
strands of dsDNA when they are found at certain charge states at the latest stage
of a droplet lifetime. A manifestation of (ii) is the formation of spikes on the
surface of the droplet that increase its surface area. The unwinding of the dsDNA
demonstrates the third mechanism, which occurs at the later stage of the droplet
lifetime. We have found instances where mechanisms (i) and (ii) may take effect
concurrently. In this event, the presence of the spikes may affect the manner that
a single ion is released relative to systems where all the charges are not bound to
each other. In this section, we discuss these mechanisms across the spectrum of
all the dsDNA systems that have been studied for this manuscript.

4.7.1 Fragmentation of the droplet
The Rayleigh limit for a charged conductor is not exact for droplets that comprise
a DNA molecule. Figure 4.7 shows the net charge of 1,500 H2 O nanodrops during
desolvation. For comparison, the estimated Rayleigh prediction is also shown. The
estimated Rayleigh limit for the 1500 H2 O nanodrop at T = 350 K is −10e. In
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the Rayleigh estimate, we used an approximate surface tension value of 0.0432
Nm−1 for TIP3P water model at T = 350 K [41]. The initial droplet states with
charge −20e and −15e are above the Rayleigh limit. In these droplets, Cl− ions
are readily released so as the droplet charge is lowered near to that predicted by
the Rayleigh limit. Additionally, Figure 4.7 shows that droplets with an initial
charge of −10e could sustain charge above the Rayleigh limit. This behaviour
is attributed to the formation of salt aggregates that prevent the release of Cl−
ions as was discussed in the previous section. However, the overall trend indicates
that the charge of droplets that contain a DNA molecule cannot be predicted by
applying the Rayleigh limit.

Figure 4.7: The net charge of a water nanodrop in its journey to the gas phase vs.
the number of H2 O molecules. The legends indicate the initial composition and the
charge of each nanodrop. Each symbol indicates the net charge of the nanodrop
before a single Cl− ion evaporation. The change in the charge is illustrated by
a vertical line from the data point followed by a horizontal line that indicates
the water evaporation before reaching a new critical charge. The Rayleigh limit
(dashed line) was calculated using the surface tension value of γ = 0.0432 Nm−1
[41] at T = 350 K. The last net charge (indicated by an arrow) did not change
throughout the transition to the gas phase.
The existence of droplets above the Rayleigh limit is to be contrasted with
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that of our previous study, presented in Chapter 3, on positively charged aqueous nanodrops composed of a poly(ethylene glycol) and Na+ ions [42]. In those
droplets, the net charge of the droplet was sustained slightly below the Rayleigh
limit because of the interactions of the poly(ethylene glycol) with the Na+ ions.
Additionally, the neutral poly(ethylene glycol) or its ionized form were mobile.
Effectively, every charge carrier in the droplet was mobile; in other words, the
droplet was a conductor. In contrast, the droplets that comprise a DNA molecule
are not ‘truly’ conductors because the DNA is not mobile. These findings confirm
that the Rayleigh model applies only to liquid droplets that are conductors.

4.7.2 Increase of the surface-area-to-volume ratio
To assess the correlation between the charge-induced instability and the surface
area of the nanodrops that comprise the DNA duplex, we analyzed the surfacearea-to-volume ratio (SA:V) of these nanodrops. Figure 4.8 shows the average
SA:V of each of the four sets of droplet charge states that we studied. The SA:V
values were calculated for a nanodrop at a volume of 59.0 nm3 . The average SA:V
ratio of six observations in the −5e nanodrops set was approximately 4% smaller
than that of the −10e, 17% smaller than that of the −15e and 29% smaller than
that of the −20e nanodrops. The analysis shows that in general nanodrops with
relatively small net charge have a smaller SA:V.
These results confirm the relation between the charge-induced instability and
the shape of a charged nanodrop. This relation may partly be explained by comparing the SA:V ratio of the charged nanodrops with the SA:V of simple geometrical
shapes. Among all the shapes, the sphere has the smallest SA:V. Whereas, the
spike shape has, by far, larger SA:V than that of a smooth sphere. The shapes
of the nanodrops that we studied ranged from a sphere (−5e) to a star polygon
(−20e). This variation in geometry reflects the instability of the charged droplet.
A stable nanodrop has a smaller SA:V than that of an unstable nanodrop.
We also examined the number of H-bonds between H2 O molecules, which are
shown in Figure 4.9. The average number of H2 O···H2 O H-bonds per H2 O of six
observations in the −5e nanodrops is 5.4% larger than that in the −20e nanodrops
(Figure 4.9). We found a small effect of the presence of Cl− ions in the number of
H-bonds between H2 O molecules. We can say that the number of H-bonds between
the water in nanodrops, in general, appear to be dependent on the net charge.
Our findings on the number of H-bonds between H2 O molecules mirror those
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Figure 4.8: Average surface area and surface-to-volume ratio (SA:V) of aqueous
nanodrops with various charges. The surface area values for nanodrops of an equal
volume, which is 59.0 nm3 are plotted against the net charge of the correspondent
nanodrop. The position of the bubble on the graph indicates the nanodrop surface
area whereas the size indicates its SA:V ratio. The darker and larger bubbles
indicate a relatively large SA:V.
of the relation between the charge-induced instability and the surface area of a
nanodrop. The overall trend in Figure 4.9 indicates that the H2 O molecules in a
relatively unstable nanodrop form fewer intermolecular H-bonds than in a more
stable one. This trend can be attributed to the large number of H2 O molecules on
the relatively large surface of an unstable nanodrop. These H2 O molecules form
fewer hydrogen bonds because they are found on the surface.

4.7.3 Cation interactions and the unwinding of the DNA duplex
The unwinding of the DNA duplex expresses the charge-induced instability of
the nanodrop that comprises the dsDNA. This trend can be explained by the
relatively low concentration of cation relative to that of the anion. To assess
how the DNA duplex unwinds in an unstable charged nanodrop, we first examine
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Figure 4.9: Average number of H-bonds per water molecule for droplets of various
charge states. The average numbers of H-bonds per water molecule of each initial condition was calculated for nanodrops composed of 1,500 H2 O molecules, a
[dsDNA]20− , and ions (horizontal table).
the duplex stability in a counterion-containing nanodrop. Figure 4.10 shows the
minor groove width of the DNA duplex in a droplet composed of 6,500 H2 O and
10 Na+ ions. During the desolvation process, there is a clear trend of increase in
the association strength between the Na+ and the oxygen atoms of the dsDNA
phosphodiester linkages across the two strands (A – O1P··· Na+ ···O1P – T). The
increasing strength of this association can be explained by the reduction of the
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Na+ ··· O1P distance fluctuations. This strong association between a Na+ and
the backbone of dsDNA is consistent with the X-ray findings that monovalent
cations are strongly associated with nucleic acids at the minor groove. [53] The
interesting point in our data is the decreasing width of the dsDNA minor groove.
The O1P···O1P distance across the A · T strands (A-O1P···O1P-T) decreases from
8.3 Å in the droplet to 2.9 Å in the gas phase (Figure 4.10). Over the initial 10
ns of the dsDNA desolvation, the mean separation distance of 8.3 Å agrees well
with the X-ray data of A · T-rich dsDNA [54, 55]. A possible explanation to the
narrowing of the minor groove is that the cation binding with the backbone shields
the repulsion between the negative charges on the two strands. This can be viewed
as a three-site interaction between a Na+ and two of the phosphodiester oxygen
atoms located across the two strands: (O1P)0.5 – ··· (Na)1+ ··· (O1P)0.5 – (inset
in Figure 4.10). Collectively, Na+ brings the two strands of the dsDNA closer;
thus, Na+ narrows the minor groove.
In contrast, the DNA duplex unwinds in a highly negative charged droplet.
As we discussed in Figure 4.3, the end-to-end distance of the dsDNA increases
in the droplet that contains no counterions. Similarly, the dsDNA unwinds and
denatures in a highly charged droplet. These droplets contain either a low [Na+ ] or
a small [Na+ ]/[Cl – ]. The observed decrease of the minor groove width in droplets
with relatively small negative charge and the unwinding of the DNA duplex in
droplets with a large negative charge suggests that the small [Na+ ]/[Cl – ] ratio
is the main factor in the unwinding of the DNA duplex. Thus, in a droplet with
a high negative charge, the dsDNA unwinds to reduce the repulsion between the
negative charges of the phosphate groups across the DNA strands.

4.8 Characterization of the DNA structure in the gas phase
In the previous discussion, we characterized the instability of nanodroplets that
contained [dsDNA]20− and analyzed the manifestation of charge-induced instability
during the desolvation process. We now turn to discuss the final stage of the dsDNA
desolvation: DNA in the gas phase.

4.8.1 Minimum charge to maintain a duplex
The first question in this study sought to determine the stability of DNA duplex
the in the gas phase; will it denature? The final ion composition in nanodrops and
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Figure 4.10: Distance of a Na+ from the minor groove of dsDNA during droplet
desolvation. As the dsDNA desolvates, the Na+ ions move towards the minor
groove and the separation between the two strands decreases. The strength of
Na+ association into the minor groove increases as indicated by the decrease in
the distance fluctuations of Na+ ···O1P interactions. For clarity, we merely show
Na+ ···O1P but a similar trend was observed in Na+ ···O2P distance. The inset
shows the unfavourable interaction between the O1P atoms (opposing arrow heads)
and the favourable interaction that attracts the Na+ ions towards the minor groove.

the net charge on the DNA are shown in Table 4.2. Three important observations
emerge from the data in Table 4.2. First, the dsDNA denatures in nanodrops that
have less than 10 Na+ ions, in other words, where the cation charge is less than
half the absolute value of the dsDNA charge. Second, the ejection of Cl− ions
ceases when the net charge was less negative than −10e. Third, in all cases, none
of Na+ ions is evaporated.
It is apparent from the data in Table 4.2 that the dsDNA charge state, after desolvation, is the major contributing factor to its stability in the gas phase.
For example, the double-stranded state is maintained when the final charge is
less negative than −10e. The preceding discussion on the fragmentation of the
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Table 4.2: State of the 11-mer dsDNA-residue and charge in the gas phase. The
dashes denote the aqueous droplets with no ions. These droplets contain only a
dsDNA and no ions. The initial nanodrop composition corresponds to that of
Table I. It is noted that (i) dsDNA denatures into two strands in the gas phase
when the net charge of the dsDNA-residue is more negative than −10e; and (ii)
there is no Cl− ion evaporation when the net negative charge is equal to or less
than −5e.
Droplet
Net charge/e

Ions

-a
5 Na+ + 5 Cl –
5 Na+
10 Na+ + 10 Cl –
10 Na+ + 5 Cl –
10 Na+a
10 Na+
15 Na+ + 10 Cl –
15 Na+ + 5 Cl –
20 Na+ + 10 Cl –
15 Na+
20 Na+ + 5 Cl –
25 Na+ + 10 Cl –
a Initial

−20
−20
−20
−15
−20
−15
−10
−10
−15
−10
−10
−5
−5
−5

Ions
5 Na+
5 Na+
10 Na+
10 Na+
10 Na+
10 Na+
15 Na+ + 3 Cl –
15 Na+ + 3 Cl –
20 Na+ + 7 Cl –
15 Na+
20 Na+ + 5 Cl –
25 Na+ + 10 Cl –

Gas phase
DNA
charge/e
−20
−20
−15
−15
−10
−10
−10
−10
−8
−8
−7
−5
−5
−5

DNA
conformation
denatured
denatured
denatured
denatured
zipped-upb
zipped-up
zipped-up
zipped-up
duplex
duplex
duplex
duplex
duplex
duplex

droplet comprised 6500 TIP3P water molecules.
for the inverted zipped-up structure is shown in Figure 4.11.

b Illustration

droplet showed that Cl− ions were ejected to stabilize the nanodrop. Because all
the nanodrops that we studied had a net negative charge, none of the Na+ ions
evaporated. Based on these two findings, the ejection of Cl− ions and the holding
of the Na+ ions, we can predict the final charge state and thus the stability of the
DNA duplex in the gas phase.

4.8.2 Conformations of DNA in the gas phase
We identified three tertiary structures of the dsDNA in the gas phase: denatured,
double-stranded, and inverted zipped-up DNA. As discussed above, the dsDNA
denatured when the final negative charge it carried was above 50% of the fully
deprotonated dsDNA charge (Figure 4.6(a)(iii)). In contrast, when the final negative charge was below 50% of the isolated dsDNA charge, the dsDNA maintained
a duplex state. As shown in Figure 4.6(c)(iii),(d)(iii) there is a clear difference in
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the degree of duplex compactness. The less negative dsDNA in Figure 4.6(d)(iii)
(−5e) is more compact than the dsDNA in Figure 4.6(c)(iii) (−10e).

Figure 4.11: Schematic picture of the [dsDNA + 10 Na+ ]10 – conformation and
charge distribution in gas phase. During the transition of [dsDNA + 10 Na+ ]10 –
from the droplet into the gas phase, the two strands slid in the opposite direction
about half their length. The two strands twist at the points indicated by two
arrows such that their backbones are held together by the excess of Na+ ions.
There is no net charge in the central region (highlighted by the bubble), where the
two halves of the strands are held together by 10 Na+ ions. The exposed halves
contribute a net charge of −10e.
The most intriguing conformation that we identified for the dsDNA in the gas
phase is the ‘inverted zipped-up’ (Figure 4.6(b)(iii)). We found this conformation
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in the all desolvated dsDNA that carried a net charge of −10e. Data from electrospray experiments[56–58] suggested that the two strands remained bound in the
gas phase. However, very little was found in the literature on the question of the
negative charge limit to maintain the DNA duplex in the gas phase. Gabelica et
al. data [58] on a 12-mer dsDNA suggested that the duplex state is maintained
for a net charge that was less negative than −5e, about 25% of the fully deprotonated 12-mer dsDNA charge. Because of the complexity of real systems, we
cannot argue that our computational study replicates the experiment. However,
our findings generally agree with those obtained in electrospray that the dsDNA
can maintain it double-stranded state if its net charge in the gas phase is less than
half its isolated charge.
The 50% net charge DNA in the gas phase was an exceptional case. During
the transition from nanodrop to the gas phase, the duplex of [dsDNA + 10 Na+ ]10 –
zipped-up. The zipping-up formed partially bound strands in the centre and two
unbound halves at the terminals; creating a ‘knot’. The illustration in Figure 4.11
shows that Na+ ions concentrate at the knot where they form adducts with the
backbone of DNA; as a result, Na+ ions created a neutral region. The unbound
halves of the two strands contributed a net charge of −10e. The location of the
Na+ ions at the centre of the DNA, along with the location of the negative charges
at the termini, agree with the experimental findings of Favre et al. [59, 60]. It
is important to note that this is not a zipping-up of the DNA duplex; the two
strands twisted so that their bases in the knot region pointed outward. The overall
mechanism can be thought of as an ‘inverted’ zipping-up of the DNA duplex.

4.9 Conclusion
We presented the desolvation mechanism of a double-stranded oligodeoxynucleotide
(dsDNA) from a charged aqueous droplet. The dsDNA carried its full negative
charge, and it was embedded in two droplet environments: (i) pristine aqueous
droplets and (ii) droplets that contained Na+ and Cl− ions at various concentrations. A common mechanism of desolvation in all the droplets of various ion
concentrations was solvent evaporation. The desolvation also proceeded by the
release of solvated Cl− ions in droplets with Na+ and Cl− ions. During the desolvation, we studied the role of two key effects into the stability of dsDNA: the
distinct droplet morphologies that arise from the charge-induced instabilities and
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the increase in the ion concentration during the shrinking of the droplet. Regarding the mechanism classification, the production of the dsDNA in the gas phase
seems to agree with the charged residue model, CRM.
We find that aqueous droplets that contain [dsDNA]n− (n = 20) with and without Na+ ions may attain spiky morphologies when the overall charge of the droplet
is above the Rayleigh limit. The formation of spiky structures on the surface of the
solvent is a way for the system to manifest the charge-induced instability when the
charge is bound along the backbone of a macromolecule or a complex of macromolecules. This form of instability is a general feature of the behaviour of charged
droplets with a bound charge that it is expected to hold regardless of the length of
the dsDNA or even more so, of the nature of the macromolecule. One can envisage
that charged aqueous droplets of dsDNA with a few counterions (for instance with
the commonly used NH4 + or Na+ ions) may be present in electrospray ionization
(ESI) aerosols, especially when the distilled deionized aqueous solution is sprayed
in the negative ion mode. We demonstrated the possibility that in the instability
regime a complex may stay intact as long as there is a sufficient amount of solvent to accommodate the instability by the formation of spikes. The complex may
dissociate only in the last stage of the droplet lifetime when there is not enough
solvent to transfer the polarization of the charge away from the complex.
In droplets with ions, Na+ ions may form adducts with the double helical DNA
in the minor groove. The adducts help to stabilize the duplex state in the gas
phase. The negative ions may be released from the droplet while no positive ions
are released. In higher concentrations of Na+ and Cl− ions, at the latest stage
of desolvation, sodium chloride aggregates are formed on the surface of dsDNA.
In a DNA-droplet with a net charge that is less negative than 50% of the DNA
charge, the DNA maintains the double-stranded state in the gas phase. However,
the conformation of the dsDNA may change depending on the location of the ions
on the strands. In ESI, it is common to have NH4 + counterions. Even though
in the presented simulations we studied Na+ ions, our findings can be generalized
for the case of NH4 + ions. Several studies have examined the binding of NH4 + in
DNA in the bulk solution [61–63]. All the studies agree that NH4 + ions may bind
in the minor groove of dsDNA in a manner similar to Na+ ions.
In summary, the presented study allowed us to identify general behaviours pertinent to the desolvation process of complexes of macromolecules from droplets.
Our findings may assist to determine the ESI experimental conditions systemati-
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cally so as the association properties of complexes are preserved between the bulk
solution and the gas phase.
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Chapter 5

Characterization of ‘Star’ Droplet Morphologies Induced by Charged Macromolecules
‘Star’ morphologies of charged liquid droplets are distinct droplet conformations
that, for a specific charge squared to volume ratio, have lower energy than their
spherically shaped analogs. For these shapes to appear, the charge should be carried by a single ionic species. A typical example of a charge carrier that we employ
in this study is a fully charged double-stranded oligodeoxynucleotide (dsDNA) in
an aqueous and an acetonitrile droplet. Controlling the morphology of a droplet
generated by electrospray has been utilized for the fabrication of drug-delivery
systems with specific sizes and shapes [1, 2].
We characterize the structure and dynamics of the star-shaped droplets. We
find that by increasing the charge squared to volume ratio; the droplet evolves
from spherical to ‘spiky’ shapes, by first passing from droplet sizes that undergo
enhanced shape fluctuations relative to those of the larger spherical droplets. These
fluctuations mark the onset of the instability. We also find that in the spiky
droplet, the orientation of the solvent molecules in the first shell about the dsDNA
is very close to that in the bulk solution. However, this orientation is substantially
different farther away from the dsDNA. Concerning the dynamics, the motion of
the spikes is reflected in the autocorrelation functions of rotationally invariant
order parameters that show a damped oscillator form of decay, indicative of the
elastic motion of the spikes.
This chapter show that the spiky droplets represent a different entity that
deserves characterization. This study provides insight into the manner in which
the charge distribution may give rise to well-controlled droplet morphologies.
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5.1 Introduction
The instabilities of droplets induced by an electric field have received continuous
attention starting from the seminal works of Rayleigh [3], followed by those of
Taylor [4, 5]. The stability of charged droplets plays a significant role in many
practical applications such as electrospray ionization (ESI) coupled to mass spectrometry (MS) [6–8], atmospheric aerosols [9], liquid helium droplets charged with
surface-bound electrons [10, 11], jets [12, 13].
The simplest model that describes the charge induced instabilities was developed by Rayleigh in 1882 [3]. Rayleigh’s model considers a spherical droplet that
is uniformly charged and may undergo shape fluctuations. The model is based on
the assumptions that the droplet is a conductor and that its volume is constant
(the surface area may change). In this model, the energy of the fluctuating droplet
is written as the sum of the electrostatic energy and the surface energy. Linear
stability analysis of the energy [14, 15] leads to the Rayleigh criterion for stability,
which reads as:
Q2R = 64π 2 ε0 γR3
(5.1)
where QR denotes the charge of the droplet at the Rayleigh limit, ε0 is the vacuum permittivity coefficient, γ is the surface tension, and R is the droplet radius.
Equation (5.1) comes from the l = 2 spherical harmonic mode, which is the first
mode that may become unstable in the energy perturbation to that of the spherical
shape. Equation (5.1) defines the Rayleigh limit of a charged droplet. When the
surface interactions overcome the electrostatic repulsion between the charges, then
a droplet is found ‘below the Rayleigh limit’. When the strength of the interactions
is reversed, then a droplet is found ‘above the Rayleigh limit’.
Rayleigh’s model has been used in the stability studies of atmospheric aerosols,
and electrospray produced droplets among other systems (charged colloids [16, 17],
atomic nuclei). In previous research [18–22] we have established by molecular simulations and analytical theory that different charge distributions lead to a variety
of droplet morphologies above or below the Rayleigh limit. When separated ions
are present in the droplet, the instability manifests by fragmentation of the droplet
and the release of the excess charge by small clusters of solvated ions [18, 23]. In
the presence of macroions with a high amount of bound charge such as peptides
or proteins [19], nucleic acids [24], carbon buckyballs [25], charged poly(ethylene
glycol) [20, 26], the charge distribution in the droplet is different from that of a
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relatively fast-diffusing single ions. So far three general droplet morphologies have
been classified [19, 21], which are, the ‘popping’ model of a contiguous (adjacent)
extrusion of the macroion from a droplet [19–21], the ‘pearl’ model of sub-droplets
along a macroion [19, 21] each with a charge as predicted by the Rayleigh limit,
and the ‘spiky’ droplet morphology [19]. We have found that the contiguous extrusion of the macroion from a droplet takes place below the Rayleigh limit [20, 22].
The spiky droplet morphology appears above the Rayleigh limit when a macroion
carries a non-fissile charge. In Figure 5.1 we show examples of droplets that attain
the star morphologies for a certain charge squared to volume ratio. Figure 5.1
(a)-(c) depict realistically (all-atom) modelled peptides [19] and nucleic acids [24]
in aqueous droplets. In Figure 5.1 (d)-(f) the charge carrier is a spherical ion
found at the centre of an aqueous droplet. [19, 22] Figure 5.1 (d)-(f) demonstrate
that the formation of spikes is a general phenomenon that has its origin in the
non-fissility of the charge. We note here that ordered star structures have been
found in different types of systems varying in size from the atomistic scale [19] to
self-assembled structures as described in Ref. [27]. Research is being conducted
for finding the underlying principles for these star formations [27].
Even though we have found the ‘spiky’ droplet morphologies in previous research [19] a detailed characterization of their structure and dynamics is still missing from the literature. Since the ‘star’ droplet structures are stable, they can
be created experimentally; therefore, knowledge of their structure is essential for
experimental realization.
Table 5.1: Parameters of solvents
Solvent d(g/cm3 ) dN
γ r µ (D)
H2 O
1.00
33.46 73 80
1.9
CH3 CN
0.786
11.53 29 36
3.9

B.P. (K)
373
350

*γ

denotes the experimental value of the surface tension
(mN/m) at room temperature; dN the number density (number of molecules/nm3 ); µ the dipole moment (gas molecule);
r the dielectric constant (relative permittivity); B.P. is the
boiling point.

In this study, we have chosen a fully charged double-stranded oligodeoxynucleotide (dsDNA) in aqueous and acetonitrile droplets as a realistic representative
system to demonstrate the structural and dynamic features of the ‘spiky’ droplet
morphologies. The reasons that we choose to study the DNA complexes have been
presented in Ref. [24]. Both water and acetonitrile solvents are commonly used in
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Figure 5.1: Typical snapshots from molecular simulations [19, 24] of droplets containing a macroion and complexes of macroions. (a) A completely protonated
polyhistidine (blue macroion) in an aqueous droplet [19]. The water molecules
are depicted by the red (oxygen) and white (hydrogen) spheres. The size of the
polyhistidine has been enlarged for visualization purposes. (b) A [dsDNA]20− in
an aqueous droplet of approximately 1,700 H2 O molecules. [24] The droplet is
found above the Rayleigh limit. The droplets are characterized by the formation
of solvent spikes on the surface. (c) a [dsDNA]20− surrounded by Na+ ions (blue
spheres) and Cl− ions (green spheres) in an aqueous droplet of approximately 1,500
H2 O molecules. [24] The droplet is found above the Rayleigh limit. Solvent spikes
appear on the surface of the droplet. (d)-(f) Demonstration that the formation
of spikes on the surface of a droplet is a general behaviour that appears when a
non-fissile charged species is solvated in the interior of a droplet. The droplets are
composed of 2148 TIP3P modelled water and a spherical fictitious ion positively
charged at the centre of the droplet. The charge of the central ion is (d) 18e (where
e is the elementary proton charge), (e) 27e, and (f) 36e [19, 22].
experiments. Even though both solvents are polar, they have considerably different
physical properties that are summarized in Table 5.1.
We find that the solvent structure around a macroion in the spiky droplets is
distinct relative to that found in the bulk solution [28] or in bulk interfaces [29,
30]. Our findings regarding the structure of the charged droplets are general and
hold for other possible highly charged macromolecules such as peptides and carbon
buckyballs [25].
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5.2 Model and computational methods
5.2.1 Models
We simulated droplets that were composed of a double-stranded DNA (dsDNA)
in water and acetonitrile. The dsDNA that was used in this study was d(A11 )2 composed only of adenine (A) and thymine (T), with a net charge of −20e ([dsDNA]20 – ).
The 50 ends lack a phosphodiester linkage at the 50 positions and are terminated
by a hydroxyl group. The helical structure was initially in B-tract conformation
and made one turn.

Figure 5.2: Radial distribution function (RDF) of acetonitrile for selected pairs
of atoms using the parameters that were implemented into the AMBER99-ILDN
force field. The simulation box contained 1,000 CH3 CN molecules; the simulations
were at constant temperature (T = 300 K) with duration of 500 ps.
The nucleic acids were solvated by water molecules modelled by the transfer-
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able intermolecular potential function (TIP3P) [31] with flexible bonds and angle
bending. The acetonitrile parameters are not readily available for AMBER force
field. Thus, we implemented the parameters [32] of a six-site acetonitrile into the
AMBER port in GROMACS. To validate the proper implementation of these parameters, we compared the radial distribution functions (RDF) of acetonitrile in
the bulk solution as shown in Figure 5.2. These RDFs show an excellent agreement
with those obtained by the developers of the parameters [32].
We note here that the simulations for the parameterization in Ref. [32] were
performed at a temperature of 298 K and a pressure of 1.0 bar with isothermal
compressibility taken from the experiments. In this model, the partial charges were
generated by quantum chemistry calculations and not by trying to fit some preselected solution properties. Once the partial charges were determined, the force
field was tested for its quality by reproducing selected bulk solution properties. It
was found that their force field can reproduce reasonably well the experimental
density, very well the heat of vaporization and well the solution RDFs and the
dipole moment of the acetonitrile molecules. It has been shown in our previous
articles [19] and it is confirmed in the present study that the formation of the
spikes is a general behaviour that does not depend on the fine details of the force
field. For instance, both TIP3P and SPC/E water models show the formation of
spikes. We use the acetonitrile model to point out the differences from water due
to the difference of their dielectric constants.

5.2.2 Computational Methods
Molecular Dynamics (MD) simulations were carried out with the GROMACS[33–
35] package version 4.6.5 using AMBER99SB-ILDN[36] force field port. This force
field includes optimized potential terms for bond-stretching and angle bending
vibrations, which are described by an ideal harmonic oscillator, as well as torsional
strains, Coulombic electrostatic interactions, and Lennard-Jones (LJ) interactions.
The cross interactions between two sites i and j are estimated by the combining
rules ij = (i j )1/2 and σij = (σi σj )1/2 , where i and σi denote the depth of the
LJ potential and the diameter of the atomic species i, respectively.
The following protocol was applied for droplets: the d(A11 )2 initially in vacuo,
was solvated with TIP3P H2 O or CH3 CN shells; each solvation step was repeated
with a different seed number to generate a duplicate of different solvent positions.
Energy minimization followed the solvation of the DNA duplex. Additionally,

Chapter 5 / Characterization of ‘Star’ Droplet Morphologies Induced by Charged Macromolecules
122

a 200 ps of position restraint MD simulation was carried out which allowed the
macroions to migrate to the most energetically favourable positions. After these
preparation steps, the production simulations were carried out in a series of 0.5 ns
constant temperature runs. Because the evaporated solvent molecules that were
far from the droplet had negligible interactions with the solute, the evaporated
solvent molecules were removed every 0.5 ns when they were located outside a
radius of 70.0 nm from the solute. The Nosé-Hoover thermostat[37] was applied at
a temperature of 350 and 320 K to the H2 O and CH3 CN droplets, respectively. No
bond constraints were applied. The time step used in all the simulations was 0.5
fs, which is 13 times smaller than the fastest, O–H, vibration in the system. The
electrostatic interactions were calculated without cutoff in non-periodic boundary
conditions (in vacuo). The simulations were terminated when the two strands of
the d(A11 )2 were separated. In the most of the realizations, the total time length
of the runs ranged from 5.0 ns to 18.0 ns.
The effect of the Nosé-Hoover algorithm on the dynamics of the simulation was
tested on 6,500 water molecules nanodrops containing the d(A11 )2 . In these tests,
we thermalized one from each system duplicate to T = 350 K for 2.0 ns, decoupled
it from the thermostat and then we continued the simulation without temperature
control. The molecular dynamics was compared with the second duplicate that was
simulated at constant temperature until the d(A11 )2 was in the gas phase. The one
difference in the dynamics between the two setups, without and with temperature
control, was the cooling of the droplet without the temperature control. This
difference had no profound effect on the results we report here. We decided that the
best method to adopt in this investigation be to use the Nosé-Hoover thermostat
with all runs.
To test the sensitivity of the results for the MD simulation package, another
simulation was performed using NAMD [38] version 2.9 molecular dynamics program. The program was used to simulate a 4,000 H2 O nanodrop that contained
the d(A11 )2 . This simulation was under similar conditions to those simulated with
GROMACS, that is to say, constant temperature at T= 350 K, AMBER force field
(ff12SB parameters), and non-periodic boundary conditions. The results were typical of those found in the droplets that were simulated with GROMACS using
AMBER99SB-ILDN.
Moreover, the single-strand guanine quadruplex, or G-quadruplex, with the
nucleotide sequence d(A3 G3 T2 AG3 T2 AG3 T2 AG3 A2 ) (PDB ID 2HY9 [39]) was
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simulated in aqueous TIP3P droplets. Hereafter, we use GQX to denote the Gquadruplex. The GQX has a 25 phosphodiester linkages that give a total charge of
−25e. The simulation protocol for GQX was the same as that of the [dsDNA]20− .
For comparisons in the structure of the solvent, bulk simulations of [dsDNA]20−
were performed in 1,1139 TIP3P modelled water molecules at T = 350 K. The
electrostatic interactions were treated with particle mesh Ewald with Coulomb
cut-off at 4.0 nm. We added a counter-charge of Na+ ions to neutralize the net
charge on the dsDNA. The Na+ ions were restrained beyond the cut-off distance: at
positions away from the macroion. The equations of motion were integrated using
the velocity Verlet integrator, and the temperature was controlled by applying the
Nosé-Hoover thermostat. The simulation box dimensions were ≈ 7.0 × 7.0 × 7.0
nm3 . The system was equilibrated for 0.5 ns, and the production run was for 10.0
ns.

5.3 Results and discussion
5.3.1 Structure of charged droplets
The droplet evolution during the desolvation of the dsDNA has several distinct
features: The first prominent feature is the change in the droplet morphology from
spherical, when the system is below the Rayleigh limit, to spiky when the system
is above the Rayleigh limit. The second prominent feature is the strong orientation
of the solvent molecules dipole moments around the macroion. These two features
are discussed in the following sections.
Description of the droplet morphologies
Typical snapshots of the changes in the shape of a droplet containing a [dsDNA]20−
ion in the course of evaporation are shown in Figure 5.3 (a) and (b) for water and
acetonitrile, respectively. These changes are accompanied by the unwinding and
the separation of the [dsDNA]20− . The changes in the droplet shape in relation
to the conformational changes of [dsDNA]20− have been presented in the previous
chapter [24]. In this study, we focus on quantifying the ‘spiky’ droplet morphologies
and explaining their physical origin. At first, we summarize the evolution of the
droplet shape with respect to the number of molecules in the system (the charge
remains constant).
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Figure 5.3: Typical morphologies in the course of evaporation of (a) an aqueous
droplet with an embedded [dsDNA]20− at T = 350 K and (b) an CH3 CN droplet
with a [dsDNA]20− at T = 320 K. The nucleotides are coloured in red for A (Adenine) and blue for T (Thymine).
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The initial state of the aqueous nanodrop (Figure 5.3(a)(i)), which has a radius
≈ 3.6 nm, shows a clear stability demonstrated by its spherical shape. Rayleigh’s
critical charge for this droplet size is −22e, therefore the nanodrop is found below
the Rayleigh limit. This critical charge was estimated by Equation (5.1) with
the surface tension value of 0.0432 N/m at T = 350 K for TIP3P water model
[40, 41]. In comparison to the aqueous droplet, a droplet composed of 11,500
CH3 CN molecules and a [dsDNA]20− ion (Figure 5.3(b)(i)) has a radius of ≈ 6.1
nm. Using the Rayleigh criterion (Equation (5.1)) with a surface tension of 0.029
N/m (experimental value at T = 320 K), the critical charge is estimated to be
−12e, hence, the CH3 CN droplet is also found initially below the Rayleigh limit.
At a certain charge squared to volume ratio, the droplets enter the instability
regime. In our simulation setup, the charge to volume ratio is reached by gradual
evaporation of individual water molecules. The onset of the instability is marked
by enhanced fluctuations that are large but short-lived relative to the spikes shown
in Figure 5.3. The transition to the ‘spiky’ shapes is not sharp; we attribute this
behaviour to the finite size of the droplet. It is noted that it is surprising and
remarkable that a droplet composed of a dielectric with no free charges shows the
instability at a size close to the theoretical prediction. For γ = 0.0432 N/m at
T = 350 K and for a charge of −20e the theoretical prediction for the onset of
instability is at 6,000 H2 O molecules. The simulation finding is for 5,500 H2 O
molecules. To this number, we add 400 H2 O molecules equivalent to the size of
the dsDNA. Thus, we observed the onset of instability at 5,900 H2 O molecules. To
test the Rayleigh prediction, we have also studied different systems such as that
of an aqueous droplet solvating a G-Quadruplex. The quadruplex that we have
chosen to simulate has a net charge of −25e, with estimated Rayleigh limit at 9,300
H2 O molecules. The enhanced fluctuations appear for droplets with approximately
9,500–9,300 H2 O molecules.
The geometry of the water-droplet evolves from a sphere to pyramidal (Figure 5.4). The desolvation process gives rise to a gradual transformation in the
morphology of the droplet: the number of the spikes that appear on the surface
of the droplet increases gradually. As shown in Figure 5.4, the number of spikes
increases from zero, in a spherical droplet, to four, in a tetrahedron droplet.
In Figure 5.3(a)(ii)–(iv) and (b)(ii)–(iv), for both H2 O and CH3 CN droplets,
show the droplet morphologies above the Rayleigh limit, respectively. In this
regime, the droplet shape deforms. In aqueous droplets, the deformation starts by
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Figure 5.4: Evolution of geometry of a non-conductive charged droplet. The geometry of a droplet that comprises a DNA duplex evolves during the evaporation
of the solvent molecules. The geometry change from a sphere, with zero spikes, to
a tetrahedron, with four spikes.

forming a droplet with a single spike at approximately 4,820 H2 O molecules (if we
consider that the volume of the dsDNA is approximately 400 H2 O molecules, the
first spike appears at approximately 5,200 H2 O molecules). The shape deformations as the droplet shrinks appear with a gradual increase in the number of spikes
as shown in Figure 5.3(a)(ii)–(iv). In contrast, Figure 5.3(b) shows that in the
CH3 CN droplets the deformations are not as pronounced as that of water. This
behaviour is due to the electric field that orients the CH3 CN dipoles in a head-totail arrangement. Acetonitrile has a lower dielectric constant than that of water;
therefore, it is expected that the polarization of the solvent, due to orientation, is
less pronounced than that of water.
The spiky droplet morphologies are stable shapes with lower energy than that
of the corresponding spherical droplet. This finding is evidenced by the fact that
a particular shape is maintained for a range of droplet sizes. For instance, in the
dsDNA-H2 O droplet 1-, 2-, 3-, 4-, 5-, and 6-spike morphologies are maintained in a
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range of several hundreds of water molecules at approximately 4,215, 3,794, 2,661,
1,809, 1,278, and 700 H2 O molecules, respectively. The spikes are dynamic; they
coalesce and divide to form larger or smaller extrusions, respectively. When the
spikes divide, they separate in a ‘zipping-down’ manner starting from the tip. We
note that we find instances where the droplet morphology oscillates between two
different number of spikes, three-four or four-five until it settles to a permanent
shape.

√
Figure 5.5: Number of spikes versus X. The red squares correspond to the
aqueous droplets with [dsDNA]20− ; the open circles correspond to aqueous droplets
with a positive spherical ion at the centre (data from Ref. [22]).
Regarding the number of the spikes, we compare the data reported in Ref. [22]
for an aqueous droplet that has a spherical positive charge at the centre to that
of the current calculations for the aqueous [dsDNA]20− droplets. This comparison
is presented in Figure 5.5. The simulations discussed in Ref. [22] were performed
for droplets composed of 2,148 TIP3P modelled water molecules at T = 300 K
and surface tension approximately equal to 0.0523 N/m. In those simulations, the
number of H2 O molecules remained constant and the charge varied. The droplet
was found in a spherical cavity so that an effective vapour pressure was established.
In the simulations presented here, the charge is the droplet remains constant, and
the number of H2 O molecules varies. The current simulations are performed at
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T = 350 K (γ ≈ 0.0432 N/m).
To compare the number of spikes, we relate them to the Rayleigh limit and
plot this number as a function of the square root of X, where X is defined as
Q2
X=
.
64π 2 ε0 γR03

(5.2)

Evidently, at the Rayleigh limit X = 1. Alternatively, X = (Q/QR )2 when the
number of molecules remains the same in the droplets as in the case of the single
ion-water simulations in a spherical cavity discussed above. Moreover, X = NR /N ,
(where N denotes the number of solvents molecules and NR those at the Rayleigh
limit) when the charge remains the same in the droplet and the number of solvent
molecules changes as in the case of the solvent evaporation in the [dsDNA]20− water droplets presented here. In writing X = (Q/QR )2 or X = NR /N we assume
that the surface tension remains the same in the droplets with various charge
squared to volume ratios. Figure 5.5 reveals that the [dsDNA]20− droplets have
the same number of spikes as the positively charged droplet for the same value of
X 1/2 . This finding is remarkable because it shows that even though the structure
of the spikes in the negatively and positively charged systems is different (opposite
orientations of the solvent), their number is determined by the amount of charge
only. Even more, the complicated structure of the [dsDNA]20− against that of
a simple spherical ion also does not affect the number of spikes. Therefore, the
formation of spikes is a general finding that does not depend on the molecular
details of the macroion. As the dsDNA containing droplet evaporates, the clear
structure of the thicker spikes is lost because of the many string-like formations of
the solvent. For this reason for the dsDNA-H2 O droplet, we compared the data in
Figure 5.5 up to a maximum of six spikes.
We note here that the spikes attain specific geometries. By visual inspection, we
could distinguish the geometries up to nine spikes and twelve spikes in droplets with
a spherical charge in the middle (Figure 5.1 (d)-(f)). Typical geometries are: four
spikes form a tetrahedron; five spikes form a tetragonal pyramid and trigonal bipyramid; six spikes form an octahedron; twelve spikes form an icosahedron. These
structures show striking similarities to those that electrons form in the Thomson
problem. In the Thomson problem, M electrons constrained on a unit sphere
attain a specific geometry by minimizing their electrostatic energy. The Thomson
problem and the formation of spikes are fundamentally different problems, but we
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Figure 5.6: Typical snapshots of droplets containing a central ion with charge
Q = 24e and 2148 TIP3P modelled water molecules at T = 300 K [22]. The rays
can form a tetragonal pyramid (top panel) and a trigonal bi-pyramid (bottom
panel).
attribute the similarities to the fact that the spikes arrange themselves so that their
distances between one another are maximized. For instance, in aqueous droplets,
the spikes at the termini of the dsDNA are found in staggered conformations in
order to maximize their distance. We note here the differences between the two
problems. In the MD simulations of the spiky droplets there is a temperature
factor; thus, the number of spikes and their length are variables.
In the course of the MD runs, we find events of regeneration of spikes as well
as spikes of different length. Even though there are fluctuations in the number of
spikes and their length, we can still clearly identify the major structures and their
similarity with those in the Thomson problem. For a certain number of spikes, MD
may detect more than one structures. The different structures appear because of
the fluctuations in the positions of the spikes. An example is shown in Figure 5.6
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where the droplets with five rays can form a tetragonal pyramid and a trigonal bipyramid. In contrast, in the Thomson problem, the electron configuration is unique
and corresponds to the minimum energy. We cannot minimize the energy of the
spiky droplet structures because the lowering of the temperature will increase the
surface tension and thus, the dominant interactions in the system will be modified.
The global shape of the droplet can be systematically analyzed by using rotational invariant descriptors. A rotation invariant descriptor is given by
1



X
4π m=l
Ql = 
|Q |2 
2l + 1 m=−l lm

2

(5.3)

where the average
PN

a=1 Ylm (r̂cm (a))

(5.4)
N
for N atoms; Ylm (r̂cm (a)) are spherical harmonics; r̂cm is the unit vector defined
from the centre of mass of the droplet to atom a.
Qlm =

Figure 5.7: Ql versus l for various droplet morphologies. The rotational-invariant
descriptor is time-averaged over MD trajectories for the corresponding morphology of the droplet. As the number of the spikes increases, higher modes become
accessible.
Figure 5.7 shows how the various Ql distinguish the spiky shapes where the
largest differentiation appears by using the Q3 and Q6 descriptors. In general, as
the number of the spikes increases, the values of the descriptor shift towards higher
modes. Though, the combination of two order parameters can better distinguish
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Figure 5.8: Distinction of the droplet morphologies using a combination of two
order parameters. The values next to the points indicate the number of spikes.
the droplet morphologies. An example of this combination is shown in Figure 5.8
for Q3 and Q6 . Other combinations may also be used such as Q2 and Q6 .
Molecular structure of the ‘star’ morphologies
A closer look at the structure of water is presented in Figure 5.9. Figure 5.9 shows
the probability density of the cosine of the angle (θ) defined between the dipole
moment vector of H2 O (or CH3 CN molecule) (denoted hereafter by µ
~ s ) and the
vector pointing from the centre of mass (COM) of dsDNA to the oxygen site of a
water molecule (or the methyl group of CH3 CN). In these calculations, the solvent
surrounding the nucleic acid was divided into 0.5 nm wide shells. Figure 5.9a shows
that at a distance greater than 3.0 nm from the COM, the µ
~ s are co-linear with
the axis from the COM of the dsDNA to the oxygen site of a water molecule. The
H2 O molecules in the shells between 3.0 nm and 6.0 nm are found in the spikes
as depicted in Figure 5.10. Figure 5.10 shows only the µs orientation of the 180◦ .
Thus, the molecules in the spikes ‘see’ the dsDNA like a point charge. In the
range of 1.0–3.0 nm the distribution of θ is broad and peaks at 150◦ -180◦ (see also
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Figure 5.10). At this distance the H2 O molecules are found in the closest solvation
shells to the [dsDNA]20 – ; thus, they ‘feel’ the electric field by the local charge of
dsDNA. Therefore, water dipoles are strongly oriented toward particular charged
regions of phosphates groups as they surround the dsDNA. In summary, the water
close to the dsDNA ‘sees’ the duplex as polyions, while the water molecules at a far
distance from the dsDNA ‘see’ the DNA as a point charge. Even though the H2 O
molecules are strongly oriented in the spikes, they have freedom in their motion.
For comparison purposes, we calculated the distribution of the angle θ around
the [dsDNA]20 – in bulk aqueous solution (Figure 5.9(b)). In the distance greater
than 3.0 nm the H2 O dipole moments attain all possible orientations almost uniformly. Here, there is no surface. The presence of additional water layers quenches
the strong orientation of the 180◦ degrees that appears in the droplets. In the distance of less than 3.0 nm, the angle distribution in bulk shows a similar frequency
(1.4) to that in the spiky droplet (Figure 5.9(a)). However, in the spiky droplet,
H2 O molecules near the backbone of dsDNA are on the surface. This configuration
results in overlapping of highly oriented H2 O dipoles towards the COM with H2 O
dipoles in near shells that are oriented towards the local charges.
We compare the structure of H2 O with that of CH3 CN at the same ratio of
Q2 /γR3 ≈ 1, 600, that corresponds approximately to 2.7 times the Rayleigh limit
ratio for both solvents. In CH3 CN droplets, the orientation of their dipole moments
around the dsDNA is not as pronounced as that of the H2 O molecules. At a
distance greater than 3.5 nm the 180◦ H2 O dipole moment orientation still prevails.
At shorter distances, the angle distribution is almost uniform. The lack of strong
orientation of CH3 CN in the electric field of the dsDNA reflects the lower dielectric
constant of CH3 CN than that of H2 O. The orientation of CH3 CN will depend on
the temperature. We expect that at a temperature below 320 K where the thermal
motion is quenched, or at a higher charge, the electric field of the dsDNA will have
a stronger effect in orienting the CH3 CN molecules.
Frequently the water molecules at the spikes of the charged droplets readily
form ring structures or other organized shapes by local motion. Typical shapes
of clusters at the tips of the spikes are shown in Figure 5.11. These clusters
are reminiscent of the ring, book and prism structures that have been found for
small water clusters in the gaseous state [28, 42–45]. Short strings of water with
approximately 3–4 H2 O molecules and rings were also identified on the surface of
pristine aqueous droplets. These clusters are more subtle in comparison to those
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Figure 5.9: Orientational probability distribution F (θ, r) of solvent dipole moments
about the centre of mass of DNA. The profiles correspond to: (a) H2 O about
d(A11 )2 in a droplet of 1,680 H2 O molecules (66.0 nm3 ) as shown in Figure 5.3
(a), (b) H2 O about d(A11 )2 in bulk, and (c) CH3 CN about d(A11 )2 in a droplet of
1,200 CH3 CN (137.0 nm3 ). The calculations were averaged over 500 ps.
that appear in a charged droplet. In the pristine aqueous droplets, the strings are
shorter than those of the charged droplets, and the rings are short lived.
In the aqueous droplet, we compared the length of the hydrogen bonds and
the radial distribution functions of oxygen-oxygen in droplets of different sizes as
well as in various regions of droplets (spikes versus central part of the droplet).
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Figure 5.10: Radial distribution of the 180◦ dipole moment orientation of H2 O
about the [dsDNA]20 – in a typical ‘spiky’ droplet. The droplet comprised 1,680
H2 O molecules and d(A11 )2 . The boundary of the spiky morphology is shown
by schematic. The distribution was calculations by averaging the H2 O molecules
orientation for 500 ps. The white region at the centre corresponds to the space
occupied by the [dsDNA]20 – .

Figure 5.11: Typical cluster formations at the tips of the spikes. In the snapshots,
the lengths of the H-bonds are indicated.
We also compared these quantities with that of a pure, zero net charge, aqueous
droplet. The comparisons did not show any difference of these quantities in the
various systems for the TIP3P model of water. This limitation could be a result
of using the non-polarizable TIP3P model in the presence of highly charged ions.
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5.3.2 Dynamics
Figure 5.13 shows the dipole moment (~µs ) auto-correlation function (ACF) of the
water molecules surrounding the dsDNA. In general, the smaller the droplet, the
slower the ACF decays. The dipole ACFs for a spherical, 3-spike and 4-spike
droplet is fitted by a sum of three exponential functions. As it has been already
discussed in the previous sections (Figure 5.9 and Figure 5.10), the H2 O molecules
are strongly oriented close to the dsDNA and in the spike region. Therefore, the
H2 O dipole moment de-correlates by diffusion. There are several mechanisms for
de-correlation. The fastest relaxation time varies between 1.8 ps (spherical droplet)
to 1.2 ps for the three-spike shape. We attribute the short time to the local motion
of the water dipoles. This time is similar for the different shapes. There is an
intermediate time scale in the range of 5.0 ps (three-spike droplet) to 25 ps (fourspike droplet). We attribute the intermediate time to the de-correlation of the H2 O
dipole moment by the collective motions in the spikes and the fast diffusion of the
molecules within the spikes. Finally, the longest time, which is a few hundreds of
picoseconds is attributed to several motions.

Figure 5.12: Diffusion of an H2 O molecule (magenta) in a spiky droplet. The trace
highlights the path of a typical H2 O molecule for 350 ps. The trace starts from one
spike (blue), crosses the surface near the dsDNA, and ends at the opposite spike
(red).
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Figure 5.13: Dipole moment auto-correlation function (ACF) of H2 O (C(t)) in a
droplet of 6,500 H2 O molecules, which is spherical (solid line), 2,827 H2 O molecules,
which attains a three-spike shape (dotted line), and a 1,678 H2 O molecules, which
attains a four-spike shape (dashed line) as shown in Figure 5.10.

The rotation of the droplet is one source of the slow relaxation time. In our
systems, the occasional removal of the evaporated water molecules masks the real
rotational time. Monitoring of the motions of the molecules in the spikes versus
the core showed that the molecules exchange within a few hundreds of picoseconds
between the two regions. An indicative trajectory of the diffusion of a single
molecule is shown in Figure 5.12. The diffusion of the molecules will be affected
by the motions of the spikes. These motions include floppy movements of the
spikes, which are collective motions of the molecules, as well as the quenching of
the spikes and the birth of new ones. We expect that the diffusion time will vary
considerably for the various morphologies. For instance for specific ratios of droplet
charge squared to volume a droplet may appear with a definite number of spikes.
These are the systems in which we show the ACFs in Figure 5.13. However, there
are going to be droplet charges and volume parameters where the droplet will not
settle to a definite number of spikes (the number of spikes may vary).
In Figure 5.14 the time ACF for the Q3 descriptor is shown with a fitting to
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Figure 5.14: Time auto-correlation of Q3 for droplets with one and two spikes
(from top to bottom), respectively.

the function
y(x) = exp(−x/a0 )(cos(x/a1 ) − (a1 /a0 ) sin(x/a1 ))

(5.5)

with parameters of (a0 , a1 ) = (181.177, 36.3714), (124.901, 37.834) in units of ps
for one and two spikes, respectively. The ACF shows a behaviour similar to that of
a damped harmonic oscillator. This behaviour is supported by visual inspection of
the trajectories of droplets with 1, 2 and 3 spikes. In the simulations, we observe
persistent structures with a fixed number of spikes moving about an apparent
equilibrium position. The ACF shows a decaying oscillatory behaviour, which is
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indicative of the elastic motion of the spikes.

5.3.3 Liquid interfaces in the presence of magnetic or electric fields
Destabilization of liquid interfaces in the presence of magnetic or electric fields has
some commonalities. In every case, the surface tension acts as a stabilizing factor,
while electro- or magneto-static forces tend to disrupt the interface. Spherical or
planar interfaces are, in the absence of the fluctuations, the extrema of the system
energy, which is written as a sum of electrostatic, surface energy and gravitational
energies. The Rayleigh criterion is derived from an analysis of the interfaces stability due to small perturbations, leading to Equation (5.1) applicable to a variety
of models.
As the field increases, a planar or a spherical interface must attain a new
configuration that minimizes the system energy. To our knowledge, so far no
analytical results are describing the new minimum energy surface in the general
case. Taylor’s results demonstrate that the only self-similar solution is a unique
cone with an angle of ≈ 100 degrees for an aqueous droplet at an electric field [5].
The conical solution also pre-determines the field around the cone tip that may
or may not be compatible with that of an original problem of minimization of the
energy of an interface.
The morphology of liquid surfaces in the presence of an electric field beyond
stability transition includes jets, droplet spikes and patterns in ferrofluids [46, 47].
Review of the existing results leads the authors to conclude that no compact surface
minimizes the free energy of a surface that includes only the surface tension and
electro- or magneto-static energies. The primary evidence for this comes from the
analysis of the numerical simulation results as analytical results are not available.
In all the cases mentioned above, additional factors are required to stabilize the
interface. In the case of jets, the interface is not stationary, but it is a steady
dynamic state stabilized by viscous flow in the jet. Patterns in ferrofluids liquids
are determined by the complex non-linear magnetization of the liquid in the applied
magnetic field.
It is interesting to note that ferrofluids do not admit a Taylor conical solution.
At the tip of a cone, the balance of forces requires that the magnetic force on the
interface is to be compensated by the surface tension force. On the other hand, the
surface tension force diverges as one approaches the tip while the magneto-static
force reaches its maximum value due to saturation of the magnetization. Thus, the
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interfaces in ferrofluids must always be smooth surfaces. This, in turn, validates
the use of γ × Area surface energy term.
The patterns observed in ferrofluids should be contrasted with the shapes observed in charged droplets. The presence of sharp tips and ordered structure of
solvent is evident. Because of the differences of these structures from the ferrofluids, and other known sharp protrusion (jets), we think that a description of these
minimum energy shapes by the analysis of only the electrostatic and surface terms
would be incomplete and, likely, to fail.

5.4 Conclusion
In summary, the formation of spikes in droplets due to the presence of a non-fissile
charged species such nucleic acid has been unexpected. These structures appear
beyond a charge squared to volume ratio of the droplet that marks the onset of
instability. Moreover, we found that the spiky structures are dynamic and persist over long times. Analysis of the orientation of the water molecules around
a fully charged dsDNA showed that the orientation of the H2 O molecules that
are close to the DNA is determined by the local structure of the DNA. Beyond a
certain distance, the H2 O molecules orient around the central macroion as they
would orient around a point charge. Autocorrelation functions of the order parameters revealed the elasticity of the system through the decaying oscillations of the
structural quantifiers of the spikes.
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Chapter 6

Free Energy of Binding Na and K Ions to Guanine
Quadruplexes
Guanine quadruplex structures (G-quadruplex) play a vital role in stabilizing the
DNA genome and in protecting healthy cells from transforming into cancer cells.
The structural stability of G-quadruplexes is greatly enhanced by the binding of
monovalent cations such as Na+ or K+ into the interior axial channel. We computationally study the free energy of binding of Na+ and K+ ions to two intramolecular
G-quadruplexes that differ considerably in their degree of rigidity and the presence or absence of terminal nucleotides. The goal of our study is two-fold. On the
one hand, we study the free energy of binding each ion, which complements the
experimental findings that report the average free energy for replacing Na+ with
K+ ions. On the other hand, we examine the role of the G-quadruplex structure
in the binding free energy. In the study, we employ all-atom molecular dynamics
simulations and the alchemical transformation method for the computation of the
free energies. To compare the cation-dependent contribution to the structural stability of G-quadruplexes, we use a two-step approach to calculate the individual
free energy difference ∆G of binding two Na+ and two K+ to two G-quadruplexes:
the unimolecular DNA d[T2GTG2T(G3T)3] (PDB ID 2M4P) and the human
telom-eric DNA d[AGGG(TTAGGG)3] (PDB ID 1KF1). In contrast to the
experimental studies that estimate the average free energy of binding, we find a
varying differ-ence of approximately 2.0 to 9.0 kcal/mol between the free energy
contribution of binding the first and second cation, Na+ or K+. Furthermore, we
find that the free energy of binding K+ is not affected by the chemical nature of
the two quadru-plexes. In contrast, Na+ showed dependency on the G-quadruplex
structure; the relatively small size allows Na+ to explore larger configurational
space than K+.
143
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Numerical results presented here may offer reference values for future design of
cationic drug-like ligands that replace the metal ions in G-quadruplexes.

6.1 Introduction
In healthy cells, a chromosome is protected from fusion [1, 2] with the telomeric
end of another chromosome by non-coding repeats of a DNA sequence [3, 4]. These
repeats protect healthy cells from transforming into cancer cells [5, 6]. In human
cells, telomeric DNA comprises a double-stranded and a single-stranded 30 -end
overhang repeats of the guanine-rich sequence TTAGGG (T stands for thymine,
A for adenine and G for guanine), the so-called ‘G-overhang’ [4, 7–9] which folds
into stable guanine quadruplex (G-quadruplex) structures [10–12]. Furthermore,
an enzyme complex termed telomerase maintains the structure of the telomeric
ends: telomerase protects the chromosome ends from degradation and preserves
them from rearrangements during cell divisions [13–17]. This behaviour reverses
the natural tendency of shortening the telomeric ends of DNA at each round of cell
division, achieving cell immortality [5]. Formation of a stable G-quadruplex at the
telomeric ends interferes with the replication machinery of DNA preventing the
replication of the extreme ends of the G-overhang, thus shortening the telomere
ends at each round of cell division. As the telomere reaches a critical length, the
cell goes into a state of proliferation arrest and eventually dies [18–20]. These
findings suggest a significant role of G-quadruplexes in gene regulation and hence
are potential targets for treating cancer [21].
The formation and stability of G-quadruplexes depends largely on the presence
of cations [10–12, 22–31]. Most cations interact with G-quadruplexes in two ways:
external cations bind to the backbone and internal cations bind within the axial
channel. External cations screen the negative charge of the phosphodiester groups
along the backbone while the internal cations screen the partial negative charges
of the carbonyl oxygens (O6) that protrude from the guanine bases. Experiments
have provided evidence that the internal cations are dehydrated and bind to the
central axis of the G-quadruplex [32–34] in a specific manner [35]. The Na+ and
K+ ions are the two most studied that bind to the axial channel. The relatively
small Na+ ion can either reside within the plane of a G-quartet or reside between
the planes of G-quartets. In either location, the Na+ ion coordinates with the
O6 atoms. The larger K+ ion, however, resides only between the G-quartets and
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coordinates with the O6 atoms. Both cations provide stability to the G-quadruplex
structure.
Titration experiments in NMR have also provided partial insight into the thermodynamics of the cation selectivity exhibited by G-quadruplexes. These experiments have indicated a preference for the binding of the K+ ion over Na+ [36].
Monovalent cations, in general, stabilize G-quadruplexes in the following order:[37]
K+ > NH4+ > Rb+ > Na+ > Li+ . Titration experiments to determine the selectivity of cations in G-quadruplexes may be limited to measuring the ‘relative’
binding selectivity of sodium and potassium cations. As the solution is titrated by
the salt of a different cation, the lines of proton chemical resonances begin to shift
[38]. Equilibrium constants are then determined by curve-fitting the changes in
the chemical shifts as a function of the titrant salt concentration [39]. The anity
of cations to the grooves and to the phosphates of the DNA poses a limitation in
obtaining accurate NMR spectra [40–46]. Such interactions between the cations
and phosphates may alter the resonances of the NMR spectra where the Na+ and
K+ equally compete for the binding to the phosphates of G-quadruplexes [35].
A theoretical investigation [47] using quantum chemistry modelling on the binding of alkali metals to a G-quadruplex confirmed the experimental trend [36] in
the binding preference of K+ over Na+ . This quantum mechanical model is insightful and detailed. However, the study considered the energy of formation of
a two-quartet G-quadruplex complex that binds a single cation. Thus, the model
may not be a complete representation for a telomeric G-quadruplex because the
shortest telomeric sequence forms a three-quartet G-quadruplex that can bind two
cations. Consequently, the energetic contributions of neighbouring cations were
not examined.
Experiments [36, 48] have measured the relative free energy change for the replacement of Na+ with K+ (∆GNa+ →K+ ) as an average over all the ions. These
average values may not directly measure the contribution of each coordinated
cation. In chemistry, it is of considerable importance to determine the individual equilibrium constants in multi-step ionization reactions as, for instance, in the
deprotonation of a polyprotic acid.
In this study, we estimate the free energy of binding of Na+ and K+ ions to
two intramolecular G-quadruplexes: d[T2GTG2T(G3T)3] (PDB ID 2M4P, NMR
solution [49]) and d[AGGG(TTAGGG)3] (PDB ID 1KF1[34], X-ray diffraction).
The struc-tural topologies of the two G-quadruplexes that we selected to study
are shown in
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Figure
6.1:
Structural
topologies
of
two
DNA
G-quadruplexes:
d[T2GTG2T(G3T)3] and d[AGGG(TTAGGG)3] immersed in a box filled with
TIP3P water molecules.(a) Representation of the intramolecular quadruplex
(PDB ID 2M4P, NMR solu-tion [49]); shown here after the addition of cations
which was followed by molec-ular dynamics equilibration for 10.0 ns. This singlestranded DNA consists of 19-nucleotide repeats that fold into a propeller-type,
parallel-stranded, DNA G-quadruplex. It contains three guanine quartets (green
colour); 3.7 Å separates the first and second guanine quartet while 3.3 Å
separates the second and the third. The three quartets form two distinct sites for
coordinating a pair of potas-sium or sodium ions (depicted by purple spheres).
The thymidine bases form the loops (blue colour). (b) Representation of the
intramolecular quadruplex (PDB ID 1KF1[34], X-ray diffraction); shown here
after the addition of cations and molec-ular dynamics equilibration for 10.0 ns.
This single-stranded DNA consists of 22-nucleotide repeats from the human
telomere (adenine bases are coloured in red). The three guanine quartets form
two similar sites for coordinating a pair of potassium or sodium ions. (c), (d) The
topology of the stacked guanine quartets shows two metal cations coordinated by
eight carbonyl-oxygen sites (O6). The co-ordinated Na+ or K+ ions are located
above and below the G-quartets. The 2M4P has an average width of about 15.9
Å between the C10-C10 sites whereas the 1KF1 has an average width of about 13.5
Å. (e), (f) A guanine quartet involves four coplanar guanines, pairing together
through Hoogsteen[50] and Watson-Crick[51] base-pairs. Both the 2M4P and
1KF1 share a similar topology for the guanine quartets.
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Figure 6.1. Repeated guanine quartets (G-quartets) comprise carboxyl atomic sites
(O6) that create a negative electrostatic channel along the axial direction of the Gquadruplex. The O6 sites attract and coordinate with small cations (Figure 6.1).
A range of monovalent and divalent ions can stabilize the high order structure of
the G-quadruplexes [36, 52, 53]. Generally, ions that effectively coordinate with
the O6 atoms promote the stability of the tertiary structure of the G-quadruplex.
These findings are based on nuclear magnetic resonance (NMR) experiments which
provided valuable insights into the effects of cation size and charge on the tertiary
structure, and on the location of ions within G-quadruplexes [36, 52, 53].
To compute the free energy change of binding two Na+ and two K+ to a
G-quadruplex, we used alchemical transformations [54–60] on a two-step thermodynamic cycle. We selected to study the binding of cations to the G-quadruplex
d[T2GTG2T(G3T)3] (PDB ID 2M4P[49]) and the human telomeric sequence
(PDB ID 1KF1[34], X-ray diffraction). The 2M4P G-quadruplex folds into an
intramolecular complex; it has two coordinating sites; it has one thymidine base
on one end and two thymidine bases on the other end of the central axis. The
carbonyl oxygen atoms (O4 and O2) of those thymidines can coordinate with the
cations in the G-quadruplex channel. Having additional coordination sites
provides additional partial stability to the tertiary structure of the G-quadruplex
during the cation annihilation stage of the simulation. Such stability can prevent
the G-quadruplex from large conformational changes which would require larger
sampling to reduce the hysteresis in the reverse transformation. These structural
features bring about an excellent test model that allows a relatively fast
convergence of the free en-ergy calculations. The 1KF1 G-quadruplex, however,
has two ‘flat’ ends without additional coordination sites on the ends of the axial
channel. The systems were atomistically modelled in explicit water solvent.
Our calculations of the free energy of binding two consecutive Na+ or K+ ions
to the 2M4P and the telomeric G-quadruplex 1KF1 provide a quantitive account
of the individual contributions of cations to the structural stability of different
G-quadruplexes. Furthermore, we show differences in the individual contributions
of Na+ ions, but the individual contributions of K+ ions seem independent of the
presence of nucleotides at the ends of a G-quadruplex.
Our study can also provide insight into the ligand-quadruplex binding. Some
ligands that target the G-quadruplex have been identified as potent telomerase
inhibitors [61, 62]. Many of these ligands are polyaromatic that either intercalate
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between the G-quartets or mainly stack at either end of the G-quadruplex (endstacking). The binding of these ligands can provide stability to the G-quadruplexes,
inhibiting the telomerase activities in cancer cells. Many of the binding ligands
carry positive charges (e.g. ethidium and anthraquinone derivatives[63, 64]) suggesting a similar role to that of small metal cations in stabilizing G-quadruplexes.
If the binding ligand displaces the bound metal cation, it may be required that the
ligand contributes more favourably to the G-quadruplex stability than the bound
cations. Accordingly, knowledge of the values of binding free energies of Na+ and
K+ (most commonly coordinated cations to G-quadruplexes in biological systems)
to G-quadruplexes may be useful in designing ligands that can substantially enhance the stability of the G-quadruplex structure and inhibit telomerase activities.

6.2 Computational methods
This section presents the models and molecular setup that was used in the simulations. Also, this section describes the free energy perturbation method that was
used to calculate the free energy difference of binding Na+ and K+ ions to the
G-quadruplexes 1KF1 and 2M4P. Additionally, we outline the derivation for the
expression of the binding constant.

6.2.1 Setup of the molecular systems
The simulations were performed in the isobaric-isothermal ensemble with the NAMD
program version 2.12 [65]. The temperature and the pressure were maintained at
300 K and 1 atm, respectively, using Langevin damping dynamics and the Langevin
piston. Interatomic interactions were modelled by the CHARMM all-atom additive
force field [66]. The force field parameters CHARMM36 [67–70] and CHARMM22
[71] were used for the quadruplex and the metal ions, respectively. For the water
molecules, the TIP3P water model [72] was implemented. The CHARMM36 is a
refinement of the CHARMM27 for nucleic acids [67]. Mainly, this force field improves the dihedral parameters of the nucleic acids by improving their agreement
with the target data from quantum mechanics calculations. The parameters are
improved when their potential energy profiles (as a function of a dihedral angle)
agree with their corresponding energy profiles obtained from QM optimizations at
the MP2/6-31(+)G(d) level followed by the RI-MP2/cc-pVTZ level of theory. For
the ions, the parameters were validated by calculating their solvation free energy
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in TIP3P water molecules [71]. The free energy of solvation of Na+ and K+ was
computed using a free energy perturbation method [73].
Two unimolecular G-quadruplexes were used to calculate the free energy of
binding individual cations: 1KF1 and 2M4P. The human telomere sequence for
the 1KF1 quadruplex is d[AGGG(TTAGGG)3 ] (PDB ID 1KF1[34], X-ray diffraction); it was used to compute the binding free energy of two cations in two steps.
We performed reversible annihilations of the free guest-ion (cation-water) in a cubic
box (a periodic cell) of an edge side that was initially equals 54.9 Å; the box contained 5,558 TIP3P water molecules. For the bound guest-ion (cation-quadruplex),
the cubic edge box side was initially equals 54.4 Å where the cation-quadruplex
complex was solvated by 5191 TIP3P water molecules. The distance between
the surface of the guanine quadruplex in the periodic cell and the surface of its
nearest image (in an adjacent periodic cell) is about 38 Å. Similar setups were
used to assemble the systems of the second G-quadruplex from the DNA sequence
d[T2GTG2T(G3T)3] (PDB ID 2M4P, NMR solution [49]).

Figure 6.2: RMSD of the 2M4P and 1KF1 G-quadruplexes. The initial conformations were obtained from NMR solution and X-ray diffraction, respectively. The
quadruplexes were coordinated with a pair of Na+ or K+ in the axial channel.
The plots show a relaxation of the initial conformations after about 2 ns of MD
simulations on the 2M4P and 1KF1.
The free-energy calculations were performed in the isobaric-isothermal ensemble with the NAMD program [65]. The temperature and the pressure were maintained at 300 K and 1.0 atm, respectively, using the Langevin damping dynamics
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and the Langevin piston. Non-bonded van der Waals interactions were gently
switched to zero between 12 and 14 Å. To account for long-range electrostatic interactions, the particle mesh Ewald (PME) algorithm[74] was used. All free-energy
simulations were performed with a time step of 1.0 fs. Singularities in the van der
Waals potential arise when the interatomic distances tend towards zero at the
end points of particle annihilation or creation. To avoid this so-called "end-point
catastrophe", the Lennard-Jones potential was smoothly scaled and shifted in the
direction of the interatomic distance[75].
The initial conformations of the G-quadruplexes were not immediately suitable
for the free energy calculations intended in our study. The 2M4P structure was
determined from NMR solution but the locations the bound cations were not provided. The 1KF1 structure was determined from X-ray diffraction, and only the
locations of potassium cations were given. Ions and water residues were removed
from the PDB files. Then, a pair of sodium or potassium cations were coordinated
between the G-quartet of the G-quadruplex. The systems were equilibrated using
MD simulations for 10.0 ns before the free energy calculations. To determine the
time required for the G-quadruplex structure to reach equilibrium, we computed
the root-mean-square of displacement (RMSD) for the deviation of the molecular
simulation model from the initial structure obtained from the experiment. Figure 6.2 shows the RMSD of the 2M4P and 1KF1 complexes in aqueous solutions.
The coordinated G-quadruplexes 2M4P relaxed after about 4.0 ns of MD simulations whereas the coordinated G-quadruplex 1KF1 relaxed after about 7.0 ns
(Figure 6.2).

6.2.2 The free energy perturbation method
The free energy perturbation (FEP) method [76] was used to compute the free
energy of binding two sodium and two potassium cations to the G-quadruplex
2M4P. The standard equation of the FEP, introduced by Zwanzig[76], computes
the free energy difference between two systems. In the isobaric-isothermal (N P T )
ensemble, this equation can be written as
∆G
exp −
kB T

!

*

=

∆U
exp −
kB T

!+

(6.1)
0

where, ∆G = G1 − G0 is the Gibbs free energy difference between the 0 (reference)
and 1 (target) systems, kB is Boltzmann’s constant , T is the absolute temperature,
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and the potential energy difference ∆U = U1 − U0 . The angle brackets represent
an average over the isobaric-isothermal ensemble over configurations specified by
the reference state.
The FEP is an alchemical transformation [54–60] method used for some of the
most challenging applications (e.g. protein-ligand interactions). The transformation between two physical endpoints is described by the values of the decoupling
parameter λ as a transformation between λ = 0 and λ = 1. To achieve convergence,
a series of non-physical intermediates are defined between the endpoints using λ
values between 0 and 1. Consequently, the transformation between the physical
points at λ = 0 and λ = 1 gradually mutates, creates, or annihilates a subset of
atoms in a series of N intermediate steps. In the FEP framework, the free energy
change between two states, A and B, is calculated by summing the free energy
change between N successive intermediate windows:
N−1
X

*

[U (x; λi+1 ) − U (x; λi )]
ln exp −
∆GA→B = −kB T
kB T
i=0

!+

(6.2)
λi

where kB is the Boltzmann constant; T is the temperature in Kelvin; and U (x)
is the potential energy of the system in terms of the positions x. x denotes, in a
collective manner, the positions of all the atomic sites. The h...iλi indicates that
we evaluate the ensemble average of the quantity enclosed within the brackets from
states of the intermediate λi .
To calculate the binding free energy (∆Gbind ) contribution of each cation, we
used two thermodynamic cycles: one cycle for each cation. Schematic representations of the thermodynamic cycles are shown in Figure 6.3. A cycle is a sequence
of transformations of the system constructed such that the initial state is restored
and, therefore, the total change of free energy in the cycle is zero. Although the
binding transformation associated with ∆Gbind is physically possible, it is computationally prone to large errors. However, the annihilation transformations of
removing an ion from water (∆Gdehyd ) and from the G-quadruplex coordination
sites (−∆Gcoord ) are computationally accessible because they do not require large
rearrangement of molecules in the system. The annihilations of an ion from the
solvent and from the coordination site with the macromolecule are usually termed
(r)
‘double annihilation’ which correspond to ∆Gdehyd and −∆Gcoord as shown in
Figure 6.3. Because the coordinated ions are restrained, the free energy contribution (∆Grestr ) that account for the loss of entropy, due to confinement, must
be added to the thermodynamic cycle. Each cycle yields the free energy change:
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(r)

∆Gbind = ∆Gdehyd + ∆Gcoord − ∆Grestr .

Figure 6.3: Two thermodynamic cycles describe the reversible association of two
monovalent cations to a G-quadruplex. Cycle I describes the free energy of binding the first cation (sphere 1) to the G-quadruplex (horizontal tube segments).
Cycle II describes the free energy of binding the second cation (cation 2) to the
G-quadruplex product of Cycle I. The direct computation of the free energy of
binding, ∆Gbind 1 and ∆Gbind 2 , is prone to large error. Instead, the alchemical transformations for dehydration (∆Gdehyd ) and coordination (∆Gcoord ) are
computationally accessible by computing ∆G of the coordination of the trans(r)
lationally restrained cations (∆Gcoord = ∆Gcoord + ∆Grestr ). Contributions for
restraining (∆Grestr ) the cations to their coordination sites are included in the
thermodynamic cycles (dashed lines). As prescribed by these thermodynamic cy(r)
cles, ∆Gbind = ∆Gdehyd + ∆Gcoord − ∆Grestr . Annihilation of an ion is illustrated
by moving the ion to a solvent-free box, equivalent to transferring the ion to the
ideal gas phase.
Our proposed scheme represents a double-annihilation calculation in two ther-
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modynamic cycles: a cycle for each coordinated cation. In the first cycle, we
modelled molecular systems for the annihilation of a single free cation in water to
compute ∆Gdehyd and another system for the annihilation of the first cation from
the cation-quadruplex to compute ∆Gcoord 1 . In the second cycle, we modelled
the molecular system for the annihilation of the second cation from the cationquadruplex to compute ∆Gcoord 2 . Double annihilations of the Na+ and K+ were
performed over 50 intermediates (windows) along the forward and the reverse directions of the transformation using the molecular simulation package NAMD[65].
The forward and reverse calculations allow us to estimate the convergence and
hence the reliability of the estimation as they should be identical [77]. For the
2M4P calculations, the total simulation time in each direction was 10.0 ns. For
1KF1 calculations, which require longer relaxation time, the total simulation time
in each direction was 20.0 ns. The statistical errors associated with the free energy
calculations were estimated using ParseFEP plugin[78] for VMD[79].
To prevent the cation from drifting, when weakly coupled to the G-quadruplex
near the endpoint (λ = 1), harmonic positional restraint was enforced between
the cation and the eight corresponding O6 atomic sites (four O6 atoms of the
above and below G-quartet). Effectively, each cation was restrained to a spherical
cavity of radius equal to 0.6 Å. In a separate set of calculations, the free energy
contribution from the geometrical restraint of each coordinating cation (∆Grestr )
was computed from reversible thermodynamic integrations[73, 80–83] within the
collective variables module in NAMD [84]. The contribution was determined alchemically by gradually decreasing the force constant of each harmonic restraint
from 10 kcal · mol−1 to zero. Furthermore, calculations were also carried out in the
reverse direction to assess the accuracy of the estimations. The total simulation
time in each direction was 10.0 ns over 50 windows.

The binding constant
The free energies themselves have a volume dependence, therefore, for each ion,
the results from the calculations should be reported in terms of the equilibrium
binding constant (kbind ). To derive the expression for the binding constant, we use
Boltzmann statistics.
Consider the binding of a single cation (M) to a guanine quadruplex (GQX)
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presented by the following equilibrium:
kbind

−
*
GQX + M −
)
−−
−
− GQX–M.

(6.3)

Let us assign A and Gibbs free energy GA to the unbound state; B and GB to the
bound states. Since there are only two states, the total of the two probabilities
must equals to one:
PA + PB = 1.
(6.4)
Accordingly, PA = [GQX] = [M] and PB = [GQX–M]. The binding constant can
be written as
PB
[GQX–M]
=
kbind =
.
(6.5)
[GQX] [M] PA PA
Applying the ratio of the Boltzmann distribution for the two states gives
PB e−βGB
=
= e−β∆Gbind
PA e−βGA

(6.6)

where β = 1/kB T . Form this relationship, one can write PB as
PB = PA e−β∆Gbind .

(6.7)

Substituting for PB into Equation (6.4) gives a definition for PA :
PA + PA e−β∆Gbind = 1,




PA 1 + e−β∆Gbind = 1,
1
.
PA = 
−β∆G
bind
1+e

(6.8)

For PB , substitution for PA from Equation (6.8) into Equation (6.7) yields
PB = 

e−β∆Gbind
1 + e−β∆Gbind

.

(6.9)
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Multiplying this relationship by eβ∆Gbind /eβ∆Gbind gives a definition for PB :
PB = 
PB = 

e−β∆Gbind
1 + e−β∆Gbind
1
1 + eβ∆Gbind



eβ∆Gbind
eβ∆Gbind
(6.10)

.

From the relationship given in Equation (6.5), one can derive the conversion
factors required to produce a binding constant in units of M−1 (L/mol). The
binding constant in terms of the units can be written as
kbind ∼

PB (particle/m3 )
PB (particle/volume)
∼
PA PA (particle/volume)2 PA PA (particle/m3 )2
(6.11)

kbind ∼

PB
PA PA

m3
particle

!

1000 L
1 m3

!

!

NA

particle
.
mol

Finally, substitution for PA from Equation (6.8) and for PB from Equation (6.10)
into Equation (6.5) yields


1 + e−β∆Gbind

kbind = 

1 + eβ∆Gbind

2

 · 1000 · V · NA

(6.12)

where V is the volume in units of cubic meters and NA is the Avogadro constant.
To calculate the ‘relative’ binding constant for the displacement of a bound
Na+ with a K+ ions from the ∆Gbind values, one uses the following relation:
krelative =

Pbound,K Pfree,Na
Pbound,Na Pfree,K

(6.13)

where the probabilities Pbound (= PB ) and Pfree (= PA ) are the probabilities associated with ions being bound to the quadruplex or free, respectively. These
probabilities are given by
1
1 + exp(β∆Gbind )
1
Pfree =
.
1 + exp(−β∆Gbind )

Pbound =

(6.14)
(6.15)
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6.3 Results and discussion
This section discusses the errors associated with the estimations of the free energy,
then reports and discusses the results of the free energy calculations of Na+ and
K+ coordination to a G-quadruplex.

6.3.1 Reducing the statistical errors
We estimated the free energy changes and statistical errors associated with the
bi-directional transformations using the Bennett’s acceptance ratio (BAR) estimator[85]. The BAR estimator minimizes the statistical error by choosing intermediates associated with low statistical error. This error is the variance. The variance
associated with the BAR estimation of the free energy change ∆G is given by [60,
85, 86]
# "
#
"
2
σ∆G
=

f 2 (x) 1
1
1
+
−
−
2
2
2
2
2
n0 β hf (x)i0 n0 β
n1 β hf (x)i1 n1 β 2
f 2 (x)

0

(6.16)

where β = 1/kB T . f (x) is defined as β(U1 − U0 − C) in the 0 expectations and
β(U0 − U1 + C) in the 1 expectations; n0 and n1 are the number of configuration
sampled from the reference and target states, respectively. The constant C =
∆G + (1/β) ln(n1 /n0 ) and simply is equal to ∆G when n0 = n1 . In principle,
statistical errors associated with the free energy estimation can be reduced by
using large sample sizes.
Our calculations for the free energy change in the bi-directional transformations
show negligible statistical errors (precisions) associated with the BAR estimator.
Besides, the statistical errors are nearly equal for all windows. We found that the
optimum total sampling size for the binding of Na+ or K+ to the G-quadruplex
is 10 × 109 configurations (10 ns) producing a total statistical precision of 0.16
kcal · mol−1 (Figure 6.4). In general, the statistical error accompanying the dehydration of ions was smaller than the error with the annihilation of ions bound to the
G-quadruplex. The relatively larger statistical errors associated with the annihilation of a bound cation is attributed to the considerable flexibility G-quadruplex.
Although shorter simulations for the annihilation of cations are sufficient to minimize the overall statistical errors, longer simulations are required to increase the
accuracy and achieve convergence of the free energy estimations.
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Figure 6.4: Statistical error associated with the Bennet’s acceptance ratio estimation of the free energy difference.The negligible statistical error of the BAR
estimator suggests a precise estimation of the free-energy value from the reversforward method. The estimated ∆GBAR for the binding of a single Na+ to a
G-quadruplex with a total statistical error of 0.16 kcal · mol−1 .

6.3.2 Convergence of the free energy
Our estimations of the free energy change show high degrees of overlap between
the probabilities P0 (∆U ) and P1 (∆U ) for the forward and reverse transformations,
respectively, providing a crude indication of the precision in the calculations (Figure 6.5). Furthermore, the overlap average increased from about 83% at λ = 0 to
about 87% at λ = 1 for the coordination of a Na+ to the G-quadruplex (Figure 6.6)
and from 81% to 90% for the dehydration of a Na+ (Figure 6.7).
A closer examination of the associated probability distributions shows that the
systematic error associated with ion transformation in the coordination sites of
the G-quadruplex is similar to the ion transformation in water (free form). The
small marginal hystereses between P0 (∆U ) and P1 (∆U ) suggests a convergence of
the free energy estimations and demonstrates low systematic errors. The increase
in overlap can be attributed to the smaller accumulation of hysteresis near λ =
1. In contrast, as the reverse transformation approaches λ = 0, the accumulated
hysteresis reduces overlap.
We found that overcoming the accumulated hysteresis requires more extended
equilibration and sampling (Figure 6.9). This finding is more pronounced in transformations in the presence of the G-quadruplex than in the free ion transformation.
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Figure 6.5: The probability distributions of the internal energy difference ∆U for
two representative windows of each system. The distribution indicates a high
degree of overlap between the forward (black) and reverse (red) transformations.

Figure 6.6: Overlap between P0 (∆U ) and P1 (∆U ) for a Na+ binding to a Gquadruplex (GQX : Na+ ). The average overlap (red line) is larger at λ = 1 than
at λ = 0. This trend can be attributed to the increase of accumulated hystereses
during the reverse transformation.

We attribute this discrepancy to the flexibility of the G-quadruplex. The removal
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Figure 6.7: Overlap between P0 (∆U ) and P1 (∆U ) for a Na+ dehydration. The
average overlap (red line) is larger at λ = 1 than at λ = 0. This trend can be
attributed to the increase of accumulated hystereses during the reverse transformation.

Figure 6.8: Sampling effect on hysteresis. For a 10.0-ns alchemical transformations
of the 1KF1 G-quadruplex complex with a single Na+ ion, hysteresis was considerable between the forward (black line) and reverse (red line) transformations. To
remedy this hysteresis effect, we doubled the simulation time to 20.0 ns in the
forward direction and 20.0 ns in the reverse direction.
of a single cation from the G-quadruplex channel (−∆Gcoord 1 ) has a considerable
destabilizing effect on the native conformation of the quadruplex. This effect is
illustrated by the larger hysteresis associated with the bi-directional transformation of a single cation bound to the G-quadruplex (Figure 6.8). In contrast, the
removal of the second cation (−∆Gcoord 2 ) has a negligible effect on the conformations of the G-quadruplexes. In general, longer simulation time allows the systems
to relax, and hence a reduction in hysteresis. This conclusion is supported by
the negligible hysteresis associated with the transformation of the first and second
cation bound to 1KF1 G-quadruplex (Figure 6.9). Overall, the results from the
overlap and hysteresis evaluations suggest conversion of our calculations of the free
energy difference of binding Na+ and K+ to the G-quadruplexes.
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Figure 6.9: The free energy difference for the forward and reverse transformations
of coordinating Na+ and K+ to the G-quadruplex 1KF1 (−∆Gcoord ). The forward
transformation corresponds to the removal of the cation (black line) and the reverse
corresponds to the addition (coordination) of the cation (red line). (a) and (b), the
free energy difference of coordinating the first and the second Na+ , respectively;
(c) and (d), the free energy difference of coordinating the first and the second K+ ,
respectively. The sampling size in each direction increased from 10.0 ns to 20.0
ns. In general, increasing the sampling of the forward and reverse transformations
reduces hysteresis.

6.3.3 Estimating the hydration free energies
Hydration free energies of metal cations are important in the understanding of the
relation between the solvation and binding. Two quantities contribute to the free
energy of binding the metal cation to the G-quadruplex: coordination and dehydration free energies. The relationship between the coordination and dehydration
of a cation can be written as a summation, ∆Gbind = ∆Gdehyd + ∆Gcoord . This
relation suggests that a metal cation with a stronger affinity to the G-quadruplex
may not be with an overall favourable binding free energy. This scenario arises
when the free energy cost of the dehydration of an ion is larger than the coordination free energy ∆Gcoord (where ∆Gcoord < 0). Thus, accurate calculation of
the dehydration contribution to the overall free energy of binding is essential for
correct interpretation of ions selectivity.
The role of ion dehydration in the selectivity of ions binding to G-quadruplexes
is evident in our calculated values. Na+ has the stronger coordination to the centre
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of the G-quadruplex over K+ , the dehydration cost of Na+ is higher than that for
K+ as we are going to discuss. The energies of dehydration found in the literature and the present calculations have been included in Table 6.1. Using these
differences, we compute the relative free energy of dehydration ∆∆Gdehyd . Our
calculated value for the free energy of the dehydration of Na+ relative to K+ of
∆∆Gdehyd =18.5 kcal · mol−1 is in good agreement with experimental measurements of 16.7 kcal · mol−1 [87] and 17.5 kcal · mol−1 [88, 89].
Table 6.1: Dehydration free energy values for Na+ and K+ from simulations and
experiments
∆Gdehyd /kcal · mol−1
This study*
This study plus a compression correction**
This study plus a finite-size correction***
Marcus [87, 90] (experimental)a
Conway [91] (experimental)b
Hummer [92] (simulation)c
Lamoureux and Roux [93] (simulation)d
Straatsma and Berendsen [73] (simulation)e

Na+

K+

89.04 ± 0.06
87.14 ± 0.06
97.80 ± 0.06
87.3 ± 1.4
90.8 ± 4.1
95.2
84.1
109.8

70.48 ± 0.05
68.58 ± 0.05
79.24 ± 0.05
70.6 ± 1.4
73.2 ± 4.1
64.8
66.9
76.8

* Our

calculated values from computer simulations using 5,558 TIP3P water
molecules. These values do not include any corrections. ** Our calculated values
adjusted by –1.897 kcal · mol−1 to account for the compression difference between
an ion in ideal gas and in aqueous solution (Conway et al. [91]).
*** Our calculated values plus a finite-size correction of 8.76 kcal · mol−1 for the
electrostatic interaction of a charge with its periodic image and the neutralizing
a Absolute values (−∆G0
+
charge (Hummer et al. [92]).
dehyd of H = –252.6
−1
−1
kcal · mol ) adjusted by –1.897 kcal · mol
to account for the compression difference between an ion in ideal gas and in aqueous solution. b Absolute values
(−∆G0dehyd of H+ = –255.0 kcal · mol−1 ) adjusted by –1.897 kcal · mol−1 to account for the compression difference. c Computer simulation in 256 SPC water
molecules with data corrected for the finite-size effects. The parameters of the
d Computer simulation data calcuionic force field are tabulated in Ref. [92].
lated using 250 polarizable SWM4-NDP water models [93]. The parameters of
the polarizable water and ionic force field are tabulated in Ref. [93].
e Computer simulation in 216 SPC water molecules with data containing a Borntype correction. The parameters of the ionic force field are tabulated in Ref. [73].

A comparison of the dehydration free energy ∆Gdehyd values for Na+ and K+
shows a good agreement of our estimations (Table 6.1). Early simulations to
estimate the free energy of ions hydration strongly depended on the system size.
This dependency was associated with systems involving strong electrostatics in a
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periodic boundary box. In particular, the problem persists in a system where the
charge is created or annihilated in a cubic box of length L. Hummer et al. [92]
demonstrated that system size dependency, which attributed to the interaction of a
charge with its periodic image in simulations using an Ewald summation, could be
corrected by adding a self-interaction term to the raw free energy estimation. This
correction is equal to 1/2[ξEwald (q12 −q02 )], where ξEwald = −2.837/L, q0 is the initial
charge, and q1 is the final charge. Consider the dehydration free energy of a single
ion produced in this study. For the periodic cubic cell of edge length L = 53.8 Å,
the self-interaction term accounts for a free energy difference of 8.76 kcal · mol−1 .
Although our systems are about 22-fold larger than these early simulations [92],
the finite-size corrections may still be important in estimating the hydration free
energy of ions. Here, any correction for the finite-size dependency cancels out
between the two annihilations of an ion: annihilation from water and from the
binding site in the G-quadruplex as illustrated in Figure 6.3.
The agreement between our calculated values with the experimental measurements reflects the precision in estimating the free energy of ion dehydration. However, a closer look at the reported values from experiments reveals a considerable
uncertainty in measuring the hydration free energy. Given that the annihilation of
an ion is part of the thermodynamic cycle, these results test the reliability of the
overall calculation of ∆Gbind .

6.3.4 Estimating the binding free energy contributions
We estimated the free energy of binding an ion to a G-quadruplex by summing up
the various contributions along the thermodynamic path presented in Figure 6.3.
The sum ∆Gdehyd + ∆Gcoord corresponds to the binding free energy of a cation to
a coordination sites in the G-quadruplex. Because the coordination is performed
(r)
while transitionally restraining the cation, the simulation computes ∆Gcoord which
includes the restraint contribution,
(r)

∆Gcoord = ∆Gcoord + ∆Grestr .

(6.17)

To compute the binding free energy of unrestrained transformations, the free energy contributions along the thermodynamic cycles are summed:
(r)

∆Gbind = ∆Gdehyd + ∆Gcoord − ∆Grestr .

(6.18)
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Table 6.2: Free energy contributions for the binding of sodium and potassium ions
to the quadruplex 2M4P[49] and to the human telomere quadruplex 1KF1[34]
∆G / kcal · mol−1
1KF1

2M4P
Na+

K+

89.04 ± 0.06
70.48 ± 0.05
∆Gdehyd
(r)
∆Gcoord 1 −100.90 ± 0.16 −83.84 ± 0.14
(r)
∆Gcoord 2 −90.82 ± 0.13 −73.24 ± 0.11
∆Grestr 1
0.39 ± 0.01
0.27 ± 0.01
∆Grestr 1, 2 1.58 ± 0.30
2.07 ± 0.03
∆Gbind 1
∆Gbind 2

−12.26 ± 0.17
−3.36 ± 0.33

−13.63 ± 0.15
−4.83 ± 0.12

Na+

K+

89.04 ± 0.06
70.48 ± 0.05
−97.06 ± 0.18 −83.27 ± 0.12
−93.36 ± 0.15 −73.56 ± 0.12
0.39 ± 0.12
0.45 ± 0.14
1.95 ± 0.42
2.19 ± 0.44
−8.41 ± 0.22
−6.27 ± 0.45

−13.24 ± 0.19
−5.27 ± 0.46

(r)

∆Gdehyd , dehydration free energy for a single ion; ∆Gcoord 1 , contribution of the
(r)

coordination of translationally restrained cation 1 to the G-quadruplex (∆Gcoord =
(r)

∆Gcoord + ∆Grestr ); ∆Gcoord 2 , contribution of the coordination of translationally restrained cation 2 while cation 1 was also bound and being translationally restrained
to the G-quadruplex; ∆Grestr 1 , the free energy contribution of restraining cation 1 to
the G-quadruplex; ∆Grestr 1, 2 , contribution of restraining both cations, simultaneously;
∆Gbind 1 and ∆Gbind 2 , the estimated free energies of binding cation 1 and 2, respectively.

For the binding of the first ion, we used the contributions corresponding to the Cycle I in the thermodynamic cycle and for the second ion we used the contributions
of Cycle II (Figure 6.3).
Our calculations of the free energy for the binding of the ‘first’ cation to Gquadruplexes reproduced the expected trend of the average contributions from
all cations; the average free energy of binding potassium to a G-quadruplex is
more favourable than the binding of sodium. However, the value of the binding
free energy of individual cations may be dependent on the chemical properties
of the G-quadruplex. From the tabulated contributions in Table 6.2, we estimated that the free energy of binding the first potassium ion to the G-quadruplex
2M4P ∆Gbind K1 = −13.6 kcal · mol−1 whereas the binding of the first sodium ion
∆Gbind Na1 = −12.3 kcal · mol−1 . For the human telomere 1KF1, we estimated that
the free energy of binding the first potassium ion ∆Gbind K1 = −13.2 kcal · mol−1 .
In contrast to the 2M4P, the binding free energy of the first sodium ion to 1KF1
G-quadruplex was considerably lower, ∆Gbind Na1 = −8.4 kcal · mol−1 . This difference can be attributed to a topological feature found in the 2M4P but absent
in the 1KF1 G-quadruplex. The 2M4P G-quadruplex features two thymine nu-
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Figure 6.10: Radial distribution functions for cations-O6 atomic sites pair and
cation-cation pair. The radial distribution functions were computed for the Gquadruplexes 2M4P and 1KF1; both were coordinated with two Na+ or two K+
ions. The distributions were produced from 5 ns-MD simulations thermalized at
T = 300 K. (a) For the 2M4P G-quadruplex, the first peaks of the correlation
between cations and the O6 atoms increase rapidly due to the exponential decay
of the van der Waals repulsion; the first Na+ -O6 peak appears at a shorter distance
than K+ -O6 because of the smaller size of the Na+ relative to that of the K+ ion.
Additionally, the magnified regions show that Na+ ions favourably interact with O6
atomic sites in the farthest G-quartet, at a distance of about 7.5 Å, whereas K+ ions
do not show a similar interaction. (b) For the 1KF1 G-quadruplex, similar features
observed as in the 2M4P. (c) For the 2M4P and (d) the 1KF1 G-quadruplex,
the interaction distance between the two Na+ ions is about 5.7 Å, whereas the
interaction distance between the two K+ ions is about 3.9 Å.

cleotides at one end (near ion site-1) and single thymine at the other end (ion
site-2) of the single strand (Figure 6.1). These thymines contribute additional coordination interactions between the carbonyl oxygen, O4 and O2, and the cation
in the adjacent binding site of the G-quadruplex channel. Thus, we may restate
this interpretation differently: the binding free energy of the first sodium ion to
2M4P is considerably more favourable than the binding of the first sodium to 1KF1
which lacks the additional coordination sites at the ends of the G-quadruplex. For
the binding of the first potassium ions, however, there is a negligible difference
between the binding free energy of potassium to 2M4P and 1KF1. This trend of
potassium can be attributed to its size which constrains its mobility in the axial
channel. The radial distribution functions in Figure 6.10 for the K+ − K+ pairs in
2M4P and 1KF1 show more restricted mobility of the K+ ions (determined from
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the position of the peak) relative to that of the Na+ . In general, the potassium
ions are strongly confined within the coordination sites. This effect reduces the
ability of the K+ ions to coordinate with the carbonyl oxygen atoms of the terminal thymidine nucleotides at the end of the 2M4P. Consequently, the contribution
of potassium ions to stabilize the structure of a G-quadruplex seems independent
of the presence, or the type, of additional terminal-nucleotides.
The coordination properties of the cation-quadruplex and the interaction properties of a cation-cation explain the favourable coordination, ∆Gcoord , of Na+ over
K+ to the G-quadruplex. The G-quadruplex acts as a chelator that creates a cavity
to bind non-covalently to the metal cations with great affinity. The length of the
coordination bond is significant for the stability of G-quadruplex and qualitatively
estimates the strength of the cation affinity to the G-quadruplex. Our analysis
of the radial distributions of cations that are bound to a G-quadruplex reveals
that the coordination length between the Na+ ions and the O6 atoms is about
2.4 Å, whereas the coordination length between the K+ ions and the O6 atoms
is about 2.7 Å. Figure 6.10(a) and (b) reveal that the first peaks of Na+ and K+
decay at the same distance (3.4 Å) indicating a wider first peak of the Na+ -O6.
The Na+ ions bound to the G-quadruplex coordinate with the O6 atoms at an
average distance of 2.4 Å, whereas the K+ ions coordinate at an average distance
of about 2.7 Å. Thus, the Na+ ions coordinate to the G-quadruplex with greater
affinity than the K+ . Furthermore, Figure 6.10(c) and(d) show that the two Na+
ions (bound to the G-quadruplex) maintain a separation distance of about 5.7
Å, whereas the two K+ ions maintain a shorter separation distance of about 3.9
Å. The similarity between the interactive features among the two G-quadruplexes
indicates that Na+ is more ‘mobile’ in the axial channel than K+ ; consequently,
Na+ can reside in either the sites between two G-quartets or in the sites coplanar
to a G-quartet. Given the smaller size of Na+ relative to K+ allows Na cations to
occupy closer positions to the coordinating O6 atoms resulting in better screening
of the partial negative. Furthermore, Na+ ions can redistribute themselves in the
quadruplex channel, more effectively than K+ , allowing a greater minimization of
the Na+ -Na+ electrostatic repulsion. Overall, these findings support our numerical estimations of more favourable coordination, ∆Gcoord , of Na+ than K+ to the
G-quadruplex.
Our investigations reveal that the free energy of binding ‘additional’ cations to a
G-quadruplex may not always agree with the trend from the average contributions
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from all cations. In general, the average free energy for the binding of K+ to a
G-quadruplex is more favourable than the binding of Na+ . However, the binding
free energy for the individual cation may deviate from this trend. We found that
the binding of the second potassium follows the trend: the free energy of binding
the second potassium ion to the G-quadruplex 2M4P ∆Gbind K1 = −4.8 kcal · mol−1
whereas the binding of the second sodium ion ∆Gbind Na1 = −3.4 kcal · mol−1 . In
contrast, our calculations of the binding free energy for a second cation to the 1KF1
G-quadruplex show the reverse of this trend. The free energy for the binding of
the second potassium ion to the 1KF1 ∆Gbind K1 = −5.3 kcal · mol−1 whereas for
the binding of the second sodium ion ∆Gbind Na1 = −6.3 kcal · mol−1 . How does the
binding of a sodium ion to a G-quadruplex be more favourable than the binding
of a potassium ion? We expected this observation to be explained simply by
comparing the coordination properties of Na+ in the 2M4P against those in 1KF1
G-quadruplex. However, the radial distribution functions for Na+ ions in 2M4P
and 1KF1 did not show an appreciable difference (Figure 6.10). Nevertheless, the
sum of the binding free energies for the pair of K+ in the 1KF1 is −18.5 kcal · mol−1
whereas the sum for the pair of Na+ is −14.7 kcal · mol−1 (Table 6.2, 1KF1). These
quantities agree with the expected trend of a more favourable binding of potassium
than sodium. In other words, the binding of multiple cations seems cooperative
while the binding of individual cations depend on the chemical properties of the
system.
The free energies have a volume dependence, therefore, for each ion, the results
should be reported in terms of the equilibrium binding constant kbind that we
defined in Section 6.2.2. Equation 6.12 holds provided that the simulation boxes
of the hydrate ion and that of the quadruplex have the same size. The edge length
of the cubic boxes in our simulations is 54.4 Å and 54.9 Å respectively. Applying
Equation (6.12) to the binding free energy of ions (∆Gbind values in Table 6.2) to
the 2M4P quadruplex, we find that the binding constants of the first and second
Na+ ions are 7.1 × 1019 M−1 and 7.7 × 106 M−1 , respectively; whereas the binding
constant for the first and second K+ ions are 7.0 × 1021 M−1 and 1.1 × 109 M−1 ,
respectively. Using the expression for krelative given by Equation (6.13), we find that
the ‘relative’ free energy of binding the first potassium relative to the first sodium
is ∆∆GNa1→K1 = −1.4 kcal · mol−1 . For the second ion, the relative free energy of
binding the second potassium ion relative to the second sodium is ∆∆GNa2→K2 =
−1.5 kcal · mol−1 . Therefore, for the 2M4P quadruplex, whether it is the first ion
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Figure 6.11: The free energy contributions for the binding of Na+ and K+ to two
G-quadruplexes, 2M4P and 1KF1. (a) Contributions for the binding of two Na+
ions (Na1 and Na2) and (c) contributions for the binding of two K+ ions (K1 and
K2) to the G-quadruplex (GQX) 2M4P. (b) Contributions for the binding of two
Na+ ions and (d) contributions for the binding of two K+ ions to the G-quadruplex
1KF1. The free energy contribution for the dehydration of a single cation is always
lower than the contribution from the removal of the first cation and the second
cation from the binding sites in the G-quadruplex, producing an overall favourable
free energy of binding.

or the second, the free energy of binding potassium is more favourable than the
binding of sodium to G-quadruplexes.
Applying Equation (6.12) to the 1KF1 and by using ∆Gbind values from Table 6.2, we find that the binding constants of the first and second Na+ ions are
1.7 × 1014 M−1 and 1.3 × 1011 M−1 , respectively; whereas the binding constant for
the first and second K+ ions are 1.9 × 1021 M−1 and 4.6 × 109 M−1 , respectively.
Thus, the relative free energy of binding the first potassium relative to the first
sodium is ∆∆GNa1→K1 = −4.8 kcal · mol−1 . For the binding of the second ion, the
relative free energy of binding the second potassium relative to the second sodium
is ∆∆GNa2→K2 = 1.0 kcal · mol−1 . Different from the relative energetic contributions towards the 2M4P, the contribution from the second potassium towards the
stability of the 1KF1 is less favourable than the contribution from binding the
second sodium. In contrast to the trend associated with the binding to the 2M4P,
the binding constant values of ions to the 1KF1 show that the sodium contribution
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to the complex stability is dependent on the G-quadruplex structure. Besides, the
values show that the potassium contribution is independent of the G-quadruplex
structure.
Our theoretical estimates for the relative free energy of binding Na+ and K+ to
G-quadruplexes agree with the available experimental values. For the intramolecular 2M4P G-quadruplex, adding the relative free energy values corresponding to
the replacement of two Na+ with two K+ gives an average ∆∆GNa→K between
−1.3 and −1.4 kcal · mol−1 . Raghuraman and Cech [48] have estimated the free
energy for the formation of the tetrameric d(T4 G4 )4 (three coordinated cations)
on the basis of quadruplex formation to be −2.2 kcal · mol−1 in 50 mM NaCl and
−4.7 kcal · mol−1 in 50 mM KCl. These values correspond to an average relative free energy difference of −0.8 kcal · mol−1 for each of the three coordinated
cations. Subsequently, Hud et. al. [36] estimated that the conversion of the dimeric
d(G3 T4 G3 )2 (two coordinated cations) from the sodium to the potassium form is
associated with a relative free energy difference of −1.7 kcal · mol−1 . This value
corresponds to an average relative free energy change of −0.85 kcal · mol−1 for each
of the two coordinated cations. (These experiments have been performed at room
temperature.) Considering that the free energy values of binding cations depend on
the nucleotide sequences and structural features of the G-quadruplex [94, 95], our
calculations of the relative free energy difference ∆∆Gbind appear to agree, at least
qualitatively, with the experiments. Similar comparisons between our estimated
free energy values for the 1KF1 yield an agreement with the experiment.
Comparing the average contributions from two cations towards the stability of
the G-quadruplex structure, we estimated that the average free energy difference
∆G of binding a Na+ to the 2M4P G-quadruplex is equal to −7.8 kcal · mol−1
whereas the average ∆G of binding a K+ is equal to −9.2 kcal · mol−1 . For the
binding to the human telomere, 1KF1 G-quadruplex, we estimated that the average
free energy of binding a Na+ is equal to −7.3 kcal · mol−1 whereas the average ∆G
of binding a K+ is equal to −9.3 kcal · mol−1 . These findings suggest that the
average value of the free energy for the binding of multiple cations is dependent
on the type of cations; however, the average value may be independent of the type
G-quadruplex. Indeed, values of the relative free energies or values of the average
contributions from the binding of multiple cations convey little information on the
individual contributions of cations to the structural stability of G-quadruplexes.
Our calculations show considerable differences between the contributions of
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each cation to the stability of G-quadruplexes. Qualitatively, a difference is expected, however, the magnitude of the difference may not be attainable from the
experiment. Our calculations of the free energy of binding two cations to the 2M4P
G-quadruplex report an 8.9 kcal · mol−1 more favourable free energy of binding the
first Na+ than the free energy of binding the second Na+ . However, the free energy difference in binding two consecutive Na+ ions to the telomeric G-quadruplex
1KF1 is only 2.1 kcal · mol−1 . For K+ ions, the difference in free energy contributions is similar among the two G-quadruplexes: the free energy of binding the
first K+ is 8.8 kcal · mol−1 and 8.0 kcal · mol−1 more favourable than the binding
of the second K+ to 2M4P and 1KF1 G-quadruplexes, respectively. These findings
suggest, in general, an enthalpically unfavourable contribution from the binding of
the second cation. Furthermore, the difference in the individual free energy contribution of the Na+ ion among different G-quadruplexes suggests a dependency
of the relatively small sodium ion on the chemical properties near the ends of the
G-quadruplex central axis.
The contrast between the free energy change of binding the first and second
cation reveals a crucial physical insight into the binding of multiple cations to a
G-quadruplex (Figure 6.11). Typically, the first cation contributes more to the
stability of the G-quadruplex than the second cation. The considerable difference
between the contribution of the first cation relative to the second can be attributed
to the unfavourable repulsion between neighbouring cations. Given that the average distance separating the two neighbouring K+ and the two Na+ ions are about
3.9 Å and 5.7 Å, respectively, it may seem unjustified to conclude that the considerably smaller contribution of the second cation to the stability of the G-quadruplex
results from electrostatic repulsion in solutions. Why does the electrostatic energy
between the cations, in the G-quadruplex channel, seems to have a substantial effect on the binding free energy of the second cation? Because water molecules are
not functionally equivalent to cations, the molecules are restricted from entering
the ion channel of the G-quadruplex, effectively creating ‘dry’ environment along
the channel. Accordingly, the neighbouring cations in the channel ‘feel’ strong
electrostatic repulsion equivalent to that in the vacuum. Put together, the binding of subsequent cations has less contribution to the stability of a G-quadruplex
because of the enthalpically unfavourable interactions between the cations.
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6.4 Conclusion
Our calculations of the free energy of binding two consecutive Na+ or K+ ions to
the 2M4P and the telomeric G-quadruplex 1KF1 show differences in the individual contributions of Na+ ions, but the individual contributions of K+ ions seem
independent among the different G-quadruplexes. We attribute this difference in
the individual contributions of Na+ between different G-quadruplexes to its small
size which allows Na+ to access the coordination sites at the termini, or loops, of
the G-quadruplex. These findings suggest a dependency of the relatively smaller
sodium ions on the chemical properties at the end of a G-quadruplex.
Furthermore, our computational study ‘directly’ confirms two physical attributions given by experiment for the preference of binding K+ over Na+ to Gquadruplexes. First, Na+ coordinates to the O6 atoms more favourably than K+ .
Second, the Gibbs free energy of binding K+ is more favourable than the binding
of Na+ because of the more unfavourable dehydration free energy of Na+ . Experimental studied have ‘deduced’ these two physical attributions by measuring the
relative free energy associated with the displacement of Na+ with K+ ions. By
computing the individual contributions of cations to the G-quadruplex structural
stability, we provide physical insights into the measured relative free energy values
in a direct and quantitive manner. This work also concludes that the low dielectric environment in the axial channel considerably lowers the contribution of the
second cation to the structural stability of the G-quadruplex. Additionally, the
repulsion alone cannot account for the difference in the free energy of binding of
the second cation.
This theoretical study gives a quantitative account of the difference in the contribution of binding two cations to G-quadruplexes. Our results provide reference
values that may be useful in estimating the energetic requirement to substitute a
single cation, usually a K+ , at the end of a telomeric DNA with a small drug-like
cationic ligand.

References
[1] B. McClintock, The Fusion of Broken Ends of Sister Half-chromatids Following Chromatid Breakage at Meiotic Anaphases, 1938.
[2] B. McClintock, Genetics 1941, 26, 234–282.

REFERENCES

171

[3] E. H. Blackburn, J. W. Szostak, Annu. Rev. Biochem. 1984, 53, 163–194.
[4] C. W. Greider, E. H. Blackburn, Cell 1985, 43, 405–413.
[5] A. A. Neumann, R. R. Reddel, Nat. Rev. Cancer 2002, 2, 879–884.
[6] P. Martınez, M. Thanasoula, P. Muñoz, C. Liao, A. Tejera, C. McNees,
J. M. Flores, O. Fernández-Capetillo, M. Tarsounas, M. A. Blasco, Genes
& development 2009, 23, 2060–2075.
[7] R. J. Wellinger, K. Ethier, P. Labrecque, V. A. Zakian, Cell 1996, 85, 423–
433.
[8] V. L. Makarov, Y. Hirose, J. P. Langmore, Cell 1997, 88, 657–666.
[9] W. E. Wright, V. M. Tesmer, K. E. Huffman, S. D. Levene, J. W. Shay,
Genes & development 1997, 11, 2801–2809.
[10] M. Gellert, M. N. Lipsett, D. R. Davies, Proceedings of the National Academy
of Sciences 1962, 48, 2013–2018.
[11] W. Guschlbauer, J.-F. Chantot, D. Thiele, Journal of biomolecular structure
& dynamics 1990, 8, 491–511.
[12] S. Neidle, G. N. Parkinson, Curr. Opin. Struc. Biol. 2003, 13, 275–283.
[13] J. Shampay, J. W. Szostak, E. H. Blackburn, Nature 1984, 310, 154–157.
[14] E. H. Blackburn, Nature 1991, 350, 569–573.
[15] J. L. Mergny, Nucleic Acids Res. 2002, 30, 839–865.
[16] C. Autexier, N. F. Lue, Annu. Rev. Biochem. 2006, 75, 493–517.
[17] E. H. Blackburn, K. Collins, Csh. Perspect. Biol. 2011, 3, a003558–a003558.
[18] A. M. Olovnikov, J. Theor. Biol. 1973, 41, 181–190.
[19] C. B. Harley, A. B. Futcher, C. W. Greider, Nature 1990, 345, 458–460.
[20] C. B. Harley, H. Vaziri, C. M. Counter, R. C. Allsopp, Exp. Gerontol. 1992,
27, 375–382.
[21] R. Hänsel-Hertsch, M. Di Antonio, S. Balasubramanian, Nat. Rev. Mol.
Cell Bio. 2017, 18, 279–284.
[22] P. Tougard, J.-F. Chantot, W. Guschlbauer, Biochimica et Biophysica Acta
(BBA) - Nucleic Acids and Protein Synthesis 1973, 308, 9–16.

Chapter 6 / Free Energy of Binding Na and K Ions to Guanine Quadruplexes

172

[23] S. Arnott, R. Chandrasekaran, C. M. Marttila, Biochem. J. 1974, 141, 537–
543.
[24] S. B. Zimmerman, Biopolymers 1975, 14, 889–890.
[25] W. I. Sundquist, A. Klug, Nature 1989, 342, 825–829.
[26] J. R. Williamson, Annu. Rev. Bioph. Biom. 1994, 23, 703–730.
[27] D. E. Gilbert, J. Feigon, Curr. Opin. Struc. Biol. 1999, 9, 305–314.
[28] C. C. Hardin, A. G. Perry, K. White, Biopolymers 2000, 56, 147–194.
[29] T. Simonsson, Biol. Chem. 2001, 382, 621–628.
[30] M. A. Keniry, Biopolymers 2001, 56, 123–146.
[31] J. T. Davis, Angew. Chem. Int. Ed. 2004, 43, 668–698.
[32] C. Kang, X. Zhang, R. Ratliff, R. Moyzis, A. Rich, Nature 1992, 356, 126–
131.
[33] K. Phillips, Z. Dauter, A. I. H. Murchie, D. M. J. Lilley, B. Luisi, J. Mol.
Biol. 1997, 273, 171–182.
[34] G. N. Parkinson, M. P. H. Lee, S. Neidle, Nature 2002, 417, 876–880.
[35] Q. Xu, H. Deng, W. H. Braunlin, Biochemistry-us. 2002, 32, 13130–13137.
[36] N. V. Hud, F. W. Smith, F. A. L. Anet, J. Feigon, Biochemistry-us. 1996,
35, 15383–15390.
[37] A. Wong, G. Wu, J. Am. Chem. Soc. 2003, 125, 13895–13905.
[38] K. Wüthrich, NMR in Structural Biology, World Scientific, 1995.
[39] J. F. Hinton, W. L. Whaley, D. Shungu, R. E. Koeppe 2nd, F. S. Millett,
Biophys. J. 1986, 50, 539–544.
[40] E. Sletten, N. A. Frøystein, Met. Ions Biol. Syst. 1996, 32, 397–418.
[41] M. Montrel, V. P. Chuprina, V. I. Poltev, W. Nerdal, E. Sletten, Journal
of biomolecular structure & dynamics 1998, 16, 631–637.
[42] X. Shui, L. McFail-Isom, G. G. Hu, L. D. Williams, Biochemistry-us. 1998,
37, 8341–8355.
[43] G. Minasov, V. Tereshko, M. Egli, J. Mol. Biol. 1999, 291, 83–99.
[44] M. Soler-López, L. Malinina, J. Liu, T. Huynh-Dinh, J. A. Subirana, The
Journal of biological chemistry 1999, 274, 23683–23686.

REFERENCES

173

[45] C. C. Sines, L. McFail-Isom, S. B. Howerton, D. VanDerveer, L. D. Williams,
J. Am. Chem. Soc. 2000, 122, 11048–11056.
[46] X. Shui, C. C. Sines, L. McFail-Isom, D. VanDerveer, L. D. Williams,
Biochemistry-us. 1998, 37, 16877–16887.
[47] F. Zaccaria, G. Paragi, C. Fonseca Guerra, Phys. Chem. Chem. Phys. 2016,
18, 20895–20904.
[48] M. K. Raghuraman, T. R. Cech, Nucleic Acids Res. 1990, 18, 4543–4552.
[49] V. T. Mukundan, A. T. Phan, J. Am. Chem. Soc. 2013, 135, 5017–5028.
[50] K. Hoogsteen, Acta Crystallogr. 1959, 12, 822–823.
[51] J. D. Watson, F. H. C. Crick, Nature 1953, 171, 964–967.
[52] P. Schultze, N. V. Hud, F. W. Smith, J. Feigon, Nucleic Acids Res. 1999,
27, 3018–3028.
[53] P. Sket, M. Crnugelj, J. Plavec, Nucleic Acids Res. 2005, 33, 3691–3697.
[54] C. F. Wong, J. A. McCammon, J. Am. Chem. Soc. 1986, 108, 3830–3832.
[55] J. Gao, K. Kuczera, B. Tidor, M. Karplus, Science 1989, 244, 1069–1072.
[56] T. P. Straatsma, J. A. McCammon, Annu. Rev. Phys. Chem. 1992, 43,
407–435.
[57] P. A. Kollman, Accounts Chem. Res. 1996, 29, 461–469.
[58] T. Simonson, G. Archontis, M. Karplus, Accounts Chem. Res. 2002, 35,
430–437.
[59] C. Chipot, A. Pohorille, Free Energy Calculations, Springer Science & Business Media, 2007.
[60] A. Pohorille, C. Jarzynski, C. Chipot, J. Phys. Chem. B 2010, 114, 10235–
10253.
[61] P. J. Perry, T. C. Jenkins, Expert Opin. Inv. Drug. 2005, 8, 1981–2008.
[62] S. Balasubramanian, L. H. Hurley, S. Neidle, Nat. Rev. Drug Discov. 2011,
10, 261–275.
[63] F. Koeppel, Nucleic Acids Res. 2001, 29, 1087–1096.
[64] D. Sun, B. Thompson, B. E. Cathers, M. Salazar, S. M. Kerwin, J. O. Trent,
T. C. Jenkins, S. Neidle, L. H. Hurley, J. Med. Chem. 1997, 40, 2113–2116.

Chapter 6 / Free Energy of Binding Na and K Ions to Guanine Quadruplexes

174

[65] J. C. Phillips, R. Braun, W. Wang, J. Gumbart, E. Tajkhorshid, E. Villa,
C. Chipot, R. D. Skeel, L. Kalé, K. Schulten, J. Comput. Chem. 2005, 26,
1781–1802.
[66] A. D. MacKerell, D. Bashford, M. Bellott, R. L. Dunbrack, J. D. Evanseck,
M. J. Field, S. Fischer, J. Gao, H. Guo, S. Ha, D. Joseph-McCarthy, L.
Kuchnir, K. Kuczera, F. T. Lau, C. Mattos, S. Michnick, T. Ngo, D. T.
Nguyen, B. Prodhom, W. E. Reiher, B. Roux, M. Schlenkrich, J. C. Smith,
R. Stote, J. Straub, M. Watanabe, J. Wiórkiewicz-Kuczera, D. Yin, M.
Karplus, J. Phys. Chem. B 1998, 102, 3586–3616.
[67] K. Hart, N. Foloppe, C. M. Baker, E. J. Denning, L. Nilsson, A. D. MacKerell Jr., J. Chem. Theory Comput. 2012, 8, 348–362.
[68] E. J. Denning, U. D. Priyakumar, L. Nilsson, A. D. MacKerell, J. Comput.
Chem. 2011, 32, 1929–1943.
[69] N. Foloppe, A. D. MacKerell Jr., J. Comput. Chem. 2000, 21, 86–104.
[70] A. D. MacKerell Jr., N. K. Banavali, J. Comput. Chem. 2000, 21, 105–120.
[71] D. Beglov, B. Roux, J. Chem. Phys. 1994, 100, 9050–9063.
[72] W. L. Jorgensen, J. Chandrasekhar, J. D. Madura, R. W. Impey, M. L.
Klein, J. Chem. Phys. 1983, 79, 926–935.
[73] T. P. Straatsma, H. J. C. Berendsen, J. Chem. Phys. 1988, 89, 5876–5886.
[74] T. Darden, D. York, L. Pedersen, J. Chem. Phys. 1993, 98, 10089–10092.
[75] M. Zacharias, T. P. Straatsma, J. A. McCammon, J. Chem. Phys. 1994,
100, 9025–9031.
[76] R. W. Zwanzig, J. Chem. Phys. 1954, 22, 1420–1426.
[77] N. Lu, D. A. Kofke, J. Chem. Phys. 2001, 114, 7303–7311.
[78] P. Liu, F. Dehez, W. Cai, C. Chipot, J. Chem. Theory Comput. 2012, 8,
2606–2616.
[79] W. Humphrey, A. Dalke, K. Schulten, J. Mol. Graphics 1996, 14, 33–8–
27–8.
[80] J. G. Kirkwood, J. Chem. Phys. 1935, 3, 300–313.
[81] M. J. Mitchell, J. A. McCammon, J. Comput. Chem. 1991, 12, 271–275.
[82] S. H. Fleischman, D. A. Zichi, J. Chim. Phys. 2017, 88, 2617–2622.

REFERENCES

175

[83] S. Consta, A. Malevanets, M. I. Oh, M. Sharawy, Mol. Simulat. 2018, 36,
1–11.
[84] G. Fiorin, M. L. Klein, J. Hénin, Mol. Phys. 2013, 111, 3345–3362.
[85] C. H. Bennett, J. Comput. Phys. 1976, 22, 245–268.
[86] M. R. Shirts, E. Bair, G. Hooker, V. S. Pande, Phys. Rev. Lett. 2003, 91,
140601.
[87] Y. Marcus, J. Chem. Soc. Faraday Trans. 1991, 87, 2995–2999.
[88] F. Franks, Water, a Comprehensive Treatise: Aqueous solutions of simple
electrolytes, Springer Science & Business Media, 1972.
[89] B. G. Rao, U. C. Singh, J. Am. Chem. Soc. 1990, 112, 3803–3811.
[90] Y. Marcus, Biophys. Chem. 1994, 51, 111–127.
[91] B. E. Conway, J. Solution Chem. 1978, 7, 721–770.
[92] G. Hummer, L. R. Pratt, J. Phys. Chem. 1996, 100, 1206–1215.
[93] G. Lamoureux, B. Roux, J. Phys. Chem. B 2006, 110, 3308–3322.
[94] J.-L. Mergny, A. T. Phan, L. Lacroix, Febs Lett. 1998, 435, 74–78.
[95] A. Włodarczyk, P. Grzybowski, A. Patkowski, A. Dobek, J. Phys. Chem.
B 2005, 109, 3594–3605.

Chapter 7

Concluding Remarks and Outlook
This chapter provides broader conclusions and relates the theoretical studies that
have been presented in this thesis. Additionally, this chapter puts forth an outlook
for topics that stimulate interest and curiosity.

7.1 Poly(ethylene glycol) ionization in charged droplet
In Chapter 3, I used a 64-mer poly(ethylene glycol), or PEG64, as a simple model
to investigate the mechanism of the ionization of a macromolecule in droplets.
Additionally, I examined the effect of the counterions, Cl− , on the charge state of
PEG in aqueous droplets with an excess Na+ ions. For comparison purpose, I also
performed simulations in aqueous droplets that contained no counterions.
Molecular simulations indicated that the effect of the counterions arises because
they compete with PEG for the ionization with the Na+ ions in the droplet. The
work on the ionization of PEG64 reveals that competition between the counterions (chloride) and the macromolecule (PEG) for the sodium ions determines the
charge state of the macromolecule and the size of the droplet from which the macromolecule would be released. I also found that the counterions form ion complexes
and crystallites into the droplet that for specific sizes of droplets they may deprive the macromolecule of immediate access to the sodium ions and consequently
ionization.
The temperature plays a more critical role in explaining the nature of the
droplet shape fluctuations that are responsible for some charging events of a
macromolecule and its extrusion from a droplet. At higher temperatures, the
macromolecule escapes the droplet by accepting charges via Taylor’s cones that
transports ions onto the macromolecule. Thus, at high temperatures, the charged
176
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macromolecule may evaporate from the charged droplet in according to the ion
evaporation model (IEM). In contrast, at lower temperatures, the Taylor cones
are absent or substantially less pronounced. Therefore, at lower temperatures, the
macromolecule may remain in the droplet until it dries out in according to the
charged residue model (CRM). However, these behaviours are dependent on the
type of the macromolecules and cannot be generalized. For example, macroions
such as DNA do not evaporate from charged droplet even at high temperatures.
The simple model of PEG explained the effect of the charged environment
on the ionization mechanism in droplets. This model can also be generalized to
identify other phenomena that take place in charged droplets. Consequently, I used
the findings from the investigation on PEG and compared them with the findings
obtained from the simulations of a DNA duplex in charged droplets.

7.2 Dissociation of dsDNA in a Charged Droplet
In Chapter 4, I examined the mechanism by which a double-stranded DNA dissociates in aqueous droplets that carry negative charges. The DNA model is relatively
more complex than PEG and provided more physical insights on the instability of
non-covalent complexes in droplets that carry a charge.
I have found that ions that carry negative charges (e.g. Cl− ) are the first to
escape the negatively charged environment of the droplet as the charge reaches
the Rayleigh limit. However, the Rayleigh model for charge instability proved
to be less accurate for droplets that contain a DNA molecule. I attribute this
limitation of the Rayleigh model to the reduced conductivity of the droplets that
carry a macroion such as DNA. Unlike PEG molecules, which gain charges by
‘non-covalent’ interactions with cations, the charges are covalently bound on the
DNA. Additionally, because of restricted mobility of the DNA, the droplet is not
indeed a conductor.
Additionally, this study reveals that cations interactions with the DNA duplex
depend on the size of the droplet. As in bulk solutions, cations bind to the minor
groove of the DNA duplex and help stabilize its structure. Similarly, in large
droplets, cations also bind to the minor groove of the DNA, but the strength of
the interaction varies with the size of the droplet. In droplets that carry negative
charges, I have found that the strength of the cation-DNA interaction increases
as water evaporates. This trend can be attributed to the loss of the electrostatic

Chapter 7 / Concluding Remarks and Outlook

178

screening as a result of the reduction in the number of water molecules.
Moreover, I have found that the outcomes of dsDNA desolvation can be related
to a simple value: the ratio of the negative charge on the DNA to the net negative
charge of the droplet. In a droplet with a net charge that is less negative than
50% of the DNA charge, the DNA maintains the double-stranded state in the gas
phase. Differently, when the net charge of the droplet is more negative than 50% of
the DNA charge, the duplex dissociates into two strands in the gas phase. These
findings are challenging to obtain from experiments because that would require
tracing the droplet as it evaporates and measuring its charge simultaneously.
ESI-MS experiments have later confirmed my theoretical findings on the effect
of the cation concentration on the conformation of the desolvated DNA duplex.
For example, nearly two years of our publication [1], Gabelica and co-workers have
found that higher concentrations of Na+ lead to the formation of a more compact
DNA duplex in the gas phase [2]. The reproduction of the theoretical findings
by experiments indicates that molecular simulations when performed properly, can
be applied to provide physical insights on complex systems under conditions that
might be difficult to observe in experiments.
Overall, my simulations indicate that DNA molecules do not extrude from
charged droplets. Thus, it seems that DNA molecules in aqueous droplets are
ionized in according to the CRM. However, one question arises whether the CRM
is the only mechanism by which the DNA gets ionized. A possible strategy for
addressing this query is by varying the different conditions in the droplet (e.g.
using a solvent mixture) that may affect the charging mechanism of the DNA
molecules.
Understanding the mechanism by which macroion complexes are produced in
ESI-MS is essential for controlling the quality of the mass spectra. This understanding may allow a better choice of the parameters that control the size of the
sprayed droplets. As this investigation demonstrated, DNA ions in the gas phase
are produced by the CRM. Thus, it is essential to allow complete evaporation of
the droplet solvent before its content, the macroion, reaches the detector of the
mass spectrometer. Such a strategy would produce ‘clean’, simple to analyze,
mass spectra. Moreover, insights into the effect of the counterion concentration on
the stability of the DNA duplex is critical for controlling the conformation of the
macroion in the gas phase.
The formation of spiky structures on the surface of a DNA-droplet has raised
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a question on the origin of this intriguing phenomenon. As a continuation of the
work on DNA-droplets, I investigated the formation of spikes on charged droplet
that contain DNA molecules.

7.3 Characterization of ‘Star’ Droplet Morphologies
In Chapter 5, I demonstrated that the formation of spikes on the surface of a droplet
is a way for the system to reduce the charge-induced instability when the charge
is bound along the backbone of a macromolecule or a complex of macromolecules.
I have found that for charges above that of the Rayleigh limit, a droplet that
contains a macroion attain distinct ‘spiky’ morphologies that disperse the charge
in larger volume relative to that of the spherical drop. Moreover, it is possible
for a non-covalent complex to remain associated in an unstable droplet as long as
there is enough solvent to accommodate the instability.
In the presence of Na+ and Cl− ions, the Na+ ions form adducts with the double
helical DNA in the minor groove which help stabilize the duplex state in the gas
phase. The negative ions may be released from the negatively charged droplet so
long as the droplet was unstable. In a DNA-containing droplet with a net charge
that is less negative than 50% of the dsDNA charge, the DNA maintains a doublestranded state in the gas phase. Several of my findings are in good agreement
with experiments while the spiky droplet morphology due to the charge-induced
instability calls for new experiments.
My investigations indicated that the star morphologies take place in droplets
that act as dielectrics. These theoretical investigations have identified the starshapes of charged droplets as possible intermediates in electrospray ionization experiments. These intermediates, however, are difficult to detect from experiments.
The careful use of computational methods allowed us to investigate physical properties that cannot be easily detected experimentally. Later theoretical investigations
by Consta et al. [3] has extended the Rayleigh model to account for the observed
star morphologies. Although experimental techniques may be used to determine
the shapes of some droplets [4], it might be difficult to probe the shape of charged
nanodroplets while simultaneously identifying the content of the droplet. Thus,
computational studies might have the advantage over experiments in providing a
direct and exact description of conditions that give rise to the droplet shape.
I investigated the shape of dielectric droplets where the source of the electric
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field was the macroion positioned in the interior of the droplet. Computational
studies should further investigate whether the external electric field may give rise
to the star morphologies.

7.4 Free Energy of Binding Ions to Guanine Quadruplexes
In Chapter 6, I extended the investigations into the role of ions in stabilizing the
DNA complexes. I performed computational studies to calculate thermodynamic
properties that are difficult to obtain from the experiments. Namely, I calculated
the free energy of binding cations to two guanine quadruplexes of DNA. Chapter 6
reported the individual values of the free energies and their associated equilibrium
constants of binding Na+ and K+ ions to two G-quadruplexes–2M4P and 1KF1–
where each G-quadruplex has two coordination sites situated in the axial channel.
One problem with the experiments is that the obtained values are the relative free energy of displacing Na+ with K+ ions. Additionally, the relative values
are averaged over the multiple cations that bind to the G-quadruplex sites in the
axial channel. Using alchemical transformation methods, I calculated the individual contributions of binding the Na+ and K+ ions to the 2M4P and 1KF1
G-quadruplexes. I have found differences in the individual contributions of the
Na+ ions, but the individual contributions of K+ ions seem independent among
the different G-quadruplexes. I associate this difference to the relatively small size
of Na+ ions which give them greater mobility than K+ . I concluded that if a small
cation bind to the end of a G-quadruplex, its contribution towards the stability of
the G-quadruplex is dependent on the chemical properties at that end.
Future theoretical studies may use larger systems to determine whether the
volume of the simulation box affects the trend that I observed in the free energy of
binding Na+ and K+ . Also, it may be useful to compare the energetic trend with
various DNA G-quadruplexes.
The values that I reported for the free energy, ∆G, of binding Na+ and K+
to telomeric G-quadruplexes can enable a rational approach for the development
of anti-cancer drugs. Because the 1KF1 G-quadruplex represents DNA structure
found in human telomeres, the free energy values that I obtained for the 1KF1
may have a useful application in medicine. These values may provide references
to the energetic requirement to substitute a single cation, commonly a K+ , at the
end of the telomeric G-quadruplex with another cationic drug-like ligand.
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Appendix A

The Debye-Hückel Theory
The Debye-Hückel (DH) theory gives an accurate account for the deviation from
ideal behaviour in electrolyte solutions. However, the DH theory was developed
based on a number of approximations. First, the theory is only accurate in dilute
solutions where the neighbouring central ions are sufficiently far apart that the
electrostatic repulsion is null.
The discussion in Section 1.3.1 aimed to discuss the electrostatic properties
around a central ion. This appendix provide a detailed derivation of the solution
for the electrostatic potential φ(r) surrounding a central ion.
The Debye-Hückel assumes that the concentration of counterions surrounding
the central ion is low so that the electrostatic repulsions between the neighbouring
counterions are negligible. This allows the use of Boltzmann statistics to express
the population of the number density of the counterions, n− , relative to the bulk
number density of ions, nb . Based on the electrostatic energy between the central
ion and the surrounding counterions at a distance r, U (r) = ±qφ(r), the relative
Boltzmann population for the anions surrounding a central cation is given by








−U (r) 
+qφ(r) 
n− (r)
= exp 
= exp 
nb
kB T
kB T

(A.1)

where kB denotes the Boltzmann constant and T is the temperature. The location
of an ion in the bulk is assumed to be at infinity from the central ion. Thus,
the electrostatic energy between the central ion and an ion in the bulk is null.
Accordingly, in Equation (A.1), the energy difference is substituted by U (r): ∆U =
U (r) − Ub = U (r) − 0
The relation between a central ion and the surrounding ions is pair-wise in182
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teraction. Accordingly, we can write the Boltzmann population for the number
density of cations surrounding a central anion relative to bulk:








n+ (r)
−U (r) 
−qφ(r) 
= exp 
= exp 
.
nb
kB T
kB T

(A.2)

The excess charge density ρ(r) can be written as a sum
ρ(r) = −qn− + qn+ .

(A.3)

Substituting Equation (A.1) and Equation (A.2) for n− and n+ into Equation (A.3)
gives




−qφ(r)
+qφ(r)
 + qnb exp 
.
(A.4)
ρ(r) = −qnb exp 
kB T
kB T
It is convenient to express the Poisson equation in the spherical coordinate system,
∇2 φ(r) =

1 d 2 dφ
ρ(r)
r
=−
2
r dr
dr
ε




(A.5)

where r is the distance from the central ion. Substituting for ρ into Equation (A.5)
and rearranging yield the non-linear Poisson-Boltzmann equation [1] (for a 1-1
electrolyte):


∇2 φ(r) =













qnb 
−qφ(r) 
+qφ(r) 
1 d  2 dφ(r) 
r
=−
exp 
− exp 
.
2
r dr
dr
ε
kB T
kB T

(A.6)

Equation (A.6) is a second order, non-linear, differential equation that is difficult
to solve analytically. However, the approximation of a dilute solution allows the
use of Taylor expansion for the exponential terms:








−qφ(r) 
qφ(r)
≈ 1−
,
exp 
kB T
kB T

(A.7)

+qφ(r) 
qφ(r)
exp 
≈ 1+
.
kB T
kB T
Substituting both expansions into Equation (A.6) gives the ‘linearized Poisson-
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Boltzmann equation [1]:




1 d  2 dφ(r)  2q 2 nb
r
=
φ(r) = κ2 φ(r)
r2 dr
dr
εkB T

(A.8)

where all the constants are combined into a single constant κ2 .
To generalize the linearized Poisson-Boltzmann equation for any number s of
ionic species, we re-write κ2 as
κ2 =

s
1 X
q 2 ci
εkB T i i

(A.9)

where s is the number of ionic species and ci is the concentration of species i
(ci = nb,i ). Equation (A.9) relates directly to the ionic strength I by
I=

s
1X
q 2 ci .
2 i i

(A.10)

The constant κ−1 is the ‘Debye length’; it plays an important rule in the DH
theory. The Debye length measures how far the electrostatic effects of a charge
in solution persists. For other types of electrolyte solutions besides 1-1 type, the
Debye length can be simply modified and then applied to Equation (A.8).
The linearized Poisson-Boltzmann equation (Equation (A.8)) can now be solved
for the electrostatic potential φ in the spherical coordinate system. The LHS of
Equation (A.8) can be expressed as a second-order differential equation. First, we
expand the differential in Equation (A.8),




1 d  2 dφ(r)  d2 φ(r) 2 dφ(r)
r
=
+
.
r2 dr
dr
dr2
r dr

(A.11)

Now, we expand the second order derivative,
d2 [rφ(r)]
dφ(r)
d2 φ(r)
+2
=
r
2
2
d r
dr
dr

(A.12)

which gives




1 d  2 dφ(r)  1 d2 (rφ(r))
r
=
,
r2 dr
dr
r
dr2

(A.13)
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so

d2 [rφ(r)]
= κ2 [rφ(r)] .
dr2
The general solution for Equation (A.14) is of the form
rφ(r) = A1 exp(κr) + A2 exp(−κr)

(A.14)

(A.15)

or

exp(−κr)
exp(κr)
+ A2
for r > a
(A.16)
r
r
where A1 and A2 are constants. Inside the ions exclusion region, r < a, the charge
density is zero everywhere except at r = 0 where the charge of the central ion
resides,
d2 rφ(r)
=0 .
(A.17)
dr2
This differential equation can be solved by double integration which gives
φ(r) = A1

φ(r) = A3 +

A4
r

for 0 < r < a

(A.18)

where A3 and A4 are the integration constants. Equations A.16 and A.18 constitute
the general solutions for the electrostatic potential outside and inside the central
ion, respectively.
To determine the exact solutions, we must determine the four constants (A1
to A4 ) by applying boundary conditions. First boundary condition dictates that
the electrostatic potential vanishes at a distance far from the central ion. Thus,
Equation (A.16) converges only when A1 is zero. A second condition is concerned
with total charge within radius a (the charge of the central ion). To find A4 , we
obtain this charge by integrating over the charge density within the volume of the
sphere bounded a surface (4πr2 ) at r = a:
Z a

ρ(r)4πr2 dr = +q .

(A.19)

0

Applying Gauss’s law for a spherical surface (Equation (1.19)), we find


4πεr2  −



dφ(r) 
dr

= +q

(A.20)

r=a

where we have used the fact that the electric field E = −dφ/dr. Substituting the
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potential in Equation (A.18) and differentiating gives the constant A4 :
4πεA4 = +q ,
+q
A4 =
.
4πε

(A.21)

For the two remaining constants, A2 and A3 , we apply the electrostatic continuity conditions. The surface of the central ion has no charge. Thus, the continuity conditions demands that the electrostatic potential and its derivative are
contentious on the surface. These conditions are formally expressed by the limits
near the radius a,
lim φ(r) = lim+ φ(r) ,

r→a−

r→a

dφ(r)
dφ(r)
lim
= lim+
dr
r→a
r→a− dr

(A.22)

where the limits approaching r → a− and r → a+ correspond to expressions of
φ for the inner and outer regions, respectively. Substituting the corresponding
expressions for φ (Equations A.18 and A.16) and also the determined values for
A1 and A4 , the boundary condition become
exp(−κa)
q
= A2
,
4πεa
a
q
(1 + κa) exp(−κa)
= −A2
.
−
2
4πεa
a2

A3 +

(A.23)

Thus, the values for A2 and A3 are
q exp(κa)
,
4πεa2 (1 + κa)


κa
q
.
A3 = −
4πεa 1 + κa
A2 =

(A.24)

Putting all together, we have

φ(r) =




q
q
κa


−



4πεa 1 + κa

 4πεr

0<r<a









r>a .

q exp[−κ(r − a)]
4πεr
1 + κa

(A.25)

Appendix B

Derivation of the Virial for Real Gases and Liquids

The ‘virial’ of a system is given by the products of the coordinates of atoms and
the forces acting on them:
W=

N
X

ri · Fi .

(B.1)

i

In real gases or liquids, atoms interact. The detailed derivation of the contribution
to the virial due to the interatomic interactions is provided here. Consider a
hypothetical system without a wall, composed of two atoms i and j, interacting
via a pairwise potential U (rij ) where rij denotes the separation distance between
them. The total virial of this system can be written as
W = ri · Fi + rj · Fj
∂U (rij )
∂U (rij )
∂U (rij )
∂U (rij )
∂U (rij )
∂U (rij )
+ xj
+ yi
+ yj
+ zi
+ zj
∂xi
∂xj
∂yi
∂yj
∂zi
∂zj
"
#
∂
∂
∂
∂
∂
∂
U (rij ) .
(B.2)
= xi
+ xj
+ yi
+ yj
+ zi
+ zj
∂xi
∂xj
∂yi
∂yj
∂zi
∂zj
= xi

The separation distance rij is given by
rij = (xi − xj )2 + (yi − yj )2 + (zi − zj )2
h
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i1
2

.

(B.3)
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To relate rij to the components of each atom, one differentiate rij with respect to
each coordinate component:
∂rij (xi − xj ) ∂rij
(xi − xj )
=
,
=−
∂xi
rij
∂xj
rij
(yi − yj )
∂rij (yi − yj ) ∂rij
=
,
=−
∂yi
rij
∂yj
rij
∂rij (zi − zj ) ∂rij
(zi − zj )
=
,
=−
.
∂zi
rij
∂zj
rij

(B.4)

Multiplication of both sides of each equation by the corresponding coordinate gives
∂rij
(xi − xj )
∂rij
(xi − xj )
= xi
, xj
= −xj
∂xi
rij
∂xj
rij
(yi − yj )
∂rij
(yi − yj )
∂rij
= yi
, yj
= −yj
yi
∂yi
rij
∂yj
rij
(zi − zj )
∂rij
(zi − zj )
∂rij
= zi
, zj
= −zj
.
zi
∂zi
rij
∂zj
rij

xi

(B.5)

Using the chain rule
∂
∂ ∂rij
=
,
∂xi ∂rij ∂xi
similarly with other coordinates, and substituting for
"

∂
∂xi

into Equation (B.2) gives
#

∂ ∂rij
∂ ∂rij
∂ ∂rij
∂ ∂rij
∂ ∂rij
∂ ∂rij
W = xi
+ xj
+ yi
+ yj
+ zi
+ zj
U (rij ) .
∂rij ∂xi
∂rij ∂xj
∂rij ∂yi
∂rij ∂yj
∂rij ∂zi
∂rij ∂zj
(B.6)
∂r

Substituting for xi ∂xiji , similarly for the other coordinates, into this equation yield
"

#

(xi − xj )
(yi − yj )
(yi − yj )
(zi − zj )
(zi − zj ) dU (rij )
(xi − xj )
W = xi
− xj
+ yi
− yj
+ zi
− zj
.
rij
rij
rij
rij
rij
rij
drij
(B.7)
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Expansion of this equation gives
(xi − xj )2 (yi − yj )2 (zi − zj )2 dU (rij )
W=
+
+
rij
rij
rij
drij
h
i
1
∂U (rij )
=
(xi − xj )2 + (yi − yj )2 + (zi − zj )2
rij
∂rij
dU (rij )
= rij
drij
"

#

= rij Fij .

(B.8)

Finally, summing over all the pairs of atoms gives the total virial of a real gas or
liquid:
W=

N X
N
X
i=1 j=i+1

rij Fij .

(B.9)

Appendix C

Molecular Dynamics Simulation Program for ArgonType Atoms
Simulations of 125 Argon-type atoms were carried out using C++ program that
was developed here. The computer codes for this program are presented in Appendix Section C.3. The MD leap-frog method was used as the integrator while
the temperature was controlled using the velocity rescaling method.

C.1 Periodic boundary conditions
The calculation of forces is the most consuming part of the simulation. The time
taken to evaluate the forces and potential energy is proportional to the size of
the system. For a system of 1000 atoms in a cube, about 500 atoms are on the
surface experiencing different forces and potentials than the atoms the atoms that
are far from the surface. A very large system can reduce the ratio of the number
of atoms on the surface to the other atoms in the inside of the system. However,
the calculations of force and potential energy is proportional to N 2 , where N
the number of atoms, making this approach a very computationally expensive
simulation.
The problem of surface effect can be treated with the periodic boundary conditions (PBC). In PBC, if the simulated system cell for example a cube, the cube is
replicated throughout the space. There are no walls between the replicated cells.
If a particle exits a cell, its image will enter the original cell from the opposite
face as shown in Figure C.1. This result in a system with no surface. Only the
coordinates of central cell is used in calculation otherwise there is infinitely many
coordinates. The use of PBC replicates the simulation of a bulk system but with
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Figure C.1: Two consecutive snapshots of Ar simulation show the PBC in action.
In the (a), as the Ar atom labeled 1:Ar exits from the lower right side of the cell
(circled), it reenters the cell from the opposite side as shown in (b).
relatively very small number of molecules.

C.2 Equilibration
The system was equilibrated at various temperatures to explore the properties of
the Argon-type system with the developed program. In a temperature controlled
system there were two stages. The first stage starts immediately after ’switching
on’ the temperature control in which the temperature of the system exponentially
increased to reach the desired T=160 K. At this stage the system has a constant number of particles N, constant volume V and constant temperature T and
therefore is a representative of the canonical ensemble (NVT). During the NVT
run temperature fluctuation was distinctly small which indicates a strong control
of temperature. After ’switching off’ the heat bath, the temperature fluctuation
increased, and the system is thought to be a representative of a microcanonical
ensemble (NVE). However, the Argon-type system that was studied here was too
small to maintain kinetic energy and therefore the average temperature started to
decrease soon after switching off the temperature control. In addition, the equilibration time was far too short for the system to maintain the desired temperature
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after the deactivation of the velocity rescaling. In order to visualize the PBC
behaviour, two snapshots of the simulation were taken at consecutive time steps

C.3 Simulation codes
This program was developed by the author to simulate Argon-type atoms in vacuo
using the leap-frog integration algorithm. The heat bath to control temperature is
based on the scaling of velocity. The periodic boundary condition was implemented
and a cut-off value equals to half the side of cell was used. Additionally, this
program can also simulate cells (boxes) of different dimensions.
//*****************MD code v1.1************************************//
// This program was developed to simulate Argon-type Atoms in vacuum.
//******************************************************************//
#include <iostream>
#include <cstdlib> // rand(), srand() prototypes
#include <ctime> // time() prototype
#include <fstream>
#include <cmath>
#include <iomanip>
using namespace std;
//Structures
struct VecR
{
double x, y, z;
};
VecR region, vSum; //vector region = edges length , initUcell = num of
array in (x,y,z), vSum = to accumulate the total velocity (momentum)
should eq Zero
VecR dr, v, v1, v2, v3;

struct Mol
{

// vectors

193

C.3. Simulation codes

VecR r,rv, ra;
};
int nMol = 1000;
Mol *mol = new Mol [nMol];

//declare dynamic array equiv to

mol[], but size established during run not during comiling(reduce
error)
struct Prop
{
double val, sum, sum2;
};
Prop kinEnergy, totEnergy, pressure, instTemperature;
struct VecI
{
int x, y, z;
};
//function declaration
void SetParams();
void SetupJob();
void SingleStep();
void ComputeForces();
double Region();
void LeapfrogStep(int part);
void ApplyBoundaryCond();
void AllocArrays();
void InitVels();
void InitAccels();
void InitCoords();
void EvalProps();
void AccumProps (int icode);
void PrintProp();
void PrintSummary();
void AdjustTemp ();
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// file ouput
ofstream initCoordsFout("initCoords.xyz");
ofstream leapFrogP1Fout("leapFrogP1.xyz");
ofstream velDistribFOUT;
ofstream PropFOUT;
ofstream PropAvgStdFOUT;
ofstream PrintParamFOUT("Parameters.txt");

// global variavles
int moreCycles, stepCount;
double timeNow;

// timeNow = stepCount * deltaT

double uSum;

// total potential energy u

double velMag;
double virSum, vvSum; //vvSum = accumilate magnitude of velocities of
all atoms in a step
const double epsilon = 1.654028284E-21; //argon in vacuum mass argon =
6.625555398e-26 kg, sigma = 3.16E-10 meters (3.16 Angstrom)
const double boltzmann = 1.3806488E-23;
//*****************Parameters*******************************//
double deltaT = 0.0005;

// 0.0005 = 1 femto S, t* = t *

sqrt(epsilon/sigma^2 * m)
double density = 0.85;

// typical 0.85 for dense fluid and 1.05

for solid
VecI initUcell = {5,5,5};
int stepAvg = 999999;

// dimensions of the box
//interval (number of steps) before

calculating average
int stepEquil = 0;
int stepLimit = 5000;
double temperature = 1.0;

// typical 0
//typical 10000
//1 T*=kT/epsilon , corresponds to 119.8

K. Argon melt at 83.8 K (0.699 MD), boiling at 87.3 K
double rCut = 5.0;

//half the region length
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int stepAdjustTemp = 100;

// interval (number of steps) before

adjusting temperature
int stepStopBath = 999999; // step at which the bath is turned off, NVT
---> NVE
//*********************************************************//

// Macros
#define NDIM 3

//specify 3D

#define AllocMem(a, n, t) a = (t*) malloc((n) * sizeof (t)) //memory
allocation for mol[]
#define DO_MOL for (n = 0; n < nMol; n++)
//Template Functions
template <typename T>
inline T Sqr(T x)
{
return (x * x);
}
inline double Cube(double x)
{
return (x * x * x);
}
inline double Cubicrt(double x) //calculate cubic root
{
return (pow(x, 1.0/3));
}
template <typename T>
inline T VAdd(T v2, T v3)
{
v1.x = (v2.x + v3.x);
v1.y = (v2.y + v3.y);
v1.z = (v2.z + v3.z);
return v1;

//returns v1
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}
template <typename T>
inline T VVAdd(T v1, T v2)

// updates v1 by adding v2

{
v1.x += v2.x;
v1.y += v2.y;
v1.z += v2.z;
return v1;
}
template <typename T>
inline T VSub(T v2, T v3) //returns v1
{
v1.x = (v2.x - v3.x);
v1.y = (v2.y - v3.y);
v1.z = (v2.z - v3.z);
return v1;
}
template <typename T>
inline T VVSub(T v1, T v2)

// returns v1-=v2

{
v1.x = (v1.x - v2.x);
v1.y = (v1.y - v2.y);
v1.z = (v1.z - v2.z);
return v1;
}
template <typename T>
inline T VSAdd(T v2, double s, T v3)
{
v1.x = (v2.x + (s * v3.x));
v1.y = (v2.y + (s * v3.y));
v1.z = (v2.z + (s * v3.z));
return v1;
}

//returns v1=v2+s*v3
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template <typename T>
inline T VVSAdd(T v1, double s, T v2) //returns v1+=s*v2
{
v1.x += (s * v2.x);
v1.y += (s * v2.y);
v1.z += (s * v2.z);
return v1;
}
template <typename T>
inline int VDot(T v1, T v2) //returns int
{
return ((v1.x * v2.x) + (v1.y * v2.y) + (v1.z * v2.z));
}
template <typename T>
inline T VwrapAll(T v)

//returns v

{
if (v.x >= 0.5 * region.x) {v.x -= region.x;}
else if (v.x < - 0.5 * region.x) {v.x += region.x;}
if (v.y >= 0.5 * region.y) {v.y -= region.y;}
else if (v.y < - 0.5 * region.y) {v.y += region.y;}
if (v.z >= 0.5 * region.z) {v.z -= region.z;}
else if (v.z < - 0.5 * region.z) {v.z += region.z;}
return v;
}
template <typename T>
inline T VDiv(T v2, VecI v3) //returns v1
{
v1.x = (v2.x / v3.x);
v1.y = (v2.y / v3.y);
v1.z = (v2.z / v3.z);
return v1;
}
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template <typename T>
inline T VMul(T v2, T v3)

//returns v1

{
v1.x = (v2.x * v3.x);
v1.y = (v2.y * v3.y);
v1.z = (v2.z * v3.z);
return v1;
}
template <typename T>
inline VecR VSet(T sx, T sy, T sz) //returns v
{
v.x = sx;
v.y = sy;
v.z = sz;
return v;
}
template <typename T>
inline T VZero(T v) // returns v zeroed
{
v.x = 0;
v.y = 0;
v.z = 0;
return v;
}
template <typename T>
inline T VScale(T v, double s) // rescale v by value s and return v
{
v.x *= s;
v.y *= s;
v.z *= s;
return v;
}
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template <typename T>
inline T VSCopy(double s1, VecI v1)

// return v2=s1*v1

{
v2.x = s1 * v1.x;
v2.y = s1 * v1.y;
v2.z = s1 * v1.z;
return v2;
}
template <typename T>
inline int VProd(T v)

//returns v^2

{
return (v.x * v.y * v.z);
}
template <typename T>
inline double VLenSq(T v)
{
return ((v.x * v.x) + (v.y * v.y) + (v.z * v.z));
}
template <typename T>
inline T Max(T x1, T x2) //return the largest of two values
{
return (x1 > x2 ? x1 : x2);
}
inline double PropZero(Prop x) //zeros the sum and sum2
{
return x.sum = 0.0;
return x.sum2 = 0.0;
}

inline double PropAccum(Prop x) // accumulate prop every step
{
return x.sum += x.val;
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}
inline double PropAccum2(Prop x)
{
return x.sum2 += Sqr(x.val);
}

inline double PropAvg(Prop x, int n) //n step average
{
return x.sum /= n;

//average

}
inline double PropAvgStd(Prop x, int n) //calculate Std dev, step
average
{
return x.sum2 = sqrt(x.sum2 / (n - Sqr(x.sum))); // std deviation
}

inline double PropEst(Prop x)
{
return x.sum, x.sum2;
}
inline double TempMDtoKelvin(double tempMD)
{
return (tempMD * epsilon / boltzmann);
}
inline double TimeMDtofsec(double timeMD)
{
return (timeMD / 0.0005);
}
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//Fnnctions
void AllocArrays()

//dynamic array memory allocation depend on

size nMol
{
AllocMem(mol, nMol, Mol); //*mol is allocated memory
}
void InitCoords()
{
VecR c, gap;
int n, nx, ny, nz;
initCoordsFout << nMol << "\n\n";
gap = VDiv<VecR>(region, initUcell);

//gap searation

between atoms
n = 0;
for (nz = 0; nz < initUcell.z; nz++)
{
for (ny = 0; ny < initUcell.y; ny++)
{
for (nx = 0; nx < initUcell.x; nx++)
{
c = VSet<double>((nx + 0.5), (ny + 0.5),
(nz + 0.5));
c = VMul<VecR>(c, gap);
c = VVSAdd<VecR>(c, -0.5, region);
// center is origin
mol[n].r = c;
++n;
}
}
}
DO_MOL
{
cout << mol[n].r.x << "\t" << mol[n].r.y << "\t" <<
mol[n].r.z << endl;
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initCoordsFout << "Ar \t\t" << mol[n].r.x << "\t" <<
mol[n].r.y << "\t" << mol[n].r.z << endl;
}
}
void InitVels()
{
int n;
vSum = VZero<VecR>(vSum);
DO_MOL
{

mol[n].rv = VZero<VecR>(mol[n].rv);

//initialize

zero v to all mol
mol[n].rv = VVSAdd<VecR>(mol[n].rv, velMag, vSum);
//velMag = velocity initital magnitude
vSum = VVAdd<VecR>(vSum, mol[n].rv);

//velocity

vector sum

}
DO_MOL
{
mol[n].rv = VVSAdd<VecR>(mol[n].rv, -1.0/nMol, vSum);
//adjusted to ensure that the center of mass is
stationary
}
}
void InitAccels()

// initial accelaration

{
int n;
DO_MOL
{
mol[n].ra = VZero<VecR>(mol[n].ra);
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}
}
void LeapfrogStep(int part)
{
int n;
if (part == 1) {
leapFrogP1Fout << nMol << "\n\n";
DO_MOL {
mol[n].rv = VVSAdd<VecR>(mol[n].rv, (0.5 *
deltaT), mol[n].ra); //v_i(t+h/2)
mol[n].r = VVSAdd<VecR>(mol[n].r,
deltaT,mol[n].rv);

// r_i(t+h)

leapFrogP1Fout << "Ar \t\t" << mol[n].r.x << "\t"
<< mol[n].r.y << "\t" << mol[n].r.z << endl;
}
}else {
// part 2
DO_MOL
{
mol[n].rv = VVSAdd(mol[n].rv, 0.5 * deltaT,
mol[n].ra);

//v_i(t+h)

if(! velDistribFOUT.is_open())
//display title on FOUT
{
velDistribFOUT.open("VelDistribution.csv");
velDistribFOUT << "Velocity Vector
Sum" << endl;
}
velDistribFOUT << setprecision(10) <<
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mol[n].rv.y << endl;
}
}
}
void ApplyBoundaryCond()
{
int n;
DO_MOL
{
mol[n].r = VwrapAll(mol[n].r);
}
}

void ComputeForces()

//compute L-J force and potential

{
VecR dr;
double fcVal, rr,rri, ri, rri3, rrCut;
int i, j, n;
rrCut = Sqr(rCut);
DO_MOL
{
mol[n].ra = VZero<VecR>(mol[n].ra); // Zeroed Forces
vector, accelaration = force in MD units (f=ma -> f=m)
}
uSum = 0.0;
virSum = 0.0;
for (i = 0; i < nMol - 1; i++)
{
for (j = i + 1; j < nMol; j++)
{
dr = VSub<VecR>(mol[i].r, mol[j].r);
dr = VwrapAll<VecR>(dr);
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rr = VLenSq<VecR>(dr);
if (rr < rrCut)
{
rri = (1.0 / rr);

// rri = 1/r2

ri = sqrt(rri);
rri3 = Cube(rri);
// fcVal = 48.0 * rri3 * rri * (rri3 - 0.5);
fcVal = 48.0 * rri3 * ri * (rri3 - 0.5);
mol[i].ra.x += fcVal * dr.x;
mol[i].ra.y += fcVal * dr.y;
mol[i].ra.z += fcVal * dr.z;
mol[j].ra.x -= fcVal * dr.x;
mol[j].ra.y -= fcVal * dr.y;
mol[j].ra.z -= fcVal * dr.z;
// uSum += ((4.0 * rri3 * (rri3 - 1.0)) +
1.0);
uSum += (4.0 * rri3 * (rri3 - 1.0));
virSum += fcVal * rr;
}
}
}
}
void EvalProps()

//for every step

{
double vv;
int n;
double velSum = 0;

//magnitude of vSum for reach step

vSum = VZero<VecR>(vSum);
vvSum = 0;
DO_MOL

//velocity vector sum
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{
vSum = VVAdd<VecR>(vSum, mol[n].rv);
vv = VLenSq<VecR>(mol[n].rv);

// v^2 accumulate

vvSum += vv;
}
kinEnergy.val = (0.5 * vvSum / nMol);

//

Average kinEn --> instant T = 2Ek/3
totEnergy.val = (kinEnergy.val + (uSum / nMol));
//Average totEn = <kin en> + <pot en>, should be conserved
pressure.val = (density * (vvSum + virSum)) / (nMol * NDIM); //
????
instTemperature.val = ((2 * kinEnergy.val) / 3);
//instTemp = ((2 * kinEnergy.val) / 3);
// instn Temp
velSum = sqrt(VLenSq<VecR>(vSum));
cout << "step: " << setw(10) << left << stepCount << "time: " <<
setw(8) << TimeMDtofsec(timeNow) << "Ek: " << setw(15) <<
kinEnergy.val << "Etotal: " << setw(15) << totEnergy.val <<
"Vel Sum: " << setw(15) << velSum << "Temp: " << setw(15) <<
TempMDtoKelvin(instTemperature.val) << endl;
if(! PropFOUT.is_open())

//display title on FOUT

{
PropFOUT.open("EvalProp.csv");
PropFOUT << "step" << ","<< "time (fs)" << "," <<
"kinetic Energy" << "," << "Total Energy" << "," <<
"Velocity Sum" << "," << "Instant Temperature (K)" <<
endl;
}
PropFOUT << stepCount << "," << TimeMDtofsec(timeNow) << "," <<
kinEnergy.val << "," << totEnergy.val << "," << velSum << ","
<< TempMDtoKelvin(instTemperature.val) << endl;
}
void AccumProps (int icode)

// icode 0 = initilaize Sums, icode
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=1 accum current values,icode=3 calc final average
{
if (icode == 0)
{
PropZero(totEnergy);
PropZero(kinEnergy);
PropZero(pressure);
PropZero(instTemperature);
}
else if (icode == 1)
{
totEnergy.sum = PropAccum(totEnergy);
totEnergy.sum2 = PropAccum2(totEnergy);
kinEnergy.sum = PropAccum(kinEnergy);
kinEnergy.sum2 = PropAccum2(kinEnergy);
pressure.sum = PropAccum(pressure);
pressure.sum2 = PropAccum2(pressure);
instTemperature.sum = PropAccum(instTemperature);
}
else if (icode == 2)
{
totEnergy.sum = PropAvg(totEnergy, stepAvg);
kinEnergy.sum = PropAvg(kinEnergy, stepAvg);
pressure.sum = PropAvg(pressure, stepAvg);
instTemperature.sum = PropAvg(instTemperature, stepAvg);
totEnergy.sum2 = PropAvg(totEnergy, stepAvg);
kinEnergy.sum2 = PropAvg(kinEnergy, stepAvg);
pressure.sum2 = PropAvg(pressure, stepAvg);
if(! PropAvgStdFOUT.is_open())

//display title on

FOUT
{
PropAvgStdFOUT.open("PropAvgStdDev.csv");
PropAvgStdFOUT <<"time step" << "," << "<Ek>" << "," <<
"<Etot>" << "," << "<Pressure>" << "," <<
"<Temperature> (K)" << endl;
}
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PropAvgStdFOUT << stepCount << "," << kinEnergy.sum << "," <<
totEnergy.sum << "," << pressure.sum << "," <<
TempMDtoKelvin(instTemperature.sum) << endl;
}
}

void AdjustTemp() //by rescalling velocity from single step after
PropAccum(2)
{
double vFac;
int n;
vvSum = 0;
DO_MOL
{
vvSum += VLenSq<VecR>(mol[n].rv);
}
vFac = (velMag / sqrt(vvSum / nMol));
DO_MOL
{
mol[n].rv = VScale<VecR>(mol[n].rv, vFac);
}
}
void SetParams()
{
region = VSCopy<VecR>((1.0 / density), initUcell);
nMol = VProd<VecI>(initUcell);
velMag = sqrt(NDIM * (1.0 - (1.0 / nMol)) * temperature);
//equipartition v_i = Sqrt(3*T) , 1-1/nMol to subtract mass center
velocity??
}
void SetupJob()
{
AllocArrays ();
stepCount = 0;
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InitCoords ();
InitVels ();
InitAccels ();
AccumProps (0);

//zeroed sum and sum2

}
void SingleStep()
{
++stepCount;
timeNow = stepCount * deltaT;
LeapfrogStep (1);
ApplyBoundaryCond();
ComputeForces();
LeapfrogStep(2);
EvalProps();
AccumProps (1); //accumulate after each step to give x.sum and
x.sum2
if (stepCount % stepAvg == 0)
{
AccumProps(2);

// calculate average and std deviation

//PrintSummary();
//AccumProps(0);
}
if (stepCount >= stepAdjustTemp && stepCount < stepStopBath)
{
AdjustTemp();
}
}
void PrintParameters()
{
PrintParamFOUT << "\n initial cell configuration: " << "{"<<
initUcell.x << "," << initUcell.y << "," << initUcell.z << "}"<< "\n
time step: " << deltaT;
PrintParamFOUT << "\n cut off: " << rCut << "\n density: " << density
<< "\n temperature: " << temperature << "\n step average: " <<
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stepAvg;
PrintParamFOUT << "\n step interval to adjust temperature: " <<
stepAdjustTemp << "\n heat bath off step: " << stepStopBath;
PrintParamFOUT << "\n step limit: " << stepLimit;
}
int main()
{
SetParams();
SetupJob();
moreCycles = 1;
while (moreCycles)
{
SingleStep();
if (stepCount >= stepLimit)
{
moreCycles = 0;
}
}
PrintParameters();
cin.get();
return 0;
}
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